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€ XERC1S€E 2- Let B = {ay, ay, a3} be the basis for C* defined by
ap = (1,0,—1) Qg — (1,1,1) Q3 — (2,2,0)

Find the dual basis of B.

solar 10N: The first element of the dual basis is the linear function o} such
that aj(aq) = 1, af(as) = 0 and ajf(a3) = 0. To describe such a function more
explicitly we need to find its values on the standard basis vectors e;, e; and es.
To do this express ey, ey, e3 through ay, as, a3 (refer to the solution of Exercise 1
pp- 54-55 from Homework 6). For each i = 1,2,3 you will find the numbers
a;, b;, c; such that e; = a;aq + b;as + ;a3 (i.e. the coordinates of e; relative to the
basis a1, as,a3). Then by linearity of o] we get that af(e;) = a;. Then «oj(e;) = b;,
and oj(e;) = ¢;. This is the answer. It can also be reformulated as follows.
If P is the transition matrix from the standard basis e, ez, e3 to oy, as, a3, i.e.
(a1, an,a3) = (e1,e9,e3)P, then (P~1)! is the transition matrix from the dual basis
el e3, e to the dual basis of, a3, a3, i.e. (af, a3, al) = (e], €3, e5) (P71

Note that this problem is basically the change of coordinates problem: e.g.
the value of af on the vector v € C? is the first coordinate of v relative to the basis
a1, g, 3.

e)ce]zase 3

If A and B are n x n matrices over the field /', show that trace(AB) =trace(BA).
Now show that similar matrices have the same trace.

solar 10N: It is easy to check that the trace of AB as well as the trace of BA
equal the sum of all products «;;b;; where i,j =1,...,n.

If A is similar to A’ then A’ = PAP~! for some invertible matrix P. Apply
the above identity to the matrices P and AP~!. We get that trace[P(AP™!)] =
trace[(AP~!)P]. Hence, trace(A’) = trace[(AP~!)P] =trace(A).

€ XepRcise 4- Let V be the vector space of all polynomial functions p from R
to R that have degree 2 or less:
p(z) = co + 1w + cp2”.

Define three linear functionals on V' by

fl(p):/olp(ﬂf)dﬂ% f2(p) Z/ng(w)dw, fg(p)z/o_lp(w)da?-

Show that {fi, f2, f3} is a basis for V* by exhibiting the basis for I/ of which it is
dual.
solation:

We have to find a basis {pi,ps,ps} for V such that f;(p;) = d;;. Let’s try to find
p1; p1 must be a polynomial of degree at most 2 such that

1 2 —1
[ @z =1. [ pyz =0, [ piartr=o
0 0 0
1



Let P, be the anti-derivative of p;, i.e. P{(z) = pi(z). Then, by the fundamental
theorem of calculus, the conditions on p; become

If we choose P;(0) to be equal to zero, the conditions are simply P(1) =1, P(2) =
0, Pi(—1) = 0. This implies that P, has roots at 0,2 and —1. Therefore P(z) =
q(z)x(x — 2)(x + 1) where ¢ is some polynomial. But we also require P, to have
degree at most 3 (since we want the derivative to have degree at most 2). Therefore
¢(z) should be a constant polynomial. What constant? Well, we want P;(1) =
q(1)1(1 — 2)(1 + 1) = 1 therefore ¢(1) = ¢(z) = —3. In the same way we can find p,
and ps.

Let pi(z) = —3[(z — 2)(z — 1) + z(z + 1) + z(z — 2)], po(x) = F[(z — D) (z + 1) + z(z +
) +az(z—1)], ps(z) = —%[(z — 1)(z — 2) + o(x — 2) + z(z — 1)]. Then B = {p\, p2,p3} is
a basis whose dual is {f1, f2, f3}. To verify that it is a basis, it is enough to show
an invertible matrix which maps the vectors {py, p2, p3} onto the vectors {1, z, 2%}
(both sets expressed with coordinates in the basis {1, z, z*}). This matrix is

1 1 1
5 8
1 1
-1 35 —3

To verify that {fi, f», f3} is the dual basis, calculate the integrals and verify that
fi(p;) = 6i;.

€ XxXepcise 8 Let IV be the subspace of RS that is spanned by the vectors
a1:€1+262+€3, CE2:€2+3€3+364+65,

a3 = e1 + 4ey + 6es + dey + e5.

Find a basis for W°.
SoLAT10N: The vectors a4, as, a3 are linearly independent. This can be checked
by row reducing the matrix whose row vectors are oy, ay, a3. We get the matrix

100 4 3

01 0 =3 -2

001 2 1
This matrix also shows that if we let oy, = e, and as; = e5, the ordered set
{a1, g, a3, a4, 5} is a basis for R°. Let {fi, f2, f3, f1,- - -, f5} be the dual basis. Then

a basis for WY is {f,, f5}
€ Xepcise 9- Let V be the vector space of all 2 x 2 matrices over the field of real

numbers and let
2 =2
=4 V)



Let W be the subspace of V' consisting of all A such that AB = 0. Let f be a
linear functional on V which is in the annihilator of W. Suppose that f(/) =0
and f(C) = 3, where [ is the 2 x 2 identity matrix and

-39

Find f(B).
SOL(ITION: Notice that

-1 =2 10
o= (5 2) e h)
The first matrix of this sum is in W, therefore f(B) = f(31) =3f([)=3-0=0

])]') Let

€ XepRcise |- Let n be a positive integer and F a field. Let W be the set of all
vectors (zy,...,x,) in F" such that z; +--- + z,, = 0.

a Prove that W° consists of all linear functionals f of the form
flxy, ... x,) = chj
j=1

b Show that the dual space W* of W can be 'naturally’ identified with the
linear functionals f(z1,...,2,) = cjz1 + - - - + ¢z, on F,, which satisfy ¢; +-- -+
¢, =0

SOL(IT 10N: a. Let f be a functional in W°. Since f is a linear functional

it is of the form f(zy,...,2,) = a121 + -+ + a,x,. But since f(w) = 0 for all
w € W we must have that f(1,—1,0,...,0) = 0, therefore a; = a». Analogously,
a; =az=az=---=a,. Thus f(zy,...,2,) =a(z1+ -+ x,).

Now let f be a functional of the form f(z1,...,v,) = ¢} ', ;, then, by the defini-
tion of W we must have f(w) =0 for all w € W, i.e. f € W°.

b. W can be naturally identified with the linear functionals
flzy,. ... xn) = 1oy + - + cpap

which satisfy ¢; + - - - + ¢, = 0 just by making a point (wy, ..., w,) correspond to the
functional f(z1,...,z,) = wiz; + - + Wy,



