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Probability spaces

Definition

A probability space is a measure space (2,.%, Prob) with Prob a positive
measure of mass 1.

@ Q is called the sample space, and w € Q are called outcomes.

o %, a o-algebra, is called the event space, and A € .% are called
events.
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Algebras of sets

Definition
A collection of sets . is a semialgebra if
0 IfS,Te S then SNT €./
o If S € . then 5€ is the finite disjoint union of sets of ..

Example
The empty set together with those sets

(al,bl]x-‘-x(ad,bd]C]Rd, —00 < 3; < b £ @

form a semialgebra in RY.
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Algebras of sets

Definition
A collection of sets . is an algebra if it is closed under complements and
intersections. )

Lemma

If & is a semialgebra, then .7, given by finite disjoint unions from ., is
an algebra.

Definition
A o-algebra of sets is an algebra which is closed under countable unions.
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Borel o-algebra

Definition
Given a collection of subsets A, C , the generated o-algebra o({An}) is
the smallest o-algebra containing {A,}.

Definition
In the case that Q2 has a topology .7 of open sets, the Borel o-algebra is
(7).
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Borel o-algebra

Definition
The product of measure spaces (Q;, %;), i = 1,...,n is the set
Q= Q x ... x Qp with the o-algebra F1 x ... x Z, = o (U7 Zi).

Exercise

Let d > 1. With the usual topologies, the Borel o-algebra $ra is equal to
PBr X ... x Br (d copies).

v
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Dynkin’'s m — A Theorem

Definition
A m-system is a collection & of sets closed under finite intersections. A
A-system is a collection .Z of sets satisfying the following

e Ne¥
@ Forany A, B € ¥ satisfying AC B, B\Ae ¥
o If Ay C Ay C ... is a sequence from .Z and A= J72; Ai then A€ .Z.

Bob Hough Math 639: Lecture 1 January 24, 2017 7 /54



Dynkin’'s m — A Theorem

Lemma

Let & be a A-system which is closed under intersection. Then £ is a
o-algebra.

Proof.
o If Ac L then AA=Q\AecZ.
o If A,B e 2 then AUB = (A°NB°) e .Z.

o Thus, if {A;}$°; is a sequence in .Z, then for each n, |J7_; Ai € Z,
and hence |J72; Aj € Z.

Ol

v
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Dynkin’'s m — A Theorem

Theorem (Dynkin's m — A Theorem)
If Z? C £ with & a m-system and £ a \-system then o(P) C £. J
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Dynkin’'s m — A Theorem

Proof.

Let ¢(Z) be the smallest A\-system containing &?. We show that /() is
a o-algebra.

o Let A€ () and define Ly ={B: ANB € {(Z)}.

@ We check that L, is a A-system.
Q € Ly since A€ U(P)
If B,C € L, and B D C, then
AN(B—C)=(ANB)—(ANC) € {2).
If Bi C By C ... is a sequence from La with B = J;2; B; then
BiNACB,NAC ...has BNA=J=,(BiNA), and hence
BNAe€lP)soBe lLa.

o If Ac & then La = {(Z). Hence, if B € {(Z) then AN B € {(2).
But then this implies Lg = ¢(2?). It follows that for all A, B € ¢(2),
ANBel(2).

Ol
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Measures

Definition

A positive measure on an algebra </ is a set function p which satisfies
o u(A) > (@) =0 forall Ae o/
o If A; € o7 are disjoint and their union is in o7, then

7 (U Ai) =" u(Ai).
i=1 i=1

If 1(2) =1 then p is a probability measure.
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Probability measure properties

A probability measure satisfies the following basic properties.
e (Monotonicity) If A C B then Prob(A) < Prob(B).
o (Sub-additivity) If A C |J; A; then Prob(A) < . Prob(A;)

o (Continuity from below) If A; C Ay C ... and A = J; A; then
Prob(A;) 1 Prob(A)

@ (Continuity from above) If A; D A> D ... and A=), A; then
Prob(A;) | Prob(A).
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Atomic measures

Definition
A probability space (€2,.%, Prob) is non-atomic if Prob(A) > 0 implies that
there exists B € .% satisfying B C A and 0 < Prob(B) < Prob(A).
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Outer measures

Definition
An outer measure p* on a measurable space (2,.%) is a set function
w* o F — [0, 0] satisfying
e 1*(0) =0 and u*(A1) < p*(Az) for any A1, Ay € Z with A; C Ap.
o u* (UslqAn) <> 02, u*(A,) for any countable collection of sets
{A} C Z.
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Outer measures

Definition
Given an outer measure p* on a measurable space (Q2,.%), aset Ac Z is
measurable (in the sense of Carathéodory) if for each set E € .7,

p(E) = p(ENA) + p*(E N A).

Bob Hough Math 639: Lecture 1 January 24, 2017 15 / 54



Outer measures

Theorem

Let u* be an outer measure on a measurable space (2,.%). The subset ¢

of *-measurable sets in % is a o-algebra, and p* restricted to this subset
is a measure.

See e.g. Royden pp.54-60.
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Lebesgue measure

An outer measure on (R, 2R) is given by

,U,* (A) = inf {Z bj—a;j: AC U(a,-, b,]} .
i=1 i=1

Lebesgue measure is obtained by restricting u* to its measurable sets. The
o-algebra so obtained is larger than the Borel o-algebra.
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Carathéodory’s Extension Theorem

Theorem

Let i be a o-finite measure on an algebra <. Then p has a unique
extension to o(<f).

Bob Hough Math 639: Lecture 1

January 24, 2017 18 / 54



Carathéodory’s Extension Theorem

Proof of uniqueness.
Let 11 and pp be two extensions of i to o(/). Let A € o7 satisfy
p(A) < oo and let

ZL={Beo(): pi(ANB) = u(ANB)}.

We show that £ is a A-system. Since &/ C .Z and &/ is a w-system, it
then follows that .2 = o(<7). Uniqueness then follows on taking a
sequence {A,} with A, T Q and u(A,) < oc. O
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Carathéodory’s Extension Theorem

Proof of uniqueness.

To verify the A-system property, observe
e Qe
o If B,C € £ with C C B, then

pi(AN(B = C)) = (AN B) — u (AN C)
= p2(ANB) — pu2(AN C) = pw2(AN (B — C)).

o If B, €.Z and B, 1 B then

,ul(A N B) = Ii_)m UI(A N Bn) = |i_>m /JQ(A N Bn) = /JQ(A N B)

Ol

v
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Carathéodory’s Extension Theorem

Proof of existence.
Define set function p* on o(<7) by

,U,*(E) = inf{iu(A,‘) E C GA,‘,A,’ € %} .
i=1

i=1
Evidently p*(A) = pu(A) for A € o7. Also, A € </ is measurable, since for
F € o(4/) and € > 0 there exists {B;}7°; a sequence from & satisfying
> (Bi) < p*(F) + €. Then
w(Bj) = p*(BiNn A) + p*(Bi N AS)
pHF)+e= ) p(BinA) + > p*(BiNAY) > p*(FNA)+ p*(FE N A).

which gives the condition for measurability. [

v
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Carathéodory’s Extension Theorem

Proof of existence.
" satisfies the properties of an outer measure, since
o If E C F then p*(E) < p*(F)
e If F C |, Fiis a countable union, then p*(F) <> . u*(Fi).
The restriction of p* to its measurable sets gives the required extension of

W []
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Random variables

Definition
A real valued random variable on a measure space (Q,.7, Prob) is a
function X : Q — R which is .%-measurable, that is, for each Borel set
B C R,

XYB)={w: X(w) € B} € #.

A random vector in R? is a measurable map X : Q — R¢.

Given A € %, the indicator function of A is a random variable,

wo-{ 45h
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Random variables

Theorem

If X1, ..., X, are random variables and f : (R", Zgrn) — (R, B) is
measurable, then (X, ..., X,) is a random variable.

Theorem

If X1, X, ... are random variables then X1 + Xo + ... + X,, is a random
variable, and so are

inf X, supX,, limsupX,, liminfX,.
n n n n

Proof.
Exercise, or see Durrett, pp. 14-15.
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Distributions

Definition
The distribution of a random variable X on R is the probability measure p
on (R, A) defined by

u(A) = Prob(X € A).

The distribution function of X is

F(x) = Prob(X < x).

25 / 54
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Distributions

Theorem
Any distribution function F has the following properties:
© F is nondecreasing.
Q limyoo F(x) =1, limy—_oo F(x) = 0.
© F is right continuous, that is, limy, F(y) = F(x).
Q If F(x—) = limyy F(y) then F(x—) = Prob(X < x).
@ Prob(X = x) = F(x) — F(x—).
Furthermore, any function satisfying the first three items is the distribution
function of a random variable.

v
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Distributions

Proof.

All of the forward claims are straightforward.
For the reverse claim, let Q = (0,1), .# = 2 and set Prob to be Lebesgue
measure. Define

X(w) =sup{y : F(y) < w}.

Then
{w: X(w) <x} ={w:w < F(x)},

which follows by the right-continuity of F. Hence Prob(X < x) = F(x).
[]

v
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Distributions

Definition
If X and Y induce the same distribution 1 on (R, %), we say X and Y are
equal in distribution. We write X =4 Y.

v

Definition
When the distribution function F(x) = Prob(X < x) has the form

Fe = [ f)ay

— 00

we say that X has density function f.
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Example distributions

e Uniform distribution on (0,1). Density f(x) =1 for x € (0,1) and 0

otherwise.
o Exponential distribution with rate \. Density f(x) = Ae™ for x > 0,
0 otherwise.
S . eo(—%)
e Standard normal distribution. Density f(x) = —
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Example distributions

@ Uniform distribution on the Cantor set. Define distribution function F
by F(x) =0 for x <0, F(x) =1 for x > 1, F( ) =3 for x € [3, 3],
F(x) = % for x € [é,%], F(x) = 3 for x € [9,9

@ Point mass at 0. The distributlon function has F( ) =0 for x <0,
F(x) =1 for x > 0.

@ Lognormal distribution. Let X be a standard Gaussian variable.
exp(X) is lognormal.

e Chi-square distribution. Let X be a standard Gaussian variable. X2
has a chi-squared distribution.
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Example distributions on Z

@ Bernoulli distribution, parameter p. Prob(X = 1) = p,
Prob(X =0)=1—p.

@ Poisson distribution, parameter A\. X is supported on Z and
Prob(X = k) = e 2.

e Geometric distribution, success probability p € (0,1). X is supported
on Z and Prob(X = k) = p(1 — p)k~1, for k =1,2,....
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Integration

The Lebesgue integral against a o-finite measure is defined as usual for
@ Simple functions
@ Bounded functions
© Nonnegative functions

@ General functions
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Integral inequalities

Theorem (Jensen's inequality)

Let ¢ be convex on R. If i is a probability measure, and f and ¢(f) are

integrable then
6 ( / fdu) < [y
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Jensen’s inequality

Proof.

Let ¢ = [ fdp and let £(x) = ax + b be a linear function which satisfies
U(c) = ¢(c) and ¢(x) > £(x). Thus

/¢(f)du > /(af+ b)du = ¢ (/ fd,u,) .
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Holder's inequality

Theorem
If p,q € (1,00) with £ + £ =1, then

/ gl < 1 Fllollell
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Holder's inequality

Proof.

We may assume that ||f||, > 0 and ||g||q > O, since otherwise both sides
vanish. Dividing both sides by ||f||,|lg|lq, we may assume that

1fllo = llgllq = 1.
For fixed y > 0,

1
25 8 il 0 s = @ 8 g = 7 and i = yot =y9 so ¢(x) = 0.
Thus xy < XT: + y—; in x,y > 0. The claim follows by setting x = |f]|,
y = |g| and integrating. 0

V.
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Bounded convergence theorem

Definition
We say that f, — f in measure if, for any € > 0,

p({x : fa(x) = F(x)| > €}) = 0

as n — o0.

Theorem (Bounded convergence theorem)

Let E be a set with u(E) < oo. Suppose f, vanishes on E€,
and f, — f in measure. Then

/fduznli_)ngo/fnd,u,.
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Bounded convergence theorem

Proof.
Let € > 0, G, = {x: |fa(x) — f(x)| < €} and B, = E — G,. Thus

‘/fdu—/fnd,u S/\f—fnldu
/|f—f|dp—|—/ I — £ldu

< eu(E)+2Mu(B,

Since f, — f in measure, u(Bp) — 0. The proof follows on letting
€ i 0. N
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Fatou's lemma

Lemma (Fatou's lemma)
If f, > 0 then

Ii,m)iorlf/f,,du > / <IinrlLrlf f,,) d.
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Fatou's lemma

Proof.
Let gn(x) = infm>p fm(x), and note that

gn(x) T g(x) = liminf f,(x).

It suffices to verify that lim,_o [ gndp > [ gdp. To do so, let En, T be
sets of finite measure. For each fixed m, as n — oo,

/gnduz/ g Amduy— [ gAmdu.
m EITI

Letting m — oo proves the result. [
V.
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Monotone convergence theorem

Theorem (Monotone convergence theorem)

If f, >0 and f, 1 f then
/f,,d,uT/fd,u.
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Monotone convergence theorem

Proof.

By Fatou's lemma, limp_o [ fadp > [ fdu. The reverse inequality is

immediate. Ol
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Dominated convergence theorem

Theorem (Dominated convergence theorem)
Iff, — f a.e, J

fo| < g for all n and g is integrable, then [ fodp — [ fdp.
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Dominated convergence theorem

Proof.
Since f, + g > 0, Fatou's lemma gives
n—oo

liminf [ (f, 4+ g)dp > /(f +g)dp.

Thus liminf,_ [ fadp > [ fdp. To prove the limit, replace f, with
— 7 0l
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Expected value

Definition

Let X be a random variable on (Q,.%, Prob), and write X = Xt + X~ in
a positive and negative part.

The expected value of X is E[XT] = [ XTdP, similarly X~. If either
E[XT] or E[X] is finite we say E[X] exists and its value is

E[X] = E[X*] + E[X"].

E[X] is also called the mean, p.
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Expected value

Theorem

Suppose X, — X a.s. Let g and h be continuous functions on R satisfying
@ g >0 and g(x) — oo as x| = oo
o |h(x)|/g(x) — 0 as |x| = o0
@ There exists K > 0 such that E[g(X,)] < K for all n.

Then E[h(X,)] — E[h(X)] as n — oc.

v

A common application of this theorem takes h(x) = x and g(x) = |x|P for
some p > 1.
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Expected value

Proof.
The proof method is an example of truncation.
@ Assume w.l.o.g. that h(0) = 0.
@ Let M > 0 be such that Prob(X = M) = 0 and g(x) > 0 for |x| > M.

o Define Y = Y1(jy|<m). By bounded convergence,
E[A(X )] = E[A(X)].
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Expected value

Proof.

e Use

[E[A(Y)] — E[A(Y)]]| < E[|A(Y) — h(Y)]]
= E[[h(Y)I1(y;>m)] < em E[g(Y)]

where €y = sup{ ‘g(x L x| > M}.

o Thus | E[A(X,)] — E[A(X,)]| < Kem. Also,

Elg(X)] < liminf E[g(Xa)] < K

so | E[h(X)] — E[A(X)]| < Kem.
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Expected value

Proof.

@ It follows from the triangle inequality that
| E[A(XA)] — E[A(X)]| < 2Kem + | E[A(X,)] — E[A(X)]I-

Letting first n, then m tend to infinity proves the claim.
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Change of variable formula

Theorem

Let X be a random element of (S,.”) with distribution (i, that is,
1(A) = Prob(X € A). If f is measurable from (S,.) — (R, A) and is
such that f > 0 or E[|f(X)|] < oo, then

EF(X)] = /5 F(y)uldy).
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Change of variable formula

Proof.
o If Be.¥ and f = 1p then

E[L6(X)] = Prob(X € B) = u(B) = [ 1o(y)u(dy).

@ The equality thus holds for simple functions by linearity.

@ The equality holds for non-negative functions f by taking a sequence
of simple functions f, 1 f and applying monotone convergence.

@ The equality holds for general f by linearity again.
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Variance

Definition
Let X be a random variable which is square integrable. The variance of X

i Var(X) = E [X?] — E[X]?

and the standard deviation is 0 = Var(X)%.
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Markov's inequality

Theorem

Let X > 0 be a non-negative random variable with finite mean y. Then
forall A > 1,

1
Prob(X > Au) < X

Proof.

The result holds if i = 0, so assume otherwise. Write

ApProb(X > Au) < E [X1(xsa] < E[X] = p

to conclude. ]
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Chebyshev's inequality

Theorem

Let X be a square-integrable random variable with mean . and standard
deviation o. Then for all A > 1,

1
Prob(|X — | > Ao) < 2
Proof.
Apply Markov's inequality to (X — ). O
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