
MATH 533, SPRING 2020, HW10

DUE IN CLASS, APRIL 27

Problem 1. If 0 < p < 1, let βp = pδ1 + (1 − p)δ0, and let β
(n)
p be the nth

convolution power of βp,

β(n)
p =

n∑
k=0

n!

k!(n− k)!
pk(1− p)n−kδk.

If a > 0, let

λa = e−a
∞∑
0

ak

k!
δk.

λa is called the Poisson distribution with parameter a. Prove the following.

(1) The mean and variance of λa are both a.
(2) λa ∗ λb = λa+b.

(3) β
(n)
a/n converges vaguely to λa as n→∞.

Problem 2. If
∑∞

1 n−2σ2n < ∞, then limn−2
∑n

1 σ
2
j = 0. If {an} ⊂ C and

lim an = a, then limn−1
∑n

1 aj = a.

Problem 3. If {Xn} is a sequence of independent random variables such that
E(Xn) = 0 and

∑∞
1 σ2(Xn) <∞, then

∑∞
1 Xn converges almost surely.

Problem 4. If {Xn} is a sequence of i.i.d. random variables which are not
in L1, then lim supn−1|

∑n
1 Xj| =∞ almost surely.

Problem 5. (Shannon’s Theorem) Let {Xi} be a sequence of independent
random variables on the sample space Ω having the common distribution
λ =

∑r
1 pjδj where 0 < pj < 1,

∑r
1 pj = 1, and δj is the point mass at j.

Define random variables Y1, Y2, ... on Ω by

Yn(ω) = P ({ω′ : Xj(ω
′) = Xj(ω) for 1 ≤ j ≤ n}) .

Prove the following.
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(1) Yn =
∏n

1 pXj
.

(2) n−1 log Yn →
∑r

1 pj log pj almost surely.


