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Preface

This book is based on graduate courses taught by the author over the last
fourteen years in the mathematics department of Stony Brook University.
The goal of these courses was to introduce second year graduate students
with no prior knowledge of physics to the basic concepts and methods of
quantum mechanics. For the last 50 years quantum physics has been a driv-
ing force behind many dramatic achievements in mathematics, similar to
the role played by classical physics in the seventeenth to nineteenth cen-
turies. Classical physics, especially classical mechanics, was an integral part
of mathematical education up to the early twentieth century, with lecture
courses given by Hilbert and Poincaré. Surprisingly, quantum physics, es-
pecially quantum mechanics, with its intrinsic beauty and connections with
many branches of mathematics, has never been a part of a graduate math-
ematics curriculum. This course was developed to partially fill this gap and
to make quantum mechanics accessible to graduate students and research
mathematicians.

L.D. Faddeev was the first to develop a course in quantum mechanics for
undergraduate students specializing in mathematics. From 1968 to 1973 he
regularly lectured in the mathematics department of St. Petersburg State
University in St. Petersburg, Russia1, and the author enjoyed the opportu-
nity to take his course. The notes for this book emerged from an attempt to
create a similar course for graduate students, which uses more sophisticated
mathematics and covers a larger variety of topics, including the Feynman
path integral approach to quantum mechanics.

1At that time in Leningrad, Soviet Union.

xi



xii Preface

There are many excellent physics textbooks on quantum mechanics,
starting with the classic texts by P.A.M. Dirac [Dir47], L.D. Landau and
E.M. Lifshitz [LL58], and V.A. Fock [Foc78], to the encyclopedic trea-
tise by A. Messiah [Mes99], the recent popular textbook by J.J. Sakurai
[Sak94], and many others. From a mathematics perspective, there are clas-
sic monographs by J. von Neumann [vN96] and by H. Weyl [Wey50], as
well as a more recent book by G.W. Mackey [Mac04], which deal with the
basic mathematical formalism and logical foundations of the theory. There
is also a monumental project [DEF+99], created with the purpose of in-
troducing graduate students and research mathematicians to the realm of
quantum fields and strings, both from a mathematics and a physics perspec-
tive. Though it contains a very detailed exposition of classical mechanics,
classical field theory, and supersymmetry, oriented at the mathematical au-
dience, quantum mechanics is discussed only briefly (with the exception
of L.D. Faddeev’s elegant introduction to quantum mechanics in [Fad99]).
Excellent lecture notes for undergraduate students by L.D. Faddeev and
O.A. Yakubovskǐi [FY80] seems to be the only book on quantum mechanics
completely accessible to mathematicians2. Recent books by S.J. Gustafson
and I.M. Sigal [GS03] and by F. Strocchi [Str05] are also oriented at math-
ematicians. The latter is a short introductory course, while the former is
more an intermediate level monograph on quantum theory rather than a
textbook on quantum mechanics. There are also many specialized books on
different parts of quantum mechanics, like scattering theory, the Schrödinger
operator, C∗-algebras and foundations, etc.

The present book gives a comprehensive treatment of quantum mechan-
ics from a mathematics perspective and covers such topics as mathematical
foundations, quantization, the Schrödinger equation, the Feynman path in-
tegral and functional methods, and supersymmetry. It can be used as a
one-year graduate course, or as two one-semester courses: the introductory
course based on the material in Part 1, and a more advanced course based on
Part 2. Part 1 of the book, which consists of Chapters 1-4, can be considered
as an expanded version of [FY80]. It uses more advanced mathematics than
[FY80], and contains rigorous proofs of all main results, including the cele-
brated Stone-von Neumann theorem. It should be accessible to a second-year
graduate student. As in [FY80], we adopt the approach, which goes back to
Dirac and was further developed by Faddeev, that classical mechanics and
quantum mechanics are just two different realizations of the fundamental
mathematical structure of a physical theory that uses the notions of ob-
servables, states, measurement, and the time evolution — dynamics. Part 2,
which consists of Chapters 5-8, deals with functional methods in quantum

2The English translation will appear in the AMS “The Student Mathematical Library” series.



Preface xiii

mechanics, and goes beyond the material in [FY80]. Exposition there is less
detailed and requires certain mathematical sophistication.

Though our presentation freely uses all the necessary tools of modern
mathematics, it follows the spirit and tradition of the classical texts and
monographs mentioned above. In this sense it can be considered “neoclassi-
cal” (as compared with a more abstract approach in [DF99a]). Each chap-
ter in the book concludes with a special Notes and references section, which
provides references to the necessary mathematics background and physics
sources. A courageous reader can actually learn the relevant mathematics
by studying the main text and consulting these references, and with enough
sophistication, could “translate” corresponding parts in physics textbooks
into the mathematics language. For the physics students, the book presents
an opportunity to become familiar with the mathematical foundations and
methods of quantum mechanics on a “case by case” basis. It is worth men-
tioning that development of many mathematics disciplines has been stimu-
lated by quantum mechanics.

There are several ways to study the material in this book. A casual reader
can study the main text in a cursory manner, and ignore numerous remarks
and problems, located at the end of the sections. This would be sufficient
to obtain basic minimal knowledge of quantum mechanics. A determined
reader is supposed to fill in the details of the computations in the main
text (a pencil and paper are required), which is the only way to master
the material, and to attempt to solve the basic problems3. Finally, a truly
devoted reader should try to solve all the problems (probably consulting the
corresponding references at the end of each section) and to follow up on the
remarks, which may often be linked to other topics not covered in the main
text.

The author would like to thank the students in his courses for their
comments on the draft of the lecture notes. He is especially grateful to his
colleagues Peter Kulish and Lee-Peng Teo for the careful reading of the
manuscript. The work on the book was partially supported by the NSF
grants DMS-0204628 and DMS-0705263. Any opinions, findings, and con-
clusions or recommendations expressed in this book are those of the author
and do not necessarily reflect the views of the National Science Foundation.

3We leave it to the reader to decide which problems are basic and which are advanced.





Part 1

Foundations





Chapter 1

Classical Mechanics

We assume that the reader is familiar with the basic notions from the theory
of smooth (that is, C∞) manifolds and recall here the standard notation. Un-
less it is stated explicitly otherwise, all maps are assumed to be smooth and
all functions are assumed to be smooth and real-valued. Local coordinates
q = (q1, . . . , qn) on a smooth n-dimensional manifold M at a point q ∈ M
are Cartesian coordinates on ϕ(U) ⊂ Rn, where (U,ϕ) is a coordinate chart
on M centered at q ∈ U . For f : U → Rn we denote (f ◦ϕ−1)(q1, . . . , qn) by
f(q), and we let

∂f

∂q
=

(
∂f

∂q1
, . . . ,

∂f

∂qn

)
stand for the gradient of a function f at a point q ∈ Rn with Cartesian
coordinates (q1, . . . , qn). We denote by

A•(M) =

n⊕
k=0

Ak(M)

the graded algebra of smooth differential forms on M with respect to the
wedge product, and by d the de Rham differential — a graded derivation of
A•(M) of degree 1 such that df is a differential of a function f ∈ A0(M) =
C∞(M). Let Vect(M) be the Lie algebra of smooth vector fields on M with
the Lie bracket [ , ], given by a commutator of vector fields. ForX ∈ Vect(M)
we denote by LX and iX , respectively, the Lie derivative along X and the
inner product with X. The Lie derivative is a degree 0 derivation of A•(M)
which commutes with d and satisfies LX(f) = X(f) for f ∈ A0(M), and
the inner product is a degree −1 derivation of A•(M) satisfying iX(f) = 0

3



4 1. Classical Mechanics

and iX(df) = X(f) for f ∈ A0(M). They satisfy Cartan formulas

LX = iX ◦ d+ d ◦ iX = (d+ iX)2,

i[X,Y ] = LX ◦ iY − iY ◦ LX .
For a smooth mapping of manifolds f : M → N we denote by f∗ : TM →
TN and f∗ : T ∗N → T ∗M , respectively, the induced mappings on tan-
gent and cotangent bundles. Other notations, including those traditional for
classical mechanics, will be introduced in the main text.

1. Lagrangian Mechanics

1.1. Generalized coordinates. Classical mechanics describes systems of
finitely many interacting particles1. A system is called closed if its particles
do not interact with the outside material bodies. The position of a system
in space is specified by positions of its particles and defines a point in a
smooth, finite-dimensional manifold M , the configuration space of a system.
Coordinates on M are called generalized coordinates of a system, and the
dimension n = dimM is called the number of degrees of freedom2.

The state of a system at any instant of time is described by a point
q ∈ M and by a tangent vector v ∈ TqM at this point. The basic principle
of classical mechanics is the Newton-Laplace determinacy principle which
asserts that a state of a system at a given instant completely determines
its motion at all times t (in the future and in the past). The motion is
described by the classical trajectory — a path γ(t) in the configuration space
M . In generalized coordinates γ(t) = (q1(t), . . . , qn(t)), and corresponding

derivatives q̇i =
dqi

dt
are called generalized velocities. The Newton-Laplace

principle is a fundamental experimental fact confirmed by our perception

of everyday experiences. It implies that generalized accelerations q̈i =
d2qi

dt2
are uniquely defined by generalized coordinates qi and generalized velocities
q̇i, so that classical trajectories satisfy a system of second order ordinary
differential equations, called equations of motion. In the next section we
formulate the most general principle governing the motion of mechanical
systems.

1.2. The principle of the least action. A Lagrangian system on a con-
figuration space M is defined by a smooth, real-valued function L on TM×R
— the direct product of a tangent bundle TM of M and the time axis3 —
called the Lagrangian function (or simply, Lagrangian). The motion of a

1A particle is a material body whose dimensions may be neglected in describing its motion.
2Systems with infinitely many degrees of freedom are described by classical field theory.
3It follows from the Newton-Laplace principle that L could depend only on generalized co-

ordinates and velocities, and on time.
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Lagrangian system (M,L) is described by the principle of the least action
in the configuration space (or Hamilton’s principle), formulated as follows.

Let

P (M)q1,t1q0,t0
= {γ : [t0, t1]→M ; γ(t0) = q0, γ(t1) = q1}

be the space of smooth parametrized paths in M connecting points q0 and
q1. The path space P (M) = P (M)q1,t1q0,t0

is an infinite-dimensional real Fréchet
manifold, and the tangent space TγP (M) to P (M) at γ ∈ P (M) consists of
all smooth vector fields along the path γ in M which vanish at the endpoints
q0 and q1. A smooth path Γ in P (M), passing through γ ∈ P (M), is called
a variation with fixed ends of the path γ(t) in M . A variation Γ is a family
γε(t) = Γ(t, ε) of paths in M given by a smooth map

Γ : [t0, t1]× [−ε0, ε0]→M

such that Γ(t, 0) = γ(t) for t0 ≤ t ≤ t1 and Γ(t0, ε) = q0,Γ(t1, ε) = q1 for
−ε0 ≤ ε ≤ ε0. The tangent vector

δγ =
∂Γ

∂ε

∣∣∣∣
ε=0

∈ TγP (M)

corresponding to a variation γε(t) is traditionally called an infinitesimal
variation. Explicitly,

δγ(t) = Γ∗(
∂
∂ε)(t, 0) ∈ Tγ(t)M, t0 ≤ t ≤ t1,

where ∂
∂ε is a tangent vector to the interval [−ε0, ε0] at 0. Finally, a tangential

lift of a path γ : [t0, t1] → M is the path γ′ : [t0, t1] → TM defined by
γ′(t) = γ∗(

∂
∂t) ∈ Tγ(t)M, t0 ≤ t ≤ t1, where ∂

∂t is a tangent vector to [t0, t1]
at t. In other words, γ′(t) is the velocity vector of a path γ(t) at time t.

Definition. The action functional S : P (M) → R of a Lagrangian system
(M,L) is defined by

S(γ) =

∫ t1

t0

L(γ′(t), t)dt.

Principle of the Least Action (Hamilton’s principle). A path γ ∈ PM
describes the motion of a Lagrangian system (M,L) between the position
q0 ∈ M at time t0 and the position q1 ∈ M at time t1 if and only if it is a
critical point of the action functional S,

d

dε

∣∣∣∣
ε=0

S(γε) = 0

for all variations γε(t) of γ(t) with fixed ends.

The critical points of the action functional are called extremals and
the principle of the least action states that a Lagrangian system (M,L)



6 1. Classical Mechanics

moves along the extremals4. The extremals are characterized by equations of
motion — a system of second order differential equations in local coordinates
on TM . The equations of motion have the most elegant form for the following
choice of local coordinates on TM .

Definition. Let (U,ϕ) be a coordinate chart on M with local coordinates
q = (q1, . . . , qn). Coordinates

(q,v) = (q1, . . . , qn, v1, . . . , vn)

on a chart TU on TM , where v = (v1, . . . , vn) are coordinates in the fiber

corresponding to the basis
∂

∂q1
, . . . ,

∂

∂qn
for TqM , are called standard coor-

dinates.

Standard coordinates are Cartesian coordinates on ϕ∗(TU) ⊂ TRn '
Rn × Rn and have the property that for (q, v) ∈ TU and f ∈ C∞(U),

v(f) =

n∑
i=1

vi
∂f

∂qi
= v

∂f

∂q
.

Let (U,ϕ) and (U ′, ϕ′) be coordinate charts on M with the transition func-
tions F = (F 1, . . . , Fn) = ϕ′ ◦ ϕ−1 : ϕ(U ∩ U ′)→ ϕ′(U ∩ U ′), and let (q,v)
and (q′,v′), respectively, be the standard coordinates on TU and TU ′. We

have q′ = F (q) and v′ = F∗(q)v, where F∗(q) =

{
∂F i

∂qj
(q)

}n
i,j=1

is a matrix-

valued function on ϕ(U ∩ U ′). Thus “vertical” coordinates v = (v1, . . . , vn)
in the fibers of TM →M transform like components of a tangent vector on
M under the change of coordinates on M .

The tangential lift γ′(t) of a path γ(t) in M in standard coordinates on
TU is (q(t), q̇(t)) = (q1(t), . . . , qn(t), q̇1(t), . . . , q̇n(t)), where the dot stands
for the time derivative, so that

L(γ′(t), t) = L(q(t), q̇(t), t).

Following a centuries long tradition5, we will usually denote standard coor-
dinates by

(q, q̇) = (q1, . . . , qn, q̇1, . . . , q̇n),

where the dot does not stand for the time derivative. Since we only con-
sider paths in TM that are tangential lifts of paths in M , there will be no
confusion6.

4The principle of the least action does not state that an extremal connecting points q0 and

q1 is a minimum of S, nor that such an extremal is unique. It also does not state that any two
points can be connected by an extremal.

5Used in all texts on classical mechanics and theoretical physics.
6We reserve the notation (q(t),v(t)) for general paths in TM .
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Theorem 1.1. The equations of motion of a Lagrangian system (M,L) in
standard coordinates on TM are given by the Euler-Lagrange equations

∂L

∂q
(q(t), q̇(t), t)− d

dt

(
∂L

∂q̇
(q(t), q̇(t), t)

)
= 0.

Proof. Suppose first that an extremal γ(t) lies in a coordinate chart U of
M . Then a simple computation in standard coordinates, using integration
by parts, gives

0 =
d

dε

∣∣∣∣
ε=0

S(γε)

=
d

dε

∣∣∣∣
ε=0

∫ t1

t0

L (q(t, ε), q̇(t, ε), t) dt

=
n∑
i=1

∫ t1

t0

(
∂L

∂qi
δqi +

∂L

∂q̇i
δq̇i
)
dt

=

n∑
i=1

∫ t1

t0

(
∂L

∂qi
− d

dt

∂L

∂q̇i

)
δqidt+

n∑
i=1

∂L

∂q̇i
δqi
∣∣∣∣t1
t0

.

The second sum in the last line vanishes due to the property δqi(t0) =
δqi(t1) = 0, i = 1, . . . , n. The first sum is zero for arbitrary smooth functions
δqi on the interval [t0, t1] which vanish at the endpoints. This implies that
for each term in the sum the integrand is identically zero,

∂L

∂qi
(q(t), q̇(t), t)− d

dt

(
∂L

∂q̇i
(q(t), q̇(t), t)

)
= 0, i = 1, . . . , n.

Since the restriction of an extremal of the action functional S to a coordi-
nate chart on M is again an extremal, each extremal in standard coordinates
on TM satisfies Euler-Lagrange equations. �

Remark. In calculus of variations, the directional derivative of a functional
S with respect to a tangent vector V ∈ TγP (M) — the Gato derivative —
is defined by

δV S =
d

dε

∣∣∣∣
ε=0

S(γε),

where γε is a path in P (M) with a tangent vector V at γ0 = γ. The result
of the above computation (when γ lies in a coordinate chart U ⊂ M) can
be written as

δV S =

∫ t1

t0

n∑
i=1

(
∂L

∂qi
− d

dt

∂L

∂q̇i

)
(q(t), q̇(t), t)vi(t)dt

=

∫ t1

t0

(
∂L

∂q
− d

dt

∂L

∂q̇

)
(q(t), q̇(t), t)v(t)dt.(1.1)
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Here V (t) =

n∑
i=1

vi(t)
∂

∂qi
is a vector field along the path γ in M . Formula

(1.1) is called the formula for the first variation of the action with fixed
ends. The principle of the least action is a statement that δV S(γ) = 0 for
all V ∈ TγP (M).

Remark. It is also convenient to consider a space P̂ (M) = {γ : [t0, t1] →
M} of all smooth parametrized paths in M . The tangent space TγP̂ (M) to

P̂ (M) at γ ∈ P̂ (M) is the space of all smooth vector fields along the path
γ in M (no condition at the endpoints). The computation in the proof of
Theorem 1.1 yields the following formula for the first variation of the action
with free ends:

(1.2) δV S =

∫ t1

t0

(
∂L

∂q
− d

dt

∂L

∂q̇

)
v dt+

∂L

∂q̇
v

∣∣∣∣t1
t0

.

Problem 1.1. Show that the action functional is given by the evaluation of the
1-form Ldt on TM × R over the 1-chain γ̃ on TM × R,

S(γ) =

∫
γ̃

Ldt,

where γ̃ = {(γ′(t), t); t0 ≤ t ≤ t1} and Ldt
(
w, c ∂∂t

)
= cL(q, v), w ∈ T(q,v)TM, c ∈

R.

Problem 1.2. Let f ∈ C∞(M). Show that Lagrangian systems (M,L) and
(M,L+df) (where df is a fibre-wise linear function on TM) have the same equations
of motion.

Problem 1.3. Give examples of Lagrangian systems such that an extremal con-
necting two given points (i) is not a local minimum; (ii) is not unique; (iii) does not
exist.

Problem 1.4. For γ an extremal of the action functional S, the second variation
of S is defined by

δ2
V1V2

S =
∂2

∂ε1∂ε2

∣∣∣∣
ε1=ε2=0

S(γε1,ε2),

where γε1,ε2 is a smooth two-parameter family of paths in M such that the paths
γε1,0 and γ0,ε2 in P (M) at the point γ0,0 = γ ∈ P (M) have tangent vectors V1 and
V2, respectively. For a Lagrangian system (M,L) find the second variation of S and
verify that for given V1 and V2 it does not depend on the choice of γε1,ε2 .

1.3. Examples of Lagrangian systems. To describe a mechanical phe-
nomena it is necessary to choose a frame of reference. The properties of
the space-time where the motion takes place depend on this choice. The
space-time is characterized by the following postulates7.

7Strictly speaking, these postulates are valid only in the non-relativistic limit of special
relativity, when the speed of light in the vacuum is assumed to be infinite.
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Newtonian Space-Time. The space is a three-dimensional affine Eucli-
dean space E3. A choice of the origin 0 ∈ E3 — a reference point —
establishes the isomorphism E3 ' R3, where the vector space R3 carries
the Euclidean inner product and has a fixed orientation. The time is one-
dimensional — a time axis R — and the space-time is a direct product E3×R.
An inertial reference frame is a coordinate system with respect to the origin
0 ∈ E3, initial time t0, and an orthonormal basis in R3. In an inertial frame
the space is homogeneous and isotropic and the time is homogeneous. The
laws of motion are invariant with respect to the transformations

r 7→ g · r + r0, t 7→ t+ t0,

where r, r0 ∈ R3 and g is an orthogonal linear transformation in R3. The
time in classical mechanics is absolute.

The Galilean group is the group of all affine transformations of E3 × R
which preserve time intervals and which for every t ∈ R are isometries in
E3. Every Galilean transformation is a composition of rotation, space-time
translation, and a transformation

r 7→ r + vt, t 7→ t,

where v ∈ R3. Any two inertial frames are related by a Galilean transfor-
mation.

Galileo’s Relativity Principle. The laws of motion are invariant with
respect to the Galilean group.

These postulates impose restrictions on Lagrangians of mechanical sys-
tems. Thus it follows from the first postulate that the Lagrangian L of a
closed system does not explicitly depend on time. Physical systems are de-
scribed by special Lagrangians, in agreement with the experimental facts
about the motion of material bodies.

Example 1.1 (Free particle). The configuration space for a free particle is
M = R3, and it can be deduced from Galileo’s relativity principle that the
Lagrangian for a free particle is

L = 1
2mṙ2.

Here m > 08 is the mass of a particle and ṙ2 = |ṙ|2 is the length square of
the velocity vector ṙ ∈ TrR3 ' R3. Euler-Lagrange equations give Newton’s
law of inertia,

r̈ = 0.

8Otherwise the action functional is not bounded from below.
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Example 1.2 (Interacting particles). A closed system of N interacting par-
ticles in R3 with masses m1, . . . ,mN is described by a configuration space

M = R3N = R3 × · · · × R3︸ ︷︷ ︸
N

with a position vector r = (r1, . . . , rN ), where ra ∈ R3 is the position vector
of the a-th particle, a = 1, . . . , N . It is found that the Lagrangian is given
by

L =
N∑
a=1

1
2maṙ

2
a − V (r) = T − V,

where

T =

N∑
a=1

1
2maṙ

2
a

is called kinetic energy of a system and V (r) is potential energy. The Euler-
Lagrange equations give Newton’s equations

mar̈a = Fa,

where

Fa = − ∂V
∂ra

is the force on the a-th particle, a = 1, . . . , N . Forces of this form are
called conservative. It follows from homogeneity of space that potential en-
ergy V (r) of a closed system of N interacting particles with conservative
forces depends only on relative positions of the particles, which leads to the
equation

N∑
a=1

Fa = 0.

In particular, for a closed system of two particles F1 + F2 = 0, which is the
equality of action and reaction forces, also called Newton’s third law.

The potential energy of a closed system with only pair-wise interaction
between the particles has the form

V (r) =
∑

1≤a<b≤N
Vab(ra − rb).

It follows from the isotropy of space that V (r) depends only on relative
distances between the particles, so that the Lagrangian of a closed system
of N particles with pair-wise interaction has the form

L =

N∑
a=1

1
2maṙ

2
a −

∑
1≤a<b≤N

Vab(|ra − rb|).
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If the potential energy V (r) is a homogeneous function of degree ρ,
V (λr) = λρV (r), then the average values T and V of kinetic energy and
potential energy over a closed trajectory are related by the virial theorem

(1.3) 2T = ρV .

Indeed, let r(t) be a periodic trajectory with period τ > 0, i.e., r(0) = r(τ),
ṙ(0) = ṙ(τ). Using integration by parts, Newton’s equations, and Euler’s
homogeneous function theorem, we get

2T =
1

τ

τ∫
0

N∑
a=1

maṙ
2
adt = −1

τ

τ∫
0

N∑
a=1

marar̈adt

=
1

τ

τ∫
0

N∑
a=1

ra
∂V

∂ra
dt = ρV .

Example 1.3 (Universal gravitation). According to Newton’s law of gravi-
tation, the potential energy of the gravitational force between two particles
with masses ma and mb is

V (ra − rb) = −G mamb

|ra − rb|
,

where G is the gravitational constant. The configuration space of N particles
with gravitational interaction is

M = {(r1, . . . , rN ) ∈ R3N : ra 6= rb for a 6= b, a, b = 1, . . . , N}.

Example 1.4 (Particle in an external potential field). Here M = R3 and

L = 1
2mṙ2 − V (r, t),

where potential energy can explicitly depend on time. Equations of motion
are Newton’s equations

mr̈ = F = −∂V
∂r

.

If V = V (|r|) is a function only of the distance |r|, the potential field is
called central.

Example 1.5 (Charged particle in electromagnetic field9). Consider a par-
ticle of charge e and mass m in R3 moving in a time-independent electromag-
netic field with scalar and vector potentials ϕ(r) and A(r) = (A1(r), A2(r),
A3(r)). The Lagrangian has the form

L =
mṙ2

2
+ e

(
ṙ A

c
− ϕ

)
,

9This is a non-relativistic limit of an example in classical electrodynamics.
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where c is the speed of light. The Euler-Lagrange equations give Newton’s
equations with the Lorentz force,

mr̈ = e

(
E +

ṙ

c
×B

)
,

where × is the cross-product of vectors in R3, and

E = −∂ϕ
∂r

and B = curlA

are electric and magnetic10 fields, respectively.

Example 1.6 (Small oscillations). Consider a particle of mass m with n de-
grees of freedom moving in a potential field V (q), and suppose that potential
energy U has a minimum at q = 0. Expanding V (q) in Taylor series around
0 and keeping only quadratic terms, one obtains a Lagrangian system which
describes small oscillations from equilibrium. Explicitly,

L = 1
2mq̇2 − V0(q),

where V0 is a positive-definite quadratic form on Rn given by

V0(q) = 1
2

n∑
i,j=1

∂2V

∂qi∂qj
(0)qiqj .

Since every quadratic form can be diagonalized by an orthogonal trans-
formation, we can assume from the very beginning that coordinates q =
(q1, . . . , qn) are chosen so that V0(q) is diagonal and

(1.4) L = 1
2m
(
q̇2 −

n∑
i=1

ω2
i (q

i)2
)
,

where ω1, . . . , ωn > 0. Such coordinates q are called normal coordinates. In
normal coordinates Euler-Lagrange equations take the form

q̈i + ω2
i q
i = 0, i = 1, . . . , n,

and describe n decoupled (i.e., non-interacting) harmonic oscillators with
frequencies ω1, . . . , ωn.

Example 1.7 (Free particle on a Riemannian manifold). Let (M,ds2) be a
Riemannian manifold with the Riemannian metric ds2. In local coordinates
x1, . . . , xn on M ,

ds2 = gµν(x)dxµdxν ,

where following tradition we assume the summation over repeated indices.
The Lagrangian of a free particle on M is

L(v) = 1
2〈v, v〉 = 1

2‖v‖
2, v ∈ TM,

10Notation B = rotA is also used.
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where 〈 , 〉 stands for the inner product in fibers of TM given by the Rie-
mannian metric. The corresponding functional

S(γ) = 1
2

∫ t1

t0

‖γ′(t)‖2dt = 1
2

∫ t1

t0

gµν(x)ẋµẋνdt

is called the action functional in Riemannian geometry. The Euler-Lagrange
equations are

gµν ẍ
µ +

∂gµν
∂xλ

ẋµẋλ =
1

2

∂gµλ
∂xν

ẋµẋλ,

and after multiplying by the inverse metric tensor gσν and summation over
ν they take the form

ẍσ + Γσµν ẋ
µẋν = 0, σ = 1, . . . , n,

where

Γσµν =
1

2
gσλ

(
∂gµλ
∂xν

+
∂gνλ
∂xµ

− ∂gµν
∂xλ

)
are Christoffel’s symbols. The Euler-Lagrange equations of a free particle
moving on a Riemannian manifold are geodesic equations.

Let ∇ be the Levi-Civita connection — the metric connection in the
tangent bundle TM — and let ∇ξ be a covariant derivative with respect to
the vector field ξ ∈ Vect(M). Explicitly,

(∇ξ η)µ =

(
∂ηµ

∂xν
+ Γµνλη

λ

)
ξν , where ξ = ξµ(x)

∂

∂xµ
, η = ηµ(x)

∂

∂xµ
.

For a path γ(t) = (xµ(t)) denote by ∇γ̇ a covariant derivative along γ,

(∇γ̇η)µ(t) =
dηµ(t)

dt
+ Γµνλ(γ(t))ẋν(t)ηλ(t), where η = ηµ(t)

∂

∂xµ

is a vector field along γ. Formula (1.1) can now be written in an invariant
form

δS = −
∫ t1

t0

〈∇γ̇ γ̇, δγ〉dt,

which is known as the formula for the first variation of the action in Rie-
mannian geometry.

Example 1.8 (The rigid body). The configuration space of a rigid body in
R3 with a fixed point is a Lie group G = SO(3) of orientation preserving
orthogonal linear transformations in R3. Every left-invariant Riemannian
metric 〈 , 〉 on G defines a Lagrangian L : TG→ R by

L(v) = 1
2〈v, v〉, v ∈ TG.

According to the previous example, equations of motion of a rigid body are
geodesic equations on G with respect to the Riemannian metric 〈 , 〉. Let
g = so(3) be the Lie algebra of G. A velocity vector ġ ∈ TgG defines the
angular velocity of the body by Ω = (Lg−1)∗ġ ∈ g, where Lg : G → G are
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left translations on G. In terms of angular velocity, the Lagrangian takes the
form

L = 1
2〈Ω,Ω〉e,

where 〈 , 〉e is an inner product on g = TeG given by the Riemannian metric
〈 , 〉. The Lie algebra g — the Lie algebra of 3×3 skew-symmetric matrices —
has the invariant inner product 〈u, v〉0 = −1

2 Truv (the Killing form), so that
〈Ω,Ω〉e = 〈A ·Ω,Ω〉0 for some symmetric linear operator A : g→ g which is
positive-definite with respect to the Killing form. Such a linear operator A
is called the inertia tensor of the body. The principal axes of inertia of the
body are orthonormal eigenvectors e1, e2, e3 of A; corresponding eigenvalues
I1, I2, I3 are called the principal moments of inertia. Setting Ω = Ω1e1 +
Ω2e2 + Ω3e3

11, we get

L = 1
2(I1Ω2

1 + I2Ω2
2 + I3Ω2

3).

In this parametrization, the Euler-Lagrange equations become Euler’s equa-
tions

I1Ω̇1 = (I2 − I3)Ω2Ω3,

I2Ω̇2 = (I3 − I1)Ω1Ω3,

I3Ω̇3 = (I1 − I2)Ω1Ω2.

Euler’s equations describe the rotation of a free rigid body around a fixed
point. In the system of coordinates with axes which are the principal axes
of inertia, principal moments of inertia of the body are I1, I2, I3.

Problem 1.5. Determine the motion of a charged particle in a constant uniform
magnetic field. Show that if the initial velocity v3 = 0 in the z-axis (taken in the

direction of the field, B = (0, 0, B)), the trajectories are circles of radii r =
cmvt
eB

in a plane perpendicular to the field (the xy-plane), where vt =
√
v2

1 + v2
2 is the

initial velocity in the xy-plane. The centers (x0, y0) of circles are given by

x0 =
cmv1

eB
+ x, y0 = −cmv2

eB
+ y,

where (x, y) are points on a circle of radius r.

Problem 1.6. Show that the Euler-Lagrange equations for the Lagrangian L(v) =
‖v‖, v ∈ TM , coincide with the geodesic equations written with respect to a con-
stant multiple of the natural parameter.

Problem 1.7. Prove that for a particle in a potential field, discussed in Example
1.4, the second variation of the action functional, defined in Problem 1.4, is given
by

δ2S =

∫ t1

t0

J (δ1r)δ2rdt,

11This establishes the Lie algebra isomorphism g ' R3, where the Lie bracket in R3 is given
by the cross-product.
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where δ1r, δ2r ∈ TγPR3, γ = r(t) is the classical trajectory, J = −m d2

dt2
I − ∂2V

∂r2
(t),

I is the 3×3 identity matrix, and
∂2V

∂r2
(t) =

{
∂2V

∂ra∂rb
(r(t))

}3

a,b=1

. A second-order

linear differential operator J , acting on vector fields along γ, is called the Jacobi
operator.

Problem 1.8. Find normal coordinates and frequencies for the Lagrangian sys-
tem considered in Example 1.6 with V0(q) = 1

2a
2
∑n
i=1(qi+1−qi)2, where qn+1 = q1.

Problem 1.9. Prove that the second variation of the action functional in Rie-
mannian geometry is given by

δ2S =

∫ t1

t0

〈J (δ1γ), δ2γ〉dt.

Here δ1γ, δ2γ ∈ TγPM , J = −∇2
γ̇ − R(γ̇, · )γ̇ is the Jacobi operator, and R is a

curvature operator — a fibre-wise linear mapping R : TM ⊗ TM → End(TM) of
vector bundles, defined by R(ξ, η) = ∇η∇ξ − ∇ξ∇η +∇[ξ,η] : TM → TM , where
ξ, η ∈ Vect(M).

Problem 1.10. Choosing the principal axes of inertia as a basis in R3, show

that the Lie algebra isomorphism g ' R3 is given by g 3
(

0 −Ω3 Ω2

Ω3 0 −Ω1

−Ω2 Ω1 0

)
7→

(Ω1,Ω2,Ω3) ∈ R3.

Problem 1.11. Show that for every symmetric A ∈ End g there exists a sym-
metric 3× 3 matrix A such that A · Ω = AΩ + ΩA, and find A for diagonal A.

Problem 1.12. Derive Euler’s equations for a rigid body. (Hint: Use that L =
− 1

2 TrAΩ2, where Ω = g−1ġ and δΩ = −g−1δgΩ + g−1δġ, and obtain the Euler-

Lagrange equations in the matrix form AΩ̇ + Ω̇A = AΩ2 − Ω2A.)

1.4. Symmetries and Noether’s theorem. To describe the motion of
a mechanical system one needs to solve the corresponding Euler-Lagrange
equations — a system of second order ordinary differential equations for
the generalized coordinates. This could be a very difficult problem. There-
fore of particular interest are those functions of generalized coordinates and
velocities which remain constant during the motion.

Definition. A smooth function I : TM → R is called the integral of motion
(first integral, or conservation law) for a Lagrangian system (M,L) if

d

dt
I(γ′(t)) = 0

for all extremals γ of the action functional.

Definition. The energy of a Lagrangian system (M,L) is a function E on
TM × R defined in standard coordinates on TM by

E(q, q̇, t) =
n∑
i=1

q̇i
∂L

∂q̇i
(q, q̇, t)− L(q, q̇, t).
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Lemma 1.1. The energy E = q̇
∂L

∂q̇
− L is a well-defined function on TM×

R.

Proof. Let (U,ϕ) and (U ′, ϕ′) be coordinate charts onM with the transition
functions F = (F 1, . . . , Fn) = ϕ′ ◦ ϕ−1 : ϕ(U ∩ U ′) → ϕ′(U ∩ U ′). Corre-
sponding standard coordinates (q, q̇) and (q′, q̇′) are related by q′ = F (q)
and q̇′ = F∗(q)q̇ (see Section 1.2). We have dq′ = F∗(q)dq and dq̇′ =
G(q, q̇)dq + F∗(q)dq̇ (for some matrix-valued function G(q, q̇)), so that

dL =
∂L

∂q′
dq′ +

∂L

∂q̇′
dq̇′ +

∂L

∂t
dt

=

(
∂L

∂q′
F∗(q) +

∂L

∂q̇′
G(q, q̇)

)
dq +

∂L

∂q̇′
F∗(q)dq̇ +

∂L

∂t
dt

=
∂L

∂q
dq +

∂L

∂q̇
dq̇ +

∂L

∂t
dt.

Thus under a change of coordinates

∂L

∂q̇′
F∗(q) =

∂L

∂q̇
and q̇′

∂L

∂q̇′
= q̇

∂L

∂q̇
,

so that E is a well-defined function on TM . �

Corollary 1.2. Under a change of local coordinates on M , components of
∂L

∂q̇
(q, q̇, t) =

(
∂L

∂q̇1
, . . . ,

∂L

∂q̇n

)
transform like components of a 1-form on M .

Proposition 1.1 (Conservation of energy). The energy of a closed system
is an integral of motion.

Proof. For an extremal γ set E(t) = E(γ(t)). We have, according to the
Euler-Lagrange equations,

dE

dt
=

d

dt

(
∂L

∂q̇

)
q̇ +

∂L

∂q̇
q̈ − ∂L

∂q
q̇ − ∂L

∂q̇
q̈ − ∂L

∂t

=

(
d

dt

(
∂L

∂q̇

)
− ∂L

∂q

)
q̇ − ∂L

∂t
= −∂L

∂t
.

Since for a closed system
∂L

∂t
= 0, the energy is conserved. �

Conservation of energy for a closed mechanical system is a fundamental
law of physics which follows from the homogeneity of time. For a general
closed system of N interacting particles considered in Example 1.2,

E =
N∑
a=1

maṙ
2
a − L =

N∑
a=1

1
2maṙ

2
a + V (r).
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In other words, the total energy E = T + V is a sum of the kinetic energy
and the potential energy.

Definition. A Lagrangian L : TM → R is invariant with respect to the
diffeomorphism g : M → M if L(g∗(v)) = L(v) for all v ∈ TM . The diffeo-
morphism g is called the symmetry of a closed Lagrangian system (M,L). A
Lie group G is the symmetry group of (M,L) (group of continuous symme-
tries) if there is a left G-action on M such that for every g ∈ G the mapping
M 3 x 7→ g · x ∈M is a symmetry.

Continuous symmetries give rise to conservation laws.

Theorem 1.3 (Noether). Suppose that a Lagrangian L : TM → R is invari-
ant under a one-parameter group {gs}s∈R of diffeomorphisms of M . Then
the Lagrangian system (M,L) admits an integral of motion I, given in stan-
dard coordinates on TM by

I(q, q̇) =
n∑
i=1

∂L

∂q̇i
(q, q̇)

(
dgis(q)

ds

∣∣∣∣
s=0

)
=
∂L

∂q̇
a,

where X =

n∑
i=1

ai(q)
∂

∂qi
is the vector field on M associated with the flow gs.

The integral of motion I is called the Noether integral.

Proof. It follows from Corollary 1.2 that I is a well-defined function on TM .
Now differentiating L((gs)∗(γ

′(t))) = L(γ′(t)) with respect to s at s = 0 and
using the Euler-Lagrange equations we get

0 =
∂L

∂q
a +

∂L

∂q̇
ȧ =

d

dt

(
∂L

∂q̇

)
a +

∂L

∂q̇

da

dt
=

d

dt

(
∂L

∂q̇
a

)
,

where a(t) =
(
a1(γ(t)), . . . , an(γ(t))

)
. �

Remark. A vector field X on M is called an infinitesimal symmetry if the
corresponding local flow gs of X (defined for each s ∈ R on some Us ⊆ M)
is a symmetry: L ◦ (gs)∗ = L on Us. Every vector field X on M lifts to a
vector field X ′ on TM , defined by a local flow on TM induced from the
corresponding local flow on M . In standard coordinates on TM ,

(1.5) X =

n∑
i=1

ai(q)
∂

∂qi
and X ′ =

n∑
i=1

ai(q)
∂

∂qi
+

n∑
i,j=1

q̇j
∂ai

∂qj
(q)

∂

∂q̇i
.

It is easy to verify that X is an infinitesimal symmetry if and only if
dL(X ′) = 0 on TM , which in standard coordinates has the form

(1.6)

n∑
i=1

ai(q)
∂L

∂qi
+

n∑
i,j=1

q̇j
∂ai

∂qj
(q)

∂L

∂q̇i
= 0.
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Remark. Noether’s theorem generalizes to time-dependent Lagrangians L :
TM × R → R. Namely, on the extended configuration space M1 = M × R
define a time-independent Lagrangian L1 by

L1(q, τ, q̇, τ̇) = L

(
q,

q̇

τ̇
, τ

)
τ̇ ,

where (q, τ) are local coordinates on M1 and (q, τ, q̇, τ̇) are standard coordi-
nates on TM1. The Noether integral I1 for a closed system (M1, L1) defines
an integral of motion I for a system (M,L) by the formula

I(q, q̇, t) = I1(q, t, q̇, 1).

When the Lagrangian L does not depend on time, L1 is invariant with
respect to the one-parameter group of translations τ 7→ τ + s, and the

Noether integral I1 =
∂L1

∂τ̇
gives I = −E.

Noether’s theorem can be generalized as follows.

Proposition 1.2. Suppose that for the Lagrangian L : TM → R there exist
a vector field X on M and a function K on TM such that for every path γ
in M ,

dL(X ′)(γ(t)) =
d

dt
K(γ′(t)).

Then

I =
n∑
i=1

ai(q)
∂L

∂q̇i
(q, q̇)−K(q, q̇)

is an integral of motion for the Lagrangian system (M,L).

Proof. Using Euler-Lagrange equations, we have along the extremal γ,

d

dt

(
∂L

∂q̇
a

)
=
∂L

∂q
a +

∂L

∂q̇
ȧ =

dK

dt
. �

Example 1.9 (Conservation of momentum). Let M = V be a vector space,
and suppose that a Lagrangian L is invariant with respect to a one-parameter
group gs(q) = q + sv, v ∈ V . According to Noether’s theorem,

I =
n∑
i=1

vi
∂L

∂q̇i

is an integral of motion. Now let (M,L) be a closed Lagrangian system
of N interacting particles considered in Example 1.2. We have M = V =
R3N , and the Lagrangian L is invariant under simultaneous translation of
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coordinates ra = (r1
a, r

2
a, r

3
a) of all particles by the same vector c ∈ R3. Thus

v = (c, . . . , c) ∈ R3N and for every c = (c1, c2, c3) ∈ R3,

I =

N∑
a=1

(
c1 ∂L

∂ṙ1
a

+ c2 ∂L

∂ṙ2
a

+ c3 ∂L

∂ṙ3
a

)
= c1P1 + c2P2 + c3P3

is an integral of motion. The integrals of motion P1, P2, P3 define the vector

P =
N∑
a=1

∂L

∂ṙa
∈ R3

(or rather a vector in the dual space to R3), called the momentum of the
system. Explicitly,

P =

N∑
a=1

maṙa,

so that the total momentum of a closed system is the sum of momenta of
individual particles. Conservation of momentum is a fundamental physical
law which reflects the homogeneity of space.

Traditionally, pi =
∂L

∂q̇i
are called generalized momenta corresponding to

generalized coordinates qi, and Fi =
∂L

∂qi
are called generalized forces. In

these notations, the Euler-Lagrange equations have the same form

ṗ = F

as Newton’s equations in Cartesian coordinates. Conservation of momentum
implies Newton’s third law.

Example 1.10 (Conservation of angular momentum). Let M = V be a
vector space with Euclidean inner product. Let G = SO(V ) be the connected
Lie group of automorphisms of V preserving the inner product, and let
g = so(V ) be the Lie algebra of G. Suppose that a Lagrangian L is invariant
with respect to the action of a one-parameter subgroup gs(q) = esx · q of G
on V , where x ∈ g and ex is the exponential map. According to Noether’s
theorem,

I =

n∑
i=1

(x · q)i ∂L
∂q̇i

is an integral of motion. Now let (M,L) be a closed Lagrangian system
of N interacting particles considered in Example 1.2. We have M = V =
R3N , and the Lagrangian L is invariant under a simultaneous rotation of
coordinates ra of all particles by the same orthogonal transformation in R3.
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Thus x = (u, . . . , u) ∈ so(3)⊕ · · · ⊕ so(3)︸ ︷︷ ︸
N

, and for every u ∈ so(3),

I =
N∑
a=1

(
(u · ra)1 ∂L

∂ṙ1
a

+ (u · ra)2 ∂L

∂ṙ2
a

+ (u · ra)3 ∂L

∂ṙ3
a

)
is an integral of motion. Let u = u1X1 + u2X2 + u3X3, where X1 =(

0 0 0
0 0−1
0 1 0

)
, X2 =

(
0 0 1
0 0 0
−1 0 0

)
, X3 =

(
0−1 0
1 0 0
0 0 0

)
is the basis in so(3) ' R3 cor-

responding to the rotations about the vectors e1, e2, e3 of the standard or-
thonormal basis in R3 (see Problem 1.10). We get

I = u1M1 + u2M2 + u3M3,

where M = (M1,M2,M3) ∈ R3 (or rather a vector in the dual space to
so(3)) is given by

M =
N∑
a=1

ra ×
∂L

∂ṙa
.

The vector M is called the angular momentum of the system. Explicitly,

M =
N∑
a=1

ra ×maṙa,

so that the total angular momentum of a closed system is the sum of angular
momenta of individual particles. Conservation of angular momentum is a
fundamental physical law which reflects the isotropy of space.

Problem 1.13. Find how total momentum and total angular momentum trans-
form under the Galilean transformations.

1.5. One-dimensional motion. The motion of systems with one degree
of freedom is called one-dimensional. In terms of a Cartesian coordinate x
on M = R the Lagrangian takes the form

L = 1
2mẋ

2 − V (x).

The conservation of energy

E =
1

2
mẋ2 + V (x)

allows us to solve the equation of motion in a closed form by separation of
variables. We have

dx

dt
=

√
2

m
(E − V (x)),

so that

t =

√
m

2

∫
dx√

E − V (x)
.
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The inverse function x(t) is a general solution of Newton’s equation

mẍ = −dV
dx

,

with two arbitrary constants, the energy E and the constant of integration.

Since kinetic energy is non-negative, for a given value of E the actual
motion takes place in the region of R where V (x) ≤ E. The points where
V (x) = E are called turning points. The motion which is confined between
two turning points is called finite. The finite motion is periodic — the particle
oscillates between the turning points x1 and x2 with the period

T (E) =
√

2m

∫ x2

x1

dx√
E − V (x)

.

If the region V (x) ≤ E is unbounded, then the motion is called infinite and
the particle eventually goes to infinity. The regions where V (x) > E are
forbidden.

On the phase plane with coordinates (x, y) Newton’s equation reduces
to the first order system

mẋ = y, ẏ = −dV
dx

.

Trajectories correspond to the phase curves (x(t), y(t)), which lie on the
level sets

y2

2m
+ V (x) = E

of the energy function. The points (x0, 0), where x0 is a critical point of the
potential energy V (x), correspond to the equilibrium solutions. The local
minima correspond to the stable solutions and local maxima correspond
to the unstable solutions. For the values of E which do not correspond to
the equilibrium solutions the level sets are smooth curves. These curves are
closed if the motion is finite.

The simplest non-trivial one-dimensional system, besides the free par-
ticle, is the harmonic oscillator with V (x) = 1

2kx
2 (k > 0), considered in

Example 1.6. The general solution of the equation of motion is

x(t) = A cos(ωt+ α),

where A is the amplitude, ω =

√
k

m
is the frequency, and α is the phase

of a simple harmonic motion with the period T =
2π

ω
. The energy is E =

1
2mω

2A2 and the motion is finite with the same period T for E > 0.

Problem 1.14. Show that for V (x) = −x4 there are phase curves which do not
exist for all times. Prove that if V (x) ≥ 0 for all x, then all phase curves exist for
all times.
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Problem 1.15. The simple pendulum is a Lagrangian system with M = S1 =
R/2πZ and L = 1

2 θ̇
2 + cos θ. Find the period T of the pendulum as a function of

the amplitude of the oscillations.

Problem 1.16. Suppose that the potential energy V (x) is even, V (0) = 0, and
V (x) is a one-to-one monotonically increasing function for x ≥ 0. Prove that the
inverse function x(V ) and the period T (E) are related by the Abel transform

T (E) = 2
√

2m

∫ E

0

dx

dV

dV√
E − V

and x(V ) =
1

2π
√

2m

∫ V

0

T (E)dE√
V − E

.

1.6. The motion in a central field and the Kepler problem. The
motion of a system of two interacting particles — the two-body problem
— can also be solved completely. Namely, in this case (see Example 1.2)
M = R6 and

L =
m1ṙ

2
1

2
+
m2ṙ

2
2

2
− V (|r1 − r2|).

Introducing on R6 new coordinates

r = r1 − r2 and R =
m1r1 +m2r2

m1 +m2
,

we get
L = 1

2mṘ2 + 1
2µṙ

2 − V (|r|),

where m = m1 +m2 is the total mass and µ =
m1m2

m1 +m2
is the reduced mass

of a two-body system. The Lagrangian L depends only on the velocity Ṙ
of the center of mass and not on its position R. A generalized coordinate
with this property is called cyclic. It follows from the Euler-Lagrange equa-
tions that generalized momentum corresponding to the cyclic coordinate is
conserved. In our case it is a total momentum of the system,

P =
∂L

∂Ṙ
= mṘ,

so that the center of mass R moves uniformly. Thus in the frame of reference
where R = 0, the two-body problem reduces to the problem of a single
particle of mass µ in the external central field V (|r|). In spherical coordinates
in R3,

x = r sinϑ cosϕ, y = r sinϑ sinϕ, z = r cosϑ,

where 0 ≤ ϑ < π, 0 ≤ ϕ < 2π, its Lagrangian takes the form

L = 1
2µ(ṙ2 + r2ϑ̇2 + r2 sin2 ϑ ϕ̇2)− V (r).

It follows from the conservation of angular momentum M = µr × ṙ
that during motion the position vector r lies in the plane P orthogonal
to M in R3. Introducing polar coordinates (r, χ) in the plane P we get

χ̇2 = ϑ̇2 + sin2 ϑ ϕ̇2, so that

L = 1
2µ(ṙ2 + r2χ̇2)− V (r).
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The coordinate χ is cyclic and its generalized momentum µr2χ̇ coincides
with |M | if χ̇ > 0 and with −|M | if χ̇ < 0. Denoting this quantity by M ,
we get the equation

(1.7) µr2χ̇ = M,

which is equivalent to Kepler’s second law12. Using (1.7) we get for the total
energy

(1.8) E = 1
2µ(ṙ2 + r2χ̇2) + V (r) = 1

2µṙ
2 + V (r) +

M2

2µr2
.

Thus the radial motion reduces to a one-dimensional motion on the half-line
r > 0 with the effective potential energy

Veff (r) = V (r) +
M2

2µr2
,

where the second term is called the centrifugal energy. As in the previous
section, the solution is given by

(1.9) t =

√
µ

2

∫
dr√

E − Veff (r)
.

It follows from (1.7) that the angle χ is a monotonic function of t, given by
another quadrature

(1.10) χ =
M√
2µ

∫
dr

r2
√
E − Veff (r)

,

yielding an equation of the trajectory in polar coordinates.

The set Veff (r) ≤ E is a union of annuli 0 ≤ rmin ≤ r ≤ rmax ≤ ∞,
and the motion is finite if 0 < rmin ≤ r ≤ rmax < ∞. Though for a finite
motion r(t) oscillates between rmin and rmax, corresponding trajectories are
not necessarily closed. The necessary and sufficient condition for a finite
motion to have a closed trajectory is that the angle

∆χ =
M√
2µ

∫ rmax

rmin

dr

r2
√
E − Veff (r)

is commensurable with 2π, i.e., ∆χ = 2π
m

n
for some m,n ∈ Z. If the angle

∆χ is not commensurable with 2π, the orbit is everywhere dense in the
annulus rmin ≤ r ≤ rmax. If

lim
r→∞

Veff (r) = lim
r→∞

V (r) = V <∞,

the motion is infinite for E > V — the particle goes to∞ with finite velocity√
2
µ(E − V ).

12It is the statement that sectorial velocity of a particle in a central field is constant.
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A very important special case is when

V (r) = −α
r
.

It describes Newton’s gravitational attraction (α > 0) and Coulomb elec-
trostatic interaction (either attractive or repulsive). First consider the case
when α > 0 — Kepler’s problem. The effective potential energy is

Veff (r) = −α
r

+
M2

2µr2

and has the global minimum

V0 = − α
2µ

2M2

at r0 =
M2

αµ
. The motion is infinite for E ≥ 0 and is finite for V0 ≤ E <

0. The explicit form of trajectories can be determined by an elementary
integration in (1.10), which gives

χ = cos−1

M

r
− M

r0√
2µ(E − V0)

+ C.

Choosing a constant of integration C = 0 and introducing notation

p = r0 and e =

√
1− E

V0
,

we get the equation of the orbit (trajectory)

(1.11)
p

r
= 1 + e cosχ.

This is the equation of a conic section with one focus at the origin. Quantity
2p is called the latus rectum of the orbit, and e is called the eccentricity.
The choice C = 0 is such that the point with χ = 0 is the point nearest to
the origin (called the perihelion). When V0 ≤ E < 0, the eccentricity e < 1
so that the orbit is the ellipse13 with the major and minor semi-axes

(1.12) a =
p

1− e2
=

α

2|E|
, b =

p√
1− e2

=
|M |√
2µ|E|

.

Correspondingly, rmin =
p

1 + e
, rmax =

p

1− e
, and the period T of elliptic

orbit is given by

T = πα

√
µ

2|E|3
.

The last formula is Kepler’s third law. When E > 0, the eccentricity e > 1
and the motion is infinite — the orbit is a hyperbola with the origin as

13The statement that planets have elliptic orbits with a focus at the Sun is Kepler’s first law.
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internal focus. When E = 0, the eccentricity e = 1 — the particle starts
from rest at ∞ and the orbit is a parabola.

For the repulsive case α < 0 the effective potential energy Veff (r) is
always positive and decreases monotonically from ∞ to 0. The motion is
always infinite and the trajectories are hyperbolas (parabola if E = 0)

p

r
= −1 + e cosχ

with

p =
M2

αµ
and e =

√
1 +

2EM2

µα2
.

Kepler’s problem is very special: for every α ∈ R the Lagrangian system
on R3 with

(1.13) L = 1
2µṙ

2 +
α

r

has three extra integrals of motionW1,W2,W3 in addition to the components
of the angular momentum M . The corresponding vector W = (W1,W2,W3),
called the Laplace-Runge-Lenz vector, is given by

(1.14) W = ṙ ×M − αr

r
.

Indeed, using equations of motion µr̈ = −αr
r3

and conservation of the angu-

lar momentum M = µr × ṙ, we get

Ẇ = µr̈ × (r × ṙ)− αṙ

r
+
α(ṙ · r)r

r3

= (µr̈ · ṙ)r − (µr̈ · r)ṙ − αṙ

r
+
α(ṙ · r)r

r3

= 0.

Using µ(ṙ ×M) · r = M2 and the identity (a× b)2 = a2 b2 − (a · b)2, we
get

(1.15) W 2 = α2 +
2M2E

µ

where

E =
p2

2µ
− α

r

is the energy corresponding to the Lagrangian (1.13). The fact that all orbits
are conic sections follows from this extra symmetry of Kepler’s problem.

Problem 1.17. Prove all the statements made in this section.
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Problem 1.18. Show that if

lim
r→0

Veff (r) = −∞,

then there are orbits with rmin = 0 — “fall” of the particle to the center.

Problem 1.19. Prove that all finite trajectories in the central field are closed
only when

V (r) = kr2, k > 0, and V (r) = −α
r
, α > 0.

Problem 1.20. Find parametric equations for orbits in Kepler’s problem.

Problem 1.21. Prove that the Laplace-Runge-Lenz vector W points in the di-
rection of the major axis of the orbit and that |W | = αe, where e is the eccentricity
of the orbit.

Problem 1.22. Using the conservation of the Laplace-Runge-Lenz vector, prove
that trajectories in Kepler’s problem with E < 0 are ellipses. (Hint: Evaluate W ·r
and use the result of the previous problem.)

1.7. Legendre transform. The equations of motion of a Lagrangian sys-
tem (M,L) in standard coordinates associated with a coordinate chart U ⊂
M are the Euler-Lagrange equations. In expanded form, they are given by
the following system of second order ordinary differential equations:

∂L

∂qi
(q, q̇) =

d

dt

(
∂L

∂q̇i
(q, q̇)

)
=

n∑
j=1

(
∂2L

∂q̇i∂q̇j
(q, q̇) q̈j +

∂2L

∂q̇i∂qj
(q, q̇) q̇j

)
, i = 1, . . . , n.

In order for this system to be solvable for the highest derivatives for all
initial conditions in TU , the symmetric n× n matrix

HL(q, q̇) =

{
∂2L

∂q̇i∂q̇j
(q, q̇)

}n
i,j=1

should be invertible on TU .

Definition. A Lagrangian system (M,L) is called non-degenerate if for
every coordinate chart U on M the matrix HL(q, q̇) is invertible on TU .

Remark. Note that the n × n matrix HL is a Hessian of the Lagrangian
function L for vertical directions on TM . Under the change of standard
coordinates q′ = F (q) and q′ = F∗(q)v (see Section 1.2) it has the transfor-
mation law

HL(q, q̇) = F∗(q)THL(q′, q̇′)F∗(q),

where F∗(q)T is the transposed matrix, so that the condition detHL 6= 0
does not depend on the choice of standard coordinates.
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For an invariant formulation, consider the 1-form θL, defined in standard
coordinates associated with a coordinate chart U ⊂M by

θL =
n∑
i=1

∂L

∂q̇i
dqi =

∂L

∂q̇
dq.

It follows from Corollary 1.2 that θL is a well-defined 1-form on TM .

Lemma 1.2. A Lagrangian system (M,L) is non-degenerate if and only if
the 2-form dθL on TM is non-degenerate.

Proof. In standard coordinates,

dθL =

n∑
i,j=1

(
∂2L

∂q̇i∂q̇j
dq̇j ∧ dqi +

∂2L

∂q̇i∂qj
dqj ∧ dqi

)
,

and it is easy to see, by considering the 2n-form dθnL = dθL ∧ · · · ∧ dθL︸ ︷︷ ︸
n

,

that the 2-form dθL is non-degenerate if and only if the matrix HL is non-
degenerate. �

Remark. Using the 1-form θL, the Noether integral I in Theorem 1.3 can
be written as

(1.16) I = iX′(θL),

where X ′ is a lift to TM of a vector field X on M given by (1.5). It also
immediately follows from (1.6) that if X is an infinitesimal symmetry, then

(1.17) LX′(θL) = 0.

Definition. Let (U,ϕ) be a coordinate chart on M . Coordinates

(p, q) = (p1, . . . , pn, q
1, . . . , qn)

on the chart T ∗U ' Rn×U on the cotangent bundle T ∗M are called standard
coordinates14 if for (p, q) ∈ T ∗U and f ∈ C∞(U)

pi(df) =
∂f

∂qi
, i = 1, . . . , n.

Equivalently, standard coordinates on T ∗U are uniquely characterized by
the condition that p = (p1, . . . , pn) are coordinates in the fiber corresponding

to the basis dq1, . . . , dqn for T ∗qM , dual to the basis
∂

∂q1
, . . . ,

∂

∂qn
for TqM .

14Following tradition, the first n coordinates parametrize the fiber of T ∗U and the last n
coordinates parametrize the base.
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Definition. The 1-form θ on T ∗M , defined in standard coordinates by

θ =
n∑
i=1

pidq
i = pdq,

is called Liouville’s canonical 1-form.

Corollary 1.2 shows that θ is a well-defined 1-form on T ∗M . Clearly, the
1-form θ also admits an invariant definition

θ(u) = p(π∗(u)), where u ∈ T(p,q)T
∗M,

and π : T ∗M →M is the canonical projection.

Definition. A fibre-wise mapping τL : TM → T ∗M is called a Legendre
transform associated with the Lagrangian L if

θL = τ∗L(θ).

In standard coordinates the Legendre transform is given by

τL(q, q̇) = (p, q), where p =
∂L

∂q̇
(q, q̇).

The mapping τL is a local diffeomorphism if and only if the Lagrangian L
is non-degenerate.

Definition. Suppose that the Legendre transform τL : TM → T ∗M is a
diffeomorphism. The Hamiltonian function H : T ∗M → R, associated with
the Lagrangian L : TM → R, is defined by

H ◦ τL = EL = q̇
∂L

∂q̇
− L.

In standard coordinates,

H(p, q) = (pq̇ − L(q, q̇))|
p=

∂L
∂q̇
,

where q̇ is a function of p and q defined by the equation p =
∂L

∂q̇
(q, q̇)

through the implicit function theorem. The cotangent bundle T ∗M is called
the phase space of the Lagrangian system (M,L). It turns out that on the
phase space the equations of motion take a very simple and symmetric form.

Theorem 1.4. Suppose that the Legendre transform τL : TM → T ∗M is a
diffeomorphism. Then the Euler-Lagrange equations in standard coordinates
on TM ,

d

dt

∂L

∂q̇i
− ∂L

∂qi
= 0, i = 1, . . . , n,
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are equivalent to the following system of first order differential equations in
standard coordinates on T ∗M :

ṗi = −∂H
∂qi

, q̇i =
∂H

∂pi
, i = 1, . . . , n.

Proof. We have

dH =
∂H

∂p
dp +

∂H

∂q
dq

=

(
pdq̇ + q̇dp− ∂L

∂q
dq − ∂L

∂q̇
dq̇

)∣∣∣∣
p=

∂L
∂q̇

=

(
q̇dp− ∂L

∂q
dq

)∣∣∣∣
p=

∂L
∂q̇

.

Thus under the Legendre transform,

q̇ =
∂H

∂p
and ṗ =

d

dt

∂L

∂q̇
=
∂L

∂q
= −∂H

∂q
. �

Corresponding first order differential equations on T ∗M are called Hamil-
ton’s equations (canonical equations).

Corollary 1.5. The Hamiltonian H is constant on the solutions of Hamil-
ton’s equations.

Proof. For H(t) = H(p(t), q(t)) we have

dH

dt
=
∂H

∂q
q̇ +

∂H

∂p
ṗ =

∂H

∂q

∂H

∂p
− ∂H

∂p

∂H

∂q
= 0. �

For the Lagrangian

L =
mṙ2

2
− V (r) = T − V, r ∈ R3,

of a particle of mass m in a potential field V (r), considered in Example 1.4,
we have

p =
∂L

∂ṙ
= mṙ.

Thus the Legendre transform τL : TR3 → T ∗R3 is a global diffeomorphism,
linear on the fibers, and

H(p, r) = (pṙ − L)|
ṙ=

p
m

=
p2

2m
+ V (r) = T + V.
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Hamilton’s equations

ṙ =
∂H

∂p
=

p

m
,

ṗ = −∂H
∂r

= −∂V
∂r

are equivalent to Newton’s equations with the force F = −∂V
∂r

.

For the Lagrangian system describing small oscillators, considered in
Example 1.6, we have p = mq̇, and using normal coordinates we get

H(p, q) = (pq̇ − L(q, q̇))|
q̇=

p
m

=
p2

2m
+ V0(q) =

1

2m

(
p2 +m2

n∑
i=1

ω2
i (q

i)2
)
.

Similarly, for the system of N interacting particles, considered in Example
1.2, we have p = (p1, . . . ,pN ), where

pa =
∂L

∂ṙa
= maṙa, a = 1, . . . , N.

The Legendre transform τL : TR3N → T ∗R3N is a global diffeomorphism,
linear on the fibers, and

H(p, r) = (pṙ − L)|
ṙ=

p
m

=
N∑
a=1

p2
a

2ma
+ V (r) = T + V.

In particular, for a closed system with pair-wise interaction,

H(p, r) =

N∑
a=1

p2
a

2ma
+

∑
1≤a<b≤N

Vab(ra − rb).

In general, consider the Lagrangian

L =

n∑
i,j=1

1
2aij(q)q̇iq̇j − V (q), q ∈ Rn,

where A(q) = {aij(q)}ni,j=1 is a symmetric n× n matrix. We have

pi =
∂L

∂q̇i
=

n∑
j=1

aij(q)q̇j , i = 1, . . . , n,

and the Legendre transform is a global diffeomorphism, linear on the fibers,
if and only if the matrix A(q) is non-degenerate for all q ∈ Rn. In this case,

H(p, q) = (pq̇ − L(q, q̇))|
p=

∂L
∂q̇

=
n∑

i,j=1

1
2a

ij(q)pipj + V (q),

where {aij(q)}ni,j=1 = A−1(q) is the inverse matrix.
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Problem 1.23 (Second tangent bundle). Let π : TM → M be the canonical
projection and let TV(TM) be the vertical tangent bundle of TM along the fibers
of π — the kernel of the bundle mapping π∗ : T (TM) → TM . Prove that there is
a natural bundle isomorphism i : TM ' TV(TM).

Problem 1.24 (Invariant definition of the 1-form θL). Show that θL(v) =
dL((i ◦ π∗)v), where v ∈ T (TM).

Problem 1.25. Give an invariant proof of (1.17).

Problem 1.26. Prove that the path γ(t) in M is a trajectory for the Lagrangian
system (M,L) if and only if

iγ̇′(t)(dθL) + dEL(γ′(t)) = 0,

where γ̇′(t) is the velocity vector of the path γ′(t) in TM .

Problem 1.27. Show that for a charged particle in an electromagnetic field,
considered in Example 1.5,

p = mṙ +
e

c
A and H(p, r) =

1

2m

(
p− e

c
A
)2

+ eϕ(r).

Problem 1.28. Suppose that for a Lagrangian system (Rn, L) the Legendre
transform τL is a diffeomorphism and let H be the corresponding Hamiltonian.
Prove that for fixed q and q̇ the function pq̇ −H(p, q) has a single critical point

at p =
∂L

∂q̇
.

Problem 1.29. Give an example of a non-degenerate Lagrangian system (M,L)
such that the Legendre transform τL : TM → T ∗M is one-to-one but not onto.

2. Hamiltonian Mechanics

2.1. Hamilton’s equations. With every function H : T ∗M → R on the
phase space T ∗M there are associated Hamilton’s equations — a first-order
system of ordinary differential equations, which in the standard coordinates
on T ∗U has the form

(2.1) ṗ = −∂H
∂q

, q̇ =
∂H

∂p
.

The corresponding vector field XH on T ∗U ,

XH =
n∑
i=1

(
∂H

∂pi

∂

∂qi
− ∂H

∂qi
∂

∂pi

)
=
∂H

∂p

∂

∂q
− ∂H

∂q

∂

∂p
,

gives rise to a well-defined vector field XH on T ∗M , called the Hamiltonian
vector field. Suppose now that the vector field XH on T ∗M is complete,
i.e., its integral curves exist for all times. The corresponding one-parameter
group {gt}t∈R of diffeomorphisms of T ∗M generated by XH is called the
Hamiltonian phase flow. It is defined by gt(p, q) = (p(t), q(t)), where p(t),
q(t) is a solution of Hamilton’s equations satisfying p(0) = p, q(0) = q.



32 1. Classical Mechanics

Liouville’s canonical 1-form θ on T ∗M defines a 2-form ω = dθ. In stan-
dard coordinates on T ∗M it is given by

ω =
n∑
i=1

dpi ∧ dqi = dp ∧ dq,

and is a non-degenerate 2-form. The form ω is called the canonical sym-
plectic form on T ∗M . The symplectic form ω defines an isomorphism J :
T ∗(T ∗M)→ T (T ∗M) between tangent and cotangent bundles to T ∗M . For
every (p, q) ∈ T ∗M the linear mapping J−1 : T(p,q)T

∗M → T ∗(p,q)T
∗M is

given by

ω(u1, u2) = J−1(u2)(u1), u1, u2 ∈ T(p,q)T
∗M.

The mapping J induces the isomorphism between the infinite-dimensional
vector spaces A1(T ∗M) and Vect(T ∗M), which is linear over C∞(T ∗M). If
ϑ is a 1-form on T ∗M , then the corresponding vector field J(ϑ) on T ∗M
satisfies

ω(X, J(ϑ)) = ϑ(X), X ∈ Vect(T ∗M),

and J−1(X) = −iXω. In particular, in standard coordinates,

J(dp) =
∂

∂q
and J(dq) = − ∂

∂p
,

so that XH = J(dH).

Theorem 2.1. The Hamiltonian phase flow on T ∗M preserves the canonical
symplectic form.

Proof. We need to prove that (gt)
∗ω = ω. Since gt is a one-parameter group

of diffeomorphisms, it is sufficient to show that

d

dt
(gt)

∗ω

∣∣∣∣
t=0

= LXHω = 0,

where LXH is the Lie derivative along the vector field XH . Since for every
vector field X,

LX(df) = d(X(f)),

we compute

LXH (dpi) = −d
(
∂H

∂qi

)
and LXH (dqi) = d

(
∂H

∂pi

)
,

so that

LXHω =

n∑
i=1

(
LXH (dpi) ∧ dqi + dpi ∧ LXH (dqi)

)
=

n∑
i=1

(
−d
(
∂H

∂qi

)
∧ dqi + dpi ∧ d

(
∂H

∂pi

))
= −d(dH) = 0. �
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Corollary 2.2. LXH (θ) = d(−H+θ(XH)), where θ is Liouville’s canonical
1-form.

The canonical symplectic form ω on T ∗M defines the volume form
ωn

n!
=

1

n!
ω ∧ · · · ∧ ω︸ ︷︷ ︸

n

on T ∗M , called Liouville’s volume form.

Corollary 2.3 (Liouville’s theorem). The Hamiltonian phase flow on T ∗M
preserves Liouville’s volume form.

The restriction of the symplectic form ω on T ∗M to the configuration
space M is 0. Generalizing this property, we get the following notion.

Definition. A submanifold L of the phase space T ∗M is called a La-
grangian submanifold if dim L = dimM and ω|L = 0.

It follows from Theorem 2.1 that the image of a Lagrangian submanifold
under the Hamiltonian phase flow is a Lagrangian submanifold.

Problem 2.1. Verify that XH is a well-defined vector field on T ∗M .

Problem 2.2. Show that if all level sets of the Hamiltonian H are compact
submanifolds of T ∗M , then the Hamiltonian vector field XH is complete.

Problem 2.3. Let π : T ∗M → M be the canonical projection, and let L be a
Lagrangian submanifold. Show that if the mapping π|L : L → M is a diffeomor-
phism, then L is a graph of a smooth function on M . Give examples when for some
t > 0 the corresponding projection of gt(L ) onto M is no longer a diffeomorphism.

2.2. The action functional in the phase space. With every function
H on the phase space T ∗M there is an associated 1-form

θ −Hdt = pdq −Hdt
on the extended phase space T ∗M × R, called the Poincaré-Cartan form.
Let γ : [t0, t1] → T ∗M be a smooth parametrized path in T ∗M such that
π(γ(t0)) = q0 and π(γ(t1)) = q1, where π : T ∗M → M is the canonical
projection. By definition, the lift of a path γ to the extended phase space
T ∗M × R is a path σ : [t0, t1] → T ∗M × R given by σ(t) = (γ(t), t), and a
path σ in T ∗M × R is called an admissible path if it is a lift of a path γ in
T ∗M . The space of admissible paths in T ∗M×R is denoted by P̃ (T ∗M)q1,t1q0,t0

.
A variation of an admissible path σ is a smooth family of admissible paths
σε, where ε ∈ [−ε0, ε0] and σ0 = σ, and the corresponding infinitesimal
variation is

δσ =
∂σε
∂ε

∣∣∣∣
ε=0

∈ TσP̃ (T ∗M)q1,t1q0,t0

(cf. Section 1.2). The principle of the least action in the phase space is the
following statement.
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Theorem 2.4 (Poincaré). The admissible path σ in T ∗M×R is an extremal
for the action functional

S(σ) =

∫
σ
(pdq −Hdt) =

∫ t1

t0

(pq̇ −H)dt

if and only if it is a lift of a path γ(t) = (p(t), q(t)) in T ∗M , where p(t) and
q(t) satisfy canonical Hamilton’s equations

ṗ = −∂H
∂q

, q̇ =
∂H

∂p
.

Proof. As in the proof of Theorem 1.1, for an admissible family σε(t) =
(p(t, ε), q(t, ε), t) we compute using integration by parts,

d

dε

∣∣∣∣
ε=0

S(σε) =
n∑
i=1

∫ t1

t0

(
q̇iδpi − ṗiδqi −

∂H

∂qi
δqi − ∂H

∂pi
δpi

)
dt

+

n∑
i=1

pi δq
i
∣∣t1
t0
.

Since δq(t0) = δq(t1) = 0, the path σ is critical if and only if p(t) and q(t)
satisfy canonical Hamilton’s equations (2.1). �

Remark. For a Lagrangian system (M,L), every path γ(t) = (q(t)) in the
configuration space M connecting points q0 and q1 defines an admissible

path γ̂(t) = (p(t), q(t), t) in the phase space T ∗M by setting p =
∂L

∂q̇
. If the

Legendre transform τL : TM → T ∗M is a diffeomorphism, then

S(γ̂) =

∫ t1

t0

(pq̇ −H)dt =

∫ t1

t0

L(γ′(t), t)dt.

Thus the principle of the least action in a configuration space — Hamilton’s
principle — follows from the principle of the least action in a phase space.
In fact, in this case the two principles are equivalent (see Problem 1.28).

From Corollary 1.5 we immediately get the following result.

Corollary 2.5. Solutions of canonical Hamilton’s equations lying on the
hypersurface H(p, q) = E are extremals of the functional

∫
σ pdq in the class

of admissible paths σ lying on this hypersurface.

Corollary 2.6 (Maupertuis’ principle). The trajectory γ = (q(τ)) of a
closed Lagrangian system (M,L) connecting points q0 and q1 and having
energy E is the extremal of the functional∫

γ
pdq =

∫
γ

∂L

∂q̇
(q(τ), q̇(τ))q̇(τ)dτ
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on the space of all paths in the configuration space M connecting points q0

and q1 and parametrized such that H(∂L∂q̇ (τ), q(τ)) = E.

The functional

S0(γ) =

∫
γ
pdq

is called the abbreviated action15.

Proof. Every path γ = q(τ), parametrized such that H(∂L∂q̇ , q) = E, lifts to

an admissible path σ = (∂L∂q̇ (τ), q(τ), τ), a ≤ τ ≤ b, lying on the hypersurface

H(p, q) = E. �

Problem 2.4 (Jacobi). On a Riemannian manifold (M,ds2) consider a La-
grangian system with L(q, v) = 1

2‖v‖
2 − V (q). Let E > V (q) for all q ∈ M . Show

that the trajectories of a closed Lagrangian system (M,L) with total energy E are
geodesics for the Riemannian metric dŝ2 = (E − V (q))ds2 on M .

2.3. The action as a function of coordinates. Consider a non-degene-
rate Lagrangian system (M,L) and denote by γ(t; q0, v0) the solution of
Euler-Lagrange equations

d

dt

∂L

∂q̇
− ∂L

∂q
= 0

with the initial conditions γ(t0) = q0 ∈M and γ̇(t0) = v0 ∈ Tq0M . Suppose
that there exist a neighborhood V0 ⊂ Tv0M of v0 and t1 > t0 such that
for all v ∈ V0 the extremals γ(t; q0, v), which start at time t0 at q0, do
not intersect in the extended configuration space M × R for times t0 <
t < t1. Such extremals are said to form a central field which includes the
extremal γ0(t) = γ(t; q0, v0). The existence of the central field of extremals is
equivalent to the condition that for every t0 < t < t1 there is a neighborhood
Ut ⊂M of γ0(t) ∈M such that the mapping

(2.2) V0 3 v 7→ q(t) = γ(t; q0, v) ∈ Ut
is a diffeomorphism. Basic theorems in the theory of ordinary differential
equations guarantee that for t1 sufficiently close to t0 every extremal γ(t)
for t0 < t < t1 can be included into the central field. In standard coordinates
the mapping (2.2) is given by q̇ 7→ q(t) = γ(t; q0, q̇).

For the central field of extremals γ(t; q0, q̇), t0 < t < t1, we define the
action as a function of coordinates and time (or, classical action) by

S(q, t; q0, t0) =

∫ t

t0

L(γ′(τ))dτ,

15The accurate formulation of Maupertuis’ principle is due to Euler and Lagrange.
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where γ(τ) is the extremal from the central field that connects q0 and q.
For given q0 and t0, the classical action is defined for t ∈ (t0, t1) and q ∈⋃
t0<t<t1

Ut. For a fixed energy E,

(2.3) S(q, t; q0, t0) = S0(q, t; q0, t0)− E(t− t0),

where S0 is the abbreviated action from the previous section.

Theorem 2.7. The differential of the classical action S(q, t) with fixed ini-
tial point is given by

dS = pdq −Hdt,

where p =
∂L

∂q̇
(q, q̇) and H = pq̇ − L(q, q̇) are determined by the velocity q̇

of the extremal γ(τ) at time t.

Proof. Let qε be a path in M passing through q at ε = 0 with the tangent
vector v ∈ TqM ' Rn, and for ε small enough let γε(τ) be the family of
extremals from the central field satisfying γε(t0) = q0 and γε(t) = qε. For
the infinitesimal variation δγ we have δγ(t0) = 0 and δγ(t) = v, and for
fixed t we get from the formula for variation with the free ends (1.2) that

dS(v) =
∂L

∂q̇
v.

This shows that
∂S

∂q
= p. Setting q(t) = γ(t), we obtain

d

dt
S(q(t), t) =

∂S

∂q
q̇ +

∂S

∂t
= L,

so that
∂S

∂t
= L− pq̇ = −H. �

Corollary 2.8. The classical action satisfies the following nonlinear partial
differential equation

(2.4)
∂S

∂t
+H

(
∂S

∂q
, q

)
= 0.

This equation is called the Hamilton-Jacobi equation. Hamilton’s equa-
tions (2.1) can be used for solving the Cauchy problem

(2.5) S(q, t)|t=0 = s(q), s ∈ C∞(M),

for Hamilton-Jacobi equation (2.4) by the method of characteristics. Namely,
assume the existence of the Hamiltonian phase flow gt on T ∗M and consider
the Lagrangian submanifold

L =

{
(p, q) ∈ T ∗M : p =

∂s(q)

∂q

}
,
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a graph of the 1-form ds on M — a section of the cotangent bundle π :
T ∗M →M . The mapping π|L is one-to-one and for sufficiently small t the
restriction of the projection π to the Lagrangian submanifold Lt = gt(L )
remains to be one-to-one. In other words, there is t1 > 0 such that for all
0 ≤ t < t1 the mapping πt = π ◦ gt ◦ (π|L )−1 : M →M is a diffeomorphism,
and the extremals γ(τ, q0, q̇0) in the extended configuration space M × R,

where q̇0 =
∂H

∂p
(p0, q0) and (p0, q0) ∈ L , do not intersect. Such extremals

are called the characteristics of the Hamilton-Jacobi equation.

Proposition 2.1. For 0 ≤ t < t1 the solution S(q, t) to the Cauchy problem
(2.4)–(2.5) is given by

S(q, t) = s(q0) +

∫ t

0
L(γ′(τ))dτ.

Here γ(τ) is the characteristic with γ(t) = q and with the starting point
q0 = γ(0) which is uniquely determined by q.

Proof. As in the proof of Theorem 2.7 we use formula (1.2), where now q0

depends on q, and obtain

∂S

∂q
(q) =

∂s

∂q0
(q0)

∂q0

∂q
+
∂L

∂q̇
(q, q̇)− ∂L

∂q̇0
(q0, q̇0)

∂q0

∂q
= p,

since
∂s

∂q0
(q0) = p0 =

∂L

∂q̇0
(q0, q̇0). Setting q(t) = γ(t) we get

d

dt
S(q(t), t) =

∂S

∂q
q̇ +

∂S

∂t
= L(q, q̇),

so that
∂S

∂t
= −H(p, q),

and S satisfies the Hamilton-Jacobi equation. �

We can also consider the action S(q, t; q0, t0) as a function of both vari-
ables q and q0. The analog of Theorem 2.7 is the following statement.

Proposition 2.2. The differential of the classical action as a function of
initial and final points is given by

dS = pdq − p0dq0 −H(p, q)dt+H(p0, q0)dt0.

Problem 2.5. Prove that the solution to the Cauchy problem for the Hamilton-
Jacobi equation is unique.
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2.4. Classical observables and Poisson bracket. Smooth real-valued
functions on the phase space T ∗M are called classical observables. The vector
space C∞(T ∗M) is an R-algebra — an associative algebra over R with a
unit given by the constant function 1, and with a multiplication given by
the point-wise product of functions. The commutative algebra C∞(T ∗M) is
called the algebra of classical observables. Assuming that the Hamiltonian
phase flow gt exists for all times, the time evolution of every observable
f ∈ C∞(T ∗M) is given by

ft(p, q) = f(gt(p, q)) = f(p(t), q(t)), (p, q) ∈ TM.

Equivalently, the time evolution is described by the differential equation

dft
dt

=
dfs+t
ds

∣∣∣∣
s=0

=
d(ft ◦ gs)

ds

∣∣∣∣
s=0

= XH(ft)

=

n∑
i=1

(
∂H

∂pi

∂ft
∂qi
− ∂H

∂qi
∂ft
∂pi

)
=
∂H

∂p

∂ft
∂q
− ∂H

∂q

∂ft
∂p

,

called Hamilton’s equation for classical observables. Setting

(2.6) {f, g} = Xf (g) =
∂f

∂p

∂g

∂q
− ∂f

∂q

∂g

∂p
, f, g ∈ C∞(T ∗M),

we can rewrite Hamilton’s equation in the concise form

(2.7)
df

dt
= {H, f},

where it is understood that (2.7) is a differential equation for a family of
functions ft on T ∗M with the initial condition ft(p, q)|t=0 = f(p, q). The
properties of the bilinear mapping

{ , } : C∞(T ∗M)× C∞(T ∗M)→ C∞(T ∗M)

are summarized below.

Theorem 2.9. The mapping { , } satisfies the following properties.

(i) (Relation with the symplectic form)

{f, g} = ω(J(df), J(dg)) = ω(Xf , Xg).

(ii) (Skew-symmetry)

{f, g} = −{g, f}.
(iii) (Leibniz rule)

{fg, h} = f{g, h}+ g{f, h}.
(iv) (Jacobi identity)

{f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0

for all f, g, h ∈ C∞(T ∗M).
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Proof. Property (i) immediately follows from the definitions of ω and J in
Section 2.1. Properties (ii)-(iii) are obvious. The Jacobi identity could be
verified by a direct computation using (2.6), or by the following elegant ar-
gument. Observe that {f, g} is a bilinear form in the first partial derivatives
of f and g, and every term in the left-hand side of the Jacobi identity is a
linear homogenous function of second partial derivatives of f, g, and h. Now
the only terms in the Jacobi identity which could actually contain second
partial derivatives of a function h are the following:

{f, {g, h}}+ {g, {h, f}} = (XfXg −XgXf )(h).

However, this expression does not contain second partial derivatives of h
since it is a commutator of two differential operators of the first order which
is again a differential operator of the first order! �

The observable {f, g} is called the canonical Poisson bracket of the ob-
servables f and g. The Poisson bracket map { , } : C∞(T ∗M)×C∞(T ∗M)→
C∞(T ∗M) turns the algebra of classical observables C∞(T ∗M) into a Lie
algebra with a Lie bracket given by the Poisson bracket. It has an important
property that the Lie bracket is a bi-derivation with respect to the multi-
plication in C∞(T ∗M). The algebra of classical observables C∞(T ∗M) is
an example of the Poisson algebra — a commutative algebra over R carry-
ing a structure of a Lie algebra with the property that the Lie bracket is a
derivation with respect to the algebra product.

In Lagrangian mechanics, a function I on TM is an integral of motion
for the Lagrangian system (M,L) if it is constant along the trajectories. In
Hamiltonian mechanics, an observable I — a function on the phase space
T ∗M — is called an integral of motion (first integral) for Hamilton’s equa-
tions (2.1) if it is constant along the Hamiltonian phase flow. According to
(2.7), this is equivalent to the condition

{H, I} = 0.

It is said that the observables H and I are in involution (Poisson commute).

2.5. Canonical transformations and generating functions.

Definition. A diffeomorphism g of the phase space T ∗M is called a canon-
ical transformation, if it preserves the canonical symplectic form ω on T ∗M ,
i.e., g∗(ω) = ω. By Theorem 2.1, the Hamiltonian phase flow gt is a one-
parameter group of canonical transformations.

Proposition 2.3. Canonical transformations preserve Hamilton’s equations.
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Proof. From g∗(ω) = ω it follows that the mapping J : T ∗(T ∗M) →
T (T ∗M) satisfies

(2.8) g∗ ◦ J ◦ g∗ = J.

Indeed, for all X,Y ∈ Vect(M) we have16

ω(X,Y ) = g∗(ω)(X,Y ) = ω(g∗(X), g∗(Y )) ◦ g,

so that for every 1-form ϑ on M ,

ω(X,J(g∗(ϑ))) = g∗(ϑ)(X) = ϑ(g∗(X)) ◦ g = ω(g∗(X), J(ϑ)) ◦ g,

which gives g∗(J(g∗(ϑ))) = J(ϑ). Using (2.8), we get

g∗(XH) = g∗(J(dH)) = J((g∗)−1(dH)) = XK ,

where K = H ◦ g−1. Thus the canonical transformation g maps trajectories
of the Hamiltonian vector field XH into the trajectories of the Hamiltonian
vector field XK . �

Remark. In classical terms, Proposition 2.3 means that canonical Hamil-
ton’s equations

ṗ = −∂H
∂q

(p, q), q̇ =
∂H

∂p
(p, q)

in new coordinates (P ,Q) = g(p, q) continue to have the canonical form

Ṗ = −∂K
∂Q

(P ,Q), Q̇ =
∂K

∂P
(P ,Q)

with the old Hamiltonian function K(P ,Q) = H(p, q).

Consider now the classical case M = Rn. For a canonical transformation
(P ,Q) = g(p, q) set P = P (p, q) and Q = Q(p, q). Since dP ∧ dQ =
dp ∧ dq on T ∗M ' R2n, the 1-form pdq − P dQ — the difference between
the canonical Liouville 1-form and its pullback by the mapping g — is closed.
From the Poincaré lemma it follows that there exists a function F (p, q) on
R2n such that

(2.9) pdq − P dQ = dF (p, q).

Now assume that at some point (p0, q0) the n×n matrix
∂P

∂p
=

{
∂Pi
∂pj

}n
i,j=1

is non-degenerate. By the inverse function theorem, there exists a neigh-
borhood U of (p0, q0) in R2n for which the functions P , q are coordinate
functions. The function

S(P , q) = F (p, q) + PQ

16Since g is a diffeomorphism, g∗X is a well-defined vector field on M .
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is called a generating function of the canonical transformation g in U . It
follows from (2.9) that in new coordinates P , q on U ,

p =
∂S

∂q
(P , q) and Q =

∂S

∂P
(P , q).

The converse statement below easily follows from the implicit function the-
orem.

Proposition 2.4. Let S(P , q) be a function in some neighborhood U of a
point (P0, q0) ∈ R2n such that the n× n matrix

∂2S

∂P ∂q
(P0, q0) =

{
∂2S

∂Pi∂qj
(P0, q0)

}n
i,j=1

is non-degenerate. Then S is a generating function of a local (i.e., defined
in some neighborhood of (P0, q0) in R2n) canonical transformation.

Suppose there is a canonical transformation (P ,Q) = g(p, q) such that
H(p, q) = K(P ) for some function K. Then in the new coordinates Hamil-
ton’s equations take the form

(2.10) Ṗ = 0, Q̇ =
∂K

∂P
,

and are trivially integrated:

P (t) = P (0), Q(t) = Q(0) + t
∂K

∂P
(P (0)).

Assuming that the matrix
∂P

∂p
is non-degenerate, the generating function

S(P , q) satisfies the differential equation

(2.11) H
(∂S
∂q

(P , q), q
)

= K(P ),

where after the differentiation one should substitute q = q(P ,Q), defined by
the canonical transformation g−1. The differential equation (2.11) for fixed
P , as it follows from (2.3), coincides with the Hamilton-Jacobi equation for
the abbreviated action S0 = S − Et where E = K(P ),

H
(∂S0

∂q
(P , q), q

)
= E.

Theorem 2.10 (Jacobi). Suppose that there is a function S(P , q) which
depends on n parameters P = (P1, . . . , Pn), satisfies the Hamilton-Jacobi
equation (2.11) for some function K(P ), and has the property that the n×n

matrix
∂2S

∂P ∂q
is non-degenerate. Then Hamilton’s equations

ṗ = −∂H
∂q

, q̇ =
∂H

∂p
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can be solved explicitly, and the functions P (p, q) = (P1(p, q), . . . , Pn(p, q)),

defined by the equations p =
∂S

∂q
(P , q), are integrals of motion in involution.

Proof. Set p =
∂S

∂q
(P , q) and Q =

∂S

∂P
(P , q). By the inverse function the-

orem, g(p, q) = (P ,Q) is a local canonical transformation with the gener-
ating function S. It follows from (2.11) that H(p(P ,Q), q(P ,Q)) = K(P ),
so that Hamilton’s equations take the form (2.10). Since ω = dP ∧ dQ,
integrals of motion P1(p, q), . . . , Pn(p, q) are in involution. �

The solution of the Hamilton-Jacobi equation satisfying conditions in
Theorem 2.10 is called the complete integral. At first glance it seems that
solving the Hamilton-Jacobi equation, which is a nonlinear partial differen-
tial equation, is a more difficult problem then solving Hamilton’s equations,
which is a system of ordinary differential equations. It is quite remarkable
that for many problems of classical mechanics one can find the complete
integral of the Hamilton-Jacobi equation by the method of separation of
variables. By Theorem 2.10, this solves the corresponding Hamilton’s equa-
tions.

Problem 2.6. Find the generating function for the identity transformation P =
p,Q = q.

Problem 2.7. Prove Proposition 2.4.

Problem 2.8. Suppose that the canonical transformation g(p, q) = (P ,Q) is
such that locally (Q, q) can be considered as new coordinates (canonical transfor-
mations with this property are called free). Prove that S1(Q, q) = F (p, q), also
called a generating function, satisfies

p =
∂S1

∂q
and P = −∂S1

∂Q
.

Problem 2.9. Find the complete integral for the case of a particle in R3 moving
in a central field.

2.6. Symplectic manifolds. The notion of a symplectic manifold is a
generalization of the example of a cotangent bundle T ∗M .

Definition. A non-degenerate, closed 2-form ω on a manifold M is called
a symplectic form, and the pair (M , ω) is called a symplectic manifold.

Since a symplectic form ω is non-degenerate, a symplectic manifold M is
necessarily even-dimensional, dim M = 2n. The nowhere vanishing 2n-form
ωn defines a canonical orientation on M , and as in the case M = T ∗M ,
ωn

n!
is called Liouville’s volume form. We also have the general notion of a

Lagrangian submanifold.
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Definition. A submanifold L of a symplectic manifold (M , ω) is called
a Lagrangian submanifold, if dim L = 1

2 dim M and the restriction of the
symplectic form ω to L is 0.

Symplectic manifolds form a category. A morphism between (M1, ω1)
and (M2, ω2), also called a symplectomorphism, is a mapping f : M1 →M2

such that ω1 = f∗(ω2). When M1 = M2 and ω1 = ω2, the notion of a sym-
plectomorphism generalizes the notion of a canonical transformation. The
direct product of symplectic manifolds (M1, ω1) and (M2, ω2) is a symplectic
manifold

(M1 ×M2, π
∗
1(ω1) + π∗2(ω2)),

where π1 and π2 are, respectively, projections of M1×M2 onto the first and
second factors in the Cartesian product.

Besides cotangent bundles, another important class of symplectic man-
ifolds is given by Kähler manifolds17. Recall that a complex manifold M is
a Kähler manifold if it carries the Hermitian metric whose imaginary part
is a closed (1, 1)-form. In local complex coordinates z = (z1, . . . , zn) on M
the Hermitian metric is written as

h =

n∑
α,β=1

hαβ̄(z, z̄)dzα ⊗ dz̄β.

Correspondingly,

g = Reh =
1

2

n∑
α,β=1

hαβ̄(z, z̄)(dzα ⊗ dz̄β + dz̄β ⊗ dzα)

is the Riemannian metric on M and

ω = − Imh =
i

2

n∑
α,β=1

hαβ̄(z, z̄)dzα ∧ dz̄β

is the symplectic form on M (considered as a 2n-dimensional real manifold).

The simplest compact Kähler manifold is CP 1 ' S2 with the symplectic
form given by the area 2-form of the Hermitian metric of Gaussian curvature
1 — the round metric on the 2-sphere. In terms of the local coordinate z
associated with the stereographic projection CP 1 ' C ∪ {∞},

ω = 2i
dz ∧ dz̄

(1 + |z|2)2
.

Similarly, the natural symplectic form on the complex projective space CPn
is the symplectic form of the Fubini-Study metric. By pull-back, it defines
symplectic forms on complex projective varieties.

17Needless to say, not every symplectic manifold admits a complex structure, not to mention
a Kähler structure.
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The simplest non-compact Kähler manifold is the n-dimensional complex
vector space Cn with the standard Hermitian metric. In complex coordinates
z = (z1, . . . , zn) on Cn it is given by

h = dz ⊗ dz̄ =
n∑

α=1

dzα ⊗ dz̄α.

In terms of real coordinates (x,y) = (x1, . . . , xn, y1, . . . , yn) on R2n ' Cn,
where z = x + iy, the corresponding symplectic form ω = − Imh has the
canonical form

ω =
i

2
dz ∧ dz̄ =

n∑
α=1

dxα ∧ dyα = dx ∧ dy.

This example naturally leads to the following definition.

Definition. A symplectic vector space is a pair (V, ω), where V is a vector
space over R and ω is a non-degenerate, skew-symmetric bilinear form on
V .

It follows from basic linear algebra that every symplectic vector space
V has a symplectic basis — a basis e1, . . . , en, f1, . . . , fn of V , where 2n =
dimV , such that

ω(ei, ej) = ω(fi, fj) = 0 and ω(ei, fj) = δij , i, j = 1, . . . , n.

In coordinates (p, q) = (p1, . . . , pn, q
1, . . . , qn) corresponding to this basis,

V ' R2n and

ω = dp ∧ dq =

n∑
i=1

dpi ∧ dqi.

Thus every symplectic vector space is isomorphic to a direct product of the
phase planes R2 with the canonical symplectic form dp ∧ dq. Introducing
complex coordinates z = p + iq, we get the isomorphism V ' Cn, so that
every symplectic vector space admits a Kähler structure.

It is a basic fact of symplectic geometry that every symplectic manifold
is locally isomorphic to a symplectic vector space.

Theorem 2.11 (Darboux’ theorem). Let (M , ω) be a 2n-dimensional sym-
plectic manifold. For every point x ∈M there is a neighborhood U of x with
local coordinates (p, q) = (p1, . . . , pn, q

1, . . . , qn) such that on U

ω = dp ∧ dq =
n∑
i=1

dpi ∧ dqi.

Coordinates p, q are called canonical coordinates (Darboux coordinates).
The proof proceeds by induction on n with the two main steps stated as
Problems 2.13 and 2.14.
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A non-degenerate 2-form ω for every x ∈ M defines an isomorphism
J : T ∗xM → TxM by

ω(u1, u2) = J−1(u2)(u1), u1, u2 ∈ TxM .

Explicitly, for every X ∈ Vect(M ) and ϑ ∈ A1(M ) we have

ω(X, J(ϑ)) = ϑ(X) and J−1(X) = −iX(ω)

(cf. Section 2.1). In local coordinates x = (x1, . . . , x2n) for the coordinate
chart (U,ϕ) on M , the 2-form ω is given by

ω = 1
2

2n∑
i,j=1

ωij(x) dxi ∧ dxj ,

where {ωij(x)}2ni,j=1 is a non-degenerate, skew-symmetric matrix-valued func-

tion on ϕ(U). Denoting the inverse matrix by {ωij(x)}2ni,j=1, we have

J(dxi) = −
2n∑
j=1

ωij(x)
∂

∂xj
, i = 1, . . . , 2n.

Definition. A Hamiltonian system is a pair consisting of a symplectic man-
ifold (M , ω), called a phase space, and a smooth real-valued function H on
M , called a Hamiltonian. The motion of points on the phase space is de-
scribed by the vector field

XH = J(dH),

called a Hamiltonian vector field.

The trajectories of a Hamiltonian system ((M , ω), H) are the integral
curves of a Hamiltonian vector field XH on M . In canonical coordinates
(p, q) they are described by the canonical Hamilton’s equations (2.1),

ṗ = −∂H
∂q

, q̇ =
∂H

∂p
.

Suppose now that the Hamiltonian vector field XH on M is complete. The
Hamiltonian phase flow on M associated with a Hamiltonian H is a one-
parameter group {gt}t∈R of diffeomorphisms of M generated by XH . The
following statement generalizes Theorem 2.1.

Theorem 2.12. The Hamiltonian phase flow preserves the symplectic form.

Proof. It is sufficient to show that LXHω = 0. Using Cartan’s formula

LX = iX ◦ d+ d ◦ iX
and dω = 0, we get for every X ∈ Vect(M ),

LXω = (d ◦ iX)(ω).
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Since iX(ω)(Y ) = ω(X,Y ), we have for X = XH and every Y ∈ Vect(M )
that

iXH (ω)(Y ) = ω(J(dH), Y ) = −dH(Y ).

Thus iXH (ω) = −dH, and the statement follows from d2 = 0. �

Corollary 2.13. A vector field X on M is a Hamiltonian vector field if
and only if the 1-form iX(ω) is exact.

Definition. A vector field X on a symplectic manifold (M , ω) is called a
symplectic vector field if the 1-form iX(ω) is closed, which is equivalent to
LXω = 0.

The commutative algebra C∞(M ), with a multiplication given by the
point-wise product of functions, is called the algebra of classical observables.
Assuming that the Hamiltonian phase flow gt exists for all times, the time
evolution of every observable f ∈ C∞(M ) is given by

ft(x) = f(gt(x)), x ∈M ,

and is described by the differential equation

dft
dt

= XH(ft)

— Hamilton’s equation for classical observables. Hamilton’s equations for
observables on M have the same form as Hamilton’s equations on M =
T ∗M , considered in Section 2.3. Since

XH(f) = df(XH) = ω(XH , J(df)) = ω(XH , Xf ),

we have the following.

Definition. A Poisson bracket on the algebra C∞(M ) of classical ob-
servables on a symplectic manifold (M , ω) is a bilinear mapping { , } :
C∞(M )× C∞(M )→ C∞(M ), defined by

{f, g} = ω(Xf , Xg), f, g ∈ C∞(M ).

Now Hamilton’s equation takes the concise form

(2.12)
df

dt
= {H, f},

understood as a differential equation for a family of functions ft on M with
the initial condition ft|t=0 = f . In local coordinates x = (x1, . . . , x2n) on
M ,

{f, g}(x) = −
2n∑
i,j=1

ωij(x)
∂f(x)

∂xi
∂g(x)

∂xj
.

Theorem 2.14. The Poisson bracket { , } on a symplectic manifold (M , ω)
is skew-symmetric and satisfies Leibniz rule and the Jacobi identity.
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Proof. The first two properties are obvious. It follows from the definition
of a Poisson bracket and the formula

[Xf , Xg](h) = (XgXf −XfXg)(h) = {g, {f, h}} − {f, {g, h}}

that the Jacobi identity is equivalent to the property

(2.13) [Xf , Xg] = X{f,g}.

Let X and Y be symplectic vector fields. Using Cartan’s formulas we get

i[X,Y ](ω) = LX(iY (ω))− iY (LX(ω))

= d(iX ◦ iY (ω)) + iXd(iY (ω))

= d(ω(Y,X)) = iZ(ω),

where Z is a Hamiltonian vector field corresponding to ω(X,Y ) ∈ C∞(M ).
Since the 2-form ω is non-degenerate, this implies [X,Y ] = Z, so that setting
X = Xf , Y = Xg and using {f, g} = ω(Xf , Xg), we get (2.13). �

From (2.13) we immediately get the following result.

Corollary 2.15. The subspace Ham(M ) of Hamiltonian vector fields on M
is a Lie subalgebra of Vect(M ). The mapping C∞(M ) → Ham(M ), given
by f 7→ Xf , is a Lie algebra homomorphism with the kernel consisting of
locally constant functions on M .

As in the case M = T ∗M (see Section 2.4), an observable I — a function
on the phase space M — is called an integral of motion (first integral) for
the Hamiltonian system ((M , ω), H) if it is constant along the Hamiltonian
phase flow. According to (2.12), this is equivalent to the condition

(2.14) {H, I} = 0.

It is said that the observables H and I are in involution (Poisson commute).
From the Jacobi identity for the Poisson bracket we get the following result.

Corollary 2.16 (Poisson’s theorem). The Poisson bracket of two integrals
of motion is an integral of motion.

Proof. If {H, I1} = {H, I2} = 0, then

{H, {I1, I2}} = {{H, I1}, I2} − {{H, I2}, I1} = 0. �

It follows from Poisson’s theorem that integrals of motion form a Lie
algebra and, by (2.13), corresponding Hamiltonian vector fields form a Lie
subalgebra in Vect(M ). Since {I,H} = dH(XI) = 0, the vector fields XI

are tangent to submanifolds ME = {x ∈ M : H(x) = E} — the level sets
of the Hamiltonian H. This defines a Lie algebra of integrals of motion for
the Hamiltonian system ((M , ω), H) at the level set ME .
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Let G be a finite-dimensional Lie group that acts on a connected sym-
plectic manifold (M , ω) by symplectomorphisms. The Lie algebra g of G
acts on M by vector fields

Xξ(f)(x) =
d

ds

∣∣∣∣
s=0

f(e−sξ · x),

and the linear mapping g 3 ξ 7→ Xξ ∈ Vect(M ) is a homomorphism of Lie
algebras,

[Xξ, Xη] = X[ξ,η], ξ, η ∈ g.

The G-action is called a Hamiltonian action if Xξ are Hamiltonian vector
fields, i.e., for every ξ ∈ g there is Φξ ∈ C∞(M ), defined up to an additive
constant, such that Xξ = XΦξ = J(dΦξ). It is called a Poisson action if there
is a choice of functions Φξ such that the linear mapping Φ : g→ C∞(M ) is
a homomorphism of Lie algebras,

(2.15) {Φξ,Φη} = Φ[ξ,η], ξ, η ∈ g.

Definition. A Lie group G is a symmetry group of the Hamiltonian system
((M , ω), H) if there is a Hamiltonian action of G on M such that

H(g · x) = H(x), g ∈ G, x ∈M .

Theorem 2.17 (Noether theorem with symmetries). If G is a symmetry
group of the Hamiltonian system ((M , ω), H), then the functions Φξ, ξ ∈ g,
are the integrals of motion. If the action of G is Poisson, the integrals of
motion satisfy (2.15).

Proof. By definition of the Hamiltonian action, for every ξ ∈ g,

0 = Xξ(H) = XΦξ(H) = {Φξ, H}. �

Corollary 2.18. Let (M,L) be a Lagrangian system such that the Legendre
transform τL : TM → T ∗M is a diffeomorphism. Then if a Lie group G
is a symmetry of (M,L), then G is a symmetry group of the corresponding
Hamiltonian system ((T ∗M,ω), H = EL ◦ τ−1

L ), and the corresponding G-

action on T ∗M is Poisson. In particular, Φξ = −Iξ ◦ τ−1
L , where Iξ are

Noether integrals of motion for the one-parameter subgroups of G generated
by ξ ∈ g.

Proof. Let X be the vector field associated with the one-parameter sub-
group {esξ}s∈R of diffeomorphisms of M , used in Theorem 1.3, and let X ′

be its lift to TM . We have18

(2.16) Xξ = −(τL)∗(X
′),

18The negative sign reflects the difference in definitions of X and Xξ.
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and it follows from (1.16) that Φξ = iXξ(θ) = θ(Xξ), where θ is the canonical
Liouville 1-form on T ∗M . From Cartan’s formula and (1.17) we get

dΦξ = d(iXξ(θ)) = −iXξ(dθ) + LXξ(θ) = −iXξ(ω),

so that
J(dΦξ) = −J(iXξ(ω)) = Xξ,

and the G-action is Hamiltonian. Using (1.17) and another Cartan’s formula,
we obtain

Φ[ξ,η] = i[Xξ,Xη ](θ) = LXξ(iXη(θ)) + iXη(LXξ(θ))
= Xξ(Φη) = {Φξ,Φη}. �

Example 2.1. The Lagrangian

L = 1
2mṙ2 − V (r)

for a particle in R3 moving in a central field (see Section 1.6) is invariant
with respect to the action of the group SO(3) of orthogonal transformations
of the Euclidean space R3. Let u1, u2, u3 be a basis for the Lie algebra so(3)
corresponding to the rotations with the axes given by the vectors of the
standard basis e1, e2, e3 for R3 (see Example 1.10 in Section 1.4). These
generators satisfy the commutation relations

[ui, uj ] = εijkuk,

where i, j, k = 1, 2, 3, and εijk is a totally anti-symmetric tensor, ε123 = 1.
Corresponding Noether integrals of motion are given by Φui = −Mi, where

M1 = (r × p)1 = r2p3 − r3p2,

M2 = (r × p)2 = r3p1 − r1p3,

M3 = (r × p)3 = r1p2 − r2p1

are components of the angular momentum vector M = r × p. (Here it is
convenient to lower the indices of the coordinates ri by the Euclidean metric
on R3.) For the Hamiltonian

H =
p2

2m
+ V (r)

we have
{H,Mi} = 0.

According to Theorem 2.17 and Corollary 2.18, Poisson brackets of the com-
ponents of the angular momentum satisfy

{Mi,Mj} = −εijkMk,

which is also easy to verify directly using (2.6),

{f, g}(p, r) =
∂f

∂p

∂g

∂r
− ∂f

∂r

∂g

∂p
.
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Example 2.2 (Kepler’s problem). For every α ∈ R the Lagrangian system
on R3 with

L = 1
2mṙ2 +

α

r
has three extra integrals of motion — the components W1,W2,W3 of the
Laplace-Runge-Lenz vector, given by

W =
p

m
×M − αr

r

(see Section 1.6). Using Poisson brackets from the previous example, to-
gether with {ri,Mj} = −εijkrk and {pi,Mj} = −εijkpk, we get by a straight-
forward computation,

{Wi,Mj} = −εijkWk and {Wi,Wj} =
2H

m
εijkMk,

where H =
p2

2m
− α

r
is the Hamiltonian of Kepler’s problem.

The Hamiltonian system ((M , ω), H), dim M = 2n, is called completely
integrable if it has n independent integrals of motion F1 = H, . . . , Fn in
involution. The former condition means that dF1(x), . . . , dFn(x) ∈ T ∗xM
are linearly independent for almost all x ∈ M . Hamiltonian systems with
one degree of freedom such that dH has only finitely many zeros are com-
pletely integrable. Complete separation of variables in the Hamilton-Jacobi
equation (see Section 2.5) provides other examples of completely integrable
Hamiltonian systems.

Let ((M , ω), H) be a completely integrable Hamiltonian system. Sup-
pose that the level set Mf = {x ∈ M : F1(x) = f1, . . . , Fn(x) = fn} is
compact and tangent vectors JdF1, . . . , JdFn are linearly independent for
all x ∈Mf . Then by the Liouville-Arnold theorem, in a neighborhood of Mf

there exist so-called action-angle variables: coordinates I = (I1, . . . , In) ∈
Rn+ = (R>0)n and ϕ = (ϕ1, . . . , ϕn) ∈ Tn = (R/2πZ)n such that ω = dI∧dϕ
and H = H(I1, . . . , In). According to Hamilton’s equations,

İi = 0 and ϕ̇i = ωi =
∂H

∂Ii
, i = 1, . . . , n,

so that action variables are constants, and angle variables change uniformly,
ϕi(t) = ϕi(0) + ωit, i = 1, . . . , n. The classical motion is almost-periodic
with the frequencies ω1, . . . , ωn.

Problem 2.10. Show that a symplectic manifold (M , ω) admits an almost com-
plex structure: a bundle map J : TM → TM such that J 2 = −id.

Problem 2.11. Give an example of a symplectic manifold which admits a com-
plex structure but not a Kähler structure.
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Problem 2.12 (Coadjont orbits). Let G be a finite-dimensional Lie group, let g
be its Lie algebra, and let g∗ be the dual vector space to g. For u ∈ g∗ let M = Ou
be the orbit of u under the coadjoint action of G on g∗. Show that the formula

ω(u1, u2) = u([x1, x2]),

where u1 = ad∗x1(u), u2 = ad∗x2(u) ∈ Ou, and ad∗ stands for the coadjoint action
of a Lie algebra g on g∗, gives rise to a well-defined 2-form on M , which is closed
and non-degenerate. (The 2-form ω is called the Kirillov-Kostant symplectic form.)

Problem 2.13. Let (M , ω) be a symplectic manifold. For x ∈ M choose a
function q1 on M such that q1(x) = 0 and dq1 does not vanish at x, and set
X = −Xq1 . Show that there is a neighborhood U of x ∈M and a function p1 on
U such that X(q1) = 1 on U , and there exist coordinates p1, q

1, z1, . . . , z2n−2 on U
such that

X =
∂

∂p1
and Y = Xp1 =

∂

∂q1
.

Problem 2.14. Continuing Problem 2.13, show that the 2-form ω−dp1 ∧dq1 on

U depends only on coordinates z1, . . . , z2n−2 and is non-degenerate.

Problem 2.15. Do the computation in Example 2.2 and show that the Lie algebra
of the integrals M1,M2,M3,W1,W2,W3 in Kepler’s problem at H(p, r) = E is
isomorphic to the Lie algebra so(4), if E < 0, to the Euclidean Lie algebra e(3), if
E = 0, and to the Lie algebra so(1, 3), if E > 0.

Problem 2.16. Find the action-angle variables for a particle with one degree of
freedom, when the potential V (x) is a convex function on R satisfying lim|x|→∞ V (x)

= ∞. (Hint: Define I =
∮
pdx, where integration goes over the closed orbit with

H(p, x) = E.)

Problem 2.17. Show that a Hamiltonian system describing a particle in R3

moving in a central field is completely integrable, and find the action-angle variables.

Problem 2.18 (Symplectic quotients). For a Poisson action of a Lie group G
on a symplectic manifold (M , ω), define the moment map P : M → g∗ by

P (x)(ξ) = Φξ(x), ξ ∈ g, x ∈M ,

where g is the Lie algebra of G. For every p ∈ g∗ such that a stabilizer Gp of p
acts freely and properly on Mp = P−1(p) (such p is called the regular value of the
moment map), the quotient Mp = Gp\Mp is called a reduced phase space. Show
that Mp is a symplectic manifold with the symplectic form uniquely characterized
by the condition that its pull-back to Mp coincides with the restriction to Mp of
the symplectic form ω.

2.7. Poisson manifolds. The notion of a Poisson manifold generalizes the
notion of a symplectic manifold.

Definition. A Poisson manifold is a manifold M equipped with a Poisson
structure — a skew-symmetric bilinear mapping

{ , } : C∞(M )× C∞(M )→ C∞(M )

which satisfies the Leibniz rule and Jacobi identity.
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Equivalently, M is a Poisson manifold if the algebra A = C∞(M ) of
classical observables is a Poisson algebra — a Lie algebra such that the Lie
bracket is a bi-derivation with respect to the multiplication in A (a point-
wise product of functions). It follows from the derivation property that in
local coordinates x = (x1, . . . , xN ) on M , the Poisson bracket has the form

{f, g}(x) =

N∑
i,j=1

ηij(x)
∂f(x)

∂xi
∂g(x)

∂xj
.

The 2-tensor ηij(x), called a Poisson tensor, defines a global section η of
the vector bundle TM ∧ TM over M .

The evolution of classical observables on a Poisson manifold is given by
Hamilton’s equations, which have the same form as (2.12),

df

dt
= XH(f) = {H, f}.

The phase flow gt for a complete Hamiltonian vector field XH = {H, · }
defines the evolution operator Ut : A → A by

Ut(f)(x) = f(gt(x)), f ∈ A.

Theorem 2.19. Suppose that every Hamiltonian vector field on a Poisson
manifold (M , { , }) is complete. Then for every H ∈ A, the corresponding
evolution operator Ut is an automorphism of the Poisson algebra A, i.e.,

Ut({f, g}) = {Ut(f), Ut(g)} for all f, g ∈ A.(2.17)

Conversely, if a skew-symmetric bilinear mapping { , } : C∞(M )×C∞(M )
→ C∞(M ) is such that XH = {H, · } are complete vector fields for all H ∈
A, and corresponding evolution operators Ut satisfy (2.17), then (M , { , })
is a Poisson manifold.

Proof. Let ft = Ut(f), gt = Ut(g), and19 ht = Ut({f, g}). By definition,

d

dt
{ft, gt} = {{H, ft}, gt}+ {ft, {H, gt}} and

dht
dt

= {H,ht}.

If (M , { , }) is a Poisson manifold, then it follows from the Jacobi identity
that

{{H, ft}, gt}+ {ft, {H, gt}} = {H, {ft, gt}},
so that ht and {ft, gt} satisfy the same differential equation (2.12). Since
these functions coincide at t = 0, (2.17) follows from the uniqueness theorem
for the ordinary differential equations.

Conversely, we get the Jacobi identity for the functions f, g, and H by
differentiating (2.17) with respect to t at t = 0. �

19Here gt is not the phase flow!
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Corollary 2.20. A global section η of TM ∧ TM is a Poisson tensor if
and only if

LXf η = 0 for all f ∈ A.

Definition. The center of a Poisson algebra A is

Z(A) = {f ∈ A : {f, g} = 0 for all g ∈ A}.
A Poisson manifold (M , { , }) is called non-degenerate if the center of a
Poisson algebra of classical observables A = C∞(M ) consists only of locally
constant functions (Z(A) = R for connected M ).

Equivalently, a Poisson manifold (M , { , }) is non-degenerate if the Pois-
son tensor η is non-degenerate everywhere on M , so that M is necessarily
an even-dimensional manifold. A non-degenerate Poisson tensor for every
x ∈M defines an isomorphism J : T ∗xM → TxM by

η(u1, u2) = u2(J(u1)), u1, u2 ∈ T ∗xM .

In local coordinates x = (x1, . . . , xN ) for the coordinate chart (U,ϕ) on M ,
we have

J(dxi) =
N∑
j=1

ηij(x)
∂

∂xj
, i = 1, . . . , N.

Poisson manifolds form a category. A morphism between (M1, { , }1)
and (M2, { , }2) is a mapping ϕ : M1 →M2 of smooth manifolds such that

{f ◦ ϕ, g ◦ ϕ}1 = {f, g}2 ◦ ϕ for all f, g ∈ C∞(M2).

A direct product of Poisson manifolds (M1, { , }1) and (M2, { , }2) is a
Poisson manifold (M1 ×M2, { , }) defined by the property that natural
projection maps π1 : M1 × M2 → M1 and π2 : M1 × M2 → M2 are
Poisson mappings. For f ∈ C∞(M1×M2) and (x1, x2) ∈M1×M2 denote,

respectively, by f
(1)
x2 and f

(2)
x1 restrictions of f to M × {x2} and {x1} ×M2.

Then for f, g ∈ C∞(M1 ×M2),

{f, g}(x1, x2) = {f (1)
x2 , g

(1)
x2 }1(x1) + {f (2)

x1 , g
(2)
x1 }2(x2).

Non-degenerate Poisson manifolds form a subcategory of the category of
Poisson manifolds.

Theorem 2.21. The category of symplectic manifolds is (anti-) isomorphic
to the category of non-degenerate Poisson manifolds.

Proof. According to Theorem 2.14, every symplectic manifold carries a
Poisson structure. Its non-degeneracy follows from the non-degeneracy of
a symplectic form. Conversely, let (M , { , }) be a non-degenerate Poisson
manifold. Define the 2-form ω on M by

ω(X,Y ) = J−1(Y )(X), X, Y ∈ Vect(M ),
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where the isomorphism J : T ∗M → TM is defined by the Poisson tensor η.
In local coordinates x = (x1, . . . , xN ) on M ,

ω = −
∑

1≤i<j≤N
ηij(x) dxi ∧ dxj ,

where {ηij(x)}Ni,j=1 is the inverse matrix to {ηij(x)}Ni,j=1. The 2-form ω is

skew-symmetric and non-degenerate. For every f ∈ A let Xf = {f, · } be
the corresponding vector field on M . The Jacobi identity for the Poisson
bracket { , } is equivalent to LXf η = 0 for every f ∈ A, so that

LXfω = 0.

Since Xf = Jdf , we have ω(X, Jdf) = df(X) for every X ∈ Vect(M ), so
that

ω(Xf , Xg) = {f, g}.
By Cartan’s formula,

dω(X,Y, Z) = 1
3 (LXω(Y,Z)− LY ω(X,Z) + LZω(X,Y )

−ω([X,Y ], Z) + ω([X,Z], Y )− ω([Y, Z], X)) ,

where X,Y, Z ∈ Vect(M ). Now setting X = Xf , Y = Xg, Z = Xh, we get

dω(Xf , Xg, Xh) = 1
3 (ω(Xh, [Xf , Xg]) + ω(Xf , [Xg, Xh]) + ω(Xg, [Xh, Xf ]))

= 1
3

(
ω(Xh, X{f,g}) + ω(Xf , X{g,h}) + ω(Xg, X{h,f})

)
= 1

3 ({h, {f, g}}+ {f, {g, h}}+ {g, {h, f}})
= 0.

The exact 1-forms df, f ∈ A, generate the vector space of 1-forms
A1(M ) as a module over A, so that Hamiltonian vector fields Xf = Jdf gen-
erate the vector space Vect(M ) as a module overA. Thus dω = 0 and (M , ω)
is a symplectic manifold associated with the Poisson manifold (M , { , }). It
follows from the definitions that Poisson mappings of non-degenerate Pois-
son manifolds correspond to symplectomorphisms of associated symplectic
manifolds. �

Remark. One can also prove this theorem by a straightforward compu-
tation in local coordinates x = (x1, . . . , xN ) on M . Just observe that the
condition

∂ηij(x)

∂xl
+
∂ηjl(x)

∂xi
+
∂ηli(x)

∂xj
= 0, i, j, l = 1, . . . , N,

which is a coordinate form of dω = 0, follows from the condition

N∑
j=1

(
ηij(x)

∂ηkl(x)

∂xj
+ ηlj(x)

∂ηik(x)

∂xj
+ ηkj(x)

∂ηli(x)

∂xj

)
= 0,
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which is a coordinate form of the Jacobi identity, by multiplying it three
times by the inverse matrix ηij(x) using

N∑
p=1

(
ηip(x)

∂ηpk(x)

∂xj
+
∂ηip(x)

∂xj
ηpk(x)

)
= 0.

Remark. Let M = T ∗Rn with the Poisson bracket { , } given by the canon-
ical symplectic form ω = dp ∧ dq, where (p, q) = (p1, . . . , pn, q

1, . . . , qn) are
coordinate functions on T ∗Rn. The non-degeneracy of the Poisson manifold
(T ∗Rn, { , }) can be formulated as the property that the only observable
f ∈ C∞(T ∗Rn) satisfying

{f, p1} = · · · = {f, pn} = 0, {f, q1} = · · · = {f, qn} = 0

is f(p, q) = const.

Problem 2.19 (Dual space to a Lie algebra). Let g be a finite-dimensional
Lie algebra with a Lie bracket [ , ], and let g∗ be its dual space. For f, g ∈ C∞(g∗)
define

{f, g}(u) = u ([df, dg]) ,

where u ∈ g∗ and T ∗ug
∗ ' g. Prove that { , } is a Poisson bracket. (It was introduced

by Sophus Lie and is called a linear, or Lie-Poisson bracket.) Show that this bracket
is degenerate and determine the center of A = C∞(g∗).

Problem 2.20. A Poisson bracket { , } on M restricts to a Poisson bracket { , }0
on a submanifold N if the inclusion ı : N →M is a Poisson mapping. Show that
the Lie-Poisson bracket on g∗ restricts to a non-degenerate Poisson bracket on a
coadjoint orbit, associated with the Kirillov-Kostant symplectic form.

Problem 2.21 (Lie-Poisson groups). A finite-dimensional Lie group is called
a Lie-Poisson group if it has a structure of a Poisson manifold (G, { , }) such that
the group multiplication G×G→ G is a Poisson mapping, where G×G is a direct
product of Poisson manifolds. Using a basis ∂1, . . . , ∂n of left-invariant vector fields
on G corresponding to a basis x1, . . . , xn of the Lie algebra g, the Poisson bracket
{ , } can be written as

{f1, f2}(g) =

n∑
i,j=1

ηij(g)∂if1∂jf2,

where the 2-tensor ηij(g) defines a mapping η : G→ Λ2g by η(g) =
∑n
i,j=1 η

ij(g)xi⊗
xj . Show that the bracket { , } equips G with a Lie-Poisson structure if and only if
the following conditions are satisfied: (i) for all g ∈ G,

ξijk(g) =

n∑
l=1

(
ηil(g)∂lη

jk(g) + ηjl(g)∂lη
ki(g) + ηkl(g)∂lη

ij(g)
)

+

n∑
l,p=1

(
cilpη

pj(g)ηkl(g) + cjlpη
pk(g)ηil(g) + cklpη

pi(g)ηjl(g)
)

= 0,

where [xi, xj ] =
∑n
k=1 c

k
ijxk; (ii) the mapping η is a group 1-cocycle with the adjoint

action on Λ2g, i.e., η(g1g2) = Ad−1g2 · η(g1) + η(g2), g1, g2 ∈ G.
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Problem 2.22. Show that the second condition in the previous problem trivially
holds when η is a coboundary, η(g) = −r+Ad−1g·r for some r =

∑n
i,j=1 r

ijxi⊗xj ∈
Λ2g, and then the first condition is satisfied if and only if the element

ξ(r) = [r12, r13 + r23] + [r13, r23] ∈ Λ3g

is invariant under the adjoint action of g on Λ3g. Here r12 =
∑n
i,j=1 r

ijxi ⊗ xj ⊗ 1,

r13 =
∑n
i,j=1 r

ijxi ⊗ 1 ⊗ xj , and r23 =
∑n
i,j=1 r

ij1 ⊗ xi ⊗ xj are corresponding
elements in the universal enveloping algebra Ug of a Lie algebra g. In particular,
G is a Lie-Poisson group if ξ(r) = 0, which is called the classical Yang-Baxter
equation.

Problem 2.23. Suppose that r =
∑n
i,j=1 r

ijxi⊗xj ∈ Λ2g is such that the matrix

{rij} is non-degenerate, and let {rij} be the inverse matrix. Show that r satisfies
the classical Yang-Baxter equation if and only if the map c : Λ2g → C, defined by
c(x, y) =

∑n
i,j=1 riju

ivj , where x =
∑n
i=1 u

ixi, y =
∑n
i=1 v

ixi, is a non-degenerate
Lie algebra 2-cocycle, i.e., it satisfies

c(x, [y, z]) + c(z, [x, y]) + c(y, [z, x]) = 0, x, y, z ∈ g.

2.8. Hamilton’s and Liouville’s representations. To complete the for-
mulation of classical mechanics, we need to describe the process of measure-
ment. In physics, by a measurement of a classical system one understands
the result of a physical experiment which gives numerical values for classical
observables. The experiment consists of creating certain conditions for the
system, and it is always assumed that these conditions can be repeated over
and over. The conditions of the experiment define a state of the system if
repeating these conditions results in probability distributions for the values
of all observables of the system.

Mathematically, a state µ on the algebra A = C∞(M ) of classical ob-
servables on the phase space M is the assignment

A 3 f 7→ µf ∈P(R),

where P(R) is a set of probability measures on R — Borel measures on R
such that the total measure of R is 1. For every Borel subset E ⊆ R the
quantity 0 ≤ µf (E) ≤ 1 is a probability that in the state µ the value of
the observable f belongs to E. By definition, the expectation value of an
observable f in the state µ is given by the Lebesgue-Stieltjes integral

Eµ(f) =

∫ ∞
−∞

λdµf (λ),

where µf (λ) = µf ((−∞, λ)) is a distribution function of the measure dµf .
The correspondence f 7→ µf should satisfy the following natural properties.

S1. |Eµ(f)| <∞ for f ∈ A0 — the subalgebra of bounded observables.

S2. Eµ(1) = 1, where 1 is the unit in A.



2. Hamiltonian Mechanics 57

S3. For all a, b ∈ R and f, g ∈ A,

Eµ(af + bg) = aEµ(f) + bEµ(g),

if both Eµ(f) and Eµ(g) exist.

S4. If f1 = ϕ ◦ f2 with smooth ϕ : R→ R, then for every Borel subset
E ⊆ R,

µf1(E) = µf2(ϕ−1(E)).

It follows from property S4 and the definition of the Lebesgue-Stieltjes
integral that

(2.18) Eµ(ϕ(f)) =

∫ ∞
−∞

ϕ(λ)dµf (λ).

In particular, Eµ(f2) ≥ 0 for all f ∈ A, so that the states define normalized,
positive, linear functionals on the subalgebra A0.

Assuming that the functional Eµ extends to the space of bounded, piece-
wise continuous functions on M , and satisfies (2.18) for measurable functions
ϕ, one can recover the distribution function from the expectation values by
the formula

µf (λ) = Eµ (θ(λ− f)) ,

where θ(x) is the Heavyside step function,

θ(x) =

{
1, x > 0,

0, x ≤ 0.

Indeed, let χ be the characteristic function of the interval (−∞, λ) ⊂ R.
Using (2.18) and the definition of the Lebesgue-Stieltjes integral we get

Eµ(θ(λ− f)) =

∫ ∞
−∞

χ(s)dµf (s) = µf ((−∞, λ)) = µf (λ).

Every probability measure dµ on M defines the state onA by assigning20

to every observable f a probability measure µf = f∗(µ) on R — a push-
forward of the measure dµ on M by the mapping f : M → R. It is defined by
µf (E) = µ(f−1(E)) for every Borel subset E ⊆ R, and has the distribution
function

µf (λ) = µ(f−1(−∞, λ)) =

∫
Mλ(f)

dµ,

where Mλ(f) = {x ∈ M : f(x) < λ}. It follows from the Fubini theorem
that

(2.19) Eµ(f) =

∫ ∞
−∞

λdµf (λ) =

∫
M
fdµ.

20There should be no confusion in denoting the state and the measure by µ.
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It turns out that probability measures on M are essentially the only
examples of states. Namely, for a locally compact topological space M the
Riesz-Markov theorem asserts that for every positive, linear functional l on
the space Cc(M ) of continuous functions on M with compact support, there
is a unique regular Borel measure dµ on M such that

l(f) =

∫
M
fdµ for all f ∈ Cc(M ).

This leads to the following definition of states in classical mechanics.

Definition. The set of states S for a Hamiltonian system with the phase
space M is the convex set P(M ) of all probability measures on M . The
states corresponding to Dirac measures dµx supported at points x ∈ M
are called pure states, and the phase space M is also called the space of
states21. All other states are called mixed states. A process of measurement
in classical mechanics is the correspondence

A× S 3 (f, µ) 7→ µf = f∗(µ) ∈P(R),

which to every observable f ∈ A and state µ ∈ S assigns a probability
measure µf on R — a push-forward of the measure dµ on M by f . For
every Borel subset E ⊆ R the quantity 0 ≤ µf (E) ≤ 1 is the probability
that for a system in the state µ the result of a measurement of the observable
f is in the set E. The expectation value of an observable f in a state µ is
given by (2.19).

In physics, pure states are characterized by having the property that a
measurement of every observable always gives a well-defined result. Mathe-
matically this can be expressed as follows. Let

σ2
µ(f) = Eµ

(
(f − Eµ(f))2

)
= Eµ(f2)− Eµ(f)2 ≥ 0

be the variance of the observable f in the state µ.

Lemma 2.1. Pure states are the only states in which every observable has
zero variance.

Proof. It follows from the Cauchy-Bunyakovski-Schwarz inequality that
σ2
µ(f) = 0 if only if f is constant on the support of a probability measure
dµ. �

In particular, a mixture of pure states dµx and dµy, x, y ∈M , is a mixed
state with

dµ = αdµx + (1− α)dµy, 0 < α < 1,

so that σ2
µ(f) > 0 for every observable f such that f(x) 6= f(y).

21The space of pure states, to be precise.
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For a system consisting of few interacting particles (say, a motion of
planets in celestial mechanics) it is possible to measure all coordinates and
momenta, so one considers only pure states. Mixed states necessarily appear
for macroscopic systems, when it is impossible to measure all coordinates
and momenta22.

Remark. As a topological space, the space of states M can be reconstructed
from the algebra A of classical observables. Namely, suppose for simplicity
that M is compact. Then the C-algebra C = C(M ) of complex-valued
continuous functions on M — the completion of the complexification of
the R-algebra A of classical observables with respect to the sup-norm —
is a commutative C∗-algebra. This means that C(M ) is a Banach space
with respect to the norm ‖f‖ = supx∈M |f(x)|, has a C-algebra structure
(associative algebra over C with a unit) given by the point-wise product of
functions such that ‖f · g‖ ≤ ‖f‖‖g‖, and has a complex anti-linear anti-

involution: a map ∗ : C → C given by the complex conjugation f∗(x) = f(x)
and satisfying ‖f · f∗‖ = ‖f‖2. Then the Gelfand-Naimark theorem asserts
that every commutative C∗-algebra C is isomorphic to the algebra C(M ) of
continuous functions on its spectrum — the set of maximal ideals of C — a
compact topological space with the topology induced by the weak topology
on C∗, the dual space of C.

We conclude our exposition of classical mechanics by presenting two
equivalent ways of describing the dynamics — the time evolution of a Hamil-
tonian system ((M , { , }), H) with the algebra of observables A = C∞(M )
and the set of states S = P(M ). In addition, we assume that the Hamil-
tonian phase flow gt exists for all times, and that the phase space M carries
a volume form dx invariant under the phase flow23.

Hamilton’s Description of Dynamics. States do not depend on time,
and time evolution of observables is given by Hamilton’s equations of motion,

dµ

dt
= 0, µ ∈ S, and

df

dt
= {H, f}, f ∈ A.

The expectation value of an observable f in the state µ at time t is given by

Eµ(ft) =

∫
M
f ◦ gt dµ =

∫
M
f(gt(x))ρ(x)dx,

where ρ(x) =
dµ

dx
is the Radon-Nikodim derivative. In particular, the expec-

tation value of f in the pure state dµx corresponding to the point x ∈ M
is f(gt(x)). Hamilton’s picture is commonly used for mechanical systems
consisting of few interacting particles.

22Typically, a macroscopic system consists of N ∼ 1023 molecules. Macroscopic systems are
studied in classical statistical mechanics.

23It is Liouville’s volume form when the Poisson structure on M is non-degenerate.
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Liouville’s Description of Dynamics. The observables do not depend
on time

df

dt
= 0, f ∈ A,

and states dµ(x) = ρ(x)dx satisfy Liouville’s equation

dρ

dt
= −{H, ρ}, ρ(x)dx ∈ S.

Here the Radon-Nikodim derivative ρ(x) =
dµ

dx
and Liouville’s equation are

understood in the distributional sense. The expectation value of an observ-
able f in the state µ at time t is given by

Eµt(f) =

∫
M
f(x)ρ(g−t(x))dx.

Liouville’s picture, where states are described by the distribution func-
tions ρ(x) — positive distributions on M corresponding to probability mea-
sures ρ(x)dx — is commonly used in statistical mechanics. The equality

Eµ(ft) = Eµt(f) for all f ∈ A, µ ∈ S,

which follows from the invariance of the volume form dx and the change
of variables, expresses the equivalence between Liouville’s and Hamilton’s
descriptions of the dynamics.

3. Notes and references

Classical references are the textbooks [Arn89] and [LL76], which are written,

respectively, from mathematics and physics perspectives. The elegance of [LL76] is

supplemented by the attention to detail in [Gol80], another physics classic. A brief

overview of Hamiltonian formalism necessary for quantum mechanics can be found

in [FY80]. The treatise [AM78] and the encyclopaedia surveys [AG90], [AKN97]

provide a comprehensive exposition of classical mechanics, including the history of

the subject, and the references to classical works and recent contributions. The

textbook [Ste83], monographs [DFN84], [DFN85], and lecture notes [Bry95]

contain all the necessary material from differential geometry and the theory of Lie

groups, as well as references to other sources. In addition, the lectures [God69]

also provide an introduction to differential geometry and classical mechanics. In

particular, [God69] and [Bry95] discuss the role the second tangent bundle plays

in Lagrangian mechanics (see also the monograph [YI73] and [Cra83]). For a brief

review of integration theory, including the Riesz-Markov theorem, see [RS80]; for

the proof of the Gelfand-Naimark theorem and more details on C∗-algebras, see

[Str05] and references therein.

Our exposition follows the traditional outline in [LL76] and [Arn89], which

starts with the Lagrangian formalism and introduces Hamiltonian formalism through
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the Legendre transform. As in [Arn89], we made special emphasis on precise math-

ematical formulations. Having graduate students and research mathematicians as

a main audience, we have the advantage to use freely the calculus of differential

forms and vector fields on smooth manifolds. This differs from the presentation in

[Arn89], which is oriented at undergraduate students and needs to introduce this

material in the main text. Since the goal of this chapter was to present only those

basics of classical mechanics which are fundamental for the formulation of quan-

tum mechanics, we have omitted many important topics, including mechanical–

geometrical optics analogy, theory of oscillations, rotation of a rigid body, per-

turbation theory, etc. The interested reader can find this material in [LL76] and

[Arn89] and in the above-mentioned monographs. Completely integrable Hamil-

tonian systems were also only briefly mentioned at the end of Section 2.6. We refer

the reader to [AKN97] and references therein for a comprehensive exposition, and

to the monograph [FT07] for the so-called Lax pair method in the theory of inte-

grable systems, especially for the case of infinitely many degrees of freedom.

In Section 2.7, following [FY80], [DFN84], [DFN85], we discussed Poisson

manifolds and Poisson algebras. These notions, usually not emphasized in standard

exposition of classical mechanics, are fundamental for understanding the meaning

of quantization — a passage from classical mechanics to quantum mechanics. We

also have included in Sections 1.6 and 2.7 the treatment of the Laplace-Runge-Lenz

vector, whose components are extra integrals of motions for the Kepler problem24.

Though briefly mentioned in [LL76], the Laplace-Runge-Lenz vector does not ac-

tually appear in many textbooks, with the exception of [Gol80] and [DFN84]. In

Section 2.7, following [FY80], we also included Theorem 2.19, which clarifies the

meaning of the Jacobi identity, and presented Hamilton’s and Liouville’s descrip-

tions of the dynamics.

Most of the problems in this chapter are fairly standard and are taken from

various sources, mainly from [Arn89], [LL76], [Bry95], [DFN84], and [DFN85].

Other problems indicate interesting relations with representation theory and sym-

plectic geometry. Thus Problems 2.12 and 2.20 introduce the reader to the orbit

method [Kir04], and Problem 2.18 — to the method of symplectic reduction (see

[Arn89], [Bry95] and references therein). Problems 2.21 – 2.23 introduce the reader

to the theory of Lie-Poisson groups (see [Dri86], [Dri87], [STS85], and [Tak90]

for an elementary exposition).

24We will see in Chapter 3 that these extra integrals are responsible for the hidden SO(4)
symmetry of the hydrogen atom.





Chapter 2

Basic Principles of
Quantum Mechanics

We recall the standard notation and basic facts from the theory of self-
adjoint operators on Hilbert spaces. Let H be a separable Hilbert space
with an inner product ( , ), which is complex-linear with respect to the first
argument, and let A be a linear operator in H with the domain D(A) ⊆H
— a linear subset of H . An operator A is called closed if its graph Γ(A) =
{(ϕ,Aϕ) ∈ H ×H : ϕ ∈ D(A)} is a closed subspace in H ×H . If the

domain of A is dense1 in H , i.e., D(A) = H , the domain D(A∗) of the
adjoint operator A∗ consists of ϕ ∈ H such that there is η ∈ H with the
property that

(Aψ,ϕ) = (ψ, η) for all ψ ∈ D(A),

and the operator A∗ is defined by A∗ϕ = η. An operator A is called sym-
metric if

(Aψ,ϕ) = (ψ,Aϕ) for all ϕ,ψ ∈ D(A).

By definition, the regular set of a closed operator A with a dense domain
D(A) is the set

ρ(A) = {λ ∈ C |A−λI : D(A)→H is a bijection with a bounded inverse2},

and for λ ∈ ρ(A), the bounded operator Rλ(A) = (A − λI)−1 is called the
resolvent of A at λ. The regular set ρ(A) ⊂ C is open and its complement
σ(A) = C \ ρ(A) is the spectrum of A. The subset σp(A) of σ(A) consisting
of eigenvalues of A of finite multiplicity is called the point spectrum.

1We consider only linear operators with dense domains.
2By the closed graph theorem, the last condition is redundant.

63
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An operator A is self-adjoint (or Hermitian) if A = A∗. Equivalently,
A is symmetric and D(A) = D(A∗), and for such operators σ(A) ⊂ R. A
symmetric operator A is called essentially self-adjoint if its closure Ā =
A∗∗ is self-adjoint. For a symmetric operator A the following conditions are
equivalent:

(i) A is essentially self-adjoint.

(ii) Ker(A∗ + iI) = Ker(A∗ − iI) = {0}.
(iii) Im(A+ iI) = Im(A− iI) = H .

A symmetric operator A with D(A) = H is bounded and self-adjoint. An
operator A is positive3 if (Aϕ,ϕ) ≥ 0 for all φ ∈ D(A), which we denote by
A ≥ 0. Positive operators satisfy the Cauchy-Bunyakovski-Schwarz inequal-
ity

(0.1) |(Aϕ,ψ)|2 ≤ (Aϕ,ϕ)(Aψ,ψ) for all ϕ,ψ ∈ D(A).

In particular, (Aϕ,ϕ) = 0 implies that Aϕ = 0. Every bounded positive
operator is self-adjoint4. We denote by L (H ) the C∗-algebra of bounded
linear operators on H with the operator norm ‖ · ‖ and with the anti-
involution ∗ given by the operator adjoint. Operator A ∈ L (H ) is called
compact if it maps bounded sets in H into pre-compact sets5. The vector
space C (H ) of compact operators on H is a closed two-sided ideal6 of the
C∗-algebra L (H ).

An operator A ∈ C (H ) is of trace class if

‖A‖1 =
∞∑
n=1

µn(A) <∞,

where µn(A) are singular values of A: µn(A) =
√
λn(A) ≥ 0, where λn(A)

are eigenvalues of A∗A. Equivalently, an operator A ∈ L (H ) is of trace
class if and only if for every orthonormal basis {en}∞n=1 for H

∞∑
n=1

|(Aen, en)| <∞.

Since a permutation of an orthonormal basis is again an orthonormal basis,
this condition can be replaced by

∞∑
n=1

(Aen, en) <∞

3Non-negative, to be precise.
4This is true only for complex Hilbert spaces.
5The sets with compact closure.
6Ideal C (H ) is the only closed two-sided ideal of L (H ).
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for every orthonormal basis {en}∞n=1 for H . The trace of a trace class oper-
ator A is defined by

TrA =

∞∑
n=1

(Aen, en),

and does not depend on the choice of an orthonormal basis {en}∞n=1 for H .
A positive operator A ∈ L (H ) is of trace class if

∞∑
n=1

(Aen, en) <∞

for some orthonormal basis {en}∞n=1 for H . The space S1 of trace class

operators in H is a Banach algebra with the norm ‖A‖1 = Tr
√
A∗A, and is

a two-sided ideal (von Neumann-Schatten ideal) in the C∗-algebra L (H ).

The property

TrAB = TrBA for all A ∈ S1, B ∈ L (H )

is called the cyclic property of the trace. If A ∈ S1, the mapping lA(B) =
TrAB, B ∈ L (H ), is a continuous linear functional on L (H ), so that
S1 ⊂ L (H )∗ — the dual Banach space to L (H ). However, S1 6= L (H )∗,
but rather S1 = C (H )∗, and the mapping A 7→ lA is an isomorphism
of Banach spaces. Similarly, the mapping B 7→ lB gives an isomorphism
L (H ) = S ∗

1 .

An operator A ∈ L (H ) is called a Hilbert-Schmidt operator if AA∗ ∈
S1. Equivalently, an operator A ∈ L (H ) is a Hilbert-Schmidt operator if
and only if for some orthonormal basis {en}∞n=1 for H

∞∑
n=1

‖Aen‖2 <∞.

The vector space S2 of Hilbert-Schmidt operators in H is a Hilbert space
with the inner product (A,B)2 = TrAB∗. The Hilbert-Schmidt space S2 is
also a two-sided ideal in the C∗-algebra L (H ).

1. Observables, states, and dynamics

Quantum mechanics studies the microworld — the physical laws at an
atomic scale — that cannot be adequately described by classical mechan-
ics. The properties of the microworld are so different from our everyday
experiences that it is no surprise that its laws seem to contradict the com-
mon sense. Thus classical mechanics and classical electrodynamics cannot
explain the stability of atoms and molecules. Neither can these theories rec-
oncile different properties of light, its wave-like behavior in interference and
diffraction phenomena, and its particle-like behavior in photo-electric emis-
sion and scattering by free photons. The fundamental difference between
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the microworld and the perceived world around us is that in the microworld
every experiment results in interaction with the system and thus disturbs
its properties, whereas in classical physics it is always assumed that one
can neglect the disturbances the measurement brings upon a system. This
imposes a limitation on our powers of observation and leads to a conclusion
that there exist observables which cannot be measured simultaneously.

We will not discuss here these and other basic experimental facts, re-
ferring the interested reader to physics textbooks. Nor will we follow the
historic path of the theory. Instead, we show how to formulate quantum me-
chanics using the general notions of states, observables, and time evolution,
described in Section 2.8 in Chapter 1. There we have seen that commutativ-
ity of the algebra of observables A results in its realization as an algebra of
functions on the topological space — the space of states — and thus brings
us to the realm of classical mechanics. Therefore in order to get a realiza-
tion of observables and states which is different from classical mechanics, we
must assume that the C∗-algebra associated with observables is no longer
commutative. A fundamental example of a non-commutative C∗-algebra is
given by the algebra of all bounded operators on a complex Hilbert space,
and it turns out that it is this algebra which plays a fundamental role in
quantum mechanics!

Here we formulate the basic principles of quantum mechanics using pre-
cise mathematical language. At this point it should be noted that one can
not verify directly the principles lying at the foundation of quantum me-
chanics. Nevertheless, the validity of quantum mechanics, whenever it is
applicable, is continuously being confirmed by numerous experimental facts
which perfectly agree with the predictions of the theory7.

1.1. Mathematical formulation. The following axioms constitute the
basis of quantum mechanics.

A1. With every quantum system there is associated an infinite-dimensional
separable complex Hilbert space H , in physics terminology called the space
of states8. The Hilbert space of a composite quantum system is a tensor
product of Hilbert spaces of component systems.

A2. The set of observables A of a quantum system with the Hilbert space
H consists of all self-adjoint operators on H . The subset A0 = A ∩L (H )
of bounded observables is a vector space over R.

A3. The set of states S of a quantum system with a Hilbert space H
consists of all positive (and hence self-adjoint) trace class operators M with

7This refers to non-relativistic phenomena at the atomic scale.
8The space of pure states, to be precise.
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TrM = 1. Pure states are projection operators onto one-dimensional sub-
spaces of H . For ψ ∈ H , ‖ψ‖ = 1, the corresponding projection onto Cψ
is denoted by Pψ. All other states are called mixed states9.

A4. A process of measurement is the correspondence

A ×S 3 (A,M) 7→ µA ∈P(R),

which to every observable A ∈ A and state M ∈ S assigns a probability
measure µA on R. For every Borel subset E ⊆ R, the quantity 0 ≤ µA(E) ≤ 1
is the probability that for a quantum system in the state M the result of a
measurement of the observable A belongs to E. The expectation value (the
mean-value) of the observable A ∈ A in the state M ∈ S is

〈A|M〉 =

∫ ∞
−∞

λdµA(λ),

where µA(λ) = µA((−∞, λ)) is a distribution function for the probability
measure µA.

The set of states S is a convex set. According to the Hilbert-Schmidt
theorem on the canonical decomposition for compact self-adjoint operators,
for every M ∈ S there exists an orthonormal set {ψn}Nn=1 in H (finite or
infinite, in the latter case N =∞) such that

(1.1) M =

N∑
n=1

αnPψn and TrM =

N∑
n=1

αn = 1,

where αn > 0 are non-zero eigenvalues of M . Thus every mixed state is a
convex linear combination of pure states. The following result characterizes
the pure states.

Lemma 1.1. A state M ∈ S is a pure state if and only if it cannot be
represented as a non-trivial convex linear combination in S .

Proof. Suppose that

Pψ = aM1 + (1− a)M2, 0 < a < 1,

and let H = Cψ⊕H1 be the orthogonal sum decomposition. Since M1 and
M2 are positive operators, for ϕ ∈H1 we have

a(M1ϕ,ϕ) ≤ (Pψϕ,ϕ) = 0,

so that (M1ϕ,ϕ) = 0 for all ϕ ∈ H1 and by (0.1) we get M1|H1
= 0. Since

M1 is self-adjoint, it leaves the complementary subspace Cψ invariant, and
from TrM1 = 1 it follows that M1 = Pψ. Therefore, M1 = M2 = Pψ. �

9In physics terminology, the operator M is called the density operator.
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Explicit construction of the correspondence A ×S → P(R) is based
on the general spectral theorem of von Neumann, which emphasizes the
fundamental role the self-adjoint operators play in quantum mechanics.

Definition. A projection-valued measure on R is a mapping P : B(R) →
L (H ) of the σ-algebra B(R) of Borel subsets of R into the algebra of
bounded operators on H , satisfying the following properties.

PM1. For every Borel subset E ⊆ R, P(E) is an orthogonal projection,
i.e., P(E) = P(E)2 and P(E) = P(E)∗.

PM2. P(∅) = 0, P(R) = I, the identity operator on H .

PM3. For every disjoint union of Borel subsets,

E =
∞∐
n=1

En, P(E) = lim
n→∞

n∑
i=1

P(Ei)

in the strong topology on L (H ).

Remark. Similarly, a projection-valued measure on Rn is a mapping P :
B(Rn)→ L (H ), satisfying the same properties PM1-PM3.

It follows from PM1-PM3 that

(1.2) P(E1)P(E2) = P(E1 ∩ E2) for all E1, E2 ∈ B(R).

With every projection-valued measure P on R we associate a projection-
valued function

P(λ) = P((−∞, λ)),

called the projection-valued resolution of the identity. It is characterized by
the following properties.

PD1.

P(λ)P(µ) = P(min{λ, µ}).
PD2.

lim
λ→−∞

P(λ) = 0, lim
λ→∞

P(λ) = I.

PD3.

lim
µ→λ
µ<λ

P(µ) = P(λ).

For every ϕ ∈H the resolution of the identity P(λ) defines a distribution
function (P(λ)ϕ,ϕ) of the bounded measure on R (probability measure when
‖ϕ‖ = 1). By the polarization identity

(P(λ)ϕ,ψ) = 1
4 {(P(λ)(ϕ+ ψ), ϕ+ ψ)− (P(λ)(ϕ− ψ), ϕ− ψ)

+ i(P(λ)(ϕ+ iψ), ϕ+ iψ)− i(P(λ)(ϕ− iψ), ϕ− iψ)} ,
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so that (P(λ)ϕ,ψ) corresponds to a complex measure on R — a complex
linear combination of measures.

A measurable function f on R is said to be finite almost everywhere
(a.e.) with respect to the projection-valued measure P if it is finite a.e. with
respect to all measures (Pψ,ψ), ψ ∈ H . For separable H a theorem of
von Neumann states that for every projection-valued measure P there exists
ϕ ∈ H such that a function f is finite a.e. with respect to P if and only if
it is finite a.e. with respect to the measure (Pϕ,ϕ).

The next statement is the celebrated general spectral theorem of von
Neumann.

Theorem 1.1 (J. von Neumann). For every self-adjoint operator A on the
Hilbert space H there exists a unique projection-valued resolution of the
identity P(λ), satisfying the following properties.

(i)

D(A) =

{
ϕ ∈H :

∫ ∞
−∞

λ2d(P(λ)ϕ,ϕ) <∞
}
,

and for every ϕ ∈ D(A)

Aϕ =

∫ ∞
−∞

λ dP(λ)ϕ,

defined as a limit of Riemann-Stieltjes sums in the strong topology
on H . The support of the corresponding projection-valued measure
P coincides with the spectrum of the operator A: λ ∈ σ(A) if and
only if PA((λ− ε, λ+ ε)) 6= 0 for all ε > 0.

(ii) For every continuous function f on R, f(A) is a linear operator on
H with a dense domain

D(f(A)) =

{
ϕ ∈H :

∫ ∞
−∞
|f(λ)|2d(P(λ)ϕ,ϕ) <∞

}
,

defined for ϕ ∈ D(f(A)) as

f(A)ϕ =

∫ ∞
−∞

f(λ)dP(λ)ϕ,

and understood as in part (i). The operator f(A) satisfies

f(A)∗ = f̄(A),

where f̄ is the complex conjugate function to f , and the operator
f(A) is bounded if and only if the function f is bounded on σ(A).
For bounded on σ(A) continuous functions f and g,

f(A)g(A)ϕ =

∫ ∞
−∞

f(λ)g(λ)dP(λ)ϕ, ϕ ∈H .
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(iii) For every measurable function f on R, finite a.e. with respect to
the projection-valued measure P, f(A) is a linear operator on H
defined as in (ii), where the integral for f(A)ϕ is now understood
in the weak sense: for ϕ ∈ D(f(A)) and every ψ ∈H ,

(f(A)ϕ,ψ) =

∫ ∞
−∞

f(λ)d(P(λ)ϕ,ψ)

— a Lebesgue-Stieltjes integral with respect to a complex measure.
The correspondence f 7→ f(A) satisfies the same properties as in
(ii), where the integrals are understood in the weak sense.

(iv) A bounded operator B commutes with A, that is, B(D(A)) ⊂ D(A)
and AB = BA on D(A), if and only if it commutes with P(λ) for
all λ and, therefore, B commutes with every operator f(A).

(v) For every projection-valued resolution of identity P(λ) the operator
A on H , defined as in part (i), is self-adjoint.

Using the spectral theorem, the correspondence (A,M) 7→ µA, postu-
lated in A4, can be explicitly described as follows.

A5. The probability measure µA on R, which defines the correspondence
A ×S →P(R), is given by the Born-von Neumann formula

(1.3) µA(E) = TrPA(E)M, E ∈ B(R),

where PA is a projection-valued measure on R associated with the self-adjoint
operator A.

Remark. The probability measure µA on R can be considered as a “quan-
tum push-forward” of the state M by the observable A (cf. the discussion
in Section 2.8 in Chapter 1).

From the Hilbert-Schmidt decomposition (1.1) we get

µA(E) =

N∑
n=1

αn(PA(E)ψn, ψn) =

N∑
n=1

αn‖PA(E)ψn‖2 ≤
N∑
n=1

αn = 1,

so that indeed 0 ≤ µA(E) ≤ 1. Denote by µA(λ) the distribution function
of the probability measure µA, µA(λ) = (PA(λ)ψ,ψ) for M = Pψ.

Proposition 1.1. Suppose that an observable A ∈ A and a state M ∈ S
are such that 〈A|M〉 <∞ and ImM ⊆ D(A). Then AM ∈ S1 and

〈A|M〉 = TrAM.

In particular, if M = Pψ and ψ ∈ D(A), then

〈A|M〉 = (Aψ,ψ) and 〈A2|M〉 = ‖Aψ‖2.
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Proof. Let {en}∞n=1 be an orthonormal basis for H . Since

µA(E) = TrPA(E)M =

∞∑
n=1

(PA(E)Men, en),

we get for every E ∈ B(R),

µA(E) =
∞∑
n=1

µn(E),

where µn are finite measures on R defined by µn(E) = (PA(E)Men, en).
Since ∫

R
fdµA =

∞∑
n=1

∫
R
fdµn

for every function f integrable with respect to the measure µA, it follows
from the spectral theorem that

∞∑
n=1

(AMen, en) =

∞∑
n=1

∫ ∞
−∞

λdµn(λ) =

∫ ∞
−∞

λdµA(λ) <∞.

Thus AM ∈ S1 and 〈A|M〉 = TrAM . In particular, when M = Pψ and
ψ ∈ D(A),

〈A|M〉 =

∫ ∞
−∞

λd(PA(λ)ψ,ψ) = (Aψ,ψ).

Finally, from the spectral theorem and the change of variables formula we
get

‖Aψ‖2 =

∫ ∞
−∞

λ2d(PA(λ)ψ,ψ) =

∫ ∞
0

λd(PA2(λ)ψ,ψ) = 〈A2|M〉. �

Corollary 1.2. If 〈A|M〉, 〈A2|M〉 < ∞, then AM ∈ S1 and 〈A|M〉 =
TrAM .

Proof. Since∫ ∞
−∞

λ2dµn(λ) ≤
∫ ∞
−∞

λ2dµA(λ) = 〈A2|M〉 <∞,

we get that en ∈ D(AM), and the result follows from the proof of Proposition
1.1. �

Remark. It is convenient to approximate an unbounded self-adjoint oper-
ator A by bounded operators An = fn(A), where fn = χ[−n,n] — a char-
acteristic function of the interval [−n, n]. Assuming that 〈A|M〉 exists, we
have

〈A|M〉 =

∫ ∞
−∞

λdµA(λ) = lim
n→∞

∫ n

−n
λdµA(λ) = lim

n→∞
〈An|M〉.
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Definition. Self-adjoint operators A and B commute if the corresponding
projection-valued measures PA and PB commute,

PA(E1)PB(E2) = PB(E2)PA(E1) for all E1, E2 ∈ B(R).

The following results, which follow from the spectral theorem, are very
useful in applications.

Proposition 1.2. The following statements are equivalent.

(i) Self-adjoint operators A and B commute.

(ii) For all λ, µ ∈ C, Imλ, Imµ 6= 0,

Rλ(A)Rµ(B) = Rµ(B)Rλ(A).

(iii) For all u, v ∈ R,

eiuAeivB = eivBeiuA.

(iv) For all u ∈ R, the operators eiuA and B commute.

Slightly abusing notation10, we will often write [A,B] = AB − BA = 0
for commuting self-adjoint operators A and B.

Proposition 1.3. Let A = {A1, . . . , An} be a finite set of self-adjoint, pair-
wise commuting operators on H . There exists a unique projection-valued
measure PA on the Borel subsets of Rn having the following properties.

(i) For every E = E1 × · · · × En ∈ B(Rn),

PA(E) = PA1(E1) . . .PAn(En).

(ii) In the strong operator topology,

Ak =

∫
Rn
λkdPA, k = 1, . . . , n,

where λk is the k-th coordinate function on Rn, λk(x1, . . . , xn) =
xk.

(iii) For every measurable function f on Rn, finite a.e. with respect to
the projection-valued measure PA, f(A1, . . . , An) is a linear opera-
tor on H defined by

f(A1, . . . , An) =

∫
Rn
fdPA,

where the integral is understood in the weak operator topology. The
correspondence f 7→ f(A1, . . . , An) satisfies the same properties as
in part (ii) of the spectral theorem.

10In general, for unbounded self-adjoint operatorsA andB the commutator [A,B] = AB−BA
is not necessarily closed, i.e., it could be defined only for ϕ = 0.
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The support of the projection-valued measure PA on Rn is called the joint
spectrum of the commutative family A = {A1, . . . , An}.

Remark. According to von Neumann’s theorem on a generating operator,
for every commutative family A of self-adjoint operators (not necessarily
finite) on a separable Hilbert space H there is a generating operator — a
self-adjoint operator R on H such that all operators in A are functions of
R.

It seems natural that simultaneous measurement of a finite set of ob-
servables A = {A1, . . . , An} in the state M ∈ S should be described by the
probability measure µA on Rn given by the following generalization of the
Born-von Neumann formula:

(1.4) µA(E) = Tr(PA1(E1) . . .PAn(En)M), E = E1 × · · · ×En ∈ B(Rn).

However, formula (1.4) defines a probability measure on Rn if and only
if PA1(E1) . . .PAn(En) defines a projection-valued measure on Rn. Since a
product of orthogonal projections is an orthogonal projection only when the
projection operators commute, we conclude that the operators A1, . . . , An
should form a commutative family. This agrees with the requirement that
simultaneous measurement of several observables should be independent of
the order of the measurements of individual observables. We summarize
these arguments as the following axiom.

A6. A finite set of observables A = {A1, . . . , An} can be measured simul-
taneously (simultaneously measured observables) if and only if they form a
commutative family. Simultaneous measurement of the commutative family
A ⊂ A in the state M ∈ S is described by the probability measure µA on
Rn given by

µA(E) = TrPA(E)M, E ∈ B(Rn),

where PA is the projection-valued measure from Proposition 1.3. Explicitly,
PA(E) = PA1(E1) . . .PAn(En) for E = E1 × · · · × En ∈ B(Rn). For ev-
ery Borel subset E ⊆ Rn the quantity 0 ≤ µA(E) ≤ 1 is the probability
that for a quantum system in the state M the result of the simultaneous
measurement of observables A1, . . . , An belongs to E.

The axioms A1-A6 are known as Dirac-von Neumann axioms.

Problem 1.1. Prove property (1.2).

Problem 1.2. Prove that the state M is a pure state if and only if TrM2 = 1.

Problem 1.3. Prove that the Born-von Neumann formula (1.3) defines a proba-
bility measure on R, i.e., µA is a σ-additive function on B(R).

Problem 1.4. Prove all the remaining statements in this section.



74 2. Basic Principles of Quantum Mechanics

1.2. Heisenberg’s uncertainty relations. The variance of the observ-
able A in the state M , which measures the mean deviation of A from its
expectation value, is defined by

σ2
M (A) = 〈(A− 〈A|M〉I)2|M〉 = 〈A2|M〉 − 〈A|M〉2 ≥ 0,

provided the expectation values 〈A2|M〉 and 〈A|M〉 exist. It follows from
Proposition 1.1 that for M = Pψ, where ψ ∈ D(A),

σ2
M (A) = ‖(A− 〈A|M〉I)ψ‖2 = ‖Aψ‖2 − (Aψ,ψ)2.

Lemma 1.2. For A ∈ A and M ∈ S the variance σM (A) = 0 if and only
if ImM is an eigenspace for the operator A with the eigenvalue a = 〈A|M〉.
In particular, if M = Pψ, then ψ is an eigenvector of A, Aψ = aψ.

Proof. It follows from the spectral theorem that

σ2
M (A) =

∫ ∞
−∞

(λ− a)2dµA(λ),

so that σM (A) = 0 if and only if the probability measure µA is supported
at the point a ∈ R, i.e., µA({a}) = 1. Since µA({a}) = TrPA({a})M and
TrM = 1, we conclude that this is equivalent to ImM being an invariant
subspace for PA({a}), and it follows from the spectral theorem that ImM
is an eigenspace for A with the eigenvalue a. �

Now we formulate generalized Heisenberg’s uncertainty relations.

Proposition 1.4 (H. Weyl). Let A,B ∈ A and let M = Pψ be the pure
state such that ψ ∈ D(A) ∩D(B) and Aψ,Bψ ∈ D(A) ∩D(B). Then

σ2
M (A)σ2

M (B) ≥ 1
4〈i[A,B]|M〉2.

The same inequality holds for all M ∈ S , where by definition 〈i[A,B]|M〉 =
limn→∞〈i[An, Bn]|M〉.

Proof. Let M = Pψ. Since

[A− 〈A|M〉I,B − 〈B|M〉I] = [A,B],

it is sufficient to prove the inequality

〈A2|M〉〈B2|M〉 ≥ 1
4〈i[A,B]|M〉2.

We have for all α ∈ R,

‖(A+ iαB)ψ‖2 = α2(Bψ,Bψ)− iα(Aψ,Bψ) + iα(Bψ,Aψ) + (Aψ,Aψ)

= α2(B2ψ,ψ) + α(i[A,B]ψ,ψ) + (A2ψ,ψ) ≥ 0,

so that necessarily 4(A2ψ,ψ)(B2ψ,ψ) ≥ (i[A,B]ψ,ψ)2.
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The same argument works for the mixed states. Since

σ2
M (A)σ2

M (B) = lim
n→∞

σ2
M (An)σ2

M (Bn)

(see the remark in the previous section), it is sufficient to prove the inequality
for bounded A and B. Then using the cyclic property of the trace we have
for all α ∈ R,

0 ≤Tr((A+ iαB)M(A+ iαB)∗) = Tr((A+ iαB)M(A− iαB))

=α2 TrBMB + iαTrBMA− iαTrAMB + TrAMA

=α2 TrB2M + αTr(i[A,B]M) + TrA2M,

so that 4 TrA2M TrB2M ≥ Tr(i[A,B]M)2. �

Heisenberg’s uncertainty relations provide a quantitative expression of
the fact that even in a pure state non-commuting observables cannot be
measured simultaneously. This shows a fundamental difference between the
process of measurement in classical mechanics and in quantum mechanics.

1.3. Dynamics. The set A of quantum observables does not form an alge-
bra with respect to an operator product11. Nevertheless, a real vector space
A0 of bounded observables has a Lie algebra structure with the Lie bracket

i[A,B] = i(AB −BA), A,B ∈ A0.

Remark. In fact, the C∗-algebra L (H ) of bounded operators on H has
a structure of a complex Lie algebra with the Lie bracket given by a com-
mutator [A,B] = AB −BA. It satisfies the Leibniz rule

[AB,C] = A[B,C] + [A,C]B,

so that the Lie bracket is a derivation of the C∗-algebra L (H ).

In analogy with classical mechanics, we postulate that the time evolution
of a quantum system with the space of states H is completely determined
by a special observable H ∈ A , called a Hamiltonian operator (Hamiltonian
for brevity). As in classical mechanics, the Lie algebra structure on A0 leads
to corresponding quantum equations of motion.

Specifically, the analog of Hamilton’s picture in classical mechanics (see
Section 2.8 in Chapter 1) is the Heisenberg picture in quantum mechanics,
where the states do not depend on time

dM

dt
= 0, M ∈ S ,

11The product of two non-commuting self-adjoint operators is not self-adjoint.
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and bounded observables satisfy the Heisenberg equation of motion

(1.5)
dA

dt
= {H,A}~, A ∈ A0,

where

(1.6) { , }~ =
i

~
[ , ]

is the quantum bracket — the ~-dependent Lie bracket on A0. The positive
number ~, called the Planck constant, is one of the fundamental constants
in physics12.

The Heisenberg equation (1.5) is well defined when H ∈ A0. Indeed,
let U(t) be a strongly continuous one-parameter group of unitary operators
associated with a bounded self-adjoint operator H,

(1.7) U(t) = e−
i
~ tH , t ∈ R.

It satisfies the differential equation

(1.8) i~
dU(t)

dt
= HU(t) = U(t)H,

so that the solution A(t) of the Heisenberg equation of motion with the
initial condition A(0) = A ∈ A0 is given by

(1.9) A(t) = U(t)−1AU(t).

In general, a strongly one-parameter group of unitary operators (1.7), as-
sociated with a self-adjoint operator H, satisfies differential equation (1.8)
only on D(H) in a strong sense, that is, applied to ϕ ∈ D(H). The quantum
dynamics is defined by the same formula (1.9), and in this sense all quantum
observables satisfy the Heisenberg equation of motion (1.5). The evolution
operator Ut : A → A is defined by Ut(A) = A(t) = U(t)−1AU(t), and
is an automorphism of the Lie algebra A0 of bounded observables. This is
a quantum analog of the statement that the evolution operator in classical
mechanics is an automorphism of the Poisson algebra of classical observables
(see Theorem 2.19 in Section 2.7 of Chapter 1).

By Stone’s theorem, every strongly-continuous one-parameter group of
unitary operators13 U(t) is of the form (1.7), where

D(H) =

{
ϕ ∈H : lim

t→0

U(t)− I
t

ϕ exists

}
and Hϕ = i~ lim

t→0

U(t)− I
t

ϕ.

The domain D(H) of the self-adjoint operator H, called the infinitesimal
generator of U(t), is an invariant linear subspace for all operators U(t).

12The Planck constant has a physical dimension of the action (energy × time). Its value

~ = 1.054 × 10−27 erg × sec, which is determined from the experiment, manifests that quantum
mechanics is a microscopic theory.

13According to a theorem of von Neumann, on a separable Hilbert space every weakly mea-

surable one-parameter group of unitary operators is strongly continuous.
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We summarize the presented arguments as the following axiom.

A7 (Heisenberg’s Picture). The dynamics of a quantum system is de-
scribed by the strongly continuous one-parameter group U(t) of unitary op-
erators. Quantum states do not depend on time, S 3M 7→M(t) = M ∈ S ,
and time dependence of quantum observables is given by the evolution op-
erator Ut,

A 3 A 7→ A(t) = Ut(A) = U(t)−1AU(t) ∈ A .

Infinitesimally, the evolution of quantum observables is described by the
Heisenberg equation of motion (1.5), where the Hamiltonian operator H is
the infinitesimal generator of U(t).

The analog of Liouville’s picture in classical mechanics (see Section 2.8
in Chapter 1) is Schrödinger’s picture in quantum mechanics, defined as
follows.

A8 (Schrödinger’s Picture). The dynamics of a quantum system is de-
scribed by the strongly continuous one-parameter group U(t) of unitary
operators. Quantum observables do not depend on time, A 3 A 7→ A(t) =
A ∈ A , and time dependence of states is given by the inverse of the evolution
operator U−1

t = U−t,

(1.10) S 3M 7→M(t) = U−t(M) = U(t)MU(t)−1 ∈ S .

Infinitesimally, the evolution of quantum states is described by the Schrödinger
equation of motion

(1.11)
dM

dt
= −{H,M}h, M ∈ S ,

where the Hamiltonian operator H is the infinitesimal generator of U(t).

Proposition 1.5. Heisenberg and Schrödinger descriptions of dynamics are
equivalent.

Proof. Let µA(t) and (µt)A be, respectively, probability measures on R asso-
ciated with (A(t),M) ∈ A ×S and (A,M(t)) ∈ A ×S according to A3-A4,
where A(t) = Ut(A) and M(t) = U−t(M). We need to show that µA(t) =

(µt)A. It follows from the spectral theorem that PA(t) = U(t)−1PAU(t), so
that using the Born-von Neumann formula (1.3) and the cyclic property of
the trace, we get for E ∈ B(R),

µA(t)(E) = TrPA(t)(E)M = Tr(U(t)−1PA(E)U(t)M)

= Tr(PA(E)U(t)MU(t)−1) = TrPA(E)M(t) = (µt)A(E). �

Corollary 1.3. 〈A(t)|M〉 = 〈A|M(t)〉.

In analogy with classical mechanics (see Section 1.4 of Chapter 1), we
have the following definition.
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Definition. An observable A ∈ A is a quantum integral of motion (or a
constant of motion) for a quantum system with the Hamiltonian H if in
Heisenberg’s picture

dA(t)

dt
= 0.

It follows from Proposition 1.2 that A ∈ A is an integral of motion if
and only if it commutes with the Hamiltonian H, so that, in agreement with
(1.5),

{H,A}~ = 0.

This is a quantum analog of the Poisson commutativity property, given by
formula (2.14) in Section 2.6 of Chapter 1.

It follows from (1.11) that the time evolution of a pure state M = Pψ
is given by M(t) = Pψ(t), where ψ(t) = U(t)ψ. Since D(H) is invariant un-
der U(t), the vector ψ(t) = U(t)ψ satisfies the time-dependent Schrödinger
equation

(1.12) i~
dψ

dt
= Hψ

with the initial condition ψ(0) = ψ.

Definition. A state M ∈ S is called stationary for a quantum system with
Hamiltonian H if in Schrödinger’s picture

dM(t)

dt
= 0.

The state M is stationary if and only if [M,U(t)] = 0 for all t, and by
Proposition 1.2 this is equivalent to

{H,M}~ = 0,

in agreement with (1.11). The following simple result is fundamental.

Lemma 1.3. The pure state M = Pψ is stationary if and only if ψ is an
eigenvector for H,

Hψ = λψ,

and in this case

ψ(t) = e−
i
~λtψ.

Proof. It follows from U(t)Pψ = PψU(t) that ψ is a common eigenvector
for unitary operators U(t) for all t, U(t)ψ = c(t)ψ, |c(t)| = 1. Since U(t) is
a strongly continuous one-parameter group of unitary operators, the contin-
uous function c(t) = (U(t)ψ,ψ) satisfies the equation c(t1 + t2) = c(t1)c(t2)

for all t1, t2 ∈ R, so that c(t) = e−
i
~λt for some λ ∈ R. Thus by Stone’s

theorem ψ ∈ D(H) and Hψ = λψ. �
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In physics terminology, the eigenvectors of H are called bound states. The
corresponding eigenvalues are called energy levels and are usually denoted by
E. The eigenvalue equation Hψ = Eψ is called the stationary Schrödinger
equation.

Problem 1.5. Show that if an observable A is such that for every state M the
expectation value 〈A|M(t)〉 does not depend on t, then A is a quantum integral of
motion. (This is the definition of integrals of motion in the Schrödinger picture.)

Problem 1.6. Show that a solution of the initial value problem for the time-
dependent Schrödinger equation (1.12) is given by

ψ(t) =

∫ ∞
−∞

e−
i
~ tλdP(λ)ψ,

where P(λ) is the resolution of identity for the Hamiltonian H.

Problem 1.7. Let D be a linear subspace of H , consisting of G̊arding vectors

ψf =

∫ ∞
−∞

f(s)U(s)ψ ds, f ∈ S (R), ψ ∈H ,

where S (R) is the Schwartz space of rapidly decreasing functions on R. Prove that
D is dense in H and is invariant for U(t) and for the Hamiltonian H. (Hint: Show
that U(t)ψf = ψft ∈ D, where ft(s) = f(s− t), and deduce Hψf = ~

i ψf ′ .)

2. Quantization

To study the quantum system one needs to describe its Hilbert space of
states H and the Hamiltonian H — a self-adjoint operator in H which
defines the evolution of a system. When the quantum system has a classical
analog, the procedure of constructing the corresponding Hilbert space H
and the Hamiltonian H is called quantization.

Definition. Quantization of a classical system ((M , { , }), Hc) with the
Hamiltonian function14 Hc is a one-to-one mapping Q~ : A → A from
the set of classical observables A = C∞(M ) to the set A of quantum
observables — the set of self-adjoint operators on a Hilbert space H . The
map Q~ depends on the parameter ~ > 0, and its restriction to the subspace
of bounded classical observables A0 is a linear mapping to the subspace A0

of bounded quantum observables, which satisfies the properties

lim
~→0

1
2Q−1

~
(
Q~(f1)Q~(f2) + Q~(f2)Q~(f1)

)
= f1f2

and

lim
~→0

Q−1
~
(
{Q~(f1),Q~(f2)}~

)
= {f1, f2} for all f1, f2 ∈ A0.

14Notation Hc is used to distinguish the Hamiltonian function in classical mechanics from
the Hamiltonian operator H in quantum mechanics.
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The latter property is the celebrated correspondence principle of Niels
Bohr. In particular, Hc 7→ Q~(Hc) = H — the Hamiltonian operator for a
quantum system.

Remark. In physics literature the correspondence principle is often stated
in the form

[ , ] ' ~
i
{ , } as ~→ 0.

Quantum mechanics is different from classical mechanics, so that the
correspondence f 7→ Q~(f) cannot be an isomorphism between the Lie alge-
bras of bounded classical and quantum observables with respect to classical
and quantum brackets. It becomes an isomorphism only in the limit ~→ 0
when, according to the correspondence principle, quantum mechanics turns
into classical mechanics. Since quantum mechanics provides a more accurate
and refined description than classical mechanics, quantization of a classical
system may not be unique.

Definition. Two quantizations Q
(1)
~ and Q

(2)
~ of a given classical system

((M , { , }), Hc) are said to be equivalent if there exists a linear mapping

U~ : A → A such that Q
(2)
~ = Q

(1)
~ ◦U~ and lim

~→0
U~ = id.

For many “real world” quantum systems — the systems describing actual
physical phenomena — the corresponding Hamiltonian H does not depend
on a choice of equivalent quantization, and is uniquely determined by the
classical Hamiltonian function Hc.

2.1. Heisenberg commutation relations. The simplest classical system
with one degree of freedom is described by the phase space R2 with coor-
dinates p, q and the Poisson bracket { , }, associated with the canonical
symplectic form ω = dp ∧ dq. In particular, the Poisson bracket between
classical observables p and q — momentum and coordinate of a particle —
has the following simple form:

(2.1) {p, q} = 1.

It is another postulate of quantum mechanics that under quantization clas-
sical observables p and q correspond to quantum observables P and Q —
self-adjoint operators on a Hilbert space H , satisfying the following prop-
erties.

CR1. There is a dense linear subset D ⊂ H such that P : D → D and
Q : D → D.

CR2. For all ψ ∈ D,

(PQ−QP )ψ = −i~ψ.
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CR3. Every bounded operator on H which commutes with P and Q is
a multiple of the identity operator I.

Property CR2 is called the Heisenberg commutation relation for one
degree of freedom. In terms of the quantum bracket (1.6) it takes the form

(2.2) {P,Q}~ = I,

which is exactly the same as the Poisson bracket (2.1). Property CR3
is a quantum analog of the classical property that the Poisson manifold
(R2, { , }) is non-degenerate: every function which Poisson commutes with
p and q is a constant (see the last remark in Section 2.7 of Chapter 1).

The operators P and Q are called, respectively, the momentum operator
and the coordinate operator. The correspondence p 7→ P , q 7→ Q with P and
Q satisfying CR1-CR3 is the cornerstone for the quantization of classical
systems. The validity of (2.2), as well as of quantum mechanics as a whole,
is confirmed by the agreement of the theory with numerous experiments.

Remark. It is tempting to extend the correspondence p 7→ P , q 7→ Q
to all observables by defining the mapping f(p, q) 7→ f(P,Q). However,
this approach to quantization is rather naive: operators P and Q satisfy
(2.2) and do not commute, so that one needs to understand how f(P,Q)
— a “function of non-commuting variables” — is actually defined. We will
address this problem of the ordering of non-commuting operators P and Q
in Section 3.3.

It follows from Heisenberg’s uncertainty relations (see Proposition 1.4),
that for any pure state M = Pψ with ψ ∈ D,

σM (P )σM (Q) ≥ ~
2
.

This is a fundamental result saying that it is impossible to measure the
coordinate and the momentum of a quantum particle simultaneously: the
more accurate the measurement of one quantity is, the less accurate the value
of the other is. It is often said that a quantum particle has no observed path,
so that “quantum motion” differs dramatically from the motion in classical
mechanics.

It is now straightforward to consider a classical system with n degrees of
freedom, described by the phase space R2n with coordinates p = (p1, . . . , pn)
and q = (q1, . . . , qn), and the Poisson bracket { , }, associated with the
canonical symplectic form ω = dp∧ dq. The Poisson brackets between clas-
sical observables p and q — momenta and coordinates of a particle — have
the following form

(2.3) {pk, pl} = 0, {qk, ql} = 0, {pk, ql} = δlk, k, l = 1, . . . , n.
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Corresponding momenta and coordinate operators P = (P1, . . . , Pn) and
Q = (Q1, . . . , Qn) are self-adjoint operators that have a common invariant
dense linear subset D ⊂ H , and on D satisfy the following commutation
relations:

(2.4) {Pk, Pl}~ = 0, {Qk, Ql}~ = 0, {Pk, Ql}~ = δlkI, k, l = 1, . . . , n.

These relations are called Heisenberg commutation relations for n degrees of
freedom. The analog of CR3 is the property that every bounded operator
on H which commutes with all operators P and Q is a multiple of the
identity operator I.

The fundamental algebraic structure associated with Heisenberg com-
mutation relations is the so-called Heisenberg algebra.

Definition. The Heisenberg algebra hn with n degrees of freedom is a Lie
algebra with the generators e1, . . . , en, f1, . . . , fn, c and the relations

(2.5) [ek, c] = 0, [fk, c] = 0, [ek, fl] = δkl c, k, l = 1, . . . , n.

The invariant definition is the following. Let (V, ω) be a 2n-dimensional
symplectic vector space considered as an abelian Lie algebra, and let g be a
one-dimensional central extension of V by a Lie algebra 2-cocycle given by
the bilinear form ω. This means that there is an exact sequence of vector
spaces

(2.6) 0→ R→ g→ V → 0,

and the Lie bracket in g is defined by

(2.7) [x, y] = ω(x̄, ȳ)c,

where x̄, ȳ are the images in V of elements x, y ∈ g, and c is the image of
1 under the embedding R ↪→ g, called the central element of g. A choice of
a symplectic basis e1, . . . , en, f1, . . . , fn for V (see Section 2.6 of Chapter 1)
establishes the isomorphism g ' hn, and relations (2.5) are obtained from
the Lie bracket (2.7).

By Ado’s theorem, the Heisenberg algebra hn is isomorphic to a Lie
subalgebra of a matrix algebra over R. Explicitly, it is realized as a nilpotent
subalgebra of the Lie algebra gln+2 of (n + 2) × (n + 2) matrices with the
elements

(2.8)
n∑
k=1

(ukfk + vke
k) + αc =



0 u1 u2 . . . un α
0 0 0 · · · 0 v1

0 0 0 · · · 0 v2
...

...
...

. . .
...

...
0 0 0 · · · 0 vn
0 0 0 · · · 0 0

 .
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Remark. The faithful representation hn → gln+2, given by (2.8), is clearly
reducible: the subspace V = {x = (x1, . . . , xn+2) ∈ Rn+2 : xn+2 = 0} is an
invariant subspace for hn with the central element c acting by zero. However,
this representation is not decomposable: the vector space Rn+2 cannot be
written as a direct sum of V and a one-dimensional invariant subspace for
hn. This explains why the central element c is not represented by a diagonal
matrix with the first n + 1 zeros, but rather has a special form given by
(2.8).

Analytically, Heisenberg commutation relations (2.5) correspond to an
irreducible unitary representation of the Heisenberg Lie algebra hn. Recall
that a unitary representation ρ of hn in the Hilbert space H is the linear
mapping ρ : hn → iA — the space of skew-Hermitian operators in H —
such that all self-adjoint operators iρ(x), x ∈ hn, have a common invariant
dense linear subset D ⊂H and satisfy

ρ([x, y])ϕ = (ρ(x)ρ(y)− ρ(y)ρ(x))ϕ, x, y ∈ hn, ϕ ∈ D.

Formally applying Schur’s lemma we say that the representation ρ is irre-
ducible if every bounded operator which commutes with all operators iρ(x)
is a multiple of the identity operator I. Then Heisenberg commutation rela-
tions (2.5) define an irreducible unitary representation ρ of the Heisenberg
Lie algebra hn in the Hilbert space H by setting

(2.9) ρ(fk) = −iPk, ρ(ek) = −iQk, k = 1, . . . , n, ρ(c) = −i~I.

Since the operators P k and Qk are necessarily unbounded (see Problem 2.1),
the condition

PkPlϕ = PlPkϕ for all ϕ ∈ D
does not necessarily imply (see Problem 2.2) that self-adjoint operators Pk
and Pl commute in the sense of the definition in Section 1.1. To avoid such
“pathological” representations, we will assume that ρ is an integrable rep-
resentation, i.e., it can be integrated (in a precise sense specified below)
to an irreducible unitary representation of the Heisenberg group Hn — a
connected, simply-connected Lie group with the Lie algebra hn.

Explicitly, the Heisenberg group is a unipotent subgroup of the Lie al-
gebra SL(n+ 2,R) with the elements

g =



1 u1 u2 · · · un α
0 1 0 · · · 0 v1

0 0 1 · · · 0 v2
...

...
...

. . .
...

...
0 0 0 · · · 1 vn
0 0 0 · · · 0 1

 .
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The exponential map exp : hn → Hn is onto, and the Heisenberg group Hn

is generated by two n-parameter abelian subgroups

expuX = exp

(
n∑
k=1

ukfk

)
, expvY = exp

(
n∑
k=1

vke
k

)
, u,v ∈ Rn,

and a one-parameter center expαc, which satisfy the relations

expuX expvY = exp(−uvc) expvY expuX, uv =

n∑
k=0

ukvk.(2.10)

Indeed, it follows from (2.5) that [uX,vY ] = −uvc is a central element, so
that using the Baker-Campbell-Hausdorff formula we obtain

expuX expvY = exp(−1
2uvc) exp(uX + vY ),

expvY expuX = exp(1
2uvc) exp(uX + vY ).

In the matrix realization, the exponential map is given by the matrix expo-
nential and we get euX = I + uX, evY = I + vY , and eαc = I + αc, where
I is the (n+ 2)× (n+ 2) identity matrix.

Let R be an irreducible unitary representation of the Heisenberg group
Hn in the Hilbert space H — a strongly continuous group homomorphism
R : Hn → U (H ), where U (H ) is the group of unitary operators in H . By
Schur’s lemma, R(eαc) = e−iλαI, λ ∈ R. Suppose now that λ = ~, and define
two strongly continuous n-parameter abelian groups of unitary operators

U(u) = R(expuX), V (v) = R(expvY ), u,v ∈ Rn.

Then it follows from (2.10) that unitary operators U(u) and V (v) satisfy
commutation relations

(2.11) U(u)V (v) = ei~uvV (v)U(u),

called Weyl relations. Let P = (P1, . . . , Pn) and Q = (Q1, . . . , Qn) be,
respectively, infinitesimal generators of the subgroups U(u) and V (v), given
by the Stone theorem,

Pk = i
∂U(u)

∂uk

∣∣∣∣
u=0

and Qk = i
∂V (v)

∂vk

∣∣∣∣
v=0

, k = 1, . . . , n.

Taking the second partial derivatives of Weyl relations (2.11) at the origin
u = v = 0 and using the solution of Problem 1.7 in the previous section, we
easily obtain the following result.

Lemma 2.1. Let R : Hn → U (H ) be an irreducible unitary representation
of the Heisenberg group Hn in H such that R(eαc) = e−i~αI, and let P =
(P1, . . . , Pn) and Q = (Q1, . . . , Qn) be, respectively, infinitesimal generators
of the strongly continuous n-parameter abelian subgroups U(u) and V (v).
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Then formulas (2.9) define an irreducible unitary representation ρ of the
Heisenberg algebra hn in H .

The representation ρ in Lemma 2.1 is called the differential of a represen-
tation R, and is denoted by dR. The irreducible unitary representation ρ of
hn is called integrable if ρ = dR for some irreducible unitary representation
R of Hn.

Remark. Not every irreducible unitary representation of the Heisenberg
algebra is integrable, so that Weyl relations cannot be obtained from the
Heisenberg commutation relations. However, the following heuristic argu-
ment (which ignores the subtleties of dealing with unbounded operators)
is commonly used in physics textbooks. Consider the case of one degree of
freedom and start with

{P,Q}~ = I.

Since the quantum bracket satisfies the Leibniz rule we have, for a “suitable”
function f ,

{f(P ), Q}h = f ′(P ).

In particular, choosing f(P ) = e−iuP = U(u), we obtain

U(u)Q−QU(u) = ~uU(u) or U(u)QU(u)−1 = Q+ ~uI.

This implies, for a “suitable” function g,

U(u)g(Q) = g(Q+ ~uI)U(u),

and setting g(Q) = e−ivQ = V (v), we get the Weyl relation.

We will prove in Section 3.1 that all integrable irreducible unitary repre-
sentations of the Heisenberg algebra hn with the same action of the central
element c are unitarily equivalent. This justifies the following mathemati-
cal formulation of the Heisenberg commutation relations for n degrees of
freedom.

A9 (Heisenberg’s Commutation Relations). Momenta and coordinate
operators P = (P1, . . . , Pn) and Q = (Q1, . . . , Qn) for a quantum particle
with n degrees of freedom are defined by formulas (2.9), where ρ is an
integrable irreducible unitary representation of the Heisenberg algebra hn
with the property ρ(c) = −i~I.

Problem 2.1. Prove that there are no bounded operators on the Hilbert space
H satisfying [A,B] = I.

Problem 2.2. Give an example of self-adjoint operators A and B which have
a common invariant dense linear subset D ⊂ H such that ABϕ = BAϕ for all
ϕ ∈ D, but eiA and eiB do not commute.
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Problem 2.3. Prove Lemma 2.1. (Hint: As in Problem 1.7, let D be the linear
set of G̊arding vectors

ψf =

∫
R2n

f(u,v)U(u)V (v)ψ dnudnv, f ∈ S (R2n), ψ ∈H ,

where S (R2n) is the Schwartz space of rapidly decreasing functions on R2n.)

2.2. Coordinate and momentum representations. We start with the
case of one degree of freedom and consider two natural realizations of the
Heisenberg commutation relation. They are defined by the property that one
of the self-adjoint operators P and Q is “diagonal” (i.e., is a multiplication
by a function operator in the corresponding Hilbert space).

In the coordinate representation, H = L2(R, dq) is the L2-space on the
configuration space R with the coordinate q, which is a Lagrangian subspace
of R2 defined by the equation p = 0. Set

D(Q) =

{
ϕ ∈H :

∫ ∞
−∞

q2|ϕ(q)|2dq <∞
}

and for ϕ ∈ D(Q) define the operator Q as a “multiplication by q operator”,

(Qϕ)(q) = qϕ(q), q ∈ R,

justifying the name coordinate representation. The coordinate operator Q
is obviously self-adjoint and its projection-valued measure is given by

(2.12) (P(E)ϕ)(q) = χE(q)ϕ(q),

where χE is the characteristic function of a Borel subset E ⊆ R. Therefore
suppP = R and σ(Q) = R.

Recall that a self-adjoint operator A has an absolutely continuous spec-
trum if for every ψ ∈H , ‖ψ‖ = 1, the probability measure νψ,

νψ(E) = (PA(E)ψ,ψ), E ∈ B(R),

is absolutely continuous with respect to the Lebesgue measure on R.

Lemma 2.2. The coordinate operator Q has an absolutely continuous spec-
trum R, and every bounded operator B which commutes with Q is a function
of Q, B = f(Q) with f ∈ L∞(R).

Proof. It follows from (2.12) that νψ(E) =
∫
E |ψ(q)|2dq, which proves the

first statement. Now a bounded operator B on H commutes with Q if and
only if BP(E) = P(E)B for all E ∈ B(R), and using (2.12) we get

(2.13) B(χEϕ) = χEB(ϕ).

Choosing in (2.13) E = E1 and ϕ = χE2 , where E1 and E2 have finite
Lebesgue measure, we obtain

B(χE1 · χE2) = B(χE1∩E2) = χE1B(χE2) = χE2B(χE1),
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so that denoting fE = B(χE) we get supp fE ⊆ E, and

fE1 |E1∩E2
= fE2 |E1∩E2

for all E1, E2 ∈ B(R) with finite Lebesgue measure. Thus there exists a
measurable function f on R such that f |E = fE |E for every E ∈ B(R) with
finite Lebesgue measure. The linear subspace spanned by all χE ∈ L2(R) is
dense in L2(R) and the operator B is continuous, so that we get

(Bϕ)(q) = f(q)ϕ(q) for all ϕ ∈ L2(R).

Since B is a bounded operator, f ∈ L∞(R) and ‖B‖ = ‖f‖∞. �

Remark. By the Schwartz kernel theorem, the operator B can be repre-
sented by an integral operator with a distributional kernel K(q, q′). Then
the commutativity BQ = QB implies that, in the distributional sense,

(q − q′)K(q, q′) = 0,

so that K is “proportional” to the Dirac delta-function, i.e.,

K(q, q′) = f(q)δ(q − q′),

with some f ∈ L∞(R). This argument is usually given in the physics text-
books.

Remark. The operator Q has no eigenvectors — the eigenvalue equation

Qϕ = λϕ

has no solutions in L2(R). However, in the distributional sense, this equation
for every λ ∈ R has a unique (up to a constant factor) solution ϕλ(q) =
δ(q − λ), and these “generalized eigenfunctions”, also called eigenfunctions
of the continuous spectrum, combine to a Schwarz kernel of the identity
operator I on L2(R). This reflects the fact that operator Q is diagonal in
the coordinate representation.

Remark. Normalization of the eigenfunctions of the continuous spectrum
ϕλ(q) can be also determined by the condition that for every λ ∈ R the
function

Φλ(q) =

λ∫
λ0

ϕµ(q)dµ, Φλ ∈ L2(R),

satisfies

(2.14) lim
∆→0

1

∆
‖Φλ+∆ − Φλ‖2 = 1.

Here λ0 ∈ R is fixed and does not enter (2.14). Indeed, in our case Φλ =
χ(λ0,λ) — the characteristic function of the interval (λ0, λ) — so that ‖Φλ+∆−
Φλ‖2 = ∆.
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For a pure state M = Pψ, ‖ψ‖ = 1, the corresponding probability mea-
sure µQ on R is given by

µQ(E) = νψ(E) =

∫
E
|ψ(q)|2dq, E ∈ B(R).

Physically, this is interpreted that in the state Pψ with the “wave function”
ψ(q), the probability of finding a quantum particle between q and q + dq
is |ψ(q)|2dq. In other words, the modulus square of a wave function is the
probability distribution for the coordinate of a quantum particle.

The corresponding momentum operator P is given by a differential op-
erator

P =
~
i

d

dq

with D(P ) = W 1,2(R) — the Sobolev space of absolutely continuous func-
tions f on R such that f and its derivative f ′ (defined a.e.) are in L2(R).
The operator P is self-adjoint and it is straightforward to verify that on
D = C∞c (R), the space of smooth functions on R with compact support,

QP − PQ = i~I.

Remark. The operator P on H has no eigenvectors — the eigenvalue
equation

Pϕ = pϕ, p ∈ R,
has a solution

ϕ(q) = const× e
i
~pq

which does not belong to L2(R). We will see later that the family of nor-
malized eigenfunctions of the continuous spectrum

ϕp(q) =
1√
2π~

e
i
~pq

combines to a Schwartz kernel of the inverse ~-dependent Fourier transform
operator, which diagonalizes the momentum operator P . In the distribu-
tional sense, ∫ ∞

−∞
ϕp(q)ϕp′(q)dq = δ(p− p′).

Remark. As for the case of the coordinate operator, the normalization
of the eigenfunctions of the continuous spectrum ϕp(q) of the momentum
operator can be determined from the condition (2.14). Indeed,

Φp(q) =

p∫
p0

ce
i
~kqdk =

c~
iq

(
e
i
~pq − e

i
~p0q

)
,

so that

Φp+∆(q)− Φp(q) =
2c~
q
e
i
~ (p+ 1

2
∆)q sin

∆q

2~
.
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Using the elementary integral, we obtain

1

∆
‖Φp+∆(q)− Φp(q)‖2 = 2c2~

∞∫
−∞

sin2 q

q2
dq = 2πc2~,

so that c = 1√
2π~

.

Proposition 2.1. The coordinate representation defines an irreducible, uni-
tary, integrable representation of the Heisenberg algebra.

Proof. To show that the coordinate representation is integrable, let U(u) =
e−iuP and V (v) = e−ivQ be the corresponding one-parameter groups of uni-
tary operators. Clearly, (V (v)ϕ)ψ(q) = e−ivqϕ(q) and it easily follows from
the Stone theorem (or by the definition of a derivative) that (U(u)ϕ)(q) =
ϕ(q − ~u), so that unitary operators U(u) and V (v) satisfy the Weyl rela-
tion (2.11). Such a realization of the Weyl relation is called the Schrödinger
representation.

To prove that the coordinate representation is irreducible, let B be a
bounded operator commuting with P and Q. By Lemma 2.2, T = f(Q) for
some f ∈ L∞(R). Now commutativity between T and P implies that

TU(u) = U(u)T for all u ∈ R,

which is equivalent to f(q − ~u) = f(q) for all q, u ∈ R, so that f = const
a.e. on R. �

To summarize, the coordinate representation is characterized by the
property that the coordinate operator Q is a multiplication by q operator
and the momentum operator P is a differentiation operator,

Q = q and P =
~
i

d

dq
.

Similarly, momentum representation is defined by the property that the
momentum operator P is a multiplication by p operator. Namely let H =
L2(R, dp) be the Hilbert L2-space on the “momentum space” R with the
coordinate p, which is a Lagrangian subspace of R2 defined by the equation
q = 0. The coordinate and momentum operators are given by

Q̂ = i~
d

dp
and P̂ = p,

and satisfy the Heisenberg commutation relation. As the coordinate repre-
sentation, the momentum representation is an irreducible, unitary, integrable
representation of the Heisenberg algebra. In the momentum representation,
the modulus square of the wave function ψ(p) of a pure state M = Pψ,
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‖ψ‖ = 1, is the probability distribution for the momentum of the quan-
tum particle, i.e., the probability that a quantum particle has momentum
between p and p+ dp is |ψ(p)|2dp.

Let F~ : L2(R)→ L2(R) be the ~-dependent Fourier transform operator,
defined by

ϕ̂(p) = F~(ϕ)(p) =
1√
2π~

∫ ∞
−∞

e−
i
~pqϕ(q)dq.

Here the integral is understood as the limit ϕ̂ = limn→∞ ϕ̂n in the strong
topology on L2(R), where

ϕ̂n(p) =
1√
2π~

∫ n

−n
e−

i
~pqϕ(q)dq.

By Plancherel’s theorem, F~ is a unitary operator on L2(R),

F~F
∗
~ = F ∗~ F~ = I,

and

Q̂ = F~QF−1
~ , P̂ = F~PF−1

~ ,

so that coordinate and momentum representations are unitarily equivalent.
In particular, since the operator P̂ is obviously self-adjoint, this immediately
shows that the operator P is self-adjoint.

For n degrees of freedom, the coordinate representation is defined by
setting H = L2(Rn, dnq), where dnq = dq1 · · · dqn is the Lebesgue measure
on Rn, and

Q = q = (q1, . . . , qn), P =
~
i

∂

∂q
=

(
~
i

∂

∂q1
, . . . ,

~
i

∂

∂qn

)
.

Here Rn is the configuration space with coordinates q — a Lagrangian sub-
space of R2n defined by the equations p = 0. The coordinate and momenta
operators are self-adjoint and satisfy Heisenberg commutation relations.
Projection-valued measures for the operators Qk are given by

(Pk(E)ϕ)(q) = χλ−1
k (E)(q)ϕ(q),

where E ∈ B(R) and λk : Rn → R is a canonical projection onto the k-th
component, k = 1, . . . , n. Correspondingly, the projection-valued measure
P for the commutative family Q = (Q1, . . . , Qn) (see Proposition 1.3) is
defined on the Borel subsets E ⊆ Rn by

(P(E)ϕ)(q) = χE(q)ϕ(q).

The family Q has absolutely continuous joint spectrum Rn.

Coordinate operators Q1, . . . , Qn form a complete system of commuting
observables. This means, by definition, that none of these operators is a
function of the other operators, and that every bounded operator commuting
with Q1, . . . , Qn is a function of Q1, . . . , Qn, i.e., is a multiplication by f(q)
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operator for some f ∈ L∞(Rn). The proof repeats verbatim the proof of
Lemma 2.2. For a pure state M = Pψ, ‖ψ‖ = 1, the modulus square |ψ(q)|2
of the wave function is the density of a joint distribution function µQ for the
commutative family Q, i.e., the probability of finding a quantum particle in
a Borel subset E ⊆ Rn is given by

µQ(E) =

∫
E
|ψ(q)|2dnq.

The coordinate representation defines an irreducible, unitary, integrable
representation of the Heisenberg algebra hn. Indeed, n-parameter groups of
unitary operators U(u) = e−iuP and V (v) = e−ivQ are given by

(U(u)ϕ)(q) = ϕ(q − ~u), (V (v)ϕ)(q) = e−ivqϕ(q),

and satisfy Weyl relations (2.11). The same argument as in the proof of
Proposition 2.1 shows that this representation of the Heisenberg group Hn,
called the Schrödinger representation for n degrees of freedom, is irreducible.

In the momentum representation, H = L2(Rn, dnp), where dnp =
dp1 · · · dpn is the Lebesgue measure on Rn, and

Q̂ = i~
∂

∂p
=

(
i~

∂

∂p1
, . . . , i~

∂

∂pn

)
, P̂ = p = (p1, . . . , pn).

Here Rn is the momentum space with coordinates p — a Lagrangian sub-
space of R2n defined by the equations q = 0.

The coordinate and momentum representations are unitarily equivalent
by the Fourier transform. As in the case n = 1, the Fourier transform F~ :
L2(Rn)→ L2(Rn) is a unitary operator defined by

ϕ̂(p) = F~(ϕ)(p) =(2π~)−n/2
∫
Rn
e−

i
~pqϕ(q)dnq

= lim
N→∞

(2π~)−n/2
∫
|q|≤N

e−
i
~pqϕ(q)dnq,

where the limit is understood in the strong topology on L2(Rn). As in the
case n = 1, we have

Q̂k = F~QkF
−1
~ , P̂k = F~PkF

−1
~ , k = 1, . . . , n.

In particular, since operators P̂1, . . . , P̂n are obviously self-adjoint, this im-
mediately shows that P1, . . . , Pn are also self-adjoint.

Remark. Following Dirac, physicists denote a vector ψ ∈H by a ket vector
|ψ〉, a vector ϕ ∈H ∗ in the dual space to H (H ∗ 'H is a complex anti-
linear isomorphism) by a bra vector 〈ϕ|, and their inner product by 〈ϕ|ψ〉.
In standard mathematics notation,

(ψ,ϕ) = 〈ϕ|ψ〉 and (Aψ,ϕ) = 〈ϕ|A|ψ〉,
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where A is a linear operator. From a physics point of view, Dirac’s notation
is intuitive and convenient for working with coordinate and momentum rep-

resentations. Denoting by |q〉 = δ(q−q′) and |p〉 = (2π~)−n/2e
i
~pq the set of

generalized common eigenfunctions for the operators Q and P , respectively,
we formally get

Q|q〉 = q|q〉, P |p〉 = p|p〉,
where operators Q act on q′, and

〈q|ψ〉 =

∫
Rn
δ(q − q′)ψ(q′)dnq′ = ψ(q),

〈p|ψ〉 = (2π~)−n/2
∫
Rn
e−

i
~pqψ(q)dnq = ψ̂(p),

as well as 〈q|q′〉 = δ(q − q′), 〈p|p′〉 = δ(p − p′). Though in our exposition
we are not using Dirac’s notation, these formulas would help the interested
reader “translate” the notation used in physics textbooks to standard math-
ematics notation.

Remark. We will show in Section 3.2 that every Lagrangian subspace of the
symplectic vector space R2n with the canonical symplectic form ω = dp∧dq
gives rise to an integrable, unitary, irreducible representation of the Heisen-
berg algebra hn. This is the simplest example of the real polarization, which
for a given symplectic manifold (M , ω) is defined as an integrable distri-
bution {Lx}x∈M of Lagrangian subspaces Lx of tangent spaces TxM . The
notion of a polarization plays a fundamental role in geometric quantization:
it allows us to construct (under certain conditions) the Hilbert space of
states H associated with the classical phase space (M , ω). In the linear
case M = R2n every Lagrangian subspace L in R2n gives rise to a real
polarization by using the identification TxR2n ' R2n. In particular, for the
coordinate representation, L is given by the equation q = 0, and for the
momentum representation — by the equation p = 0. The corresponding
Hilbert H space consists of functions on R2n which are constant along the
fibers of the polarization.

Problem 2.4. Give an example of a non-integrable representation of the Heisen-
berg algebra.

Problem 2.5. Prove that there exists ϕ ∈H = L2(R, dq) such that the vectors
P(E)ϕ, E ∈ B(R), where P is a projection-valued measure for the coordinate
operator Q, are dense in H .

Problem 2.6. Find the generating operator for the commutative family Q =
(Q1, . . . , Qn). Does it have a physical interpretation?

Problem 2.7. Find the projection-valued measure for the commutative family
P = (P1, . . . , Pn) in the coordinate representation.
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2.3. Free quantum particle. A free classical particle with one degree of
freedom is described by the phase space R2 with coordinates p, q and the
Poisson bracket (2.1), and by the Hamiltonian function

(2.15) Hc(p, q) =
p2

2m
.

The Hamiltonian operator of a free quantum particle with one degree of
freedom is

H0 =
P 2

2m
,

and in coordinate representation is given by

H0 = − ~2

2m

d2

dq2
.

It is a self-adjoint operator on H = L2(R, dq) with D(H0) = W 2,2(R) —
the Sobolev space of functions in L2(R), whose generalized first and second
derivatives are in L2(R).

The operator H0 is positive with absolutely continuous spectrum [0,∞)
of multiplicity two. Indeed, let H0 = L2(R>0,C2; dσ) be the Hilbert space
of C2-valued measurable functions Ψ on the semi-line R>0 = (0,∞), which
are square-integrable with respect to the measure dσ(λ) =

√
m
2λ dλ,

H0 =

{
Ψ(λ) =

(
ψ1(λ)
ψ2(λ)

)
: ‖Ψ‖2 =

∫ ∞
0

(|ψ1(λ)|2 + |ψ2(λ)|2)dσ(λ) <∞
}
.

It follows from the unitarity of the Fourier transform that the operator
U0 : L2(R, dq)→ H0,

U0(ψ)(λ) = Ψ(λ) =

(
ψ̂(
√

2mλ)

ψ̂(−
√

2mλ)

)
,

is unitary, U ∗
0 U0 = I and U0U ∗

0 = I0, where I and I0 are, respectively,
identity operators in H and H0. The operator U0 establishes the isomor-
phism L2(R, dq) ' H0, and since in the momentum representation H0 is a
multiplication by 1

2mp
2 operator, the operator U0H0U

−1
0 is a multiplication

by λ operator in H0.

Remark. The Hamiltonian operator H0 has no eigenvectors — the eigen-
value equation

H0ψ = λψ

has no solutions in L2(R). However, for every λ = 1
2mk

2 > 0 this differential
equation has two linear independent bounded solutions

ψ
(±)
k (q) =

1√
2π~

e±
i
~kq, k > 0.

In the distributional sense, these eigenfunctions of the continuous spectrum
combine to a Schwartz kernel of the unitary operator U0, which establishes
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the isomorphism between H = L2(R, dq) and the Hilbert space H0, where
H0 acts as a multiplication by λ operator. The normalization of the eigen-
functions of the continuous spectrum is also determined by the condition
(2.14):

lim
∆→0

1

∆

∥∥∥Ψ
(±)
k+∆ −Ψ

(±)
k

∥∥∥2
= 1, lim

∆→0

1

∆

(
Ψ

(+)
k+∆ −Ψ

(+)
k ,Ψ

(−)
k+∆ −Ψ

(−)
k

)
= 0,

where Ψ
(±)
k (q) =

∫ k
k0
ψ

(±)
p (q)dp.

The Cauchy problem for the Schrödinger equation for a free particle,

(2.16) i~
dψ(t)

dt
= H0ψ(t), ψ(0) = ψ,

is easily solved by the Fourier transform. Indeed, in the momentum repre-
sentation it takes the form

i~
∂ψ̂(p, t)

∂t
=

p2

2m
ψ̂(p, t), ψ̂(p, 0) = ψ̂(p),

so that

ψ̂(p, t) = e−
ip2

2m~ t ψ̂(p).

In the coordinate representation, the solution of (2.16) is given by

(2.17) ψ(q, t) =
1√
2π~

∫ ∞
−∞

e
i
~pqψ̂(p, t)dp =

1√
2π~

∫ ∞
−∞

e
i
~χ(p,q,t)tψ̂(p)dp,

where

χ(p, q, t) = − p2

2m
+
pq

t
.

Formula (2.17) describes the motion of a quantum particle, and admits
the following physical interpretation. Let initial condition ψ in (2.16) be

such that its Fourier transform ψ̂ = F~(ψ) is a smooth function supported
in a neighborhood U0 of p0 ∈ R \ {0}, 0 /∈ U0, and∫ ∞

−∞
|ψ̂(p)|2dp = 1.

Such states are called “wave packets”. Then for every compact subset E ⊂ R
we have

(2.18) lim
|t|→∞

∫
E
|ψ(q, t)|2dq = 0.

Since ∫ ∞
−∞
|ψ(q, t)|2dq = 1

for all t, it follows from (2.18) that the particle leaves every compact subset
of R as |t| → ∞ and the quantum motion is infinite. To prove (2.18), observe
that the function χ(p, q, t) — the “phase” in integral representation (2.17)
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— has the property that |∂χ∂p | > C > 0 for all p ∈ U0, q ∈ E and large

enough |t|. Integrating by parts we get

ψ(q, t) =
1√
2π~

∫
U0

e
i
~χ(p,q,t)tψ̂(p)dp

= − 1

it

√
~

2π

∫
U0

∂

∂p

 ψ̂(p)
∂χ(p,q,t)

∂p

 e
i
~χ(p,q,t)tdp,

so that uniformly on E,

ψ(q, t) = O(|t|−1) as |t| → ∞.

By repeated integration by parts, we obtain that for every n ∈ N, uniformly
on E,

ψ(q, t) = O(|t|−n),

so that ψ(q, t) = O(|t|−∞).

To describe the motion of a free quantum particle in unbounded regions,
we use the stationary phase method. In its simplest form it is stated as
follows.

The Method of Stationary Phase. Let f, g ∈ C∞(R), where f is real-
valued and g has compact support, and suppose that f has a single non-
degenerate critical point x0, i.e., f ′(x0) = 0 and f ′′(x0) 6= 0. Then∫ ∞
−∞

eiNf(x)g(x)dx =

(
2π

N |f ′′(x0)|

) 1
2

eiNf(x0)+ iπ
4

sgnf ′′(x0)g(x0) +O

(
1

N

)
as N →∞.

Applying the stationary phase method to the integral representation
(2.17) (and setting N = t), we find that the critical point of χ(p, q, t) is
p0 = mq

t with χ′′(p0) = − 1
m 6= 0, and

ψ(q, t) =

√
m

t
ψ̂
(mq
t

)
e
imq2

2~t −
πi
4

+O(t−1)

= ψ0(q, t) +O(t−1) as t→∞.

Thus as t→∞, the wave function ψ(q, t) is supported on t
mU0 — a domain

where the probability of finding a particle is asymptotically different from
zero. At large t the points in this domain move with constant velocities
v = p

m , p ∈ U0. In this sense, the classical relation p = mv remains valid in
the quantum picture. Moreover, the asymptotic wave function ψ0 satisfies∫ ∞

−∞
|ψ0(q, t)|2dq =

√
m

t

∫ ∞
−∞

∣∣∣ψ̂ (mq
t

)∣∣∣2 dq = 1,
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and, therefore, describes the asymptotic probability distribution. Similarly,
setting N = −|t|, we can describe the behavior of the wave function ψ(q, t)
as t→ −∞.

Remark. We have lim|t|→∞ ψ(t) = 0 in the weak topology on H . Indeed,
for every ϕ ∈H we get by Parseval’s identity for the Fourier integrals,

(ψ(t), ϕ) =

∫ ∞
−∞

ψ̂(p)ϕ̂(p)e
− ip

2t
2m~ dp,

and the integral goes to zero as |t| → ∞ by the Riemann-Lebesgue lemma.

A free classical particle with n degrees of freedom is described by the
phase space R2n with coordinates p = (p1, . . . , pn) and q = (q1, . . . , qn), the
Poisson bracket (2.3), and the Hamiltonian function

Hc(p, q) =
p2

2m
=

1

2m
(p2

1 + · · ·+ p2
n).

The Hamiltonian operator of a free quantum particle with n degrees of
freedom is

H0 =
P 2

2m
=

1

2m
(P 2

1 + · · ·+ P 2
n),

and in the coordinate representation is

H0 = − ~2

2m
∆,

where

∆ =

(
∂

∂q

)2

=

(
∂

∂q1

)2

+ · · ·+
(

∂

∂qn

)2

is the Laplace operator15 in the Cartesian coordinates on Rn. The Hamil-
tonian H0 is a self-adjoint operator on H = L2(Rn, dnq) with D(H0) =
W 2,2(Rn) — the Sobolev space on Rn. In the momentum representation,

H0 =
p2

2m

— a multiplication by a function operator on H = L2(Rn, dnp).

The operator H0 is positive with absolutely continuous spectrum [0,∞)
of infinite multiplicity. Namely, let Sn−1 = {n ∈ Rn : n2 = 1} be the (n−1)-
dimensional unit sphere in Rn, let dn be the measure on Sn−1 induced by
the Lebesgue measure on Rn, and let

h = {f : Sn−1 → C : ‖f‖2h =

∫
Sn−1

|f(n)|2dn <∞}.

15It is the negative of the Laplace-Beltrami operator of the standard Euclidean metric on
Rn.
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Let H
(n)
0 = L2(R>0, h; dσn) be the Hilbert space of h-valued measurable

functions16 Ψ on R>0 = (0,∞), square-integrable on R>0 with respect to

the measure dσn(λ) = (2mλ)
n
2
dλ
2λ ,

H
(n)
0 =

{
Ψ : R>0 → h, ‖Ψ‖2 =

∫ ∞
0
‖Ψ(λ)‖2h dσn(λ) <∞

}
.

When n = 1, H
(1)
0 = H0 — the corresponding Hilbert space for one degree

of freedom. The operator U0 : L2(Rn, dnq)→ H
(n)
0 ,

U0(ψ)(λ) = Ψ(λ), Ψ(λ)(n) = ψ̂(
√

2mλn),

is unitary and establishes the isomorphism L2(Rn, dnq) ' H
(n)
0 . In the mo-

mentum representation H0 is a multiplication by 1
2mp2 operator, so that the

operator U0H0U
−1

0 is a multiplication by λ operator in H
(n)
0 .

Remark. As in the case n = 1, the Hamiltonian operator H0 has no eigen-
vectors — the eigenvalue equation

H0ψ = λψ

has no solutions in L2(Rn). However, for every λ > 0 this differential equa-
tion has infinitely many linearly independent bounded solutions

ψn(q) = (2π~)−
n
2 e

i
~
√

2mλnq,

parametrized by the unit sphere Sn−1. These solutions do not belong to
L2(Rn), but in the distributional sense they combine to a Schwartz kernel of
the unitary operator U0, which establishes the isomorphism between H =

L2(Rn, dnq) and the Hilbert space H
(n)
0 , where H0 acts as a multiplication

by λ operator.

As in the case n = 1, the Schrödinger equation for free particle,

i~
dψ(t)

dt
= H0ψ(t), ψ(0) = ψ,

is solved by the Fourier transform

ψ(q, t) = (2π~)−n/2
∫
Rn
e
i
~ (pq− p2

2m
t)ψ̂(p)dnp.

For a wave packet, an initial condition ψ such that its Fourier transform
ψ̂ = F~(ψ) is a smooth function supported on a neighborhood U0 of p0 ∈
Rn \ {0} such that 0 /∈ U0 and∫

Rn
|ψ̂(p)|2dnp = 1,

16That is, for every f ∈ h the function (f,Ψ) is measurable on R>0.
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the quantum particle leaves every compact subset of Rn and the motion is
infinite. Asymptotically as |t| → ∞, the wave function ψ(q, t) is different
from 0 only when q = p

m t, p ∈ U0.

Problem 2.8. Find the asymptotic wave function for a free quantum particle
with n degrees of freedom.

2.4. Examples of quantum systems. Here we describe quantum sys-
tems that correspond to the classical Lagrangian systems introduced in Sec-
tion 1.3 of Chapter 1. In Hamiltonian formulation, the phase space of these
systems, except for the last example, is a symplectic vector space R2n with
canonical coordinates p, q and symplectic form ω = dp ∧ dq.

Example 2.1 (Newtonian particle). According to Section 1.7 in Chapter
1, a classical particle in Rn moving in a potential field V (q) is described by
the Hamiltonian function

Hc(p, q) =
p2

2m
+ V (q).

Assume that the Hamiltonian operator for the quantum system is given by

H =
P 2

2m
+ V,

with some operator V , so that coordinate and momenta operators satisfy
Heisenberg equations of motion

(2.19) Ṗ = {H,P }~, Q̇ = {H,Q}~.

To determine V , we require that the classical relation q̇ =
p

m
between the

velocity and the momentum of a particle is preserved under the quantization,
i.e.,

Q̇ =
P

m
.

Since {P 2,Q}~ = 2P , it follows from (2.19) that this condition is equivalent
to

[V,Qk] = 0, k = 1, . . . , n.

It follows from Section 2.2 that V is a function of commuting operators
Q1, . . . , Qn, and the natural choice17 is V = V (Q). Thus the Hamiltonian
operator of a Newtonian particle is

H =
P 2

2m
+ V (Q),

17Confirmed by the agreement of the theory with the experiments.
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in agreement with H = Hc(P ,Q)18. In coordinate representation the Hamil-
tonian is the Schrödinger operator

(2.20) H = − ~2

2m
∆ + V (q)

with the real-valued potential V (q).

Remark. The sum of two unbounded, self-adjoint operators is not neces-
sarily self-adjoint, and one needs to describe admissible potentials V (q) for
which H is a self-adjoint operator on L2(Rn, dnq). If the potential V (q) is a
real-valued, locally integrable function on Rn, then the differential operator
(2.20) defines a symmetric operator H with the domain C2

0 (Rn) — twice
continuously differentiable functions on Rn with compact support. Poten-
tials for which the symmetric operator H has no self-adjoint extensions are
obviously non-physical. It may also happen that H has several self-adjoint
extensions19. These extensions are specified by some boundary conditions
at infinity and there are no physical principles distinguishing between them.
The only physical case is when the symmetric operator H admits a unique
self-adjoint extension, that is, when H is essentially self-adjoint. In Chapter
3 we present necessary conditions for the essential self-adjointness. Here we
only mention the von Neumann criterion that if A is a closed operator and
D(A) = H , then H = A∗A is a positive self-adjoint operator.

Example 2.2 (Interacting quantum particles). In Lagrangian formalism,
a closed classical system of N interacting particles on R3 was described
in Example 1.2 in Section 1.3 of Chapter 1. In Hamiltonian formalism, it
is described by the canonical coordinates r = (r1, . . . , rN ), the canonical
momenta p = (p1, . . . ,pN ), ra,pa ∈ R3, and by the Hamiltonian function

(2.21) Hc(p, r) =

N∑
a=1

p2
a

2ma
+ V (r),

where ma is the mass of the a-th particle, a = 1, . . . , N (see Section 1.7 in
Chapter 1). The corresponding Hamiltonian operator H in the coordinate
representation has the form

(2.22) H = −
N∑
a=1

~2

2ma
∆a + V (r).

In particular, when

V (r) =
∑

1≤a<b≤N
V (ra − rb),

18In the special case Hc(p, q) = f(p) + g(q) the problem of the ordering of non-commuting
operators P and Q does not arise.

19This is the case when the defect indices of H are equal and are non-zero.
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the Schrödinger operator (2.22) describes the N -body problem in quantum
mechanics. The fundamental quantum system is the complex atom, formed
by a nucleus of charge Ne and mass M , and by N electrons of charge −e and
mass m. Denoting by R ∈ R3 the position of the nucleus, and by r1, . . . , rN
the positions of the electrons and assuming that the interaction is given by
the Coulomb attraction, we get for the Hamiltonian function (2.21)

Hc(P ,p,R, r) =
P 2

2M
+

N∑
a=1

p2
a

2m
−

N∑
a=1

Ne2

|R− ra|
+

∑
1≤a<b≤N

e2

|ra − rb|
,

where P is the canonical momentum of the nucleus. The corresponding
Schrödinger operator H in the coordinate representation has the form20

H = − ~2

2M
∆−

N∑
a=1

~2

2m
∆a −

N∑
a=1

Ne2

|R− ra|
+

∑
1≤a<b≤N

e2

|ra − rb|
.

In the simplest case of the hydrogen atom, when N = 1 and the nucleus
consists of a single proton21, the Hamiltonian is

H = − ~2

2M
∆p −

~2

2m
∆e −

e2

|rp − re|
,

where rp is the position of the proton and re is the position of the elec-
tron. As the first approximation, the proton can be considered as infinitely
heavy, so that the hydrogen atom is described by an electron in an attrac-
tive Coulomb field −e2/|r|, where now r = re − rp. The corresponding
Hamiltonian operator takes the form

(2.23) H = − ~2

2m
∆− e2

|r|
.

We will solve the Schrödinger equation with this Hamiltonian H and deter-
mine its energy levels in Section 5.1 of Chapter 3.

Example 2.3 (Charged particle in an electromagnetic field). A classical
particle of charge e and mass m moving in the time-independent electro-
magnetic field with scalar and vector potentials ϕ(r) and A(r), r ∈ R3, is
described by the Hamiltonian function

Hc(p, r) =
1

2m

(
p− e

c
A
)2

+ eϕ(r)

(see Problem 1.27 in Section 1.7 of Chapter 1). The corresponding classical
velocity vector v = {Hc, r} is given by

v = p− e

c
A,

20Ignoring the fact that electron has spin, see Chapter ??.
21In the case of hydrogen-1 or protium; it includes one or more neutrons for deuterium,

tritium, and other isotopes.
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and its components v = (v1, v2, v3) have non-vanishing Poisson brackets:

{v1, v2} = − e

m2c
B3, {v2, v3} = − e

m2c
B1, {v3, v1} = − e

m2c
B2,

where B = (B1, B2, B3) are components of the magnetic field B = curlA.

The Hamiltonian operator of a quantum particle is

(2.24) H =
1

2m

(
P − e

c
A
)2

+ eϕ(r)

— the Schrödinger operator of a charged particle in an electromagnetic field.
The corresponding quantum velocity vector V = {H,Q}~ is given by the
same formula as in the classical case,

V = P − e

c
A,

and its components V = (V1, V2, V3) have non-vanishing quantum brackets:

{V1, V2}~ = − e

m2c
B3, {V2, V3}~ = − e

m2c
B1, {V3, V1}~ = − e

m2c
B2.

Thus in the presence of a magnetic field the three components of a quantum
velocity operator no longer commute and cannot be measured simultane-
ously.

Example 2.4 (Free quantum particle on a Riemannian manifold). The
phase space of a classical particle of mass m = 1 moving on a Riemann-
ian manifold (M, g) is the cotangent bundle T ∗M , and the corresponding
Hamiltonian function is given by

Hc(p,x) = 1
2g
µν(x)pµpν ,

where gµν(x) is the inverse of the metric tensor gµν(x), and

(p,x) = (p1, . . . , pn, x
1, . . . , xn)

are standard coordinates on T ∗M (see Section 1.7 of Chapter 1). The Hilbert

space of the quantum system is H = L2(M,dµ), where dµ =
√
g(x)dnx,

g(x) = det(gµν(x)), is the measure associated with the density of the Rie-
mannian metric (Riemannian volume form if M is oriented). When canonical
coordinates (p,x) are only locally defined on T ∗M , it is not possible to con-
struct corresponding operators P and Q. Still, one can always define the
Hamiltonian operator by

(2.25) H =
~2

2
∆g, where ∆g = − 1√

g(x)

∂

∂xµ

(√
g(x) gµν

∂

∂xν

)
is the Laplace-Beltrami operator of the Riemannian metric g on M . Note
that in this case there is a non-trivial problem of the ordering of non-
commuting operators in the quantization of Hc(p,x), which arises if in a
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coordinate chart on M one replaces canonical coordinates p and x by P
and Q. The formula

∆g = −gµν(x)
∂2

∂xµ∂xν
+ gµσ(x)Γνµσ(x)

∂

∂xν

shows that local expressions defined by

(2.26) Hc(P ,Q) = 1
2

(
gµν(Q)PµPν + i~gµσ(Q)Γνµσ(Q)Pν

)
combine to a well-defined self-adjoint operator H on H given by (2.25).
Thus even when M = Rn and canonical coordinates (p,x) are globally
defined on T ∗Rn, the correct formula for Hc(P ,Q) — the one which extends
to general Riemannian manifolds — is given by (2.26), where the second term
represents the “quantum correction” to the naive expression gµν(Q)PµPν .

2.5. Old quantum mechanics. The formulation of quantum mechanics
presented here goes back to 1925-1927, and is due to Heisenberg, Schrödin-
ger, Born, Jordan, and Dirac. It replaced the old quantum theory, proposed
in 1913 by Bohr, which was based on Rutherford’s planetary model of the
atom. In the old theory, the energy levels of a one-dimensional quantum sys-
tem correspond to the closed orbits of the associated classical Hamiltonian
system which satisfy the Bohr-Wilson-Sommerfeld quantization rule (BWS
rule) ∮

pdq = 2π~(n+ 1
2),

where n is a non-negative integer, and integration goes over the closed or-
bit in the phase space R2. Bohr-Wilson-Sommerfeld quantization rules also
apply to completely integrable Hamiltonian systems with several degrees of
freedom (see Section 2.6 of Chapter 1). Namely, let F1 = Hc, . . . , FN be N
independent integrals of motion in involution. The BWS quantization rules
are ∮

γ
pdq = 2π~(nγ + 1

4 ind γ),

where integration goes over all 1-cycles γ in the Lagrangian submanifold
Λ = {(p, q) ∈ R2N : Hc(p, q) = E,F2(p, q) = E2, . . . , FN (p, q) = EN},
and ind γ ∈ Z is the so-called Maslov index of a cycle γ in Λ. In the one-
dimensional case the closed orbit is topologically a circle and its Maslov
index is 2. It will be shown in Section 6.3 of Chapter 3 that, in general, Bohr-
Wilson-Sommerfeld quantization rules only give asymptotics of the energy
levels as ~→ 0. However, for integrable systems with extra symmetry, such
as the harmonic oscillator and the Kepler problem, the BWS quantization
rules determine the energy levels exactly. We will show this in the next
section for the harmonic oscillator, and in Section 5.1 of Chapter 3 — for
the Kepler problem.
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2.6. Harmonic oscillator. The simplest classical system with one degree
of freedom, besides the free particle, is the harmonic oscillator. It is de-
scribed by the phase space R2 with the canonical coordinates p, q, and the
Hamiltonian function

(2.27) Hc(p, q) =
p2

2m
+
mω2q2

2

(see Sections 1.5 and 1.7 in Chapter 1). Hamilton’s equations

ṗ = {Hc, p} = −mω2q, q̇ = {Hc, q} =
p

m

with the initial conditions p0, q0 are readily solved,

p(t) = p0 cosωt−mωq0 sinωt,(2.28)

q(t) = q0 cosωt+
1

mω
p0 sinωt,(2.29)

and describe the harmonic motion. As in Section 2.6 of Chapter 1, it is
convenient to introduce complex coordinates on the phase space on R2 ' C,

(2.30) z =
1√
2ω

(ωq + ip) , z̄ =
1√
2ω

(ωq − ip) .

We have

(2.31) {z, z̄} =
i

m
, Hc(z, z̄) = mω|z|2,

so that Hamilton’s equations decouple,

ż = {Hc, z} = −iωz, ˙̄z = {Hc, z̄} = iωz̄,

and are trivially solved,

(2.32) z(t) = e−iωtz0, z̄ = eiωtz̄0.

Here

z0 =
1√
2ω

(ωq0 + ip0) , z̄0 =
1√
2ω

(ωq0 − ip0) .

For the quantum system, the corresponding Hamiltonian operator is

H =
P 2

2m
+
mω2Q2

2
,

and in the coordinate representation H = L2(R, dq) it is a Schrödinger
operator with a quadratic potential,

H = − ~2

2m

d2

dq2
+
mω2q2

2
.

The quantum harmonic oscillator is the simplest non-trivial quantum sys-
tem, besides the free particle, whose Schrödinger equation can be solved ex-
plicitly. It appears in all problems involving quantized oscillations, namely
in molecular and crystalline vibrations. The exact solution of the harmonic
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oscillator, described below, has remarkable22 algebraic and analytic proper-
ties.

Temporarily set m = 1 and consider the operators

(2.33) a =
1√
2ω~

(ωQ+ iP ) , a∗ =
1√
2ω~

(ωQ− iP ) ,

which are quantum analogs of complex coordinates (2.30). The operators a

and a∗ are defined on W 1,2(R) ∩ Ŵ 1,2(R), where Ŵ 1,2(R) = F (W 1,2(R)),
and it is easy to show that a∗ is the adjoint operator to a and a∗∗ = a, so
that a is a closed operator. From the Heisenberg commutation relation (2.2)
we get the canonical commutation relation

(2.34) [a, a∗] = I

on W 2,2(R) ∩ Ŵ 2,2(R). Indeed,

aa∗ =
P 2 + ω2Q2

2ω~
+

iω

2ω~
[P,Q] =

P 2 + ω2Q2

2ω~
+

1

2
I,

and

a∗a =
P 2 + ω2Q2

2ω~
− iω

2ω~
[P,Q] =

P 2 + ω2Q2

2ω~
− 1

2
I,

so that (2.34) holds on W 2,2(R) ∩ Ŵ 2,2(R), where Ŵ 2,2(R) = F (W 2,2(R)),
and

H = ω~
(
a∗a+ 1

2I
)

= ω~
(
aa∗ − 1

2I
)
.

In particular, it follows from the von Neumann criterion that the Hamilton-
ian operator H is self-adjoint.

The operators a, a∗ and N = a∗a satisfy the commutation relations

(2.35) [N, a] = −a, [N, a∗] = a∗, [a, a∗] = I.

These commutation relations correspond to the irreducible unitary repre-
sentation of a four-dimensional solvable Lie algebra h̃ associated with the
Heisenberg algebra h = h1, introduced in Section 2.1. Namely, h̃ is a Lie
algebra with the generators e, f, h, and c, where e, f, c satisfy the relations
of the Heisenberg algebra h, and

[h, e] = −f, [h, f ] = ω2e, [h, c] = 0.

The irreducible integrable representation ρ of the Heisenberg algebra h (see
(2.9) in Section 2.1) extends to a unitary representation of the Lie algebra

22The algebraic structure of the exact solution of the harmonic oscillator plays a fundamental
role in quantum electrodynamics and in quantum field theory in general.
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h̃ by setting

ρ(h) = −iωN =
P 2 + ω2Q2

2i~
+
iω

2
I.

Remark. In invariant terms, the Lie algebra h̃ is a one-dimensional right
extension of the Heisenberg algebra h,

0→ h→ h̃→ R→ 0.

It is defined by the h-valued Lie algebra 1-cocycle r ∈ Z1(h, h) — a derivation
of h, given on generators by

r(e) = f, r(f) = −ω2e, r(c) = 0.

Explicitly, if h ∈ h̃ is such that h̄ = 1 ∈ R under the projection h̃→ R, then
identifying elements in h with their images under the embedding h ↪→ h̃, we
have

[x+ αh, y + βh] = [x, y]− αr(y) + βr(y), x, y ∈ h.

It is due to this Lie-algebraic structure of commutation relations (2.35)
that Heisenberg equations of motion for the harmonic oscillator can be solved
exactly. Namely, we have

ȧ = {H, a}~ = −iωa, ȧ∗ = {H, a∗}~ = iωa∗,

so that

a(t) = e−iωta0, a∗(t) = eiωta∗0.

Comparing with (2.32) we see that solutions of classical and quantum equa-
tions of motion for the harmonic oscillator have the same form!

Next, using commutation relations (2.35) and positivity of the opera-
tor N , we will solve the eigenvalue problem for the Hamiltonian H of the
harmonic oscillator explicitly by finding its energy levels and corresponding
eigenvectors. We will prove that the eigenvectors form a complete system
of vectors in H , so that the spectrum of the Hamiltonian H is the point
spectrum. This is a quantum mechanical analog of the fact that classical
motion of the harmonic oscillator is always finite.

The algebraic part of the exact solution is the following fundamental
result.

Proposition 2.2. Suppose that there exists a non-zero ψ ∈ D(an)∩D((a∗)n),
n = 1, 2, . . . , such that

Hψ = λψ.

Then the following statements hold.

(i) There exists ψ0 ∈H , ‖ψ0‖ = 1, such that

Hψ0 = 1
2~ωψ0.
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(ii) The vectors

ψn =
(a∗)n√
n!
ψ0 ∈H , n = 0, 1, 2, . . . ,

are orthonormal eigenvectors for H with the eigenvalues ~ω(n+ 1
2),

Hψn = ~ω(n+ 1
2)ψn.

(iii) Restriction of the operator H to the Hilbert space H0 — a closed
subspace of H , spanned by the orthonormal set {ψn}∞n=0 — is es-
sentially self-adjoint.

Proof. Rewriting commutation relations (2.35) as

Na = a(N − I) and Na∗ = a∗(N + I),

and putting λ = ~ω(µ+ 1
2), we get for all n ≥ 0,

(2.36) Nanψ = (µ− n)anψ and N(a∗)nψ = (µ+ n)(a∗)nψ.

Since N ≥ 0 on D(N), it follows from the first equation in (2.36) that there

exists n0 ≥ 0 such that an0ψ 6= 0 but an0+1ψ = 0. Setting ψ0 =
an0ψ

‖an0ψ‖
∈H

we get

(2.37) aψ0 = 0 and Nψ0 = 0.

Since H = ~ω(N + 1
2I), this proves part (i). To prove part (ii), we use

commutation relations

(2.38) [a, (a∗)n] = n(a∗)n−1,

which follow from (2.34) and the Leibniz rule. Using (2.37)-(2.38), we get

(2.39) a∗ψn =
√
n+ 1ψn+1, aψn =

√
nψn−1,

so that

‖ψn‖2 =
1√
n

(a∗ψn−1, ψn) =
1√
n

(ψn−1, aψn) = ‖ψn−1‖2 = · · · = ‖ψ0‖2 = 1.

From the second equation in (2.36) it follows that Nψn = nψn, so ψn are
normalized eigenvectors of H with the eigenvalues ~ω(n+ 1

2). The eigenvec-
tors ψn are orthogonal since the corresponding eigenvalues are distinct and
the operator H is symmetric. Finally, part (iii) immediately follows from the
fact that, according to part (ii), the subspaces Im (H ± iI)|H0

are dense in
H0, which is the criterion of essential self-adjointness. �

Remark. Since the coordinate representation of the Heisenberg commuta-
tion relations is irreducible, it is tempting to conclude, using Proposition
2.2, that H0 = H . Namely, it follows from the construction that the linear
span of vectors ψn — a dense subspace of H0 — is invariant for the opera-
tors P and Q. However, this does not immediately imply that the projection



2. Quantization 107

operator Π0 onto the subspace H0 commutes with self-adjoint operators P
and Q in the sense of the definition in Section 1.1.

Using the coordinate representation, we can immediately show the exis-
tence of the vector ψ0 in Proposition 2.2, and prove that H0 = H . Indeed,
equation aψ0 = 0 becomes a first order linear differential equation(

~
d

dq
+ ωq

)
ψ0 = 0,

so that

ψ0(q) = 4

√
ω

π~
e
− ω

2~ q
2

,

and

‖ψ0‖2 =

√
ω

π~

∫ ∞
−∞

e
−ω~ q

2

dq = 1.

The vector ψ0 is called the ground state for the harmonic oscillator. Corre-
spondingly, the eigenfunctions

ψn(q) =
1√
n!

(
1√
2ω~

(
ωq − ~

d

dq

))n
ψ0

are of the form Pn(q)e
− ω

2~ q
2

, where Pn(q) are polynomials of degree n. The
following result guarantees that the functions {ψn}∞n=0 form an orthonormal
basis in L2(R, dq).

Lemma 2.3. The functions qne−q
2
, n = 0, 1, 2, . . . , are complete in L2(R, dq).

Proof. Let f ∈ L2(R, dq) is such that∫ ∞
−∞

f(q)qne−q
2
dq = 0, n = 0, 1, 2, . . . .

The integral

F (z) =

∫ ∞
−∞

f(q)eiqz−q
2
dq

is absolutely convergent for all z ∈ C and, therefore, defines an entire func-
tion. We have

F (n)(0) = in
∫ ∞
−∞

f(q)qne−q
2
dq = 0, n = 0, 1, 2, . . . ,

so that F (z) = 0 for all z ∈ C. This implies the function g(q) = f(q)e−q
2 ∈

L1(R)∩L2(R) satisfies F (g) = 0, where F is the “ordinary” (~ = 1) Fourier
transform. Thus we conclude that g = 0. �
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The polynomials Pn are expressed through classical Hermite-Tchebyscheff
polynomials Hn, defined by

Hn(q) = (−1)neq
2 dn

dqn
e−q

2
, n = 0, 1, 2, . . . .

Namely, using the identity

e
q2

2
dn

dqn
e−q

2
= −

(
q − d

dq

)[
e
q2

2
dn−1

dqn−1
e−q

2

]
= · · · = (−1)n

(
q − d

dq

)n
e−

q2

2

we obtain

ψn(q) = 4

√
ω

π~
1√

2nn!
e
− ω

2~ q
2

Hn

(√
ω

~
q

)
.

We summarize the obtained results as follows.

Theorem 2.1. The Hamiltonian

H = − ~2

2m

d2

dq2
+
mω2q2

2

of the quantum harmonic oscillator with one degree of freedom is a self-
adjoint operator on H = L2(R, dq) with the domain D(H) = W 2,2(R) ∩
Ŵ 2,2(R). The operator H has pure point spectrum

Hψn = λnψn, n = 0, 1, 2, . . . ,

with the eigenvalues λn = ~ω(n+ 1
2). Corresponding eigenfunctions ψn form

an orthonormal basis for H and are given by

(2.40) ψn(q) = 4

√
mω

π~
1√

2nn!
e
−mω

2~ q2

Hn

(√
mω

~
q

)
,

where Hn(q) are classical Hermite-Tchebyscheff polynomials.

Proof. Consider the operator H defined on the Schwartz space S (R) of
rapidly decreasing functions. Since the operator H is symmetric and has a
complete system of eigenvectors in S (R), the subspaces Im(H±iI) are dense
in H , so that H is essentially self-adjoint. The proof that its self-adjoint
closure (which we continue to denote by H) has the domain W 2,2(R) ∩
Ŵ 2,2(R) is left to the reader. �

Remark. The energy levels of the harmonic oscillator can be also ob-
tained from the Bohr-Wilson-Sommerfeld quantization rule. Indeed, the cor-
responding classical orbit with the energy E is an ellipse in the phase plane
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given by the equations q(t) = A cos(ωt+α), p(t) = −mωA sin(ωt+α), where
E = 1

2mω
2A2 (see Section 1.5 in Chapter 1). Thus∮

pdq =

∫∫
dp ∧ dq = πmωA2 =

2π

ω
E,

and the BWS quantization rule gives the energy levels En = ~ω(n+ 1
2).

Remark. Since the energy levels of the Hamiltonian H are equidistant
by ~ω, the quantum harmonic oscillator describes the system of identical
“quanta” with the energy ~ω. The ground state |0〉 = ψ0, in Dirac’s notation,
is the vacuum state with no quanta present and with the vacuum energy
1
2~ω, and the states |n〉 = ψn consist of n quanta with the energy ~ω(n+ 1

2).
According to (2.39), the operator a∗ adds one quantum to the state |n〉 and
is called a creation operator, and the operator a destroys one quantum in
the state |n〉 and is called an annihilation operator.

An example of the harmonic oscillator illustrates the dramatic difference
between the motion in quantum mechanics and in classical mechanics. The
classical motion in the potential field V (q) = 1

2mω
2q2 is finite: a particle

with energy E moves in the region |ωq| ≤
√

2E
m , whereas there is always

a non-zero probability of finding a quantum particle outside the classical
region. Thus for the ground state energy E = 1

2~ω this probability is∫
|q|≥

√
~
mω

|ψ0(q)|2dq =
2√
π

∫ ∞
1

e−x
2
dx ' 0.1572992070.

The classical harmonic oscillator with n degrees of freedom is described
by the phase space R2n with the canonical coordinates p, q, and the Hamil-
tonian function

Hc(p, q) =
p2

2m
+

n∑
j=1

mω2
j q

2
j

2
,

where ω1, . . . , ωn > 0 (see Sections 1.3 and 1.7 in Chapter 1).

The corresponding Hamiltonian operator is

H =
P 2

2m
+

n∑
j=1

mω2
jQ

2
j

2

and in the coordinate representation H = L2(Rn, dnq) is a Schrödinger
operator with quadratic potential,

H = − ~2

2m
∆ +

n∑
j=1

mω2
j q

2
j

2
.
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The Hamiltonian H is a self-adjoint operator with D(H) = W 2,2(Rn) ∩
Ŵ 2,2(Rn) and a pure point spectrum. The corresponding eigenfunctions

ψk(q) = ψk1(q1) . . . ψkn(qn),

where k = (k1, . . . , kn) and ψkj (qj) are eigenfunctions (2.40) with ω = ωj ,

form an orthonormal basis for L2(Rn, dnq). The corresponding energy levels
are given by

λk = ~ω1(k1 + 1
2) + · · ·+ ~ωn(kn + 1

2).

The spectrum of H is simple if and only if ~ω1, . . . , ~ωn are linearly inde-
pendent over Z. The highest degeneracy case is ω1 = · · · = ωn = ω, when
the multiplicity of the eigenvalue

λk = ~ω
n∑
j=1

(kj + 1
2)

is the partition function pn(|k|) — the number of representations of the
integer |k| = k1 + · · · + kn as a sum of n non-negative integers. Setting
m = 1 and introducing the operators23

(2.41) aj =
1√
2ω~

(ωQj + iPj) , a∗j =
1√
2ω~

(ωQj − iPj) , j = 1, . . . , n,

we get canonical commutation relations for creation and annihilation oper-
ators for n degrees of freedom,

(2.42) [aj , al] = 0, [a∗j , a
∗
l ] = 0, [aj , a

∗
l ] = δjlI, j, l = 1, . . . , n,

which generalize relation (2.34) for the one degree of freedom. The operators
aj , a

∗
j and Nj = a∗jaj , j = 1, . . . , n, satisfy commutation relations

(2.43) [Nj , al] = −δjlal, [Nj , a
∗
l ] = δjla

∗
l , j, l = 1, . . . , n.

In particular, the operator

N =
n∑
j=1

Nj =
n∑
j=1

a∗jaj

satisfies

[N, aj ] = −aj , [N, a∗j ] = a∗j , j = 1, . . . , n,

and H = ~ω(N + n
2 I).

Commutation relations (2.42) and (2.43) correspond to the irreducible

unitary representation of the solvable Lie algebra h̃n with 3n+ 1 generators
ej , fj , hj , and c, where ej , fj , c satisfy the relations in the Heisenberg algebra
hn, and

[hj , el] = −δjlfl, [hj , fl] = δjlω
2
l el, [hj , c] = 0, j, l = 1, . . . , n.

23Here, using the standard Euclidean metric on Rn, we lowered the indices for Qj .
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Problem 2.9. Show that 〈H|M〉 ≥ 1
2~ω for every M ∈ S , where H is the

Hamiltonian of the harmonic oscillator with one degree of freedom.

Problem 2.10. Let q(t) = A cos(ωt + α) be the classical trajectory of the har-
monic oscillator with m = 1 and the energy E = 1

2ω
2A2, and let µα be the prob-

ability measure on R supported at the point q(t). Show that the convex linear
combination of the measures µα, 0 ≤ α ≤ 2π, is the probability measure on R
with the distribution function µ(q) = θ(A2−q2)

π
√
A2−q2

, where θ(q) is the Heavyside step

function.

Problem 2.11. Show that when n→∞ and ~→ 0 such that ~ω(n+ 1
2 ) = 1

2ω
2A2

remains fixed, the envelope of the distribution function |ψn(q)|2 on the interval
|q| ≤ A coincides with the classical distribution function µ(q) from the previous
problem. (Hint: Prove the integral representation

e−q
2

Hn(q) =
2n+1

√
π

∫ ∞
0

e−y
2

yn cos(2qy − 1
2nπ)dy,

and derive the asymptotic formula

ψn(q) =

√
2

π

1
4
√
A2 − q2

cos
{ ω

2~

(
A2 sin−1 q

A
+ q
√
A2 − q2 − 1

2
A2π

)
+O(1)

}
when ~→ 0 and ~(n+ 1

2 ) = 1
2ωA

2, |q| < A.)

Problem 2.12. Complete the proof of Theorem 2.1.

Problem 2.13 (The N -representation theorem). Let ψ ∈ S (R). Show that
the L2-convergent expansion ψ =

∑∞
n=0 cnψn, where cn = (ψ,ψn), converges in

S (R). (Hint : Use Nψn = nψn.)

Problem 2.14. Show that the operators Eij = a∗i aj , i, j = 1, . . . , n, satisfy the
commutation relations of the Lie algebra sl(n,C).

2.7. Holomorphic representation and Wick symbols. Let

`2 =

{
c = {cn}∞n=0 : ‖c‖2 =

∞∑
n=0

|cn|2 <∞

}
be the Hilbert `2-space. The choice of an orthonormal basis {ψn}∞n=0 for
L2(R, dq), given by the eigenfunctions (2.40) of the Schrödinger operator for
the harmonic oscillator, establishes the Hilbert space isomorphism L2(R, dq)
' `2,

L2(R, dq) 3 ψ =

∞∑
n=0

cnψn 7→ c = {cn}∞n=0 ∈ `2,

where

cn = (ψ,ψn) =

∫ ∞
−∞

ψ(q)ψn(q)dq,
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since the functions ψn are real-valued. Using (2.39) we get

a∗ψ =
∞∑
n=0

cna
∗ψn =

∞∑
n=0

√
n+ 1 cnψn+1 =

∞∑
n=1

√
n cn−1ψn, ψ ∈ D(a∗),

and

aψ =

∞∑
n=0

cnaψn =

∞∑
n=1

√
n cnψn−1 =

∞∑
n=0

√
n+ 1 cn+1ψn, ψ ∈ D(a),

so that in `2 creation and annihilation operators a∗ and a are represented
by the following semi-infinite matrices:

a =


0
√

1 0 0 · · ·
0 0

√
2 0 · · ·

0 0 0
√

3 · · ·
0 0 0 0 · · ·
...

...
...

...
. . .

 , a∗ =


0 0 0 0 · · ·√
1 0 0 0 · · ·

0
√

2 0 0 · · ·
0 0

√
3 0 · · ·

...
...

...
...

. . .

 .

As a result,

N = a∗a =


0 0 0 0 · · ·
0 1 0 0 · · ·
0 0 2 0 · · ·
0 0 0 3 · · ·
...

...
...

...
. . .

 ,

so that the Hamiltonian of the harmonic oscillator is represented by a diag-
onal matrix,

H = ~ω(N + 1
2) = diag{1

2~ω,
3
2~ω,

5
2~ω, . . . }.

This representation of the Heisenberg commutation relations is called
the representation by occupation numbers, and has the property that in this
representation the Hamiltonian H of the harmonic operator is diagonal.

Another representation where H is diagonal is constructed as follows.
Let D be the space of entire functions f(z) with the inner product

(2.44) (f, g) =
1

π

∫
C
f(z)g(z)e−|z|

2
d2z,

where d2z = i
2dz∧dz̄ is the Lebesgue measure on C ' R2. It is easy to check

that D is a Hilbert space with the orthonormal basis

fn(z) =
zn√
n!
, n = 0, 1, 2, . . . .

The correspondence

`2 3 c = {cn}∞n=0 7→ f(z) =
∞∑
n=0

cnfn(z) ∈ D
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establishes the Hilbert space isomorphism `2 ' D . The realization of a
Hilbert space H as the Hilbert space D of entire functions is called a holo-
morphic representation. In the holomorphic representation,

a∗ = z, a =
d

dz
, and H = ~ω

(
z
d

dz
+

1

2

)
,

and it is very easy to show that a∗ is the adjoint operator to a. The mapping

H 3 ψ =
∞∑
n=0

cnψn 7→ f(z) =
∞∑
n=0

cnfn(z) ∈ D

establishes the isomorphism between the coordinate and holomorphic rep-
resentations. It follows from the formula for the generating function for
Hermite-Tchebyscheff polynomials,

∞∑
n=0

Hn(q)
zn

n!
= e2qz−z2 ,

that the corresponding unitary operator U : H → D is an integral operator

Uψ(z) =

∫ ∞
−∞

U(z, q)ψ(q)dq

with the kernel

(2.45) U(z, q) =

∞∑
n=0

ψn(q)fn(z) = 4

√
mω

π~
e
mω
2~ q

2−
(√

mω
~ q− 1√

2
z
)2
.

Another useful realization is a representation in the Hilbert space D̄ of
anti-holomorphic functions f(z̄) on C with the inner product

(f, g) =
1

π

∫
C
f(z̄)g(z̄)e−|z|

2
d2z,

given by

a∗ = z̄, a =
d

dz̄
.

Remark. Holomorphic and anti-holomorphic representations correspond to
different choices of a complex polarization of the symplectic manifold R2.
By definition, a complex polarization of a symplectic manifold (M , ω) is
an integrable distribution on M of complex Lagrangian subspaces of the
complexified vector spaces TxM ⊗R C. As the notion of real polarization,
the notion of complex polarization plays a fundamental role in geometric
quantization. In particular, holomorphic representation corresponds to the
complex Lagrangian subspace in TxR2 ⊗R C ' C2 given by the equation
z = 0, where z and z̄ are complex coordinates on C2. (Note that here z̄ is not
a complex conjugate to z!) The equation z̄ = 0 defines a complex Lagrangian
subspace which corresponds to the anti-holomorphic representation.
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The anti-holomorphic representation is used to introduce the so-called
Wick symbols of the operators. Namely, let A be an operator in D̄ which is a
polynomial with constant coefficients in creation and annihilation operators
a∗ and a. Using the commutation relation (2.34), we can move all operators
a∗ to the left of the operators a, and represent A in the Wick normal form
as follows:

(2.46) A =
∑
l,m

Alm(a∗)lam.

By definition, the Wick symbol A(z̄, z) of the operator A is

(2.47) A(z̄, z) =
∑
l,m

Almz̄
lzm.

It is a restriction of a polynomial A(v, z) in variables v and z to v = z̄.

In order to define Wick symbols of bounded operators in D̄ , we consider
the family of coherent states (or Poisson vectors) Φv ∈ D̄ , v ∈ C, defined
by

Φv(z̄) = evz̄, z ∈ C.
They satisfy the properties

(2.48) aΦv = vΦv and f(v̄) = (f,Φv), f ∈ D̄ , v ∈ C.

Indeed, the first property is trivial, whereas the “reproducing property”
immediately follows from the formula

(2.49) Φv(z̄) =
∞∑
n=0

fn(v)f̄n(z̄),

where f̄n(z̄) = fn(z), n = 0, 1, 2, . . . , is the orthonormal basis for D̄ .

We also have

(2.50) (f, g) =
1

π

∫
C

(f,Φv)(g,Φv)e
−|v|2d2v.

Now for the operator A in the Wick normal form (2.46) we get, using the
first property in (2.48),

(AΦz,Φv̄) =
∑
l,m

Alm((a∗)lamΦz,Φv̄) =
∑
l,m

Alm(amΦz, a
lΦv̄)

= A(v, z)(Φz,Φv̄).

Therefore,

A(v, z) =
(AΦz,Φv̄)

(Φz,Φv̄)
= e−vz(AΦz,Φv̄),

since by the reproducing property, (Φz,Φv̄) = Φz(v) = evz.
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Definition. The Wick symbol A(z̄, z) of a bounded operator A in the
Hilbert space D̄ is a restriction to v = z̄ of an entire function A(v, z) in
variables v and z, defined by

A(v, z) = e−vz(AΦz,Φv̄).

In the next theorem, we summarize the properties of the Wick symbols.

Theorem 2.2. Wick symbols of the bounded operators on D̄ have the fol-
lowing properties.

(i) If A(z̄, z) is the Wick symbol of an operator A, then for the Wick

symbol of the operator A∗ we have A∗(z̄, z) = A(z̄, z) and

A∗(v, z) = A(z̄, v̄).

(ii) For f ∈ D̄ ,

(Af)(z̄) =
1

π

∫
C
A(z̄, v)f(v̄)e−v(v̄−z̄)d2v.

(iii) A real-analytic function A(z̄, z) is a Wick symbol of a bounded op-
erator A in D̄ if and only if it is a restriction to v = z̄ of an entire
function A(v, z) in variables v and z with the property that for every
f ∈ D̄ the integral in part (ii) is absolutely convergent and defines
a function in D̄ .

(iv) If A1(z̄, z) and A2(z̄, z) are the Wick symbols of operators A1 and
A2, then the Wick symbol of the operator A = A1A2 is given by

A(z̄, z) =
1

π

∫
C
A1(z̄, v)A2(v̄, z)e−(v−z)(v̄−z̄)d2v.

Proof. We have

A∗(v, z) = e−vz(A∗Φz,Φv̄) = e−vz(Φz, AΦv̄) = e−vz(AΦv̄,Φz) = A(z̄, v̄),

which proves (i). To prove (ii), we use the reproducing property to get

(Af)(z̄) = (Af,Φz) = (f,A∗Φz) =
1

π

∫
C
f(v̄)(A∗Φz)(v̄)e−|v|

2
d2v.

Using the reproducing property once again we have

(A∗Φz)(v̄) = (A∗Φz,Φv) = A∗(v̄, z)(Φz,Φv) = evz̄A(z̄, v),

which proves (ii). Property (iii) follows from the definition and the uniform
boundness principle, which is needed to show that the operator A on D̄ ,
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defined by the integral in (ii), is bounded. We leave the standard details to
the reader. To prove (iv), by using (2.50) and (i) we get

A(z̄, z) = e−|z|
2
(A1A2Φz,Φz) = e−|z|

2
(A2Φz, A

∗
1Φz)

=
1

π

∫
C

(A2Φz,Φv)(A∗1Φz,Φv)e
−(|v|2+|z|2)d2v

=
1

π

∫
C
A1(z̄, v)A2(v̄, z)e−(v−z)(v̄−z̄)d2v. �

Remark. Properties (i) and (iv) remain valid for the polynomials in a∗ and
a — operators of the form (2.46).

A matrix symbol Ã(z̄, z) of a bounded operator A in the Hilbert space

D̄ is a restriction to v = z̄ of an entire function Ã(v, z) in variables v and z,
defined by the following absolutely convergent series:

(2.51) Ã(v, z) =
∞∑

m,n=0

(Af̄m, f̄n)fn(v)fm(z).

The matrix and Wick symbols are related as follows.

Lemma 2.4. For a bounded operator A in the Hilbert space D̄ ,

Ã(v, z) = evzA(v, z).

Proof. Using (2.49) we get

Ã(v, z) =
1

π

∞∑
m,n=0

fn(v)fm(z)

∫
C

(Af̄m)(ū)fn(u)e−|u|
2
d2u

=
1

π

∫
C

(AΦz)(ū)Φv̄(ū)e−|u|
2
d2u = (AΦz,Φv̄) = evzA(v, z).

Changing the order of summation and integration is justified by the absolute
convergence. �

Corollary 2.3. If Ã1(z̄, z) and Ã2(z̄, z) are matrix symbols of operators A1

and A2, then the matrix symbol of the operator A = A1A2 is given by

Ã(z̄, z) =
1

π

∫
C
Ã1(z̄, v)Ã2(v̄, z)e−|v|

2
d2v.

Proof. The proof immediately follows from part (iv) of Theorem 2.2 and
Lemma 2.4. �

It is straightforward to generalize these constructions to n degrees of
freedom. The Hilbert space Dn defining the holomorphic representation is
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the space of entire functions f(z) of n complex variables z = (z1, . . . , zn)
with the inner product

(f, g) =
1

πn

∫
Cn
f(z)g(z)e−|z|

2
d2nz <∞,

where |z|2 = z2
1 + · · ·+ z2

n and d2nz = d2z1 · · · d2zn is the Lebesgue measure
on Cn ' R2n. The functions

fm(z) =
zm1

1 . . . zmnn√
m1! . . .mn!

, m1, . . . ,mn = 0, 1, 2, . . . ,

where m = (m1, . . . ,mn) is a multi-index, form an orthonormal basis for
Dn. Corresponding creation and annihilation operators are given by

a∗j = zj , aj =
∂

∂zj
, j = 1, . . . , n.

The Hilbert space D̄n of anti-holomorphic functions f(z̄) on Cn is defined
by the inner product

(2.52) (f, g) =
1

πn

∫
Cn
f(z̄)g(z̄)e−|z|

2
d2nz <∞,

and the creation and annihilation operators are given by

a∗j = z̄j , aj =
∂

∂z̄j
, j = 1, . . . , n.

The coherent states are Φv(z̄) = evz̄, where vz̄ = v1z̄1 + · · · + vnzn, and
satisfy the reproducing property

f(v̄) = (f,Φv), f ∈ D̄n, v ∈ Cn.

The Wick symbol A(z̄, z) of a bounded operator A on D̄n is defined as
a restriction to v = z̄ of an entire function A(v, z) of 2n variables v =
(v1, . . . , vn) and z = (z1, . . . , zn), given by

A(v, z) = e−vz(AΦz,Φv̄).

We have

(Af)(z̄) =
1

πn

∫
Cn
A(z̄,v)f(v̄)e−v(v̄−z̄)d2nv, f ∈ D̄n,

and the Wick symbol A(z̄, z) of the operator A = A1A2 is given by

A(z̄, z) =
1

πn

∫
Cn
A1(z̄,v)A2(v̄, z)e−(v−z)(v̄−z̄)d2nv,

where A1(z̄, z) and A2(z̄, z) are the Wick symbols of the operators A1 and
A2.
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The matrix symbol Ã(z̄, z) of a bounded operator A on D̄n is defined

as a restriction to v = z̄ of an entire function Ã(v, z) of 2n variables v =
(v1, . . . , vn) and z = (z1, . . . , zn), given by the absolutely convergent series

Ã(v, z) =
∞∑

k,m=0

(Af̄k, f̄m)fm(v)fk(z),

where k = (k1, . . . , kn), m = (m1, . . . ,mn) are multi-indices, and f̄m(z̄) =

fm(z). The matrix and Wick symbols of a bounded operator A are related
by

Ã(v, z) = evzA(v, z).

Remark. The anti-holomorphic representation is very useful in quantum
mechanics and especially in quantum field theory, where it is called holo-
morphic representation (with respect to the variables z̄). Slightly abusing
terminology, in Part 2 we will also call it holomorphic representation.

Problem 2.15. Find an explicit formula for the unitary operator establishing
the Hilbert space isomorphism D̄n ' L2(Rn, dnq).

Problem 2.16. Prove that for the bounded operator A the functions A(v, z) and

Ã(v, z) are entire functions of 2n variables.

Problem 2.17. Let A be a trace class operator on D̄n with the Wick symbol
A(z̄, z). Prove that

TrA =
1

πn

∫
Cn
A(z̄, z)e−|z|

2

d2nz.

Problem 2.18. Show that the Wick symbol A(z̄, z) of the product A = Al . . . A1

is given by

A(z̄, z) =
1

πl

∫
Cl
Al(z̄, zl−1) . . . A1(z̄1, z) exp

{ l∑
k=1

z̄k(zk−1 − zk)
}
d2z1 . . . d

2zl−1,

where z0 = zl = z, z̄l = z̄, and Ak(z̄, z) are the Wick symbols of the operators Ak.

3. Weyl relations

Let R be an irreducible unitary representation of the Heisenberg group Hn in
Hilbert space H . It follows from Schur’s lemma that R(eαc) = ei~αI for some
~ ∈ R, where I is the identity operator on H . If ~ = 0, the n-parameter
abelian groups of unitary operators U(u) = R(euX) and V (v) = R(evY )
commute, so using Schur’s lemma once again we conclude that there exist
p, q ∈ Rn such that U(u) = e−iupI and V (v) = e−ivqI. Therefore, in this
case the irreducible representation R is one-dimensional and is parametrized
by a vector (p, q) ∈ R2n. When ~ 6= 0, unitary operators U(u) and V (v)
satisfy the Weyl relations

(3.1) U(u)V (v) = ei~uvV (v)U(u),
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which admit the Schrödinger representation, introduced in Section 2.2. It
turns out that every unitary irreducible representation of the Heisenberg
group Hn is unitarily equivalent either to a one-dimensional representation
with parameters (p, q) ∈ R2n, or to the Schrödinger representation with
some ~ 6= 0. The physically meaningful case corresponds to ~ > 0, and
representation with −~ is given by the operators U−1(u) = U(−u) and
V (v).

3.1. Stone-von Neumann theorem. Here we prove the following funda-
mental result.

Theorem 3.1 (Stone-von Neumann theorem). Every irreducible unitary
representation of the Weyl relations for n degrees of freedom,

U(u)V (v) = ei~uvV (v)U(u),

is unitarily equivalent to the Schrödinger representation.

Proof. It is sufficient to consider n = 1, the general case n > 1 is treated
similarly. Set

S(u, v) = e−
i~uv
2 U(u)V (v).

The unitary operator S(u, v) satisfies

(3.2) S(u, v)∗ = S(−u,−v),

and it follows from the Weyl relation that

(3.3) S(u1, v1)S(u2, v2) = e
i~
2

(u1v2−u2v1)S(u1 + u2, v1 + v2).

Define a linear map W : L1(R2)→ L (H ), called the Weyl transform, by

W (f) =
1

2π

∫
R2

f(u, v)S(u, v)dudv.

Here the integral is understood in the weak sense: for every ψ1, ψ2 ∈H ,

(W (f)ψ1, ψ2) =
1

2π

∫
R2

f(u, v)(S(u, v)ψ1, ψ2)dudv.

The integral is absolutely convergent for all ψ1, ψ2 ∈ H , and defines a
bounded operator W (f) satisfying

‖W (f)‖ ≤ 1

2π
‖f‖L1 .

The Weyl transform has the following properties.

WT1. For f ∈ L1(R2),

W (f)∗ = W (f∗),

where

f∗(u, v) = f(−u,−v).
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WT2. For f ∈ L1(R2),

S(u1, v1)W (f)S(u2, v2) = W (f̃),

where

f̃(u, v) = e
i~
2
{(u1−u2)v−(v1−v2)u+u1v2−u2v1}f(u− u1 − u2, v − v1 − v2).

WT3. KerW = {0}.
WT4. For f1, f2 ∈ L1(R2),

W (f1)W (f2) = W (f1 ∗~ f2),

where

(f1 ∗~ f2)(u, v) =
1

2π

∫
R2

e
i~
2

(uv′−u′v)f1(u− u′, v − v′)f2(u′, v′)du′dv′.

The first two properties follow from the definition and (3.2) and (3.3).
To prove WT3, suppose that W (f) = 0. Then for every ψ1, ψ2 ∈ H and
all u′, v′ ∈ R we have

0 = (W (f)S(u′, v′)ψ1, S(u′, v′)ψ2)

=
1

2π

∫
R2

ei~(uv′−u′v)f(u, v)(S(u, v)ψ1, ψ2)dudv.

Therefore f(u, v)(S(u, v)ψ1, ψ2) = 0 a.e. on R2, so that f = 0.

To prove WT4, we compute

(W (f1)W (f2)ψ1, ψ2) = (W (f2)ψ1,W (f1)∗ψ2)

=
1

2π

∫
R2

f2(u2, v2)(S(u2, v2)ψ1,W (f1)∗ψ2)du2dv2

=
1

2π

∫
R2

f2(u2, v2)(W (f1)S(u2, v2)ψ1, ψ2)du2dv2

=
1

(2π)2

∫
R2

∫
R2

f1(u1 − u2, v1 − v2)f2(u2, v2) ·

· e
i~
2

(u1v2−u2v1)(S(u1, v1)ψ1, ψ2)du1dv1du2dv2

=
1

2π

∫
R2

(f1 ∗~ f2)(u, v)(S(u, v)ψ1, ψ2)dudv.

We have f1 ∗~ f2 ∈ L1(R2), and it follows from the associativity of the
operator product and property WT3 that the linear mapping

∗~ : L1(R2)× L1(R2)→ L1(R2)

defines a new associative product on L1(R2),

f1 ∗~ (f2 ∗~ f3) = (f1 ∗~ f2) ∗~ f3 for all f1, f2, f3 ∈ L1(R2).

When ~ = 0, the product ∗~ becomes the usual convolution product on
L1(R2).
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For every non-zero ψ ∈ H denote by Hψ the closed subspace of H
spanned by the vectors S(u, v)ψ for all u, v ∈ R. The subspace Hψ is invari-
ant for all operators U(u) and V (v). Since the representation of the Weyl
relation is irreducible, Hψ = H .

There is a vector ψ0 ∈H for which all inner products of the generating
vectors S(u, v)ψ0 of Hψ0 can be explicitly computed. Namely, let

f0(u, v) = ~ e−
~
4

(u2+v2)

and set

W0 = W (f0).

Then W ∗0 = W0 and

W0S(u, v)W0 = e−
~
4

(u2+v2)W0.

In particular, W 2
0 = W0, so that W0 is an orthogonal projection. Indeed,

using WT4, we have

W0S(u, v)W0 = W (f0 ∗~ f̃0),

where

f̃0(u′, v′) = e
i~
2

(uv′−u′v)f0(u′ − u, v′ − v).

By “completing the square” we obtain

(f0 ∗~ f̃0)(u′, v′) = ~e−
~
4

(u2+v2+u′ 2+v′ 2)I(u′, v′),

where

I(u′, v′) =
~

2π

∫
R2

e−
~
2
{(u′′−u−u′+iv+iv′)2+(v′′−v−v′−iu−iu′)2}du′′dv′′.

Shifting contours of integration to Imu′′ = −v − v′, Im v′′ = u + u′ and
substituting ξ = u′′ − u− u′ + iv + iv′, η = v′′ − v − v′ − iu− iu′, we get

I(u′, v′) =
~

2π

∫
R2

e−
~
2

(ξ2+η2)dξdη = 1.

Now let H0 = ImW0 — a non-zero closed subspace of H by property WT3.
For every ψ1, ψ2 ∈H0 we have W0ψ1 = ψ1,W0ψ2 = ψ2, and

(S(u1, v1)ψ1, S(u2, v2)ψ2) = (S(u1, v1)W0ψ1, S(u2, v2)W0ψ2)

= (W0S(−u2,−v2)S(u1, v1)W0ψ1, ψ2)

= e
i~
2

(u1v2−u2v1)(W0S(u1 − u2, v1 − v2)W0ψ1, ψ2)

= e
i~
2

(u1v2−u2v1)− ~
4
{(u1−u2)2+(v1−v2)2}(W0ψ1, ψ2)

= e
i~
2

(u1v2−u2v1)− ~
4
{(u1−u2)2+(v1−v2)2}(ψ1, ψ2).
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This implies that the subspace H0 is one-dimensional. Indeed, for every
ψ1, ψ2 ∈ H0 such that (ψ1, ψ2) = 0, we have that the corresponding sub-
spaces Hψ1 and Hψ2 are orthogonal. Since Hψ = H for every non-zero ψ,
at least one of the vectors ψ1, ψ2 is 0. Let H0 = Cψ0, ‖ψ0‖ = 1, and set

ψα,β = S(α, β)ψ0, α, β ∈ R.

The closure of the linear span of the vectors ψα,β for all α, β ∈ R is H . We
have

(ψα,β, ψγ,δ) = e
i~
2

(αδ−βγ)− ~
4
{(α−γ)2+(β−δ)2}

and

S(u, v)ψα,β = e
i~
2

(uβ−vα)ψα+u,β+v.

Next we consider the Schrödinger representation of the Weyl relation in
L2(R, dq):

(U(u)ϕ)(q) = ϕ(q − ~u),

(V(v)ϕ)(q) = e−ivqϕ(q),

(S(u, v)ϕ)(q) = e
i~
2
uv−ivqϕ(q − ~u).

For the corresponding operator W0 we have

(W0ϕ)(q) =
~

2π

∫
R2

e−
~
4

(u2+v2)e
i~
2
uv−ivqϕ(q − ~u)dudv

=

√
~
π

∫ ∞
−∞

e−
~
4
{u2+(u− 2

~ q)
2}ϕ(q − ~u)du

=
1√
~π

∫ ∞
−∞

e−
1
2~ (q2+q′ 2)ϕ(q′)dq′,

so that W0 is a projection onto the one-dimensional subspace of L2(R, dq)
spanned by the Gaussian exponential ϕ0(q) = 1

4√
π~
e−

1
2~ q

2
, ‖ϕ0‖ = 1. Let

ϕα,β = S(α, β)ϕ0.

Since the Schrödinger representation is irreducible, the closed subspace spanned
by the functions ϕα,β for all α, β ∈ R is the whole Hilbert space L2(R, dq).
(This also follows from the completeness of Hermite-Tchebyscheff functions,

since ϕα,β(q) = 1
4√
π~
e
i~
2
αβ−iβq− 1

2~ (q−~α)2 .) We have

(ϕα,β, ϕγ,δ) = e
i~
2

(αδ−βγ)− ~
4
{(α−γ)2+(β−δ)2}

and

S(u, v)ϕα,β = e
i~
2

(uβ−vα)ϕα+u,β+v.
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For ψ =
∑n

i=1 ciψαi,βi ∈H define

U (ψ) =

n∑
i=1

ciϕαi,βi ∈ L
2(R, dq).

Since inner products between the vectors ψα,β coincide with the inner prod-
ucts between the vectors ϕα,β, we have

‖U (ψ)‖2L2 = ‖ψ‖2H ,

so that U is a well-defined unitary operator between the subspaces spanned
by the vectors {ψα,β}α,β∈R and {ϕα,β}α,β∈R. Thus U extends to the unitary
operator U : H → L2(R, dq) and

U S(α, β) = S(α, β)U for all α, β ∈ R. �

Lemma 2.1 in Section 2.1 is now an easy corollary of the Stone-von
Neumann theorem.

Corollary 3.2. The self-adjoint generators P = (P1, . . . , Pn) and Q =
(Q1, . . . , Qn) of the n-parameter abelian groups of unitary operators U(u)
and V (v) satisfy Heisenberg commutation relations.

Proof. It follows from the Stone theorem that in the Schrödinger represen-
tation the generators P and Q are momenta and coordinate operators. �

Remark. For n degrees of freedom

S(u,v) = e−
i~
2
uvU(u)V (v) = e−

i~
2
uve−iuP e−ivQ,

and formally using the Baker-Campbell-Hausdorff formula, we get

S(u,v) = e−i(uP+vQ).(3.4)

Thus the Weyl transform

W (f) =
1

(2π)n

∫
R2n

f(u,v)e−i(uP+vQ)dnu dnv

can be considered as a non-commutative Fourier transform — an operator-
valued generalization of the “ordinary” Fourier transform

f̂(p, q) =
1

(2π)n

∫
R2n

f(u,v)e−i(up+vq)dnu dnv.

Remark. The Stone-von Neumann theorem is a very strong result. In par-
ticular, it implies that creation and annihilation operators for n degrees of
freedom,

a =
1√
2~

(Q + iP ), a∗ =
1√
2~

(Q− iP ),
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where P and Q are the corresponding generators24 satisfying Heisenberg
commutation relations, are unitarily equivalent to the corresponding oper-
ators in the Schrödinger representation. Thus there always exists a ground
state — a vector ψ0 ∈ H , annihilated by the operators a = (a1, . . . , an).
The corresponding statement no longer holds for quantum systems with in-
finitely many degrees of freedom, described by quantum field theory, where
one needs to postulate the existence of the ground state (the “physical vac-
uum”).

The Weyl transform in the Schrödinger representation H = L2(Rn, dnq)
can be described explicitly as a bounded operator with an integral kernel.
Namely,

(3.5) (S(u,v)ψ)(q) = e
i~
2
uv−ivqψ(q − ~u), ψ ∈ L2(Rn, dnq),

and for ψ1, ψ2 ∈ L2(Rn, dnq) and f ∈ L1(R2n) ∩ L2(R2n) we have

(W (f)ψ1, ψ2) =
1

(2π)n

∫
R2n

f(u,v)(S(u,v)ψ1, ψ2)dnu dnv

=
1

(2π)n

∫
R2n

(∫
Rn
e
i~
2
uv−ivqf(u,v)ψ1(q − ~u)ψ2(q)dnq

)
dnu dnv

=

∫
Rn

(∫
Rn
K(q, q′)ψ1(q′)dnq′

)
ψ2(q)dnq,

where

(3.6) K(q, q′) =
1

(2π~)n

∫
Rn
f(q−q

′

~ ,v)e−
i
2

(q+q′)vdnv.

The interchange of the order of integrations is justified by the Fubini theo-
rem. Thus W (f) is an integral operator with the integral kernel K(q, q′),

(W (f)ψ)(q) =

∫
Rn
K(q, q′)ψ(q′)dnq′, ψ ∈ L2(Rn, dnq).

By the Plancherel theorem,∫
R2n

|K(q, q′)|2dnq dnq′ =
∫
R2n

|f(u,v)|2dnu dnv,

so that W (f) is a Hilbert-Schmidt operator on H . The linear subspace
L1(R2n) ∩ L2(R2n) is dense in L2(R2n) and the Weyl transform extends to
the isometry W : L2(R2n)→ S2, where S2 is the Hilbert space of Hilbert-
Schmidt operators on H = L2(Rn, dnq). Since every Hilbert-Schmidt oper-
ator on H is a bounded operator with the integral kernel in L2(R2n), the
mapping W is onto. Thus we have proved the following result.

24Here it is convenient to lower the indices by the Euclidean metric on Rn and use Q =
(Q1, . . . , Qn).
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Lemma 3.1. The Weyl transform W defines the isomorphism L2(R2n) '
S2.

Problem 3.1. Let P = (P1, . . . , Pn) and Q = (Q1, . . . , Qn) be self-adjoint op-
erators25 on H satisfying Heisenberg commutation relations (2.4) on some dense
domain D in H , and such that the symmetric operator H =

∑n
k=1(P 2

k + Q2
k),

defined on D, is essentially self-adjoint. Also suppose that every bounded operator
which commutes with P and Q is a multiple of the identity operator in H . Prove
that P and Q are unitarily equivalent to momenta and coordinate operators in
the Schrödinger representation. (Hint: By the Stone-von Neumann theorem, it is
sufficient to show that P and Q define an integrable representation of the Heisen-
berg algebra. One can also prove this result directly by using commutation relations
between the operators H, a∗, a and the arguments in Section 2.6. This would give
another proof of the Stone-von Neumann theorem.)

Problem 3.2. Prove formula (3.4).

3.2. Invariant formulation. Here we present a coordinate-free descrip-
tion of the Schrödinger representation. Let (V, ω) be a finite-dimensional
symplectic vector space, dimV = 2n. Recall that (see Section 2.1) the
Heisenberg algebra g = g(V ) is a one-dimensional central extension of the
abelian Lie algebra V by the skew-symmetric bilinear form ω. As a vector
space,

g = V ⊕ Rc,
with the Lie bracket

[u+ αc, v + βc] = ω(u, v)c, u, v ∈ V, α, β ∈ R.

Every Lagrangian subspace ` of V defines an abelian subalgebra ` ⊕ Rc of
g. A Lagrangian subspace `′ is complementary to ` in V if ` ⊕ `′ = V . A
choice of the complementary Lagrangian subspace `′ to ` establishes the
isomorphism

g/(`⊕ Rc) ' `′.

The Heisenberg group G = G(V ) is a connected and simply-connected
Lie group with the Lie algebra g. By the exponential map, G ' V ⊕ Rc as
a manifold, with the group law

exp(v1 + α1c) exp(v2 + α2c) = exp(v1 + v2 + (α1 + α2 + 1
2ω(v1, v2))c),

where v1, v2 ∈ V, α1, α2 ∈ R. A choice of the symplectic basis for V es-
tablishes the isomorphism G(V ) ' Hn with the matrix Heisenberg group
defined in Section 2.1. The volume form d2nv ∧ dc, where d2nv ∈ Λ2nV ∗

is a volume form on V and V ∗ is the dual vector space to V , defines a
bi-invariant Haar measure on G. Every Lagrangian subspace ` defines an

25See previous footnote.
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abelian subgroup L = exp(`⊕Rc) of G, and a choice of the complementary
Lagrangian subspace `′ establishes the isomorphism

(3.7) G/L ' `′.

The isomorphism Λ2nV ∗ ' Λn`∗ ∧ Λn`′
∗

gives rise to the volume form dnv′

on `′ and defines a measure dg on the homogeneous space G/L. The measure
dg is invariant under the left G-action and does not depend on the choice of
`′.

For a given ~ ∈ R, the function χ : L→ C,

χ(exp(v + αc)) = ei~α, v ∈ V, α ∈ R,

defines a one-dimensional unitary character of L,

χ(l1l2) = χ(l1)χ(l2), l1, l2 ∈ L.

Definition. The Schrödinger representation S` of the Heisenberg group
G(V ), associated with a Lagrangian subspace ` of V , is a representation
of G induced by the one-dimensional representation χ of the corresponding
abelian Lie group L,

S` = IndGL χ.

By definition of the induced representation, the Hilbert space H` of the
representation S` consists of measurable functions f : G→ C satisfying the
property

f(gl) = χ(l)−1f(g), g ∈ G, l ∈ L,
and such that

‖f‖2 =

∫
G/L
|f(g)|2dg <∞.

Corresponding unitary operators S`(g), g ∈ G, are defined by the left trans-
lations,

(S`(g)f)(g′) = f(g−1g′), f ∈H`, g ∈ G.
In particular,

(S`(expαc)f)(g) = f(exp(−αc)g) = f(g exp(−αc)) = ei~αf(g),

so that S`(expαc) = ei~αI, where I is the identity operator on H`.

For every Lagrangian subspace ` of V , the representation S` is unitarily
equivalent to the Schrödinger representation. This can be explicitly shown as
follows. By (3.7), a choice of a complementary Lagrangian subspace `′ gives
rise to the unique decomposition g = exp v′ exp(v + αc), and for f ∈H` we
get

f(g) = f(exp v′ exp(v + αc)) = e−i~αf(exp v′), v ∈ `, v′ ∈ `′, α ∈ R.
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Thus every f ∈H` is completely determined by its restriction to exp `′ ' `′,
and the mapping U` : H` → L2(`′, dnv′), defined by

U`(f)(v′) = f(exp 1
~v
′), v′ ∈ `′,

is the isomorphism of Hilbert spaces. For the corresponding representation
S` = U`S`U

−1
` in L2(`′, dnv′) we have

(S`(exp v)ψ)(v′) = eiω(v,v′)ψ(v′), v ∈ `, v′ ∈ `′,
(S`(expu′)ψ)(v′) = ψ(v′ − ~u′), u′, v′ ∈ `′.

Let e1, . . . , en, f1, . . . , fn be the symplectic basis for V such that

` = Re1 ⊕ · · · ⊕ Ren and `′ = Rf1 ⊕ · · · ⊕ Rfn,

and let (p, q) = (p1, . . . , pn, q
1, . . . , qn) be the corresponding coordinates in

V (see Section 2.6 in Chapter 1). Then L2(`′, dnv′) ' L2(Rn, dnq) and

S`(expuX) = U(u) and S`(expvY ) = V (v),

where uX =
∑n

k=1 u
kfk, vY =

∑n
k=1 vke

k, and U(u) = e−iuP , V (v) =

e−ivQ are, respectively, n-parameter groups of unitary operators correspond-
ing to momenta and coordinate operators P and Q.

The mapping ∗h — the new associative product on L1(R2n) introduced in
the last section — can also be described in invariant terms. Let B~ = G/Γ~
be the quotient group, where Γ~ = {exp(2πn

~ c) ∈ G |n ∈ Z} is a discrete

central subgroup in G, and let db = d2nv ∧ d∗α be the left-invariant Haar
measure on B~, where d∗α is the normalized Haar measure on the circle
R/2π

~ Z. The Banach space L1(B~, db) has an algebra structure with respect
to the convolution:

(ϕ1 ∗B~ ϕ2)(b) =

∫
B~

ϕ1(b1)ϕ2(b−1
1 b)db1, ϕ1, ϕ2 ∈ L1(B~, db).

The correspondence

L1(V, d2nv) 3 f(v) 7→ ϕ(exp(v + αc)) = e−i~αf(v) ∈ L1(B~, db)

defines the inclusion map L1(V, d2nv) ↪→ L1(B~, db), and the image of
L1(V, d2nv) is a subalgebra of L1(B~, db) under the convolution. We have
for f1, f2 ∈ L1(V, d2nv),

(ϕ1 ∗B~ ϕ2)(exp v) =

∫
B~

ϕ1(exp(u+ αc))ϕ2(exp(−u− αc) exp v)d2nvd∗α

=

∫
V
ϕ1(expu)ϕ2(exp(v − u) exp(−1

2ω(u, v)c))d2nv

=

∫
V
f1(u)f2(v − u)e

i~
2
ω(u,v)d2nv

= (f1 ∗~ f2)(v), v ∈ V.
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Problem 3.3. Prove that the Weyl transform is the restriction to L1(V, d2nv) of
the mapping

L1(B~, db) 3 ϕ 7→
∫
B~

ϕ(b)S`(b)db ∈ L (H`).

Problem 3.4. Let `1, `2, `3 be Lagrangian subspaces of V . Define the triple
Maslov index τ(`1, `2, `3) as a signature of the quadratic form Q on `1 ⊕ `2 ⊕ `3,
defined by

Q(x1, x2, x3) = ω(x1, x2) + ω(x2, x3) + ω(x3, x1).

For Lagrangian subspaces `1, `2 of V let F`2,`1 be the unitary operator establishing
the Hilbert space isomorphism H`1 'H`2 and intertwining representations S`1 and
S`2 ,

F`2,`1S`1(g) = S`2(g)F`2,`1 , g ∈ G.
Prove that F`1,`3F`3,`2F`2,`1 = e−πiτ(`1,`2,`3)I1, where I1 is the identity operator
in H`1 .

Problem 3.5. Let Sp(V ) be the symplectic group of (V, ω) — the subgroup
of GL(V ), preserving the symplectic form ω. The group Sp(V ) acts as a group
of automorphisms of the Heisenberg group G by the formula h · exp(v + αc) =
exp(h · v + αc), h ∈ Sp(V ), v ∈ V . Let R be an irreducible unitary representation
of G in the Hilbert space H . Show that there exist unitary operators U(h), defined
up to multiplication by complex numbers of modulus 1, such that

U(h)R(g)U(h)−1 = R(h · g), h ∈ Sp(V ), g ∈ G,
and that U defines a projective unitary representation of Sp(V ) in H , called the
Shale-Weil representation. Find a realization of the Hilbert space H such that the
2-cocycle of the Shale-Weil representation is explicitly computed in terms of the
Maslov index.

3.3. Weyl quantization. The Weyl transform, introduced in Section 3.1,
defines a quantization of classical systems associated with the phase space
R2n with coordinates p = (p1, . . . , pn), q = (q1, . . . , qn), and the Poisson
bracket { , } associated with the canonical symplectic form ω = dp ∧ dq.
Let

Φ = W ◦F−1 : S (R2n)→ L (H ),

where W is the Weyl transform and F−1 is the inverse Fourier transform,
be the linear mapping of the Schwartz space S (R2n) of complex-valued
functions of rapid decay on R2n into the Banach space of bounded operators
L (H ) on H = L2(Rn, dnq). It is given explicitly by the integral

Φ(f) =
1

(2π)n

∫
R2n

f̌(u,v)S(u,v)dnu dnv,

understood as a limit of Riemann sums in the uniform topology on L (H ),
where

f̌(u,v) = F−1(f)(u,v) =
1

(2π)n

∫
R2n

f(p, q)ei(up+vq)dnp dnq,
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and S(u,v) = e−
i~
2
uvU(u)V (v). It follows from (3.6) that Φ(f) is an integral

operator: for every ψ ∈ L2(Rn, dnq),

(Φ(f)ψ)(q) =

∫
Rn
K(q, q′)ψ(q′)dnq′,

where

K(q, q′) =
1

(2π~)n

∫
Rn
f̌(q−q

′

~ ,v)e−
i
2
v(q+q′)dnv

=
1

(2π~)n

∫
Rn
f(p, q+q′

2 )e
i
~p(q−q′)dnp.

Since the Schwartz space is self-dual with respect to the Fourier transform,
K ∈ S (Rn×Rn) ⊂ L2(Rn×Rn), so that Φ(f) is a Hilbert-Schmidt operator.
Using the property S(u,v)∗ = S(−u,−v) we get

Φ(f)∗ = Φ(f̄),

so that classical observables — real-valued functions on R2n, correspond to
quantum observables — self-adjoint operators in H . It follows from the
property WT3 in Section 3.1 that the mapping Φ is injective; its image
Im Φ and the inverse mapping Φ−1 are explicitly described as follows.

Proposition 3.1. The subspace Im Φ ⊂ L (H ) consists of operators B ∈
S1 such that corresponding functions g(u,v) = ~n Tr(B S(u,v)−1) belong
to the Schwartz class S (R2n); in this case W (g) = B. The inverse mapping
Φ−1 = F ◦W−1 is given by the Weyl’s inversion formula

f̌(u,v) = ~n Tr(Φ(f)S(u,v)−1), f ∈ S (R2n).

Proof. First consider the case n = 1. Let

H =
P 2 +Q2

2

be the Hamiltonian of the harmonic oscillator with m = 1 and ω = 1.
According to Theorem 2.1, the operator H has a complete orthonormal
system of real-valued eigenfunctions ψn(q), given by Hermite-Tchebyscheff
functions, with the eigenvalues ~(n+ 1

2), so that the inverse operator H−1 ∈
S2. The operator HΦ(f) is an integral operator with the kernel 1

2(−~2 ∂2

∂q2
+

q2)K(q, q′), which is a Schwartz class function on R2, so that HΦ(f) ∈ S2.
The operator

Φ(f) = H−1HΦ(f)

is a product of Hilbert-Schmidt operators and, therefore, is of trace class.
Using the orthonormal basis {ψn(q)}∞n=0 for H = L2(R), we get

(3.8) K(q, q′) =
∞∑

m,n=0

cmnψn(q)ψm(q′),
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where

cmn =

∫
R2

K(q, q′)ψn(q)ψm(q′)dqdq′,

and the series (3.8) converges in L2(R2). Since K ∈ S (R2), it follows from
the N -representation theorem (see Problem 2.13) that this series is also
convergent in the S (R2) topology. It is this fact which allows us to set
q′ = q in (3.8) and to get the expansion

K(q, q) =
∞∑

m,n=0

cmnψn(q)ψm(q),

which converges in S (R). Thus we obtain

Tr Φ(f) =

∞∑
n=0

(Φ(f)ψn, ψn) =

∞∑
n=0

cnn =

∫ ∞
−∞

K(q, q)dq,

where the interchange of orders of summation and integration is legitimate.

The general case n > 1 is similar. We consider the operator

H =
P 2 + Q2

2

and use the fact that operators HnΦ(f) and H−n are Hilbert-Schmidt. To
prove the formula

Tr Φ(f) =

∫
Rn
K(q, q)dnq,

we expand the kernel K(q, q′) using the orthonormal basis {ψk(q)}∞k,=0 for

L2(Rn), where

ψk(q) = ψk1(q1) · · ·ψkn(qn), k = (k1, . . . , kn).

From the explicit form of the kernel K we get

(3.9) Tr Φ(f) =
1

(2π~)n

∫
Rn

∫
Rn
f̌(0,v)e−ivqdnv dnq = ~−nf̌(0, 0),

which gives the inversion formula for u = v = 0. To get the inversion formula
for all u,v ∈ Rn, it is sufficient to apply (3.9) to the function fuv = F (f̌u,v),
where

f̌u,v(u′,v′) = f̌(u + u′,v + v′)e
i~
2

(v′u−u′v),

and to use S(u,v)−1 = S(u,v)∗ = S(−u,−v) and the property WT2 in
Section 3.1,

W (f̌)S(−u,−v) = W (f̌u,v).

To complete the proof, we need to show that Im Φ consists of all B ∈ S1

with the property that the function g(u,v) = ~n Tr(B S(u,v)−1) belongs to
the Schwartz class. By the inversion formula,

g(u,v) = ~n Tr(Φ(f)S(u,v)−1),
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where f = F (g), so it is sufficient to prove that if

Tr(B S(u,v)−1) = 0

for all u,v ∈ Rn, then B = 0. Indeed, multiplying by f(u,v) and integrating,
we get

TrBW (f)∗ = 0

for all f ∈ S (R2n). Since Schwartz class functions are dense in L2(R2n), by
Lemma 3.1 we get TrBB∗ = 0 and, therefore, B = 0. �

Corollary 3.3.

Tr Φ(f) =
1

(2π~)n

∫
R2n

f(p, q)dnp dnq.

Remark. By the Schwartz kernel theorem, the operator S(u,v) is an inte-
gral operator with the distributional kernel

e
i~
2
uv−ivq δ(q − q′ − ~u),

so that

TrS(u,v) =

(
2π

~

)n
δ(u)δ(v).

Thus, as is customary in physics texts,

Tr Φ(f) = ~−n
∫
Rn
f̌(u,v)δ(u)δ(v)dnu dnv = ~−nf̌(0, 0).

Let A0 = S (R2n,R) ⊂ A be the subalgebra of classical observables on
R2n of rapid decay, and let A0 = A ∩ L (H ) be the space of bounded
quantum observables.

Proposition 3.2. The mapping A0 3 f 7→ Φ(f) ∈ A0 is a quantization,
i.e., it satisfies

lim
~→0

1
2Φ−1 (Φ(f1)Φ(f2) + Φ(f2)Φ(f1)) = f1f2

and the correspondence principle

lim
~→0

Φ−1 ({Φ(f1),Φ(f2)}~) = {f1, f2}, f1, f2 ∈ A0,

where

{Φ(f1),Φ(f2)}~ =
i

~
[Φ(f1),Φ(f2)] and {f1, f2} =

∂f1

∂p

∂f2

∂q
− ∂f1

∂q

∂f2

∂p

are, respectively, the quantum bracket and the Poisson bracket.
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Proof. In terms of the product ∗~ introduced in Section 3.1 we have

Φ−1(Φ(f1)Φ(f2)) = F (f̌1 ∗~ f̌2),

and it follows from the property WT4 that

Φ−1(Φ(f1)Φ(f2))(p, q) =
1

(2π)2n

∫
R2n

∫
R2n

f̌1(u1,v1)f̌2(u2,v2) ·(3.10)

· e
i~
2

(u1v2−u2v1)−i(u1+u2)p−i(v1+v2)qdnu1d
nu2d

nv1d
nv2.

Using the expansion

e
i~
2 (u1v2−u2v1) = 1 +

i~
2

(u1v2 − u2v1) +O(~2(u1v2 − u2v1)2)

as ~→ 0, and the basic properties of the Fourier transform,

F (uf̌(u,v)) = i
∂f

∂p
(p, q) and F (vf̌(u,v)) = i

∂f

∂q
(p, q),

we get from (3.10) that as ~→ 0,

Φ−1(Φ(f1)Φ(f2))(p, q) = (f1f2)(p, q)− i~
2
{f1, f2}(p, q) +O(~2).

Using skew-symmetry of the Poisson bracket completes the proof. �

The quantization associated with the mapping Φ = W ◦F−1 is called the
Weyl quantization. The correspondence f 7→ Φ(f) can be easily extended

to the vector space ̂L1(R2n) — the image of L1(R2n) under the Fourier
transform, which is a subspace of C(R2n). More generally, for f ∈ S (R2n)′

— the space of tempered distributions on R2n — the corresponding kernel

(3.11) K(q, q′) =
1

(2π~)n

∫
Rn
f(p, q+q′

2 )e
i
~p(q−q′)dnp,

considered as a tempered distribution on Rn × Rn, is a Schwartz kernel of
the linear operator

Φ(f) : S (Rn)→ S (Rn)′.

In particular, the constant function f = 1 corresponds to the identity oper-
ator I with K(q, q′) = δ(q − q′). In terms of the kernel K(q, q′) the Weyl
inversion formula takes the form

(3.12) f(p, q) =

∫
Rn
K(q − 1

2v, q + 1
2v)e

i
~pvdnv.

The distribution f(p, q) defined by (3.12) is called the Weyl symbol of the
operator in L2(Rn, dnq) with the Schwartz kernel K(q, q′).

Examples below describe classes of distributions f such that the oper-
ators Φ(f) are essentially self-adjoint unbounded operators on the domain
S (Rn) ⊂ L2(Rn, dnq).
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Example 3.1. Let f = f(q) ∈ Lp(Rn) for some 1 ≤ p ≤ ∞, or let f be a
polynomially bounded function as |q| → ∞. In the distributional sense,

f̌(u,v) = (2π)n/2δ(u)f̌(v)

so that

K(q, q′) =
1

(~
√

2π)n

∫
Rn
δ(q−q

′

~ )f̌(v)e−
i
2
v(q+q′)dnv

= δ(q − q′)f(q+q′

2 ) = f(q)δ(q − q′).

Thus the operator Φ(f) is a multiplication by f(q) operator on L2(Rn).
In particular, coordinates q in classical mechanics correspond to coordinate
operators Q in quantum mechanics. Similarly, if f = f(p), then Φ(f) =
f(P ). In particular, momenta p in classical mechanics correspond to the
momenta operators P in quantum mechanics.

Example 3.2. Let

Hc =
p2

2m
+ V (q)

be the Hamiltonian function in classical mechanics. Then H = Φ(Hc) is the
corresponding Hamiltonian operator in quantum mechanics,

H =
P 2

2m
+ V (Q).

In Chapter 3 we give necessary conditions for the operatorH to be essentially
self-adjoint.

Example 3.3. Here we find f ∈ S (R2n)′ such that

Φ(f) = Pψ

— a pure state Pψ, where ψ ∈ L2(Rn), ‖ψ‖ = 1. The projection Pψ is an

integral operator with the kernel ψ(q)ψ(q′), and we get from (3.11),

1

(2π~)n

∫
Rn
f(p, q+q′

2 )e
i
~p(q−q′)dnp = ψ(q)ψ(q′).

Introducing q+ = 1
2(q + q′), q− = 1

2(q − q′), we obtain

f̌(2q−
~ ,v) = ~n

∫
Rn
ψ(q− + q+)ψ(q+ − q−)eivq+dnq+,

or

f̌(u,v) = ~n
∫
Rn
ψ(q + 1

2~u)ψ(q − 1
2~u)eivqdnq.

Assuming that ψ does not depend on ~, we get in accordance with Corollary
3.3,

ρ̌(u,v) = lim
~→0

1

(2π~)n
f̌(u,v) =

1

(2π)n

∫
Rn
|ψ(q)|2eivqdnv.
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Thus in the classical limit ~ → 0 the pure state Pψ in quantum mechanics
becomes a mixed state in classical mechanics, given by a probability measure
dµ = ρ(p, q)dnp dnq on R2n with the density

ρ(p, q) = δ(p)|ψ(q)|2.

It describes a classical particle at rest (p = 0) with the distribution of coor-
dinates given by the probability measure |ψ(q)|2dnq on Rn. When ψ(q) =

e
i
~p0qϕ(q), where ϕ(q) does not depend on ~, the corresponding density is
ρ(p, q) = δ(p− p0)|ϕ(q)|2.

Remark. The Weyl quantization can be considered as a way of defining a
function f(P ,Q) of non-commuting operators P = (P1, . . . , Pn) and Q =
(Q1, . . . , Qn) by setting

f(P ,Q) = Φ(f).

In particular, if f(p, q) = g(p) + h(q), then

f(P ,Q) = g(P ) + h(Q).

For f(p, q) = pq = p1q
1 + · · ·+ pnq

n we get, using (3.11),

f(P ,Q) =
PQ + QP

2
.

This shows that the Weyl quantization symmetrizes products of the non-
commuting factors P and Q. In general, let f be a polynomial function,

(3.13) f(p, q) =
∑

|α|,|β|≤N

cαβ p
αqβ,

where for the multi-indices α = (α1, . . . , αn) and β = (β1, . . . , βn),

pα = pα1
1 . . . pαnn , qβ = (q1)β1 . . . (qn)βn ,

and |α| = α1 + · · · + αn, |β| = β1 + · · · + βn. Using (3.11), we get the
following formula

(3.14) Φ(f) =
∑

|α|,|β|≤N

cαβ Sym(P αQβ).

Here Sym(P αQβ) is a symmetric product, defined by

(3.15) (uP + vQ)k =
∑

|α|+|β|=k

k!

α!β!
uαvβ Sym(P αQβ),

where uP + vQ = u1P1 + · · ·+ unPn + v1Q
1 + · · ·+ vnQ

n and

α! = α1! . . . αn!, β! = β1! . . . βn!.
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Remark. In addition to the Weyl quantization Φ, consider also the map-
pings Φ1 : S (R2n)→ L (H ) and Φ2 : S (R2n)→ L (H ), defined by

Φ1(f) =
1

(2π)n

∫
R2n

f̌(u,v)e
i~
2
uvS(u,v)dnu dnv

and

Φ2(f) =
1

(2π)n

∫
R2n

f̌(u,v)e−
i~
2
uvS(u,v)dnu dnv,

where f̌ = F−1(f) is the inverse Fourier transform. Though Φ1 and Φ2 no
longer map A0 into the real vector space A0 of bounded quantum observ-
ables, they satisfy all the properties in Proposition 3.2. It follows from (3.5)
that for f ∈ S (R2n) the operators Φ1(f) and Φ2(f) are integral operators
with the integral kernels

K1(q, q′) =
1

(2π~)n

∫
Rn
f(p, q′)e

i
~p(q−q′)dnp

and

K2(q, q′) =
1

(2π~)n

∫
Rn
f(p, q)e

i
~p(q−q′)dnp,

respectively. As in the case of the Weyl quantization, these formulas extend
the mappings f 7→ Φ1(f) and f 7→ Φ2(f) of the space S (R2n)′ of tempered
distributions on R2n. In particular, if f(p, q) is a polynomial function (3.13),
then

(3.16) Φ1(f) =
∑

|α|,|β|≤N

cαβ P
αQβ

and

(3.17) Φ2(f) =
∑

|α|,|β|≤N

cαβQ
βP α.

Therefore the mapping f 7→ Φ1(f) is called the pq-quantization, and the
mapping f 7→ Φ2(f) — the qp-quantization. Corresponding inversion for-
mulas are

(3.18) f(p, q) =

∫
Rn
K1(q − v, q)e

i
~pvdnv

and

(3.19) f(p, q) =

∫
Rn
K2(q, q + v)e

i
~pvdnv.

The distribution f(p, q) defined by (3.18) is called the pq-symbol of an oper-
ator with the Schwartz kernel K1(q, q′), and the distribution f(p, q) defined
by (3.19) — the qp-symbol of an operator with the Schwartz kernelK2(q, q′).
The qp-symbols are commonly used in the theory of pseudodifferential op-
erators. It follows from (3.18) and (3.19) that if f(p, q) is a pq-symbol of the

operator Φ1(f), then f(p, q) is a qp-symbol of the adjoint operator Φ1(f)∗.
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Problem 3.6. Prove formula (3.14).

Problem 3.7. Prove formulas (3.16)-(3.17).

Problem 3.8. Prove that Weyl, pq, and qp-quantizations are equivalent. (Hint:
Find the relations between Weyl, pq, and qp-symbols of a given operator.)

3.4. The ?-product. The Weyl quantization Φ : S (R2n)→ L (H ), stud-
ied in the previous section, defines a new bilinear operation

?~ : S (R2n)×S (R2n)→ S (R2n)

on S (R2n) by the formula

f1 ?~ f2 = Φ−1(Φ(f1)Φ(f2)).

This operation is called the ?-product26. According to (3.10),

(f1 ?~ f2)(p, q) =
1

(2π)2n

∫
R2n

∫
R2n

f̌1(u1,v1)f̌2(u2,v2) ·(3.20)

· e
i~
2

(u1v2−u2v1)−i(u1+u2)p−i(v1+v2)qdnu1d
nu2d

nv1d
nv2.

The ?-product on S (R2n) has the following properties.

1. Associativity:

f1 ?~ (f2 ?~ f3) = (f1 ?~ f2) ?~ f3.

2. Semi-classical limit:

(f1 ?~ f2)(p, q) = (f1f2)(p, q)− i~
2 {f1, f2}(p, q) +O(~2) as ~→ 0.

3. Property of the unit:

f ?~ 1 = 1 ?~ f,

where 1 is a function which identically equals 1 on R2n.

4. The cyclic trace property:

τ(f1 ?~ f2) = τ(f2 ?~ f1),

where the C-linear map τ : S (R2n)→ C is defined by

τ(f) =
1

(2π~)n

∫
R2n

f(p, q)dnp dnq.

Property 1 follows from the corresponding property for the product ∗~
(see Section 3.1), property 2 follows from Proposition 3.2, and properties
3 and 4 directly follow from the definition (3.20). The complex vector space
S (R2n)⊕C1 with the bilinear operation ?~ is an associative algebra over C
with unit 1 and the cyclic trace τ , satisfying the correspondence principle,

lim
~→0

i
~(f1 ?~ f2 − f2 ?~ f1) = {f1, f2}.

26Also called Moyal product in physics.
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Consider the tensor product of Hilbert spaces

L2(R2n)⊗ L2(R2n) ' L2(R2n × R2n),

and define the unitary operator U1 on L2(R2n)⊗ L2(R2n) by

U1 = e
− i~

2

(
∂
∂p⊗

∂
∂q

)
,

where
∂

∂p
⊗ ∂

∂q
=

n∑
k=1

∂

∂pk
⊗ ∂

∂qk
.

It follows from the theory of Fourier transform that for f1, f2 ∈ S (R2n),

(U1(f1 ⊗ f2)) (p1, q1,p2, q2) =
1

(2π)2n

∫
R2n

∫
R2n

f̌1(u1,v1)f̌2(u2,v2) ·

· e
i~
2
u1v2−iu1p1−iu2p2−iv1q1−iv2q2dnu1d

nu2d
nv1d

nv2.

Similarly, defining the unitary operator U2 on L2(R2n)⊗ L2(R2n) by

U2 = e
− i~

2

(
∂
∂q⊗

∂
∂p

)
,

we get

(U2(f1 ⊗ f2)) (p1, q1,p2, q2) =
1

(2π)2n

∫
R2n

∫
R2n

f̌1(u1,v1)f̌2(u2,v2) ·

· e
i~
2
u2v1−iu1p1−iu2p2−iv1q1−v2q2dnu1d

nu2d
nv1d

nv2.

Finally, define the unitary operator U~ on L2(R2n)⊗ L2(R2n) by

U~ = U1U
−1
2 = e

− i~
2

(
∂
∂p⊗

∂
∂q−

∂
∂q⊗

∂
∂p

)
,

and denote by m : S (R2n)⊗S (R2n)→ S (R2n) the point-wise product of
functions, (m(f1 ⊗ f2))(p, q) = f1(p, q)f2(p, q). Then the ?-product can be
written in the following concise form:

(3.21) f1 ?~ f2 = (m ◦U~) (f1 ⊗ f2).

In analogy with the Poisson bracket { , } on R2n associated with the
canonical symplectic form ω = dp ∧ dq,

{f1, f2} =
∂f1

∂p

∂f2

∂q
− ∂f1

∂q

∂f2

∂p
,

we introduce the notation

{ ⊗, } =
∂

∂p
⊗ ∂

∂q
− ∂

∂q
⊗ ∂

∂p
=

∂2

∂p1∂q2
− ∂2

∂q1∂p2
.

Then it follows from the theory of Fourier transform that formula (3.21) for
the ?-product can be rewritten as

(3.22) (f1 ?~ f2)(p, q) =
(
e−

i~
2
{ ⊗, }f1(p1, q1)f2(p2, q2)

) ∣∣∣p1=p2=p
q1=q2=q

.
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Thus we have shown that on S (R2n) the ?-product can be equivalently
defined by (3.20), or by (3.21) and (3.22). The latter representation has the

advantage that the formal expansion of the exponential e−
i~
2
{ ⊗, } into the

power series gives the asymptotic expansion of the ?-product as ~ → 0.
Namely, define the bidifferential operators

Bk : S (R2n)⊗S (R2n)→ S (R2n)

by Bk = m ◦ { ⊗, }k for k ≥ 1 and B0 = m.

Lemma 3.2. For every f1, f2 ∈ S (R2n) and l ∈ N there is C > 0 such that
for all p, q ∈ R2n∣∣∣∣∣(f1 ?~ f2)(p, q)−

l∑
k=0

(−i~)k

2kk!
Bk(f1, f2)(p, q)

∣∣∣∣∣ ≤ C~l+1 as ~→ 0.

Succinctly,

(3.23) (f1 ?~ f2)(p, q) =
∞∑
k=0

(−i~)k

2kk!
Bk(f1, f2)(p, q) +O(~∞).

Proof. Expanding the exponential function e
i~
2

(u1v2−u2v1) into the power
series and repeating the proof of Proposition 3.2 gives the result. �

Finally, we get another integral representation for the ?-product. Apply-
ing the Fourier inversion formula to the integral over dnu1d

nv1 in (3.20), we
get

(f1 ?~ f2)(p, q) =
1

(2π)n

∫
R2n

f1(p− ~
2v2, q + ~

2u2)f̌2(u2,v2) ·

· e−iu2p−iv2qdnu2d
nv2

=
1

(2π)2n

∫
R2n

∫
R2n

f1(p− ~
2v2, q + ~

2u2)f2(p2, q2) ·

· e−iu2p−iv2q+iu2p2+iv2q2dnp2d
nq2d

nu2d
nv2,

and changing variables p1 = p− ~
2v2, q1 = q + ~

2u2, we obtain

(f1 ?~ f2)(p, q) =
1

(π~)2n

∫
R2n

∫
R2n

f1(p1, q1)f2(p2, q2) ·

· e
2i
~ (p1q−pq1+q1p2−q2p1+pq2−p2q)dnp1d

nq1d
np2d

nq2.

Let 4 be a Euclidean triangle (a 2-simplex) in the phase space R2n with the
vertices (p, q), (p1, q1), and (p2, q2). It is easy to see that

p1q − pq1 + q1p2 − q2p1 + pq2 − p2q = 2

∫
4
ω,
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which is twice the symplectic area of 4 — the sum of oriented areas of the
projections of 4 onto two-dimensional planes (p1, q

1), . . . , (pn, q
n). Thus we

have the final formula

(f1 ?~ f2)(p, q) =
1

(π~)2n

∫
R2n

∫
R2n

f1(p1, q1)f2(p2, q2) ·(3.24)

· e
4i
~
∫
4 ωdnp1d

nq1d
np2d

nq2,

which is a composition formula for the Weyl symbols.

Remark. It is instructive to compare formulas (3.23) and (3.24). The latter
formula represents the ?-product on S (R2n) as an absolutely convergent
integral, and is equivalent to the Weyl quantization. The former formula is
an asymptotic expansion of the ?-product as ~ → 0, and does not capture
all properties of the Weyl quantization. In general, the power series in (3.23)
diverges; for polynomial functions this series becomes a finite sum and gives
a formula for the ?-product of polynomials.

Problem 3.9 (Composition formula for pq-symbols). Let f1(p, q) and f2(p, q)
be, respectively, the pq-symbols of the operators Φ1(f1) and Φ1(f2). Show that the
pq-symbol of the operator Φ1(f1)Φ1(f2) is given by

f(p, q) =
1

(2π~)n

∫
R2n

f1(p, q1)f2(p1, q)e
i
~ (p−p1)(q−q1)dnp1d

nq1.

(Hint: Use the formula for
(
m ◦U2

1

)
(f1 ⊗ f2).)

Problem 3.10 (Composition formula for qp-symbols). Let f1(p, q) and f2(p, q)
be, respectively, the qp-symbols of the operators Φ2(f1) and Φ2(f2). Show that the
qp-symbol of the operator Φ2(f1)Φ2(f2) is given by

f(p, q) =
1

(2π~)n

∫
R2n

f1(p1, q)f2(p, q1)e−
i
~ (p−p1)(q−q1)dnp1d

nq1.

(Hint: Use the formula for
(
m ◦U−2

2

)
(f1 ⊗ f2).)

Problem 3.11. Using (3.24) prove that the ?-product is associative.

Problem 3.12. For classical observable f(p, q) define the ?-exponential (the
analog of the evolution operator) by

exp?f =

∞∑
n=0

~−n

n!
f ?~ f ?~ · · · ?~ f︸ ︷︷ ︸

n

.

Compute exp?(−itHc), where Hc(p, q) is the Hamiltonian function (2.27) of the
harmonic oscillator.

3.5. Deformation quantization. Here we consider the quantization pro-
cedure from a formal algebraic point of view as the deformation theory of
associative algebras. Let A be a C-algebra (or an associative algebra with
unit over a field k of characteristic zero) with a bilinear multiplication map
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m0 : A⊗C A → A, which we will abbreviate as a · b = m0(a, b). Denote by
C[[t]] the ring of formal power series in t with coefficients in C,

C[[t]] =

{ ∞∑
n=0

ant
n : an ∈ C

}
,

and let
At = C[[t]]⊗C A

be the C[[t]]-algebra of formal power series in t with coefficients in A. The
multiplication in At is a C[[t]]-bilinear extension of the multiplication in A,
which we continue to denote by m0. The algebra At is Z-graded,

At =

∞⊕
n=0

An,

where An = tnA, so that Am ·Am ⊂ Am+n.

Definition. A formal deformation of a C-algebra A with a multiplication
m0 is an associative algebra At over the ring C[[t]] with a C[[t]]-bilinear
multiplication map mt : At ⊗C[[t]] At → At such that

mt(a, b) = a · b+
∞∑
n=1

tnmn(a, b)

for all a, b ∈ A, where mn : A⊗C A → A are bilinear mappings.

It follows from C[[t]]-bilinearity of mt that the associativity condition is
equivalent to

(3.25) mt(mt(a, b), c) = mt(a,mt(b, c))

for all a, b, c ∈ A.

Definition. Two formal deformations mt and m̃t of a C-algebra A are
equivalent if there is a C[[t]]-linear mapping Ft : At → At such that

(i) for every a ∈ A,

Ft(a) = a+

∞∑
n=1

tnfn(a),

where fn : A → A are linear mappings;

(ii) for all a, b ∈ A,

Ft(m̃t(a, b)) = mt(Ft(a), Ft(b)).

The bilinear maps mn satisfy infinitely many relations which are ob-
tained by expanding (3.25) into formal power series in t. The first two of
them, arising from comparing the coefficients at t and t2, are

a ·m1(b, c)−m1(a · b, c) +m1(a, b · c)−m1(a, b) · c = 0,
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and

a ·m2(b, c)−m2(a · b, c) +m2(a, b · c)−m2(a, b) · c
= m1(m1(a, b), c)−m1(a,m1(b, c)).

In general

a ·mn(b, c)−mn(a · b, c) +mn(a, b · c)−mn(a, b) · c

=
n−1∑
j=1

(mj(mn−j(a, b), c)−mj(a,mn−j(b, c))).

The main tool for understanding these equations and studying the deforma-
tion theory of associative algebras is the Hochschild cohomology. Namely, let
M be an A-bimodule, i.e., a left and right module for the C-algebra A.

Definition. The Hochschild cochain complex C•(A,M) of a C-algebra A
with coefficients in A-bimodule M is defined by the cochains

Cn(A,M) = HomC(A⊗n,M),

i.e., n-linear maps f(a1, . . . , an) on A with values in M , and the differential
dn : Cn(A,M)→ Cn+1(A,M),

(dnf)(a1, a2, . . . , an+1) = a1 · f(a2, . . . , an+1)

+
n∑
j=1

(−1)jf(a1, . . . , aj−1,aj · aj+1, aj+2 . . . , an+1)

+ (−1)n+1f(a1, . . . , an) · an+1.

We have d2 = 0, i.e., dn+1 ◦ dn = 0, and the cohomology H•(A,M) of
the complex (C•(A,M), d),

Hn(A,M) = ker dn/ Im dn−1,

is called the Hochschild cohomology of the algebra A with coefficients in the
A-bimodule M .

In the deformation theory of associative algebras we have the simplest
non-trivial case M = A with the left and right A-actions given by the
multiplication map. The associativity equation (3.25) can be written as

(d2m1)(a, b, c) = 0,

(d2mn)(a, b, c) =
n−1∑
j=1

(mj(mn−j(a, b), c)−mj(a,mn−j(b, c))) , a, b, c ∈ A.

It is quite remarkable that the Hochschild cochain complex C•(A,A) carries
an additional structure of a graded Lie algebra, which plays a fundamental
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role in studying the associativity equation (3.25). Namely, for f ∈ Cm(A,A)
and g ∈ Cn(A,A) let

(f ◦ g)(a1, . . . , am+n−1)

=

m−1∑
j=0

(−1)jf(a1, . . . , aj , g(aj+1, . . . , aj+n), aj+n+1, . . . , am+n−1),

and define

[f, g]G = f ◦ g − (−1)(m−1)(n−1)g ◦ f.
The linear mapping [ , ]G : Cm(A,A)×Cn(A,A)→ Cm+n−1(A,A) satisfies

[f, g]G = −(−1)(m−1)(n−1)[g, f ]G, and is called the Gerstenhaber bracket27.
Considering the restriction of a multiplication mt to A⊗CA as formal power
series in t with coefficients in C•(A,A) and using the Gerstenhaber bracket,
we can rewrite (3.25) in the succinct form:

(3.26) [mt,mt]G = 0.

Let A be a commutative C-algebra, and let At be a formal deformation
of A. Define the bilinear map { , } : A⊗C A → A by

(3.27) {a, b} = m1(a, b)−m1(b, a), a, b ∈ A.

Lemma 3.3. A formal deformation At of a commutative C-algebra A equips
A with a Poisson algebra structure with the bracket { , }.

Proof. Consider the equation dµ1(a, b, c) = 0. Subtracting from it the equa-
tion with a and c interchanged, and using the commutativity of A, we obtain

{a · b, c} − {a, b · c} = a · {b, c} − c · {a, b}.

Interchanging b and c, we get

{a · c, b} − {a, b · c} = a · {c, b} − b · {a, c},

and interchanging further a and c, we obtain

{a · c, b} − {c, a · b} = c · {a, b} − b · {c, a}.

Adding the first and third equations and subtracting the second equation
gives

{a · b, c} = a · {a, c}+ b · {a, c},
so that the skew-symmetric cochain { , } ∈ C2(A,A) satisfies the Leibniz
rule. To prove the Jacobi identity, observe that

(3.28) {a, b} =
mt(a, b)−mt(b, a)

t
mod tAt.

27Together with the cup product of cochains, the Gerstenhaber bracket equips C•(A,A) with
the structure of a Gerstenhaber algebra.
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Using associativity condition (3.25) (associativity modulo t2At is sufficient)
we get

{{a, b}, c}+ {{c, a}, b}+ {{b, c}, a} =
1

t2
((mt(mt(a, b)−mt(b, a)), c)

−mt(c,mt(a, b)−mt(b, a)) +mt(mt(c, a)−mt(a, c), b)

−mt(b,mt(c, a)−mt(a, c)) +mt(mt(b, c)−mt(c, b), a)

−mt(a,mt(b, c)−mt(c, b))) mod tAt = 0. �

This result motivates the following definition.

Definition. A deformation quantization of a Poisson algebra (A, { , }) with
the commutative product m0 : A ⊗C A → A is a formal deformation At of
an algebra A such that the multiplication map mt satisfies (3.28).

By Lemma 3.3, every formal deformation At of a commutative algebra
A is a deformation quantization of the Poisson algebra (A, { , }) with the
Poisson bracket given by (3.27).

According to Lemma 3.2, a deformation quantization of the Poisson
algebra (S (R2n), { , }), where the Poisson bracket is associated with the
canonical symplectic form ω = dp ∧ dq, is the algebra S (R2n)[[t]], where
t = −i~ and ~ is considered as a formal parameter, and the multiplication
map is given by the ?-product. The following statement is a formal algebraic
analog of the representation (3.22) for the ?-product.

Theorem 3.4 (Universal deformation). Let A be a commutative C-algebra
with the multiplication map m0, and let ϕ1 and ϕ2 be two commuting deriva-
tions of A, i.e., linear maps ϕ1, ϕ2 : A → A satisfying Leibniz rule and

ϕ1 ◦ ϕ2 = ϕ2 ◦ ϕ1.

Then

{a, b} = ϕ1(a) · ϕ2(b)− ϕ2(a) · ϕ1(b), a, b ∈ A,
defines a Poisson bracket on A, and the formula

mt = m0 ◦ etΦ, Φ = ϕ1 ⊗ ϕ2,

called the universal deformation formula, gives a deformation quantization
of the Poisson algebra (A, { , }).

Proof. The Jacobi identity for the bracket { , } follows from the commu-
tativity of the derivations ϕ1 and ϕ2. To show that At is a deformation
quantization of the Poisson algebra (A, { , }), we need to verify the asso-
ciativity condition (3.25) for the map mt. Let ∆ : A → A ⊗C A be the
coproduct map,

∆(a) = a⊗ 1 + 1⊗ a, a ∈ A.
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It extends to a C-linear mapping from HomC(A,A) to HomC(A⊗2,A⊗2),
which we continue to denote by ∆, and

∆(ϕ) = ϕ⊗ id + id⊗ϕ, ϕ ∈ HomC(A,A).

To prove (3.25), we observe that the Leibniz rule and the binomial formula
yield the following identity for a derivation ϕ of A:

etϕ ◦m0 = m0 ◦ et∆(ϕ).

Using commutativity of ϕ1 and ϕ2, we obtain

mt(a,mt(b, c)) = m0(etΦ(a⊗m0(etΦ(b⊗ c))))

= (m0 ◦ (id⊗m0))(et(id⊗∆)(Φ)et id⊗Φ(a⊗ b⊗ c))

= (m0 ◦ (id⊗m0))(et(id⊗∆)(Φ)+t id⊗Φ(a⊗ b⊗ c)),

where (id⊗∆)(Φ) = ϕ1 ⊗∆(ϕ2) ∈ A⊗3. Similarly,

mt(mt(a, b), c) = (m0 ◦ (m0 ⊗ id))(et(∆⊗id)(Φ)+tΦ⊗id(a⊗ b⊗ c)),

where (∆⊗id)(Φ) = ∆(ϕ1)⊗ϕ2 ∈ A⊗3. Since m0◦(id⊗m0) = m0◦(m0⊗id),
the associativity of the multiplication mt is equivalent to

(∆⊗ id)(Φ) + Φ⊗ id = (id⊗∆)(Φ) + id⊗Φ,

which is obviously satisfied since Φ = ϕ1 ⊗ ϕ2. �

In general, 2n pair-wise commuting derivations ϕi on a commutative
algebra A define a Poisson bracket on A,

{a, b} =
n∑
i=1

(ϕi(a) · ϕi+n(b)− ϕi+n(a) · ϕi(b)),

and deformation quantization of the corresponding Poisson algebra (A, { , })
is given by the universal deformation formula

mt = m0 ◦ et
∑n
i=1(ϕi⊗ϕi+n−ϕi+n⊗ϕi).

A deformation quantization of a Poisson manifold (M , { , }) (see Sec-
tion 2.7 in Chapter 1) is, by definition, a deformation quantization of the
corresponding Poisson algebra of classical observables (C∞(M ), { , }) with
the property that the linear maps mn, n ≥ 1, are bidifferential operators28.
The formal power series expansion (3.22) of the ?-product is a deformation
quantization of the Poisson manifold (R2n, { , }), where the Poisson bracket
corresponding to the canonical symplectic form ω = dp ∧ dq.

28This property ensures that the unit in Poisson algebra is preserved under the deformation.
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Problem 3.13. Show that C•(A,A) is a graded Lie algebra with respect to the
Gerstenhaber bracket, i.e., that [ , ]G satisfies the graded Jacobi identity

(−1)(m−1)(p−1)[f, [g, h]] + (−1)(n−1)(p−1)[h, [f, g]] + (−1)(m−1)(n−1)[g, [h, f ]] = 0

for all f ∈ Cm(A,A), g ∈ Cn(A,A), h ∈ Cp(A,A).

Problem 3.14. Verify that dnf = [f,m0]G, where f ∈ Cn(A,A) and dn is the
Hochschild differential.

Problem 3.15. Show that deformation quantizations associated with Weyl, pq,
and qp-quantizations are equivalent. (In fact, all deformation quantizations of the
canonical Poisson manifold (R2n, { , }) are equivalent.)

Problem 3.16. Let g be a finite-dimensional Lie algebra with a basis x1, . . . , xn,
and let g∗ be its dual space equipped with the Lie-Poisson bracket { , } (see Problem
2.20 in Section 2.7 of Chapter 1). For u ∈ g∗ and x =

∑n
i=1 ξ

ixi, y =
∑n
i=1 η

ixi ∈ g
let

eu( 1
t log etxety−x−y) =

∑
α,β

aαβ(u, t)ξαηβ ,

where ξα = (ξ1)α1 . . . (ξn)αn , ηβ = (η1)β1 . . . (ηn)βn , be the formal group law —
the “Baker-Campbell-Hausdorff series”. Show that the product

mt(f1, f2) =
∑
α,β

aαβ(u, t)Dαf1(u)Dβf2(u), f1, f2 ∈ C∞(g∗),

where for a multi-index α = (α1, . . . , αn) and f ∈ C∞(g∗), Dαf = ∂α1+···+αnf
∂u

α1
1 ...∂uαnn

,

gives a deformation quantization of the Poisson manifold (g∗, { , }).

Problem 3.17. Let (G, { , }) be a Lie-Poisson group, where η(g) = −r+Ad−1g ·r
and non-degenerate r satisfies the classical Yang-Baxter equation (see Problems
2.21 – 2.23 in Section 2.7 of Chapter 1). Using Baker-Campbell-Hausdorff series for
the Lie algebra g̃ — the one-dimensional central extension of g by the 2-cocycle c
(see Problem 2.23 in Section 2.7 of Chapter 1), show that there exists an element
F ∈ (Ug⊗ Ug)[[t]] of the form F = 1− 1

2 tr +O(t2), satisfying

(∆⊗ id)(F )(F ⊗ 1) = (id⊗∆)(F )(1⊗ F ),

where ∆ is the standard coproduct in Ug.

Problem 3.18. Let FL and FR be the images of F and F−1 under the identifi-
cations of the universal enveloping algebra Ug with the algebras of left and right-
invariant differential operators on G (see Problem 2.21 in Section 2.7 of Chapter
1), and let F = FL ◦FR. Show that the product mt = m0 ◦F gives a deformation
quantization of the Poisson-Lie group (G, { , }) such that

∆ ◦mt = (mt ⊗mt) ◦∆,

where ∆ is the standard coproduct on functions on G, ∆(f)(g1, g2) = f(g1g2), f ∈
C∞(G). The Hopf algebra (C∞(G),mt,∆, S), where S is the standard antipode on
G, S(f)(g) = f(g−1), is called the quantum group corresponding to the Poisson-Lie
group G, and is denoted by Gq, q = et.
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Problem 3.19. Let R = σ(F−1)F ∈ (Ug ⊗ Ug)[[t]], where σ is a permutation
— an involution of Ug ⊗ Ug, defined by σ(a ⊗ b) = b ⊗ a, a, b ∈ Ug. Show that
R = 1− tr +O(t2) and satisfies the quantum Yang-Baxter equation

R12R13R23 = R23R13R12

(see Problem 2.22 in Section 2.7 in Chapter 1 for notation).

4. Notes and references

Dirac’s classical monograph [Dir47] is the fundamental text. Other classical ref-
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popular text for graduate courses in physics departments. Another useful physics
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Our exposition in Section 1.1 follows a traditional approach to the mathemati-

cal foundation of quantum mechanics based on Dirac-von Neumann axioms. These

axioms go back to von Neumann’s classical monograph [vN96], with more detailed

discussion in [Mac04]; see also [BS91], notes to Chapter VIII of [RS80], and ref-

erences therein. Another mathematical description of quantum mechanics is based

29Following V.A. Fock [Foc78], in Section 2.6 we used the more appropriate name Hermite-
Tchebyscheff polynomials instead of the customary Hermite polynomials (see [Ger50] for the
relevant historic arguments).
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found in [Str05] and references therein.

Our exposition in Section 2 follows the outline in [FY80]; see [Ber74] for

the general mathematical formulation of the quantization problem and the recent

survey [AE05]. Having in mind a more advanced audience than for [FY80], in
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commutation relations and coordinate and momentum representations. In Sections

2.2 and 2.3 we use the same normalization of the eigenfunctions of continuous

spectrum as in [Foc78]; it corresponds to the orthogonality relation in Section 2.2

of Chapter 3. In our exposition in Section 2.6, which is otherwise standard, we

include a proof of the completeness of the eigenfunctions ψn(q), which is usually

only mentioned in the physics textbooks. Holomorphic representation in quantum

mechanics was introduced by V.A. Fock in 1932 [Foc32], where the scalar product

in Dn was given in terms of the orthonormal basis of monomials fm(z). In terms

of the integral (2.52) this scalar product was defined by V. Bargmann [Bar61];

holomorphic representation is also called Fock-Bargmann representation. Discussion

of Wick symbols of operators in Section 2.7 essentially follows [BS91]; more details

can be found in the original paper [Ber71b]. The method of geometric quantization

is only briefly mentioned in remarks in Sections 2.2 and 2.7; the interested reader

is referred to monographs [GS77, Woo92], lecture notes [SW76, BW97] and the

survey [Kir90].

Our proof of the celebrated Stone-von Neumann theorem in Section 3.1 essen-

tially follows the original paper of von Neumann [vN31]. The main instrument

of the proof — the Weyl transform — was introduced by Weyl in the classical

monograph [Wey50] (see [Ros04] for the history and generalizations of the Stone-

von Neumann theorem). Invariant formulation of the Stone-von Neumann theo-

rem, discussed in Section 3.2, as well as the relation with the triple Maslov index,

methaplectic group, Shale-Weil representation, and applications to number theory,

can be found in [LV80]. We refer to [BS91] for the extended discussion of pq and

qp-quantizations as their relations with the Weyl quantization, as well as for more

details on the ?-product, introduced in Section 3.4. The beautiful formula (3.24) for

the ?-product — composition of the Weyl symbols — belongs to Berezin [Ber71a].

The notion of the deformation quantization was introduced in [BFF+78a,

BFF+78b], where the solution of Problem 3.12 can be found. The fundamental

theorem that every Poisson manifold admits a deformation quantization was proved

by Kontsevich in [Kon03]. More on Hochschild cohomology and the deformation

theory of associative algebras can be found in the survey [Vor05] and references

therein. The deformation theory point of view on the evolution of physical theo-

ries, like a passage from classical mechanics to quantum mechanics emphasized in

Faddeev’s lectures [FY80], can be found in [Fla82] and [Fad98].
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Most of the problems in this chapter are rather standard and are mainly taken

from the references [RS80, BS91]. Other require more sophistication and are

aimed at introducing the reader to a new topic. Thus the asymptotic expansion

in Problem 2.11, which can be found in monograph [Sze75], is an example of

semi-classical asymptotics, and Problem 3.1, taken from [Nel59], gives a criterion

when the irreducible unitary representation of the Heisenberg algebra is integrable.

Problems 3.17–3.19 introduce the reader to the theory of quantum groups (see

[Jim85, Dri86, Dri87, RTF89]) and are taken from [Dri83] (see also [Tak90]).

The fundamental result that every Lie-Poisson group admits a deformation quan-

tization described in Problem 3.18 has been proved in [EK96] (see also [Enr01]).



Chapter 3

Schrödinger Equation

1. General properties

Here we describe the general properties of the Schrödinger operator for a
quantum particle in Rn moving in a potential field. To simplify the notation,
in this chapter we set ~ = 1 and m = 1

2 , and use x = (x1, . . . , xn) for
Cartesian coordinates on Rn. Recall (see Section 2.4 in Chapter 2) that
the corresponding Schrödinger operator is given by the formal differential
expression

H = −∆ + V (x),

where V (x) is a real-valued, measurable function on Rn. Denote by

H0 = −∆ = −
(
∂2

∂x2
1

+ · · ·+ ∂2

∂x2
n

)
the Schrödinger operator of a free quantum particle of mass m = 1

2 on Rn,
also called the kinetic energy operator, and by V — the multiplication by
V (x) operator, also called the potential energy operator, so that

(1.1) H = H0 + V.

According to Section 2.3 of Chapter 2, the operator H0 is self-adjoint and
unbounded on H = L2(Rn), with the domain D(H0) = W 2,2(Rn) and
absolutely continuous spectrum [0,∞), and the operator V is self-adjoint and
is bounded if and only if V (x) ∈ L∞(Rn), when ‖V ‖ = ‖V ‖∞. The sum H0+
V is not necessarily self-adjoint, and the first major mathematical problem of
quantum mechanics is to characterize potentials V (x) for which the formal
differential expression (1.1) uniquely defines a self-adjoint operator H on
H . We start by presenting some useful criteria for the self-adjointness.

149
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1.1. Self-adjointness. The main result here is the Kato-Rellich theorem
on perturbation of self-adjoint operators.

Definition. Let A and B be densely defined operators in H . The operator
B is smaller than A in the sense of Kato if D(A) ⊆ D(B) and there exist
a, b ∈ R with a < 1 such that for all ψ ∈ D(A),

(1.2) ‖Bψ‖ ≤ a‖Aψ‖+ b‖ψ‖.

Equivalently, the operator B is smaller than A in the sense of Kato, if
there exist α, β ∈ R with α < 1 such that for all ψ ∈ D(A),

(1.3) ‖Bψ‖2 ≤ α‖Aψ‖2 + β‖ψ‖2.

Theorem 1.1 (Kato-Rellich). If A is a self-adjoint operator with domain
D(A) and B is a symmetric operator smaller than A in the sense of Kato,
then H = A+B with D(H) = D(A) is a self-adjoint operator.

Proof. Recall that the operator H is self-adjoint if and only if Im(H+λI) =
Im(H − λI) = H for some λ ∈ iR, and hence for all λ ∈ C \ σ(H).
Since A = A∗, for every λ ∈ iR we have Rλ = (A − λI)−1 ∈ L (H ) and
ImRλ = D(A). Now

H − λI = (I +BRλ)(A− λI),

and in order to prove that Im(H − λI) = H it is sufficient to show that for
|λ| large enough ‖BRλ‖ < 1, since then by Neumann series I + BRλ is an
invertible bounded operator and Im(I +BRλ) = H . Indeed, for all ϕ ∈H
we have the inequalities

‖Rλϕ‖ ≤ 1
|λ|‖ϕ‖ and ‖ARλϕ‖ ≤ ‖ϕ‖,

which follow from the equation ‖(A−λI)ψ‖2 = ‖Aψ‖2 + |λ|2‖ψ‖2 by setting
ϕ = (A− λI)ψ. Now using (1.2) with ψ = Rλϕ, we get

‖BRλϕ‖ ≤ a‖ARλϕ‖+ b‖Rλϕ‖ ≤ (a+ b
|λ|)‖ϕ‖,

so that ‖BRλ‖ < 1 for large enough |λ|. �

We use the Kato-Rellich criterion for the physically important case when
A = H0 — the Schrödinger operator of a free particle in R3 — and B = V
— the multiplication by V (x) operator.

Theorem 1.2. Let V = V1 + V2, where V1(x) ∈ L2(R3) and V2(x) ∈
L∞(R3). Then H = H0+V is a self-adjoint operator and D(H) = W 2,2(R3).

Proof. It is sufficient to show that V is smaller than H0 in the sense of
Kato on C∞0 (R3) ⊂ W 2,2(R3). Denoting by ‖ · ‖∞ the norm in L∞(R3), for
ϕ ∈ C∞0 (R3) we have

‖V ϕ‖ ≤ ‖V1‖ ‖ϕ‖∞ + ‖V2‖∞ ‖ϕ‖.
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Let h(p) = p2. Denoting by ‖ · ‖1 the norm in L1(R3) and using the Fourier
transform and the Cauchy-Bunyakovski-Schwarz inequality, we get

(2π)3/2‖ϕ‖∞ = sup
x∈R3

∣∣∣∣∫
R3

eipxϕ̌(p)d3p

∣∣∣∣ ≤ ‖ϕ̌‖1
≤ ‖(h+ 1)−1‖ ‖(h+ 1)ϕ̌‖ ≤ C(‖hϕ̌‖+ ‖ϕ̌‖)
= C(‖H0ϕ‖+ ‖ϕ‖).

Now replace ϕ̌(p) by ϕ̌r(p) = r3ϕ̌(rp), r > 0. Since ‖ϕ̌r‖∞ = ‖ϕ̌‖∞, ‖ϕ̌r‖1 =

‖ϕ̌‖1, ‖ϕ̌r‖ = r3/2‖ϕ̌‖, and ‖hϕ̌r‖ = r−1/2‖hϕ̌‖, we get

(2π)3/2‖ϕ‖∞ ≤ r−1/2C(‖H0ϕ‖+ r2‖ϕ‖),

where r > 0 is arbitrary. Choosing r such that a = r−1/2(2π)−3/2C‖V1‖ < 1
completes the proof. �

Corollary 1.3. The Schrödinger operator of a complex atom, considered
in Example 2.2 in Section 2.4 of Chapter 2, is essentially self-adjoint on
C∞0 (R3(N+1)).

Proof. We consider only the special case of the Hamiltonian of the hydrogen
atom,

H = −∆− e2

r
, r = |x|.

Writing V = χ1V + (1 − χ1)V = V1 + V2, where χ1 is the characteristic
function of the unit ball B1 = {x ∈ R3 : |x| ≤ 1}, we have V1(x) ∈ L2(R3)
and V2(x) ∈ L∞(R3). �

Another useful criterion applies to real-valued potentials V (x) ∈ L∞loc(Rn),
the space of locally bounded a.e. functions on Rn. In this case the opera-
tor H, defined by the formal differential expression (1.1), is symmetric on
C∞0 (Rn) and we have the following result.

Theorem 1.4. If V (x) ∈ L∞loc(Rn) is bounded from below, V (x) ≥ C a.e. on
Rn, then the Schrödinger operator H = H0 +V is essentially self-adjoint on
C∞0 (Rn).

In fact, a much more general statement holds.

Theorem 1.5 (Sears). Suppose that the potential V (x) ∈ L∞loc(Rn) for all
x ∈ Rn satisfies the condition

V (x) ≥ −Q(|x|),

where Q(r) is an increasing continuous positive function on [0,∞) such that∫ ∞
0

dr√
Q(r)

=∞.
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Then the Schrödinger operator H = H0 + V is essentially self-adjoint on
C∞0 (Rn).

Problem 1.1. Prove the general case of Corollary 1.3 (Hint : Derive the estimate
(1.3) for each term in the corresponding potential energy operator.)

Problem 1.2 (Kato’s inequality). Let ψ ∈ L1
loc(Rn) be such that ∆ψ, defined

in the distributional sense, is represented by a function in L1
loc(Rn). Prove that

in the distributional sense, ∆|u| ≥ Re
( ū
u

∆u
)

, where it is assumed that
u(x)

u(x)
= 0

if u(x) = 0. (The distribution T ∈ S (Rn)′ is non-negative if T (ϕ) ≥ 0 for all
non-negative ϕ ∈ S (Rn).)

Problem 1.3. Prove Theorem 1.4 using Kato’s inequality. (Hint : Show that if
ψ ∈ L2(Rn) in the distributional sense satisfies (−∆ + V (x) + C + 1)ψ = 0, then
ψ = 0.)

Problem 1.4. Prove that one-dimensional Schrödinger operators with unbounded
below potentials V (x) = x and V (x) = −x2 are essentially self-adjoint on C∞0 (R).

1.2. Characterization of the spectrum. The second major mathemat-
ical problem in quantum mechanics is to describe the spectral properties of
the Schrödinger operator H. Here we present some general results charac-
terizing the spectrum of H. The first basic result is the following.

Theorem 1.6. Suppose that V (x) ∈ L∞loc(Rn) satisfies

lim
|x|→∞

V (x) =∞.

Then the operator H has a pure point spectrum: there exists an orthonormal
basis {ψn}n∈N for H consisting of eigenfunctions of H with eigenvalues
λ1 ≤ λ2 ≤ · · · ≤ λn ≤ · · · of finite multiplicity,

Hψn = λnψn,

and lim
n→∞

λn =∞.

Recall that the essential spectrum σess(A) of a self-adjoint operator A
consists of all non-isolated points of σ(A) and of eigenvalues of infinite mul-
tiplicity. The following result gives a sufficient condition for the essential
spectrum of the Schrödinger operator to fill [0,∞).

Theorem 1.7. Suppose that V = V1 + V2, where V1(x) ∈ Lq(Rn), 2q ≥ n
for n > 4 and q ≥ 2 for n ≤ 41, and V2(x) ∈ L∞(Rn) satisfies

lim
|x|→∞

V2(x) = 0.

Then σess(H) = [0,∞), so that σ(H) ∩ (−∞, 0) consists of isolated eigen-
values of H of finite multiplicity.

1In the special case n = 4 one has q > 2.
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The next result gives a sufficient condition for the Schrödinger operator
with decaying potential to have only negative eigenvalues.

Theorem 1.8 (Kato). Suppose that V (x) ∈ L∞(Rn) and

lim
|x|→∞

|x|V (x) = 0.

Then the Schrödinger operator H = H0 + V has no positive eigenvalues.

Recall that the absolutely continuous spectrum and the singular spec-
trum of a self-adjoint operator A on H are defined, respectively, by σac(A) =
σ(A|Hac

) and σsc(A) = σ(A|Hsc
), where Hac and Hsc are closed subspaces

for A defined as follows. Let PA be the projection-valued measure for the
self-adjoint operator A and let νψ = (PAψ,ψ) be the finite Borel measure
on R corresponding to ψ ∈ H , ψ 6= 0. Then Hac consists of 0 and all
ψ ∈ H such that the measure νψ is absolutely continuous with respect to
the Lebesgue measure on R, and Hsc consists of 0 and all ψ ∈H such that
the measure νψ is continuous singular with respect to the Lebesgue measure
on R.

Theorem 1.9. Suppose that the potential V (x) ∈ L∞(Rn) for some ε > 0
satisfies

V (x) = O(|x|−1−ε) as |x| → ∞.

Then the Schrödinger operator H = H0 + V has no singular spectrum and
σac(H) = [0,∞). Moreover, σ(H)∩ (−∞, 0) consists of eigenvalues of H of
finite multiplicity with the only possible accumulation point at 0.

Finally, for the physically important case n = 3 there is a useful estimate
for the number of eigenvalues of the Schrödinger operator.

Theorem 1.10 (Birman-Schwinger). Suppose that V (x) ∈ L∞(R3) and∫
R3

∫
R3

|V (x)V (y)|
|x− y|2

d3x d3y <∞.

Then for the total number N of eigenvalues of the Schrödinger operator
H = H0 + V , counted with multiplicities, we have

N ≤ 1

16π2

∫
R3

∫
R3

|V (x)V (y)|
|x− y|2

d3x d3y.

Problem 1.5. Prove all results stated in this section. (Hint : See the list of refer-
ences to this chapter.)
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1.3. The virial theorem. Let H = H0 + V be the Schrödinger operator
whose potential is a homogeneous function on Rn of degree ρ, i.e., V (ax) =
aρV (x). The virial theorem in quantum mechanics is the relation between
the expectation values of the kinetic and potential energy operators H0 and
V in the stationary state.

Theorem 1.11 (The virial theorem). Let ψ ∈ H , ‖ψ‖ = 1, be the eigen-
function of the Schrödinger operator with the homogeneous potential of de-
gree ρ, and let T0 = (H0ψ,ψ) and V0 = (V ψ, ψ) be the corresponding expec-
tation values of kinetic and potential energy operators. Then

2T0 = ρV0.

Proof. It follows from the Schrödinger equation

−∆ψ + V (x)ψ = λψ

that

T0 + V0 = −(∆ψ,ψ) + (V ψ, ψ) = λ.

For every a > 0 the function ψa(x) = ψ(ax) satisfies

−∆ψa + aρ+2V (x)ψa = a2λψa,

so that by differentiating this equation with respect to a at a = 1 and using
Euler’s homogenous function theorem, we get

(1.4) −∆ψ̇ + V (x)ψ̇ = λψ̇ + (2λ− (ρ+ 2)V (x))ψ.

Since ψ̇ ∈ D(H) and H is self-adjoint,

((H − λI)ψ̇, ψ) = (ψ̇, (H − λI)ψ) = 0,

and we obtain from (1.4) that

2λ = (ρ+ 2)V0,

which completes the proof. �

Remark. Since energy levels of quantum systems are related to the closed
orbits of corresponding classical systems, Theorem 1.11 is the quantum ana-
log of the classical virial theorem (see Example 1.2 in Section 1.3 of Chapter
1).

Problem 1.6 (The Raleigh-Ritz principle). Prove that λ is an eigenvalue of a
self-adjoint operator H with the eigenfunction ψ if and only if ψ is a critical point
of the functional F (ϕ) = ((H − λI)ϕ,ϕ) on D(H).

Problem 1.7. Derive the virial theorem from the Raleigh-Ritz principle.
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2. One-dimensional Schrödinger equation

The Schrödinger operator on the real line — the one-dimensional Schrödin-
ger operator — has the form

H = − d2

dx2
+ V (x),

where the real-valued potential V (x) ∈ L1
loc(R), the space of locally inte-

grable functions on R. The corresponding eigenvalue problem

Hψ = λψ

reduces to the second order ordinary differential equation

(2.1) −y′′ + V (x)y = k2y, −∞ < x <∞,

where it is convenient to set λ = k2. In this section, we will study in detail
the one-dimensional Schrödinger equation (2.1) for the case when

(2.2)

∫ ∞
−∞

(1 + |x|)|V (x)|dx <∞.

Condition (2.2) is a mathematical formulation of the physical statement that
the potential V (x) decays as |x| → ∞. It allows us to compare solutions
y(x, k) of the Schrödinger equation (2.1) with the solutions e±ikx of the
Schrödinger equation for the free quantum particle, which corresponds to
the case V = 0 in (2.1). All results in this section hold for the real-valued
potential V (x) ∈ L1

loc(R) satisfying (2.2); to simplify the presentation we
will additionally assume that the potential V (x) in (2.2) is continuous on R.

2.1. Jost functions and transition coefficients. Let

σ(x) =

∫ ∞
x
|V (s)|ds and σ1(x) =

∫ ∞
x

σ(s)ds.

Since V ∈ L1(R), we have limx→∞ σ(x) = 0, and using condition (2.2) and
the Fubini theorem we get

σ1(x) =

∫ ∞
x

∫ ∞
s
|V (t)|dtds =

∫ ∞
x

∫ t

x
|V (t)|dsdt =

∫ ∞
x

(t− x)|V (t)|dt <∞,

so that σ ∈ L1(x,∞) for all x ∈ R and limx→∞ σ1(x) = 0. Similarly, the
functions

σ̃(x) =

∫ x

−∞
|V (s)|ds and σ̃1(x) =

∫ x

−∞
σ̃(s)ds

satisfy limx→−∞ σ̃(x) = limx→−∞ σ̃1(x) = 0. Condition (2.2) ensures that
for real k the differential equation (2.1) has solutions f1(x, k) and f2(x, k),
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uniquely defined by the following asymptotics:

f1(x, k) = eikx + o(1) as x→∞,

f2(x, k) = e−ikx + o(1) as x→ −∞.

They are called Jost solutions and play a fundamental role in the theory of
a one-dimensional Schrödinger equation.

Theorem 2.1. For real k the differential equation (2.1) has solutions f1(x, k)
and f2(x, k) satisfying the following properties.

(i) Estimates for k ∈ R:

|e−ikxf1(x, k)− 1| ≤
(
σ1(x)− σ1(x+ 1

|k|)
)
eσ1(x),

|eikxf2(x, k)− 1| ≤
(
σ̃1(x)− σ̃1(x− 1

|k|)
)
eσ̃1(x).

(ii) Asymptotics as |x| → ∞:

lim
x→∞

e−ikxf1(x, k) = 1, lim
x→∞

e−ikxf ′1(x, k) = ik,

lim
x→−∞

eikxf2(x, k) = 1, lim
x→−∞

eikxf ′1(x, k) = −ik.

.

(iii) Analyticity: f1(x, k) and f2(x, k) admit analytic continuation to the
upper half-plane Im k > 0, and are continuous functions on Im k ≥
0, uniformly in x on compact subsets of R.

(iv) The conjugation property:

f1(x, k) = f1(x,−k̄), f2(x, k) = f2(x,−k̄), Im k ≥ 0.

(v) Estimates in part (i) hold for Im k ≥ 0. For k 6= 0,

|f1(x, k)− eikx| ≤ e− Im kx

|k|
σ(x)e

1
|k|σ(x)

,

|f2(x, k)− e−ikx| ≤ eIm kx

|k|
σ̃(x)e

1
|k| σ̃(x)

.

(vi) Asymptotics as |k| → ∞, Im k ≥ 0:

e−ikxf1(x, k) = 1 +O(|k|−1), eikxf2(x, k) = 1 +O(|k|−1).

Proof. It follows from the method of variation of parameters that differen-
tial equation (2.1) with the boundary condition limx→∞ e

−ikxf1(x, k) = 1 is
equivalent to the integral equation

(2.3) f1(x, k) = eikx −
∫ ∞
x

sin k(x− t)
k

V (t)f1(t, k)dt.
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Setting ϕ(x, k) = e−ikxf1(x, k), we get

(2.4) ϕ(x, k) = 1−
∫ ∞
x

1− e−2ik(x−t)

2ik
V (t)ϕ(t, k)dt.

For Im k ≥ 0 the integral equation (2.4) is of Volterra type and can be
solved by the method of successive approximations. Namely, we look for the
solution in the form

(2.5) ϕ(x, k) =

∞∑
n=0

ϕn(x, k),

where ϕ0(x, k) = 1 and

ϕn+1(x, k) = −
∫ ∞
x

1− e−2ik(x−t)

2ik
V (t)ϕn(t, k)dt

=

∫ ∞
x

(∫ t

x
e−2ik(x−s)V (t)ϕn(t, k)ds

)
dt.

From here we conclude that for Im k ≥ 0

(2.6) |ϕn(x, k)| ≤ σ1(x)n

n!
.

Indeed, this estimate is true for n = 0, and using the Fubini theorem and
the induction hypothesis we get

|ϕn+1(x, k)| ≤ 1

n!

∫ ∞
x

(∫ t

x
|V (t)|σ1(t)nds

)
dt

=
1

n!

∫ ∞
x

(∫ ∞
s
|V (t)|σ1(t)ndt

)
ds

≤ 1

n!

∫ ∞
x

σ(s)σ1(s)nds =
σ1(x)n+1

(n+ 1)!
.

Thus

(2.7) |ϕ(x, k)| ≤ eσ1(x).

By the Weierstrass M -test the function ϕ(x, k), defined by convergent series
(2.5), is analytic for Im k > 0. It is also continuous up to Im k = 0 uniformly
in x on compact subsets of R.
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The first estimate in part (i) now follows from (2.4) and (2.7). Namely,
using |V (t)| = −σ′(t) and integration by parts, we obtain

|ϕ(x, k)− 1| ≤
∫ ∞
x

∣∣∣∣∣1− e−2ik(x−t)

2ik

∣∣∣∣∣ |V (t)||ϕ(t, k)|dt

≤ eσ1(x)

(∫ x+ 1
|k|

x
(t− x)|V (t)|dt+

1

|k|

∫ ∞
x+ 1
|k|

|V (t)|dt

)

= eσ1(x)

(
−(t− x)σ(t)

∣∣∣∣x+ 1
|k|

x

+

∫ x+ 1
|k|

x
σ(t)dt+

1

|k|

∫ ∞
x+ 1
|k|

|V (t)|dt

)
= eσ1(x)

(
σ1(x)− σ1(x+ 1

|k|)
)
.

For k = 0 this estimate should be understood as |ϕ(x, 0)− 1| ≤ σ1(x)eσ1(x).
The function f1(x, k) = eikxϕ(x, k) satisfies the integral equation (2.3), and
(2.7) allows us to differentiate under the integral sign in (2.3). This proves
that f1(x, k) satisfies the differential equation (2.1) and the first estimate in
part (i). In particular, limx→∞ e

−ikxf1(x, k) = 1 for Im k ≥ 0. Differentiating

(2.3) and using e− Im k(t−x)| cos k(x−t)| ≤ 1 for t ≥ x and Im k ≥ 0, we obtain

(2.8) |e−ikxf ′1(x, k)− ik| ≤
∫ ∞
x
|V (t)||ϕ(t, k)|dt ≤ σ(x)eσ1(x),

so that limx→∞ e
−ikxf ′1(x, k) = ik for Im k ≥ 0.

The conjugation property follows from the uniqueness of the solution
f1(x, k) satisfying the estimate in part (i). To prove the uniqueness, denote
by χ(x, k) the homogeneous solution of the integral equation (2.4) with the
property that α(x) = supx≤t<∞ |χ(t, k)| < ∞ for all x ∈ R. Consider the
inequality

|χ(x, k)| ≤
∫ ∞
x

(∫ t

x
|V (t)||χ(t, k)|ds

)
dt,

which follows from the homogeneous form of equation (2.4). Repeating the

proof of the estimate (2.6), we get |χ(x, k)| ≤ α(x)
σ1(x)n

n!
, and passing to

the limit n→∞ gives χ(x, k) = 0.

To prove the first estimate in part (v), consider the inequality

(2.9) |ϕ(x, k)− 1| ≤ σ(x)

|k|
− 1

|k|

∫ ∞
x

σ′(t)|ϕ(t, k)− 1|dt

which follows from (2.4) for k 6= 0. Iterating (2.9) we get

|ϕ(x, k)− 1| ≤ σ(x)

|k|
e

1
|k|σ(x)

.



2. One-dimensional Schrödinger equation 159

The asymptotic in part (vi) follows from the estimate in part (v), which
completes the proof for the solution f1(x, k). The existence and analytic
properties of the solution f2(x, k) are proved similarly by considering the
integral equation

�(2.10) f2(x, k) = e−ikx +

∫ x

−∞

sin k(x− t)
k

V (t)f2(t, k)dt.

Corollary 2.2. For Im k ≥ 0 and k 6= 0,

lim
x→∞

e−ikx(ḟ1(x, k)− ixf1(x, k)) = 0, lim
x→−∞

eikx(ḟ2(x, k) + ixf2(x, k)) = 0,

where the dot stands for the partial derivative with respect to k.

Proof. Differentiating (2.4) with respect to k we obtain the following inte-

gral equation for ϕ̇(x, k) = e−ikx(ḟ1(x, k)− ixf1(x, k)):

ϕ̇(x, k) = g(x, k)−
∫ ∞
x

1− e−2ik(x−t)

2ik
V (t)ϕ̇(t, k)dt,

where

g(x, k) =
1

k

∫ ∞
x

(t− x)e−2ik(x−t)V (t)ϕ(t, k)dt+
1

k
(1− ϕ(x, k)).

It follows the estimate in part (i) of Theorem 2.1 and (2.7) that |g(x, k)| ≤
2
|k|σ1(x)eσ1(x), and repeating the proof of the estimate (2.7), we obtain

that |ϕ̇(x, k)| ≤ 2
|k|σ1(x)e2σ1(x). Since limx→∞ σ1(x) = 0, this proves the

statement for f1(x, k). The corresponding result for f2(x, k) is proved simi-
larly. �

For real k 6= 0 the pairs f1(x, k), f1(x,−k) = f1(x, k) and f2(x, k),

f2(x,−k) = f2(x, k) are fundamental solutions of the differential equation
(2.1). Indeed, the Wronskian W (y1, y2) = y′1y2 − y1y

′
2 of two solutions of

(2.1) does not depend on x, and we get from part (ii) that

W (f1(x, k), f1(x,−k)) = lim
x→∞

W (f1(x, k), f1(x,−k)) = 2ik,

W (f2(x, k), f2(x,−k)) = lim
x→−∞

W (f2(x, k), f2(x,−k)) = −2ik.

Therefore for such k we have

(2.11) f2(x, k) = a(k)f1(x,−k) + b(k)f1(x, k),

where the transition coefficients a(k) and b(k) are given by

(2.12) a(k) =
1

2ik
W (f1(x, k), f2(x, k)), b(k) =

1

2ik
W (f2(x, k), f1(x,−k)),

and satisfy a(k) = a(−k), b(k) = b(−k). Similarly we find that

(2.13) f1(x, k) = a(k)f2(x,−k)− b(−k)f2(x, k).
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Back substituting (2.13) for f1(x, k) and f1(x,−k) into (2.11), for real k 6= 0
we find the so-called normalization condition,

(2.14) |a(k)|2 = 1 + |b(k)|2.

It follows from parts (iii) and (vi) of Theorem 2.1 that coefficient a(k) admits
analytic continuation to Im k > 0 and

(2.15) a(k) = 1 +O(|k|−1) as |k| → ∞.

Moreover, the function ka(k) is continuous in Im k ≥ 0.

Normalization condition (2.14) implies that all zeros of a(k) are in the
upper half-plane Im k > 0. Let k0 be such a zero, a(k0) = 0. It follows from
the first equation in (2.12) that W (f1(x, k0), f2(x, k0)) = 0, so that the Jost
solutions f1(x, k0), f2(x, k0) are linearly dependent,

f1(x, k0) = c0f2(x, k0),

for some c0 6= 0. It follows from part (i) of Theorem 2.1 that for Im k > 0
the solution f1(x, k) is exponentially decaying as x → ∞, and the solution
f2(x, k) is exponentially decaying as x→ −∞. Therefore f1( · , k0) ∈ L2(R) is
an eigenfunction of the Schrödinger operator H with the eigenvalue λ0 = k2

0.
Since H is symmetric, its eigenvalues are real:

λ0‖f1( · , k0)‖2 =

∫ ∞
−∞

(
−f ′′1 (x, k0) + V (x)f1(x, k0)

)
f1(x, k0) dx

=

∫ ∞
−∞

f1(x, k0)
(
−f ′′1 (x, k0) + V (x)f1(x, k0)

)
dx = λ̄0‖f1( · , k0)‖2,

as is easily seen by integrating by parts twice; due to part (i) of Theorem 2.1
and estimate (2.8) the boundary terms vanish as |x| → ∞. Thus k0 = iκ0 is
pure imaginary with κ0 > 0 so that λ0 = −κ2

0 < 0, and the corresponding
eigenfunction f1(x, iκ0) is real-valued.

Proposition 2.1. The function a(k) in the upper half-plane Im k > 0 has
only finitely many pure imaginary simple zeros kl = iκl, and

ȧ(iκl) = −icl‖f2( · , iκl)‖2, l = 1, . . . , n,

where the dot stands for the derivative and f1(x, iκl) = clf2(x, iκl). The
function 1/a(k) is bounded in some neighborhood of k = 0 in Im k ≥ 0.

Proof. It follows from (2.14) and (2.15) that k = 0 is the only possible
accumulation point of zeros of a(k) in Im k ≥ 0. First suppose that functions
f1(x, k) and f2(x, k) are linearly independent for k = 0. Then the continuous
in Im k > 0 function ka(k) satisfies limk→0 ka(k) = W (f1(x, 0), f2(x, 0)) 6= 0.
Therefore a(k) 6= 0 in some neighborhood of 0, and a(k) has only finitely
many zeros in Im k > 0.
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The case when f1(x, 0) = cf2(x, 0), c 6= 0, is more subtle. Suppose that
there is a converging to 0 subsequence kn = iκn of zeros of a(k) in Im k > 0.
It follows from part (i) of Theorem 2.1 that there exists A > 0 such that
for all κ ≥ 0 we have f1(x, iκ) > 1

2e
−κx for x ≥ A and f2(x, iκ) > 1

2e
κx for

x ≤ A, so that∫ ∞
A

f1(x, iκn)f1(x, 0)dx,

∫ −A
−∞

f2(x, iκn)f2(x, 0)dx ≥ 1

4κ
e−κA.

Using integration by parts, we get, as before,

κ2
n

∫ ∞
−∞

f1(x, iκn)f1(x, 0)dx =

∫ ∞
−∞

(
f ′′1 (x, iκn)− V (x)f1(x, iκn)

)
f1(x, 0)dx

=

∫ ∞
−∞

f1(x, iκn)
(
f ′′1 (x, 0)− V (x)f1(x, 0)

)
dx = 0.

On other hand, we have

0 =

∫ ∞
A

f1(x, iκn)f1(x, 0)dx+

∫ A

−A
f1(x, iκn)f1(x, 0)dx(2.16)

+ c · cn
∫ −A
−∞

f2(x, iκn)f2(x, 0)dx.

Since f1(x, k) is continuous on Im k ≥ 0, uniformly in x on the compact
subsets of R, we have

lim
n→∞

∫ A

−A
f1(x, iκn)f1(x, 0)dx =

∫ A

−A
f1(x, 0)2dx ≥ 0.

Using

lim
n→∞

c · cn = c lim
n→∞

f1(x, iκn)

f2(x, iκn)
= c

f1(x, 0)

f2(x, 0)
= c2 > 0,

we obtain from (2.16) that for large enough n,

0 >
1

4κn
e−κnA.

This is clearly a contradiction, so a(k) has only finitely many zeros. The
proof of local boundness of 1/a(k) in this case is left to the reader.

Next, consider the differential equation (2.1) together with the equation
obtained from it by differentiating with respect to k:

−y′′ + V (x)y = k2y,(2.17)

−ẏ′′ + V (x)ẏ = k2ẏ + 2ky.(2.18)

Set y = f1(x, k) in equation (2.17), y = f2(x, k) in equation (2.18), and

multiply (2.17) by ḟ2(x, k) and (2.18) by f1(x, k). Subtracting the resulting
equations, we obtain

W (f1(x, k), ḟ2(x, k))′ = 2kf1(x, k)f2(x, k).
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Similarly, setting y = f2(x, k) in (2.17), y = f1(x, k) in (2.18), cross multi-
plying and subtracting, we obtain

−W (ḟ1(x, k), f2(x, k))′ = 2kf1(x, k)f2(x, k).

Therefore

W (f1(x, k), ḟ2(x, k))
∣∣∣x
−A

= 2k

∫ x

−A
f1(x, k)f2(x, k)dx,(2.19)

−W (ḟ1(x, k), f2(x, k))
∣∣∣A
x

= 2k

∫ A

x
f1(x, k)f2(x, k)dx.(2.20)

Now suppose that a(k0) = 0. We have

W (f1(x, k), f2(x, k)) = 2ika(k),

so that differentiating with respect to k and setting k = k0 gives

W (ḟ1(x, k0), f2(x, k0)) +W (f1(x, k0), ḟ2(x, k0)) = 2ik0ȧ(k0).

Since f1(x, k0) = c0f2(x, k0), it follows from Theorem 2.1 and Corollary 2.2
that boundary terms in (2.19)–(2.20) vanish as A → ∞, and we obtain,
using that f(x, k0) is real-valued:

ȧ(k0) = −i
∫ ∞
−∞

f1(x, k0)f2(x, k0)dx = −ic0‖f2( · , k0)‖2. �

The eigenvalues of the Schrödinger operator H are simple. Indeed, the
function f1(x, iκ) is a solution of the differential equation (2.1) for λ =
−κ2 < 0, which decays exponentially as x → ∞. Since the Wronskian of
any two solutions of (2.1) is constant, the second solution of (2.1), linearly
independent with f1(x, iκ), is exponentially increasing as x → ∞. Thus
every exponentially decaying as x → ∞ solution of (2.1) for λ = −κ2 is
a constant multiple of f1(x, iκ). In particular, this proves that the point
spectrum of H is simple. This result also follows from the simplicity of zeros
of the function a(k) and the eigenfunction expansion theorem, proved in the
next section.

Problem 2.1 (The oscillation theorem). Let λ1 = −κ2
1 < · · · < λn = κ2

n <
0 be the eigenvalues of the one-dimensional Schrödinger operator H. Prove that
corresponding eigenfunctions f1(x, iκl) have exactly l−1 simple zeros, l = 1, . . . , n.

Problem 2.2. Prove that for Im k ≥ 0 the Jost solution f1(x, k) admits the
representation

f1(x, k) = eikx +

∫ ∞
x

K1(x, t)eiktdt,

where

K(x, x) = 1
2

∫ ∞
x

V (t)dt and |K1(x, t)| ≤ 1
2σ(x+t

2 )eσ1(x)−σ1( x+t2 ).
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Moreover, the kernel K1(x, t) is differentiable and

|∂K1

∂x (x, t) + 1
4V (x+t

2 )| ≤ 1
2σ1(x)σ(x+t

2 )eσ1(x),

with the similar inequality for ∂K1

∂t (x, t). Correspondingly, for Im k ≤ 0 the Jost
solution f2(x, k) admits the integral representation

f2(x, k) = e−ikx +

∫ x

−∞
K2(x, t)e−iktdt,

where the kernel K2(x, t) satisfies similar estimates. (Hint: Show that (2.3) is equiv-
alent to the integral equation

K1(x, t) = 1
2

∫ ∞
x+t
2

V (s)ds+ 1
2

∫ ∞
x

V (s)

∫ t+(s−x)

t−(s−x)

K1(s, u)duds

with the condition K1(x, t) = 0 for t < x, which is solved by the method of succes-
sive approximations.)

Problem 2.3. Show that transition coefficients a(k) and b(k) have the represen-
tations

a(k) = 1− 1

2ik

∫ ∞
−∞

V (x)dx− 1

2ik

∫ ∞
0

A(t)eiktdt, b(k) =
1

2ik

∫ ∞
−∞

B(t)e−iktdt,

where A(t) ∈ L1(0,∞) and B(t) ∈ L1(−∞,∞).

Problem 2.4. Show that for Im k > 0 the transition coefficient a(k) satisfies the
dispersion relation

a(k) = exp

{
1

2πi

∫ ∞
−∞

log(1 + |b(p)|2)

p− k
dp

} n∏
l=1

k − iκl
k + iκl

.

2.2. Eigenfunction expansion. Here we explicitly construct the resol-
vent kernel for the one-dimensional Schrödinger operator H, and show that
it is self-adjoint with the domain consisting of functions ψ ∈ L2(R), which
are twice differentiable on R, and such that −ψ′′ + V (x)ψ ∈ L2(R). Using
the method of complex integration we derive the eigenfunction expansion
theorem for the operator H, which generalizes the corresponding result for
the operator H0 of a free quantum particle, considered in Section 2.3 of
Chapter 2.

For λ ∈ C \ [0,∞) let

(2.21) Rλ(x, y) =


−f1(x, k)f2(y, k)

2ika(k)
if x ≥ y,

−f1(y, k)f2(x, k)

2ika(k)
if x ≤ y,

where the branch of the function k =
√
λ on C \ [0,∞) is defined by the

condition that Im k > 0. For fixed x and y the function Rλ(x, y) is mero-
morphic on C \ [0,∞) with simple poles at λl = −κ2

l , l = 1, . . . , n. For fixed
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λ 6= λl the function Rλ(x, y) = Rλ(y, x) is continuous in x and y, and it
follows from part (v) of Theorem 2.1 and (2.15) that

(2.22) |Rλ(x, y)| ≤ C e− Im k|x−y|

|k|
, C > 0.

The kernel Rλ(x, y) for λ 6= λl defines a bounded integral operator Rλ in
L2(R) by the formula

(Rλψ)(x) =

∫ ∞
−∞

Rλ(x, y)ψ(y)dy.

Indeed, it follows from (2.22) that for ψ ∈ L2(R),

|k|2 ‖Rλψ‖2 ≤ C2

∫ ∞
−∞

(∫ ∞
−∞

e− Im k|x−y||ψ(y)|dy
)2

dx

= C2

∫ ∞
−∞

∫ ∞
−∞

e− Im k(|y1|+|y2|)
∫ ∞
−∞
|ψ(x+ y1)ψ(x+ y2)|dxdy1dy2

≤ 4C2(Im k)−2‖ψ‖2.

In particular,

‖Rλ‖ ≤
2C

|k| Im k
.

Lemma 2.1. The operator H is self-adjoint and Rλ = (H − λI)−1 for
λ ∈ C \

{
[0,∞) ∪ {λ1, . . . , λn}

}
, where I is the identity operator in L2(R).

Proof. Let g ∈ L2(R). As in the variation of parameters method, it follows
from (2.21) that for λ ∈ C \

{
[0,∞)∪ {λ1, . . . , λn}

}
the function y = Rλg ∈

L2(R) is twice differentiable a.e. on R and satisfies the differential equation

−y′′ + V (x)y = λy + g(x).

Thus (H − λI)Rλ = I and, in particular, Im(H ± iI) = L2(R), so that H is
self-adjoint. �

Let H0 be the Hilbert space of C2-valued functions Φ(λ) =

(
ϕ1(λ)
ϕ2(λ)

)
on

[0,∞) with the norm

‖Φ‖20 =

∫ ∞
0

(|ϕ1(λ)|2 + |ϕ2(λ)|2)dσ(λ),

where dσ(λ) = 1
2
√
λ
dλ and

√
λ ≥ 0 for λ ≥ 0 (see Section 2.3 of Chapter 2,

where one should put ~ = 1 and m = 1
2). For λ ≥ 0 set

(2.23) uj(x,
√
λ) =

1

a(
√
λ)
fj(x,

√
λ), j = 1, 2,
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and for ψ ∈ C2
0 (R) define the C2-valued function U ψ on [0,∞) with com-

ponents (U ψ)1 and (U ψ)2 by

(2.24) (U ψ)j(λ) =
1√
2π

∫ ∞
−∞

ψ(x)uj(x,
√
λ)dx, j = 1, 2.

By Proposition 2.1 the function U ψ is bounded at λ = 0, and for large λ
using differential equation (2.1) and integration by parts we get

(U ψ)j(λ) =
1

λ
√

2π

∫ ∞
−∞

(
−ψ′′(x) + V (x)ψ(x)

)
uj(x,

√
λ)dx,

which shows that U ψ ∈ H0.

Let P be the orthogonal projection on the subspace of H = L2(R)
spanned by the eigenfunctions ψl(x) = f1(x, iκl), l = 1, . . . , n. The functions
ψl are real-valued and orthogonal, so that for ψ ∈H

(Pψ)(x) =
n∑
l=1

1

‖ψl‖2
ψl(x)

∫ ∞
−∞

ψ(y)ψl(y)dy.

Theorem 2.3. The operator U extends to a partial isometry operator U :
H → H0,

U ∗U = I − P and U U ∗ = I0,

and establishes the isomorphism (I−P )H ' H0. Here I and I0 are, respec-
tively, identity operators in H and H0. For the spectrum of the corresponding
Schrödinger operator H we have σ(H) = {−κ2

1 , . . . ,−κ2
n} ∪ [0,∞), and

H = Hpp ⊕Hac,

where Hpp = PH and Hac = (I − P )H are, respectively, invariant sub-
spaces associated with pure point and absolutely continuous spectra of H.
The operator U HU ∗ is a multiplication by λ operator in H0, so that the
absolutely continuous spectrum [0,∞) of H has multiplicity two, and the
operator U “diagonalizes” the restriction of H to the subspace Hac.

Proof. To proof the relation U ∗U = I − P — the so-called completeness
relation — it is sufficient to establish the following classical eigenfunction
expansion formula for ψ ∈ C2

0 (R):

ψ(x) =
1

2π

∫ ∞
0

(
u1(x, k)

∫ ∞
−∞

ψ(y)u1(y, k)dy + u2(x, k)

∫ ∞
−∞

ψ(y)u2(y, k)dy

)
dk

+

n∑
l=1

1

‖ψl‖2
ψl(x)

∫ ∞
−∞

ψ(y)ψl(y)dy,(2.25)
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where all integrals are absolutely convergent, and we put
√
λ = k, dσ(λ) =

dk. Indeed, assuming that (2.25) holds, we get for ψ,ϕ ∈ C2
0 (R)

(ψ,ϕ) =

∫ ∞
−∞
ψ(x)ϕ(x)dx =

1

2π

∫ ∞
−∞

ϕ(x)

(∫ ∞
0

(
u1(x, k)

∫ ∞
−∞

ψ(y)u1(y, k)dy

+ u2(x, k)

∫ ∞
−∞

ψ(y)u2(y, k)dy

)
dk

)
dx+

n∑
l=1

1

‖ψl‖2
(ψ,ψl)(ψl, ϕ)

= (U ψ,U ϕ)0 +
n∑
l=1

1

‖ψl‖2
(ψ,ψl)(ψl, ϕ),

where ( , )0 is the inner product in H0, and the interchange of integrals over
x and k is justified by the Fubini theorem. Thus

(2.26) (U ψ,U ϕ)0 = ((I − P )ψ,ϕ)

for ψ,ϕ ∈ C2
0 (R), and we conclude that U extends to a bounded operator

from H and H0 satisfying (2.26) for all ψ,ϕ ∈H .

To prove the eigenfunction expansion formula (2.25), for λ ∈ C \ [0,∞)
set g(x, λ) = (Rλψ)(x). The function g(x, λ) for fixed x is meromorphic in
λ ∈ C \ [0,∞) with simple poles at λ = λl, l = 1, . . . , n. It follows from
(2.21) and Proposition 2.1 that

Resλ=λlg(x, λ) =
icl

ȧ(iκl)
f2(x, iκl)

∫ ∞
−∞

f2(y, iκl)ψ(y)dy = −(ψ,ψl)

‖ψl‖2
ψl(x).

Since HRλ = RλH = I + λRλ, we have

−g′′(x, λ) + V (x)g(x, λ) = ψ(x) + λg(x, λ),

so that

g(x, λ) = − 1

λ
ψ(x) +

1

λ
(Rλϕ)(x),

where ϕ = −ψ′′ + V (x)ψ ∈ C0(R). From (2.22) we get

|(Rλϕ)(x)| ≤ C

|
√
λ|

as |λ| → ∞,

so that

(2.27) g(x, λ) = − 1

λ
ψ(x) +O(|λ|−3/2) as |λ| → ∞.

It follows from Proposition 2.1 and (2.21) that

(2.28) g(x, λ) = O(|λ|−1/2) as λ→ 0.

For 0 < ε < 1 < N let C = Cε,N be the contour consisting of the

following parts: (i) the arc Cε of a circle λ = εeiθ, ε ≤ | arg θ| ≤ π, oriented
clockwise; (ii) the arc CN of a circle λ = Neiθ, εN ≤ | arg θ| ≤ π, oriented
anti-clockwise, where N sin εN = ε sin ε; (iii) the segments I± of the straight
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lines Imλ = ±ε sin ε which connect the boundaries of the arcs. Choose ε and
N such that all poles λl of g(x, λ) are inside C, and consider the integral

I =
1

2πi

∫
C
g(x, λ)dλ.

On one hand, by the Cauchy residue theorem

I =

n∑
l=1

Resλ=λlg(x, λ) = −
n∑
l=1

(ψ,ψl)

‖ψl‖2
ψl(x).

On the other hand, it follows from (2.27) and (2.28) that

lim
N→∞

1

2πi

∫
CN
g(x, λ)dλ = −ψ(x) and lim

ε→0

1

2πi

∫
Cε
g(x, λ)dλ = 0.

Thus we obtain

ψ(x)−
n∑
l=1

1

‖ψl‖2
(ψ,ψl)ψl(x) = lim

ε→0
lim
N→∞

1

2πi

(∫
I+
g(x, λ)dλ−

∫
I−
g(x, λ)dλ

)
=

1

2πi

∫ ∞
0

(∫ ∞
−∞

(Rλ+i0(x, y)−Rλ−i0(x, y))ψ(y)dy

)
dλ,(2.29)

where

Rλ±i0(x, y) = lim
ε→0

Rλ±iε(x, y).

To compute the difference Rλ+i0(x, y)−Rλ−i0(x, y), observe that on the cut
λ ≥ 0 we have

√
λ+ i0 = k ≥ 0 and

√
λ− i0 = −k ≤ 0. It follows from

(2.21) that for x ≥ y

Rλ+i0(x, y)−Rλ−i0(x, y) = − 1

2ik

(
f1(x, k)f2(y, k)

a(k)
+
f1(x,−k)f2(y,−k)

a(−k)

)
,

and using the equations

f1(x, k) =
1

a(−k)
f2(x,−k)− b(−k)

a(−k)
f1(x,−k),

f2(y,−k) =
1

a(k)
f1(y, k) +

b(−k)

a(k)
f2(y, k),

which follow from (2.11) and (2.13), we obtain

Rλ+i0(x, y)−Rλ−i0(x, y) =
i

2k|a(k)|2
(f1(x, k)f1(y, k) + f2(x, k)f2(y, k))

=
i

2k
(u1(x, k)u1(y, k) + u2(x, k)u2(y, k)),

where λ = k2. Substituting this into (2.29) and using the symmetryRλ(x, y) =
Rλ(y, x) of the resolvent kernel, we get the eigenfunction expansion (2.25).

Let Uac be the restriction of the operator U to the subspace Hac =
(I − P )H . It follows from the completeness relation that the operator Uac
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is an isometry, so that Im U = Im Uac is a closed subspace of H0. Thus
to verify the orthogonality relation U U ∗ = I0, it is sufficient to show that
Im U = H0. Using integration by parts we easily get that a self-adjoint
operator UacHU −1

ac is a multiplication by λ operator in Im U with the
domain U D(H). Moreover,

U Rµ = R(0)
µ U , µ ∈ C \ [0,∞),

where R
(0)
µ is the resolvent of the multiplication by λ operator in H0, so that

Im U is an invariant subspace for R
(0)
µ . Now it follows from Lemma 2.2 in

Section 2.2 of Chapter 2 that there are Borel subsets E1, E2 ⊆ [0,∞) such
that

Im U =

{
Φ̃ =

(
χE1ϕ1

χE2ϕ2

)
, Φ =

(
ϕ1

ϕ2

)
∈ H0

}
.

If, say, Ec
1 = [0,∞)\E1 has positive Lebesgue measure, then for λ = k2 ∈ Ec

1

we have ∫ ∞
−∞

u1(x, k)ψ(x)dx = 0 for all ψ ∈ C2
0 (R),

so that u(x, k) = 0 for all x ∈ R — a contradiction. Therefore, Im U =
H0. �

Let U0 : H → H0 be the corresponding unitary operator for the
Schrödinger operator H0 of a free particle, constructed in Section 2.3 of
Chapter 2 (with ~ = 1 and m = 1

2), and set U = U ∗U0 : H →Hac.

Corollary 2.4. The restriction of H to the absolutely continuous subspace
Hac is unitarily equivalent to H0,

H|Hac
= UH0U

−1.

Remark. In physics literature, completeness and orthogonality relations,
understood in the distributional sense, are usually written as

1

2π

∫ ∞
0

(u1(x, k)u1(y, k) + u2(x, k)u2(y, k))dk +
n∑
l=1

ψl(x)ψl(y)

‖ψl‖2
= δ(x− y)

and
1

2π

∫ ∞
−∞

uj(x, k)uk(x, p)dx = δjkδ(k − p),

where i, k = 1, 2 and k, p > 0. When transition coefficients a(k) and b(k) are
differentiable for k 6= 02, the orthogonality relation can be derived from the
identity

(2.30)
d

dx
W (uj(x, k), uk(x, p)) = (k2 − p2)uj(x, k)uk(x, p),

2This is the case when V (x) satisfies
∫∞
−∞(1 + |x|2)|V (x)|dx <∞.
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which immediately follows from the differential equation (2.1). Namely, con-
sider the case j = k = 1 and integrate (2.30) over [−N,N ]. Using (2.13) and
asymptotics of Jost solutions, we get∫ N

−N
u1(x, k)u1(x, p)dx =

1

(k2 − p2)a(k)a(p)
W (f1(x, k), f1(x, p))

∣∣∣N
−N

=
i

a(k)a(p)

(
ei(k−p)N − a(k)a(p)e−i(k−p)N + b(k)b(p)ei(k−p)N

k − p

+
a(k)b(p)e−i(k+p)N − b(k)a(p)ei(k+p)N

k + p

)
+ o(1) as N →∞.

Since k, p > 0, by the Riemann-Lebesgue lemma the distributional limit
as N → ∞ of the terms in the third line is zero. Since a(k) and b(k) are

assumed differentiable, in the second line we can replace a(p) and b(p) by

a(k) and b(k), respectively, since the difference goes to zero as N → ∞ by
the Riemann-Lebesgue lemma. Finally, using (2.14) we obtain

lim
N→∞

∫ N

−N
u1(x, k)u1(x, p)dx = 2 lim

N→∞

sin(k − p)N
k − p

= 2πδ(k − p),

where the last equality is the distributional form of the orthogonality relation
for the Fourier transform.

Remark. The eigenfunctions of the continuous spectrum uj(x, λ) also sat-
isfy the normalization condition (2.14) in Section 2.2 of Chapter 2:

lim
∆→0

1

∆
(Uj,k+∆ − Uj,k, Ul,k+∆ − Ul,k) = δjl, j, l = 1, 2,

where

Uj,k(x) =

∫ k2

k20

uj(x,
√
λ)

dλ

2
√
λ

=

∫ k

k0

fj(x, p)

a(p)
dp, j = 1, 2.

Remark. The qualitative structure of the spectrum of the Schrödinger op-
erator H is determined by the structure of the level sets Hc(p, x) = λ of
the classical Hamiltonian function Hc(p, x) = p2 + V (x). Namely, condition
lim|x|→∞ V (x) = 0 implies that the level sets for λ > 0 are non-compact and
the classical motion is unbounded in both directions, and these values of λ
fill the absolutely continuous spectrum [0,∞) of H of multiplicity two. For
λ < 0 the level sets are compact and classical motion is periodic. According
to BWS quantization rules (see Section 2.5 in Chapter 2), the energy levels
— eigenvalues of H — correspond to the closed orbits, and condition (2.2)
guarantees that H has only finitely many eigenvalues.
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Problem 2.5. Find the energy levels for the potential

V (x) = − V0

cosh2 κx
, V0 > 0.

In particular, show that when V0 = 2κ2 there is only one eigenvalue E = −κ2.

Problem 2.6. Show that the operator Rλ−R(0)
λ , where R

(0)
λ = (H0−λI)−1 and

λ ∈ C \ [0,∞), is of the trace class, and

Tr(Rλ −R(0)
λ ) = − d

dλ
log a(

√
λ).

(Hint: Use Wronskian identities (2.19)-(2.20) from the previous section.)

2.3. S-matrix and scattering theory. It was shown in the previous sec-
tion that for potentials V (x) satisfying (2.2) the operators H = H0 +V and
H0 have the same absolutely continuous spectrum. Among many partial
isometry operators in H which establish the unitary equivalence between
H|Hac

and H0, there are two operators W± of fundamental physical signifi-
cance. They are defined as

(2.31) W± = lim
t→±∞

eiHte−itH0 ,

where the limit is understood in the strong operator topology, and are called
wave operators (or Möller operators). In general, the wave operators exist
for a Schrödinger operator H = H0 + V on Rn with the potential V (q)
decaying sufficiently fast as |q| → ∞. In this section, we will show that for
potentials V (x) satisfying (2.2) the limits (2.31) exist.

The wave operators satisfy the partial isometry relation

(2.32) W ∗±W± = I.

Indeed, strong limits of unitary operators preserve the inner products, so
that (W±ψ,W±ϕ) = (ψ,ϕ) for all ψ,ϕ ∈ H . Convergence An → A as
n → ∞ in the strong operator topology does not necessarily imply that
A∗n → A∗, so that we cannot conclude that W±W

∗
± = I. Thus in general

the wave operators are not unitary. In fact, it can be shown that ImW± =
Hac = (I − P )H or, equivalently,

(2.33) W±W
∗
± = I − P,

where P is the orthogonal projection on the subspace Hpp. Though the proof
of (2.33) is rather non-trivial, it is easy to show that ImW± ⊆ (I − P )H .
Indeed, let ψ ∈H be a bound state — an eigenvector for H,

Hψ = λψ.

Then for every ϕ ∈H we have

(W±ϕ,ψ) = lim
t→±∞

eiλt(e−itH0ϕ,ψ) = 0
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by the Riemann-Lebesgue lemma, as we have seen in Section 2.3 of Chapter
2.

Assuming that wave operators exist and satisfy (2.33), it is easy to prove
that

(2.34) f(H)W± = W±f(H0)

for any measurable function f on R. Indeed, according to the spectral the-
orem, it is sufficient to prove this property for the functions f(λ) = eiτλ for
all τ ∈ R. In this case, (2.34) immediately follows from the identity

eiτHei(t−τ)He−i(t−τ)H0 = eitHe−itH0eiτH0

by passing to the limits t→ ±∞. Using (2.34) and (2.32) we conclude

W ∗±HW± = H0,

so that restrictions of the wave operators to the subspace Hac establish the
unitary equivalence between H|Hac

and H0.

Remark. The physical meaning of the wave operators is the following. The
one-parameter group U(t) = e−itH of unitary operators describes the evo-
lution of the quantum particle moving in a short-ranged potential field. For
large |t| the particle with positive energy moves far away from the cen-
ter and as |t| → ∞ its evolution is described by the one-parameter group
U0(t) = e−itH0 which corresponds to the free motion. Mathematically this is
expressed by the fact that for every ϕ− ∈ H there exists a vector ψ ∈ H
such that

lim
t→−∞

‖e−itHψ − e−itH0ϕ−‖ = 0,

and such a vector is given by ψ = W−ϕ−. Similarly, for every ϕ+ ∈ H the
vector ψ = W+ϕ+ satisfies

lim
t→∞
‖e−itHψ − e−itH0ϕ+‖ = 0.

As a physical interpretation, orthogonality of ImW± to the subspace Hpp

is explained by the fact that for all times t bound states are localized near
the potential center, whereas the free quantum particle goes to infinity as
|t| → ∞.

The wave operators are used to describe the scattering of the quan-
tum particle by the potential center. Namely, given ϕ− ∈ H , there is
ψ = W−ϕ− ∈H such that the solution ψ(t) = U(t)ψ of the non-stationary
Schrödinger equation with Hamiltonian H and initial condition ψ(0) = ψ
as t→ −∞ approaches the solution ϕ−(t) = U0(t)ϕ− of the non-stationary
Schrödinger equation with free HamiltonianH0 and initial condition ϕ−(0) =
ϕ−. Since ImW− = ImW+, there is ϕ+ ∈ H such that ψ = W+ϕ+ and
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the solution ψ(t) of the non-stationary Schrödinger equation with Hamil-
tonian H and initial condition ψ(0) = ψ as t → ∞ approaches the solu-
tion ϕ+(t) = U0(t)ϕ+ of the non-stationary Schrödinger equation with free
Hamiltonian H0 and initial condition ϕ+(0) = ϕ+. The passage from the
solution ϕ−(t) of the free Schrödinger equation describing the motion of
quantum particle at t = −∞ to the solution ϕ+(t) describing its motion
at t = ∞ is the result of scattering of the quantum particle by a potential
center. All information about the scattering is contained in the scattering
operator S (also called S-matrix in physics), which relates initial and final
conditions ϕ− and ϕ+:

ϕ+ = Sϕ−.

From (2.32) and ψ = W−ϕ− = W+ϕ+ we immediately get that

(2.35) S = W ∗+W−,

and from (2.32)–(2.34) we obtain that the scattering operator S is a unitary
operator in H and commutes with the free Hamiltonian H0:

S∗S = SS∗ = I and SH0 = H0S.

This is the outline of a non-stationary approach to scattering theory.

In the stationary approach to scattering theory, the wave operators W±
and the scattering operator S are constructed as integral operators in the
coordinate representation with integral kernels expressed through special
solutions of the stationary Schrödinger equation. Here we present this con-
struction for the one-dimensional Schrödinger operator considered in the
previous section.

Namely, let u1(x, k) and u2(x, k) be solutions of the one-dimensional

Schrödinger equation (2.1) given by (2.23), where
√
λ = k > 0. It follows

from Theorem 2.1 and (2.11), (2.13) that these solutions have the following
asymptotics:

u1(x, k) = s11(k)eikx + o(1) as x→∞,(2.36)

u1(x, k) = eikx + s21(k)e−ikx + o(1) as x→ −∞,(2.37)

and

u2(x, k) = e−ikx + s12(k)eikx + o(1) as x→∞,(2.38)

u2(x, k) = s22(k)e−ikx + o(1) as x→ −∞,(2.39)

where

(2.40) s11(k) = s22(k) =
1

a(k)
, s12(k) =

b(k)

a(k)
, s21(k) = − b(k)

a(k)
.

Solutions u1(x, k) and u2(x, k) are called scattering solutions, the function
s11(k) is called the complex transmission coefficient, and functions s12(k) and
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s21(k), respectively, are called right and left complex reflection coefficients.
Correspondingly, T = |s11(k)|2 is called the transmission coefficient and
R = |s12(k)|2 = |s21(k)|2 — the reflection coefficient. The 2× 2 matrix

S(k) =

(
s11(k) s12(k)
s21(k) s22(k)

)
is called the scattering matrix. It follows from (2.14) that the scattering
matrix is unitary, S∗(k)S(k) = I, where I is the 2 × 2 identity matrix,

and satisfies S(k) = S(−k). In particular, unitarity of the scattering matrix
implies that T +R = 1, which is called conservation of probability.

The physical interpretation of the solutions u1(x, k) and u2(x, k) is the
following. For simplicity, suppose that the potential V (x) is smooth and
vanishes for |x| > A, so that asymptotics (2.36) and (2.38) become equalities
for x > A, and asymptotics (2.37) and (2.39) become equalities for x < −A.
In this case elements sij(k) of the scattering matrix are smooth functions
for k 6= 0. As in Section 2.3 of Chapter 2, let ϕ1(k) and ϕ2(k) be the wave
packets: smooth functions on (0,∞) supported in some neighborhood U0 of
k0 > 0. The functions, called scattering waves,

ψj(x, t) =

∫ ∞
0

ϕj(k)uj(x, k)e−ik
2tdk, j = 1, 2,

are solutions of the time-dependent Schrödinger equation

i
∂ψ

∂t
= Hψ.

In the region |x| > A the solution ψ1(x, t) can be simplified as follows:

ψ1(x, t) =

∫ ∞
0

ϕ1(k)s11(k)eikx−ik
2tdk, when x > A,

ψ1(x, t) =

∫ ∞
0

ϕ1(k)(eikx−ik
2t + s21(k)e−ikx−ik

2t)dk, when x < −A.

Using the method of stationary phase (see Section 2.3 in Chapter 2) we get
as t→ −∞,

ψ1(x, t) = O(|t|−1), when x > A,

ψ1(x, t) =
1√
|t|
ϕ1

( x
2t

)
e
ix2

4t
+ iπ

4 +O(|t|−1), when x < −A,

and as t→∞,

ψ1(x, t) =
1√
t
ϕ1

( x
2t

)
s11

( x
2t

)
e
ix2

4t
− iπ

4 +O(t−1), when x > A,

ψ1(x, t) =
1√
t
ϕ1

(
− x

2t

)
s21

(
− x

2t

)
e
ix2

4t
− iπ

4 +O(t−1), when x < −A.
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Assuming that the neighborhood U0 is “sufficiently small”, we see as in
Section 2.3 of Chapter 2 that as t→ −∞ the solution ψ1(x, t) represents a
plane wave with amplitude |ϕ1(k0)| moving from x = −∞ to the right, to-
ward the potential center, with velocity v = 2k0. When t→∞, the solution
ψ1(x, t) is a superposition of two plane waves: the transmitted wave with
amplitude |s11(k0)| times the original amplitude, located to the right of the
potential center and moving toward ∞ with velocity v, and the reflected
wave with amplitude factor |s21(k0)|, located to the left of the potential cen-
ter and moving toward −∞ with velocity −v. Corresponding transmission
and reflection coefficients are T = |s11(k0)|2 and R = |s21(k0)|2.

Analogously, we have as t→ −∞,

ψ2(x, t) =
1√
|t|
ϕ2

(
− x

2t

)
e
ix2

4t
− iπ

4 +O(|t|−1), when x > A,

ψ2(x, t) = O(|t|−1), when x < −A,

and as t→∞,

ψ2(x, t) =
1√
t
ϕ2

( x
2t

)
s12

( x
2t

)
e
ix2

4t
− iπ

4 +O(t−1), when x > A,

ψ2(x, t) =
1√
t
ϕ2

(
− x

2t

)
s22

(
− x

2t

)
e
ix2

4t
− iπ

4 +O(t−1), when x < −A.

As t → −∞, the solution ψ2(x, t) is a plane wave with amplitude |ϕ2(k0)|
moving from x = ∞ to the left, toward the potential center, with velocity
−v. When t→∞, the solution ψ2(x, t) is a superposition of two plane waves:
the transmitted wave with the same amplitude factor |s22(k0)|, located to
the left of the potential center and moving toward −∞ with velocity −v,
and the reflected wave with amplitude factor |s12(k0)|, located to the right of
the potential center and moving toward ∞ with velocity v. Formulas (2.40)
show that transmission and reflection coefficients for the solution ψ2(x, t)
are the same as for the solution ψ1(x, t), and are independent of the direc-
tion of travel. This is the so-called reciprocity property of the transmission
coefficient.

The solutions u1(x, k) and u2(x, k) of the stationary Schrödinger equa-
tion have the property that corresponding solutions ψ1(x, t) and ψ2(x, t)
of the time-dependent Schrödinger equation become the plane waves as
t → −∞. In accordance with this interpretation, we denote them, respec-

tively, by u
(−)
1 (x, k) and u

(−)
2 (x, k). Solutions of the stationary Schrödinger

equation,

u
(+)
1 (x, k) = u2(x, k) = u2(x,−k) and u

(+)
2 (x, k) = u1(x, k) = u1(x,−k),

admit a similar interpretation: they correspond to the solutions of the time-
dependent Schrödinger equation which become the plane waves as t → ∞.
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Introducing

U+(x, k) =

(
u

(+)
1 (x, k)

u
(+)
2 (x, k)

)
and U−(x, k) =

(
u

(−)
1 (x, k)

u
(−)
2 (x, k)

)
we get by a straightforward computation using (2.11) and (2.13) that

(2.41) U+(x, k) = S(k)U−(x, k).

The following result establishes equivalence between stationary and non-
stationary approaches to scattering theory.

Theorem 2.5. For the one-dimensional Schrödinger operator H = H0 +V
with potential V (x) satisfying condition (2.2) the wave operators exist and
are given explicitly by

W± = U ∗
±U0.

Here U± : H → H0 are the integral operators given by

U±(ψ) =
1√
2π

∫ ∞
−∞

ψ(x)U±(x,
√
λ)dx,

and U0 : H → H0 establishes the unitary equivalence between the operator
H0 in H and the multiplication by λ operator in H0,

U0(ψ) =
1√
2π

∫ ∞
−∞

ψ(x)

(
e−i
√
λx

ei
√
λx

)
dx.

The scattering operator S in H and the multiplication by the scattering
matrix S(

√
λ) operator in H0 are unitarily equivalent:

S = U ∗
0 S(
√
λ)U0.

Proof. The formula for the scattering operator immediately follows from
the definition of the operators U±, formula (2.41), and orthogonality relation
U−U ∗

− = I0 (see Theorem 2.3). To prove that W± = U ∗
±U0, it is sufficient

to show that for all Φ =

(
ϕ1

ϕ2

)
∈ H0, where ϕ1(k) and ϕ2(k) are smooth

functions on (0,∞) with compact support,

lim
t→±∞

‖(e−itHU ∗
± − e−itH0U ∗

0 )Φ‖H = 0.

Indeed, setting χ(±)(t) = (e−itHU ∗
± − e−itH0U ∗

0 )Φ, we have

χ(±)(x, t) =
1√
2π

∫ ∞
0

(
(u

(±)
1 (x, k)− eikx)ϕ1(k)

+(u
(±)
2 (x, k)− e−ikx)ϕ2(k)

)
e−ik

2tdk,
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and it is not difficult to estimate the integral

(2.42) ‖χ(±)(t)‖2 =

∫ ∞
−∞
|χ(±)(x, t)|2dx

as t→ ±∞. Namely, it follows from the Riemann-Lebesgue lemma that for
any fixed A > 0 the contribution to (2.42) from the interval [−A,A] goes to
0 as t → ±∞. In integrals over −∞ ≤ x ≤ −A and A ≤ x ≤ ∞ we replace

u
(±)
1,2 (x, k) by their asymptotics (2.36)–(2.39). Using estimates in Theorem

2.1, part (v), it is easy to show that for sufficiently large A the difference
can be made arbitrarily small uniformly in t. To finish the proof it remains
to show that for every continuous function ϕ(k) on (0,∞) with compact
support the integrals

J
(±)
1 (t) =

1

2

∫ ∞
A

∣∣∣∣∫ ∞
0

ϕ(k)e∓ikx−ik
2tdk

∣∣∣∣2dx
and

J
(±)
2 (t) =

1

2

∫ A

−∞

∣∣∣∣∫ ∞
0

ϕ(k)e±ikx−ik
2tdk

∣∣∣∣2dx
vanish as t→ ±∞. Consider, for instance, the integral J

(+)
1 (t). Given ε > 0,

there exists a smooth function η(k) on (0,∞) with compact support [α, β]
such that

‖ϕ− η‖2H0
<

ε

4π
.

We have by the Plancherel theorem,

J
(+)
1 (t) =

1

2

∫ ∞
A

∣∣∣∣∫ ∞
0

((ϕ(k)− η(k)) + η(k))e−ikx−ik
2tdk

∣∣∣∣2dx
≤
∫ ∞
A

∣∣∣∣∫ ∞
0

(ϕ(k)− η(k))e−ikx−ik
2tdk

∣∣∣∣2dx+

∫ ∞
A

∣∣∣∣∫ ∞
0

η(k)e−ikx−ik
2tdk

∣∣∣∣2dx
≤
∫ ∞
−∞

∣∣∣∣∫ ∞
0

(ϕ(k)− η(k))e−ikx−ik
2tdk

∣∣∣∣2dx+

∫ ∞
A

∣∣∣∣∫ ∞
0

η(k)e−ikx−ik
2tdk

∣∣∣∣2dx
≤ ε

2
+

∫ ∞
A

∣∣∣∣∫ ∞
0

η(k)e−ikx−ik
2tdk

∣∣∣∣2dx.
To estimate the remaining integral we use integration by parts to obtain∫ ∞

0
η(k)e−i(kx+k2t)dk =

∫ ∞
0

η′(k)

i(x+ 2kt)
e−i(kx+k2t)dk,

and since
|η′(k)|
x+ 2kt

≤ C

x+ 2αt
for x, t > 0, we have∫ ∞

A

∣∣∣∣∫ ∞
0

η(k)e−i(kx+k2t)dk

∣∣∣∣2dx ≤ C2

∫ ∞
A

dx

(x+ 2αt)2
=

C2

A+ 2αt
.
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Choosing t >
2C2

αε
, we obtain J

(+)
1 (t) < ε. Other integrals are treated simi-

larly. �

Corollary 2.6. The wave operators satisfy orthogonality and completeness
relations W ∗±W± = I and W±W

∗
± = I − P .

Proof. The result of Theorem 2.3, proved for the operator U = U−, ob-
viously holds for the operator U+. Thus relations (2.32) and (2.33) follow
from the corresponding orthogonality and completeness relations for the op-
erators U±. �

Remark. The orthogonality relation (2.32) is trivial once the existence of
the wave operators is established. Thus Theorem 2.5 gives another proof of
the orthogonality relation in Theorem 2.3.

Problem 2.7 (The Cook’s criterion). In abstract scattering theory, prove that
the wave operators W± exist if for all ϕ ∈H ,∫ ∞

0

‖V e−itH0ϕ‖dt <∞.

Problem 2.8. Find the scattering matrix S(k) for the potential V (x) from Prob-
lem 2.5 and show that when V0 = 2κ2, the scattering matrix is diagonal.

Problem 2.9 (Quantum tunneling). Find the scattering matrix S(k) for the
rectangular potential barrier: V (x) = 0 for x < 0 and x > 2a, and V (x) = V0 > 0
for 0 ≤ x ≤ 2a. Show that when E varies from 0 to V0, T increases from 0 to
(1 + V0a

2)−1 — the penetration of a potential barrier by a quantum particle.

2.4. Other boundary conditions. Here we consider two examples of the
Schrödinger operator

H = − d2

dx2
+ V (x)

with the potential V (x) having different asymptotics as x→ ±∞.

Example 2.1. Suppose that the potential V (x) satisfies∫ 0

−∞
(1 + |x|)|V (x)− c2|dx <∞ and

∫ ∞
0

(1 + |x|)|V (x)|dx <∞

for some c > 0. The Schrödinger operator H has negative discrete spectrum,
consisting of finitely many simple eigenvalues λ1 < · · · < λn < 0, and ab-
solutely continuous spectrum [0,∞), which is simple for 0 < λ < c2 and is
of multiplicity two for λ > c2. This qualitative structure of the spectrum
is determined by the structure of the level sets Hc(p, x) = λ of the classi-
cal Hamiltonian function Hc(p, x) = p2 + V (x): the eigenvalues could only
appear for compact level sets, when the classical motion is periodic, while
the values of λ with non-compact level sets, where the classical motion is
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infinite, belong to the absolutely continuous spectrum. The absolutely con-
tinuous spectrum has multiplicity one or two depending on whether the
corresponding classical motion is unbounded in one or in both directions,
i.e., when 0 < λ < c2 or λ > c2.

These results can be proved using methods in Section 2.1. Namely,
set λ = k2 and define the function k1 =

√
k2 − c2 by the condition that

Im k1 ≥ 0 for Im k ≥ 0. In particular, sgn k1 = sgn k for k real, |k| > c. The
differential equation

(2.43) −y′′ + V (x)y = k2y

for real k has two linear independent solutions f1(x, k), f1(x,−k) = f1(x, k),
where f1(x, k) has the asymptotics

f1(x, k) = eikx + o(1) as x→∞.

For real k, |k| > c, equation (2.43) also has two linear independent solutions

f2(x, k), f2(x,−k) = f2(x,−k), where f2(x, k) has the asymptotics

f2(x, k) = e−ik1x + o(1) as x→ −∞.

(Actually, these solutions satisfy estimates similar to that in Theorem 2.1.)
As in Section 2.1, for real k, |k| > c, we have

f2(x, k) = a(k)f1(x,−k) + b(k)f1(x, k),

where

(2.44) a(k) =
1

2ik
W (f1(x, k), f2(x, k)), b(k) =

1

2ik
W (f2(x, k), f1(x,−k)),

and a(−k) = a(k), b(−k) = b(k). However, W (f2(x, k), f2(x,−k)) = −2ik1,
so that for real k, |k| > c, we have

f1(x, k) =
k

k1
a(k)f2(x,−k)− k

k1
b(−k)f2(x, k).

From here we obtain the normalization condition

|a(k)|2 − |b(k)|2 =
k1

k
, |k| > c.

For fixed x solutions f1(x, k) and f2(x, k) can be analytically continued
to the upper half-plane Im k > 0. For −c < k < c solution f2(x, k) is real-
valued and satisfies

f2(x, k) = a(k)f1(x,−k) + a(k)f1(x,−k),

where a(k) is still given by the same formula (2.44). The function a(k) does
not vanish for real k and admits meromorphic continuation to the upper
half-plane Im k > 0 where it has finitely many pure imaginary simple zeros
iκ1, . . . , iκn which correspond to the eigenvalues λ1 = −κ2

1 , . . . , λn = −κ2
n.
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The absolutely continuous spectrum of the Schrödinger operator H fills
[0,∞). For 0 < λ = k2 < c2 the spectrum is simple and

u(x, λ) =
1

a(k)
f2(x, k), 0 < k < c,

are the corresponding normalized eigenfunctions of the continuous spectrum.
For λ = k2 > c2 the spectrum has multiplicity two and

u1(x, λ) =
1

a(k)
f2(x, k), u2(x, k) =

k1

ka(k)
f1(x, k), k > c,

are the corresponding normalized eigenfunctions of the continuous spectrum.
Denoting by ψl(x) the normalized eigenfunctions of H corresponding to the
eigenvalues λl, we get the eigenfunction expansion theorem: for ψ ∈ L2(R),

ψ(x) =

n∑
l=1

Clψl(x) +

∫ c

0
C(k)u(x, k)dk

+

∫ ∞
c

(C1(k)u1(x, k) + C2(k)u2(x, k))dk,

where Cl = (ψ,ψl), l = 1, . . . , n, and

C(k) =

∫ ∞
−∞

ψ(x)u(x, k)dx, Cj(k) =

∫ ∞
−∞

ψ(x)uj(x, k)dx, j = 1, 2.

Example 2.2. Suppose that the potential V (x) grows as x → −∞ and
decays as x→∞:∫ ∞

a
(1 + |x|)|V (x)|dx <∞ for all a,

and there exists x0 ∈ R such that the spectrum of the Sturm-Liouville
problem

−y′′ + V (x)y = λy, −∞ < x ≤ x0, and y′(x0) = 0

is bounded below and discrete. The latter condition is a quantitative formu-
lation of the property limx→−∞ V (x) =∞.

Then for every real k there exists a solution f(x, k) of the differential
equation (2.43) with the asymptotics

f(x, k) = eikx + o(1) as x→∞,

and there is a function s(k) such that

u(x, k) = f(x,−k) + s(k)f(x, k)
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is square integrable over (−∞, a) for any real a. The Schrödinger operator H
has simple absolutely continuous spectrum [0,∞) and discrete spectrum con-
sisting of finitely many negative eigenvalues. Functions u(x, k) are normal-
ized eigenfunctions of the continuous spectrum and the corresponding eigen-
function expansion theorem has the following form: for every ψ ∈ L2(R),

ψ(x) =

n∑
l=1

Clψl(x) +

∫ ∞
0

C(k)u(x, k)dk,

where Cl = (ψ,ψl), l = 1, . . . , n, and

C(k) =

∫ ∞
−∞

ψ(x)u(x, k)dx.

Problem 2.10. Give an explicit form of the eigenfunction expansion theorem for
the potential V (x) = ex.

Problem 2.11. Find energy levels for the Morse potential V (x) = e−2αx−2e−αx,
α > 0.

Problem 2.12. Give an explicit form of the eigenfunction expansion theorem for
the potential V (x) = Fx, describing the motion of a quantum particle in a homo-
geneous field; according to Problem 1.4, the corresponding Schrödinger operator
is self-adjoint. (Hint: Solve the Schrödinger equation explicitly in the momentum
representation, and express normalized eigenfunctions of the continuous spectrum
in the coordinate representation in terms of Airy-Fock functions, defined in Section
6.2.)

Problem 2.13. Give an explicit form of the eigenfunction expansion theorem
for the potential V (x) = − 1

2kx
2, where k > 0 (according to Problem 1.4, the

corresponding Schrödinger operator is self-adjoint).

3. Angular momentum and SO(3)

3.1. Angular momentum operators. In Chapter 1 (see Example 1.10
in Section 1.4) for a classical particle in R3 we introduced the angular mo-
mentum vector Mc = x× p with components

Mc1 = x2p3 − x3p2, Mc2 = x3p1 − x1p3, Mc3 = x1p2 − x2p1.

According to Example 2.1 in Section 2.6 of Chapter 1, they have the fol-
lowing Poisson brackets with respect to the canonical Poisson structure on
T ∗R3:

(3.1) {Mc1,Mc2} = −Mc3, {Mc2,Mc3} = −Mc1, {Mc3,Mc1} = −Mc2.

The square of the angular momentum M2
c = M2

c1 +M2
c2 +M2

c3 satisfies

{M2
c ,Mc1} = {M2

c ,Mc2} = {M2
c ,Mc3} = 0.
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If the Hamiltonian function

Hc(p,x) =
p2

2m
+ V (x)

is invariant under rotations, V (x) = V (|x|), then components of the angular
momentum are the integrals of motion

{Hc,Mc1} = {Hc,Mc2} = {Hc,Mc3} = 0 and {Hc,M
2
c } = 0.

This can also be verified directly using Poisson brackets

(3.2) {Mcj , pk} = −εjklpl and {Mcj , xk} = −εjklxl, i, j, k = 1, 2, 3,

where εjkl is a totally anti-symmetric tensor, ε123 = 1.

Correspondingly, in quantum mechanics the components of the angular
momentum operator M = Q× P are defined by

M1 = Q2P3 −Q3P2, M2 = Q3P1 −Q1P3, M3 = Q2P3 −Q3P2,

where Q = (Q1, Q2, Q3) and P = (P1, P2, P3) are, respectively, coordi-
nate and momentum operators. Since operators Qi and Pk commute for
i 6= k, there is no ordering problem when defining quantum angular momen-
tum operators. It follows from Heisenberg commutation relations that their
quantum brackets are the same as the corresponding Poisson brackets (3.1):

(3.3) {M1,M2}~ = −M3, {M2,M3}~ = −M1, {M3,M1}~ = −M2.

Equivalently,

(3.4) [M1,M2] = i~M3, [M2,M3] = i~M1, [M3,M1] = i~M2.

The operator of the square of the total angular momentum M2 = M2
1 +

M2
2 +M2

3 satisfies

[M2,M1] = [M2,M2] = [M2,M3] = 0.

Correspondingly, for the Hamiltonian operator

H =
P 2

2m
+ V (Q)

with spherically symmetric potential V (x) = V (|x|) operators M1,M2,M3

and, therefore, M2, are quantum integrals of motion:

[H,M1] = [H,M2] = [H,M3] = 0 and [H,M2] = 0.

This can be verified directly by using quantum brackets

(3.5) {Mj , Pk}~ = −εjklPl, {Mj , Qk}~ = −εjklQl, j, k, l = 1, 2, 3,

which are the same as Poisson brackets (3.2), and follow from Heisenberg
commutation relations.
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In the coordinate representation H = L2(R3, d3x) the operators of an-
gular momentum are given by the following first order self-adjoint differential
operators:

M1 = i~
(
x3

∂

∂x2
− x2

∂

∂x3

)
,(3.6)

M2 = i~
(
x1

∂

∂x3
− x3

∂

∂x1

)
,(3.7)

M3 = i~
(
x2

∂

∂x1
− x1

∂

∂x2

)
.(3.8)

They have the property that

M1ψ = M2ψ = M3ψ = 0

for any spherically symmetric smooth function ψ(x) = ψ(|x|). In other
words, angular momentum operators act only on the angle coordinates in
R3. Namely, let

x1 = r sinϑ cosϕ, x2 = r sinϑ sinϕ, x3 = r cosϑ,

where 0 ≤ ϑ < π, 0 ≤ ϕ < 2π, be the spherical coordinates in R3. Explicit
computation gives

M1 = i~
(

sinϕ
∂

∂ϑ
+ cotϑ cosϕ

∂

∂ϕ

)
,

M2 = −i~
(

cosϕ
∂

∂ϑ
− cotϑ sinϕ

∂

∂ϕ

)
,

M3 = −i~ ∂

∂ϕ
.

Thus

M2 = −~2

(
1

sinϑ

∂

∂ϑ

(
sinϑ

∂

∂ϑ

)
+

1

sin2 ϑ

∂2

∂ϕ2

)
,

so that the operator − 1

~2
M2 is the spherical part of the Laplace operator

in R3,

(3.9) ∆ =
1

r2

∂

∂r

(
r2 ∂

∂r

)
− 1

~2r2
M2.

3.2. Representation theory of SO(3). Quantum operators of angular
momentum are related with the representation theory of the rotation group
SO(3) — the group of 3× 3 orthogonal matrices with determinant 1. SO(3)
is a compact Lie group, isomorphic to the real projective space RP3 as a
smooth manifold. There is a Lie group isomorphism SO(3) ' SU(2)/{±I},
where SU(2) is a Lie group of 2 × 2 unitary matrices with determinant 1.
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The Lie algebra so(3) of SO(3) is a three-dimensional Lie algebra of 3 × 3
skew-symmetric matrices, with the basis

X1 =

0 0 0
0 0 −1
0 1 0

 , X2 =

 0 0 1
0 0 0
−1 0 0

 , X3 =

0 −1 0
1 0 0
0 0 0

 .

The matrices X1, X2, X3 correspond, respectively, to the one-parameter sub-
groups of SO(3) consisting of rotations about coordinate axes in R3. They
satisfy commutation relations

[X1, X2] = X3, [X2, X3] = X1, [X3, X1] = X2,

which are similar to (3.4). To establish the connection between quantum
angular momentum operators and representation theory of SO(3), consider
the regular representation R of SO(3) in H = L2(R3, d3x), defined by

(R(g)ψ)(x) = ψ(g−1x), g ∈ SO(3), ψ ∈H .

Lemma 3.1. We have

R(eu1X1+u2X2+u3X3) = e−
i
~ (u1M1+u2M2+u3M3).

Proof. Put uX = u1X1 + u2X2 + u3X3 and uM = u1M1 + u2M2 + u3M3.
It follows from the Stone theorem and direct computation that

i~
∂

∂uj

∣∣∣∣
u=0

R(euX) = Mj , j = 1, 2, 3,

where self-adjoint operators M1,M2,M3 are given by (3.6)-(3.8). Next, for
fixed u1, u2, u3, consider the following one-parameter group U(t) = R(etuX)
of unitary operators in H . By the Stone theorem, U(t) = e−itA, where

A = i
d

dt

∣∣∣∣
t=0

U(t) =
1

~
uM . �

Remark. We have Mj = i~ρ(Xj), where ρ = dR is the corresponding
regular representation of the Lie algebra so(3) in H .

All irreducible unitary representations Rl of the Lie group SO(3) are
finite-dimensional and are parametrized by non-negative integers l ≥ 0. The
corresponding irreducible representation ρl = dRl of the Lie algebra so(3)
in 2l + 1-dimensional complex vector space Vl can be explicitly described
as follows. Introduce Hermitian operators Tj = iρl(Xj), j = 1, 2, 3, which
satisfy commutation relations

[T1, T2] = iT3, [T3, T1] = iT2, [T2, T3] = iT1.
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The vector space Vl has an orthonormal basis {elm}m=l
m=−l such that

(T1 − iT2)elm = −
√

(l +m)(l −m+ 1)elm−1,(3.10)

(T1 + iT2)elm = −
√

(l −m)(l +m+ 1)elm+1,(3.11)

T3elm = melm.(3.12)

In particular, (T1 + iT2)ell = 0, so that Vl is the highest weight module. The
representation ρl is irreducible, and we have by Schur’s lemma

T 2 = l(l + 1)Il,

where Il is the identity operator in Vl. This can also be verified directly by
using (3.10)–(3.12).

Remark. When l is a half-integer, i.e., l ∈ 1
2 + Z≥0, and m = −l,−l +

1, . . . , l−1, l, formulas (3.10)–(3.12) still define an irreducible highest weight
representation ρl of the Lie algebra so(3) of dimension 2l + 1, and every
irreducible n-dimensional representation of so(3) is isomorphic to the rep-
resentation ρl with l = n−1

2 . For half-integer l, representations ρl are not
integrable: they give rise to two-valued representations of SO(3), the so-
called spinor representations. However, considered as representations of the
Lie algebra su(2) ' so(3), ρl correspond to the irreducible unitary represen-
tations of the Lie group SU(2). It follows from the representation theory of
SU(2) that for l, l′ ∈ 1

2Z≥0,

(3.13) Vl ⊗ Vl′ =

l+l′⊕
j=|l−l′|

Vj ,

the so-called Clebsch-Gordan decomposition. In physics, it corresponds to
the addition of angular momenta.

The regular representation R of SO(3) in H = L2(R3, d3x) is not irre-
ducible. We have

(3.14) H = L2(S2, dn)⊗ L2(R>0, r
2dr),

where dn is the measure on S2 induced by the Lebesgue measure on R3.
The group SO(3) acts by rotations in the first factor of the tensor product
(3.14), whereas in the second factor it acts as the identity operator. Thus
the problem of decomposing the regular representation R reduces to finding
SO(3) invariant subspaces of the Hilbert space L2(S2, dn). The result is the
orthogonal sum decomposition

(3.15) L2(S2, dn) =

∞⊕
l=0

Dl,
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where Dl ' Vl. Under this isomorphism, the orthonormal basis Ylm in Dl

which corresponds to the basis elm in Vl is given by the normalized spherical
functions

Ylm(ϑ, ϕ) =
1√
2π
eimϕPml (cosϑ), m = −l, . . . , l,

where Pml (x) are normalized associated Legendre polynomials,

Pml (x) = (−1)m

√
(l +m)!

(l −m)!

√
2l + 1

2

1

2ll!
(1− x2)−

m
2
dl−m

dxl−m
(x2 − 1)l, |x| < 1.

The self-adjoint operator M2 in the Hilbert space L2(S2, dn) has pure point
spectrum consisting of eigenvalues ~2l(l + 1) of multiplicities 2l + 1, l =
0, 1, 2, . . . , and the decomposition (3.15) gives its eigenfunction expansion:
for every ψ ∈ L2(S2, dn),

ψ =

∞∑
l=0

l∑
m=−l

ClmYlm, where Clm =

∫ 2π

0

∫ π

0
ψ(ϑ, ϕ)Ylm(ϑ, ϕ) sinϑdϑdϕ.

Problem 3.1. Prove all results in this section. (Hint : See the list of references
to this chapter.)

4. Two-body problem

4.1. Separation of the center of mass. Consider the Schrödinger oper-
ator for the two-body problem (see Example 2.2 in Section 2.4 in Chapter
2)

H = − ~2

2m1
∆1 −

~2

2m2
∆2 + V (x1 − x2).

Introducing

X =
m1x1 +m2x2

m1 +m2
and x = x1 − x2,

the coordinate of the center of mass and the relative coordinate, we get

H = − ~2

2M
∆X −

~2

2µ
∆x + V (x),

where M = m1 + m2 is the total mass and µ =
m1m2

m1 +m2
is the reduced

mass. The Hamiltonian operator H can be diagonalized by the method of
separation of variables. Namely, consider the following decomposition of the
two-body Hilbert space H = L2(R6) into the tensor product of Hilbert
spaces:

(4.1) H = L2(R3, d3X)⊗ L2(R3, d3x).
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The operator

(4.2) HX = − ~2

2M
∆X

acts as the identity operator in the second factor of (4.1), and the operator

(4.3) Hx = − ~2

2µ
∆x + V (x)

acts as the identity operator in the first factor of (4.1). For the solutions of
the eigenvalue problem

(4.4) Hψ = Eψ

in the product form

ψ(X,x) = Ψ(X)ψ(x),

the variables are separated:

HXΨ(X) = E1Ψ(X) and Hxψ(x) = E2ψ(x),

where E = E1 + E2. Since

Ψ(X) =

(
1

2π~

) 3
2

e
i
~kX , k2 = 2ME1,

the quantum two-body problem reduces to the problem of a quantum par-
ticle moving in the potential field, and is described by the Hamiltonian
operator (4.3) in the Hilbert space L2(R3, d3x).

4.2. Three-dimensional scattering theory. Here we outline the scat-
tering theory for the Schrödinger operator H = −∆ + V (x) (where we put
~ = 1 and µ = 1

2) with rapidly decreasing potential. Specifically, assume

that the bounded, real-valued function V (x) on R3 satisfies

(4.5) V (x) = O(|x|−3−ε) as |x| → ∞

for some ε > 0. Then for every k ∈ R3 the Schrödinger equation

(4.6) −∆ψ(x) + V (x)ψ(x) = k2ψ(x), k = |k|,

has two solutions u(±)(x,k) satisfying the following asymptotics as |x| → ∞:

(4.7) u(±)(x,k) = eikx + f (±)(k,ω,n)
e±ikr

r
+ o

(
1

r

)
,

where k = kω, x = rn. Asymptotics (4.7) are called Sommerfeld’s radia-

tion conditions. To prove the existence of solutions u(±)(x,k), one should
consider the following integral equations:

(4.8) u(±)(x,k) = eikx +

∫
R3

G(±)(x− y, k)V (y)u(±)(y,k)d3y,
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where

G(±)(x, k) = − 1

4π

e±ikr

r
.

Integral equations (4.8) are equivalent to the Schrödinger equation (4.6) with
Sommerfeld’s radiation conditions (4.7), and are called Lippman-Schwinger
equations. Their analysis uses Fredholm theory and Kato’s Theorem 1.8.

Solutions u(±)(x,k) are called stationary scattering waves. They are

analogous to the solutions u
(±)
j (x, k) for the one-dimensional case, where the

vector ω ∈ S2 replaces the index j = 1, 2. The absolutely continuous spec-
trum of H fills [0,∞) and has a uniform infinite multiplicity, parametrized

by the two-dimensional sphere S2. Solutions u(±)(x,k) are normalized eigen-
functions of the continuous spectrum. In general, the operator H has finitely
many negative eigenvalues λl < 0 of finite multiplicities ml, l = 1, . . . , n.

In terms of the operators U± : H →H given by

U±(ψ)(k) = (2π)−
3
2

∫
R3

ψ(x)u(±)(x,k)d3x,

completeness and orthogonality relations take the form

U ∗
±U± = I − P, U±U ∗

± = I,

where P is the orthogonal projection on the invariant subspace for the op-
erator H associated with the pure point spectrum. Now let

W± = U ∗
±U0,

where U0 = F−1 is the inverse Fourier transform. As in Section 2.3, one
can prove the following result.

Theorem 4.1. The operators W± are wave operators for the Schrödinger
operator H. The corresponding scattering operator S = W ∗+W− has the form

S = F ŜF−1,

where Ŝ is the integral operator,

(Ŝψ)(k,ω) = ψ(k,ω) +
ik

2π

∫
S2

f(k,ω,ω′)ψ(k,ω′)dω′,

and f(k,ω,ω′) = f (+)(k,ω,ω′).

The function f(k,ω,ω′) is called the scattering amplitude.

Problem 4.1. Prove that if

sup
x∈R3

∫
R3

|V (y)| 1

|x− y|
d3y < 4π,

then the Lippman-Schwinger integral equations can be solved by Neumann series
and for fixed x and ω solutions u(±)(x,k), k = kω, admit analytic continuation to
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the upper half-plane Im k > 0. Show also that in this case the Schrödinger operator
H has no eigenvalues.

Problem 4.2 (Born’s approximation). Show that u(+)(x,k) = eikx + o(1) as
k →∞, and deduce from this that

f(k,n,ω) +
1

4π

∫
R3

eik(n−ω)xV (x)d3x = o(1) as k →∞,

uniformly on n,ω ∈ S2.

Problem 4.3. Prove unitarity of the operator Ŝ using Schrödinger equation (4.6),
radiation conditions (4.7), and the Green’s formula.

Problem 4.4 (The optical theorem). Show that∫
S2

|f(k,n,ω)|2dn =
4π

k
Im f(k,ω,ω).

(Here the left-hand side is the total cross-section in direction ω at the energy
E = k2.)

Problem 4.5. Let λl = −κ2
l < 0 be the eigenvalues of H with multiplicities ml,

l = 1, . . . , n. Prove that for fixed x and ω solutions u(±)(x,k) admit a meromorphic
continuation to the upper half-plane Im k > 0 with poles of orders ml at iκl,
l = 1, . . . , n.

Problem 4.6. Prove that the wave operators W± exist using the non-stationary
approach. (Hint : Show that when V (x) satisfies (4.5), Cook’s criterion, formulated
in Problem 2.7, is applicable.)

4.3. Particle in a central potential. The eigenvalue problem for the
Schrödinger operator

H = − ~2

2µ
∆ + V (x)

simplifies, when H commutes with the SO(3)-action in H = L2(R3, d3x):

[H,T (g)] = 0 for all g ∈ SO(3).

This reduces to the conditions

(4.9) [H,Mi] = 0, i = 1, 2, 3,

and is equivalent to the property that the potential V is spherically sym-
metric, V (x) = V (r), r = |x|. In particular

[H,M3] = [H,M2] = 0,

where M2 = M2
1 + M2

2 + M2
3 , and operators M3 and M2 are commuting

quantum integrals of motion for the Hamiltonian H. As follows from results
in Section 3.2, one can look for the solutions of the eigenvalue problem

Hψ = Eψ
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satisfying

M3ψ = mψ and M2ψ = ~2l(l + 1)ψ, m = −l, . . . , l.
Using (3.9), we get

H = − ~2

2µr2

∂

∂r

(
r2 ∂

∂r

)
+

M2

µr2
+ V (r),

so that in accordance with the decompositions (3.14) and (3.15), we look for
the solutions in the form

ψ(x) = Rl(r)Ylm(n), x = rn,

where Ylm are normalized spherical functions. Separating the variables, one
gets the following ordinary differential equation for the function Rl(r):

~2

2µr2

d

dr

(
r2dRl

dr

)
+

~2l(l + 1)

µr2
Rl + V (r)Rl = ERl.

Introducing

fl(r) = rRl(r),

we obtain the so-called radial Schrödinger equation

(4.10) − ~2

2µ

d2fl
dr2

+
~2l(l + 1)

2µr2
fl + V (r)fl = Efl.

Since for the continuous potential V (x) the solution ψ(x) is also continuous,
equation (4.10) should be supplemented by the boundary condition fl(0) =
0.

The radial Schrödinger equation looks similar to the Schrödinger equa-
tion for a one-dimensional particle, if one introduces the so-called effective
potential

Veff(r) = V (r) +
~2l(l + 1)

2µr2
,

where the second term is called the centrifugal energy. However, since fl is
defined only for r > 0, equation (4.10) is equivalent to equation (2.1) with
the potential satisfying V (x) = ∞ for x < 0, which describes the infinite
potential barrier at x = 0.

Since the radial Schrödinger operators

Hl = − ~2

2µ

d2

dr2
+ V (r) +

~2l(l + 1)

2µr2

are obtained from the three-dimensional Schrödinger operator

H = − ~2

2µ
∆ + V (r)

by separation of variables, the operators Hl with boundary condition fl(0) =
0 are self-adjoint in L2(0,∞) wheneverH is a self-adjoint operator in L2(R3).
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In particular, it follows from Theorem 1.9 in Section 1.2 that when the
bounded potential V satisfies

V (r) = O(r−1−ε) as r →∞

for some ε > 0, then Hl are self-adjoint operators with simple absolutely
continuous spectrum filling [0,∞), and negative eigenvalues with possible
accumulation point at 0. If

V (r) = O(r−2−ε) as r →∞,

then the operators Hl have only finitely many negative eigenvalues, and for
l large enough have no eigenvalues at all. The same conclusion holds if

(4.11)

∫ ∞
0

r|V (r)|dr <∞.

Such potentials V (r) are called short-range potentials. Decaying at infinity
potentials which do not satisfy (4.11) are called long-range potentials.

For a short-range potential V (r) the differential equation (4.10) for
E 6= 0 has two linearly independent solutions f±l (r) satisfying the following
asymptotics as r →∞:

(4.12) f±l (r) = e±κr(1 + o(1)),

where κ =
√
−2µE is pure imaginary, Imκ > 0 for E > 0, and κ > 0

for E < 0. When r → 0, the most singular term in the radial Schrödinger
equation is given by the centrifugal energy. Since the elementary differential
equation

f ′′ =
l(l + 1)

r2
f

has two linearly independent solutions r−l and rl+1, the solution fl(r) sat-
isfying the boundary condition fl(0) = 0 has the asymptotics

(4.13) fl(r) = Crl+1 + o(1) as r → 0,

and is uniquely determined (up to a constant). Since

fl(r) = C1f
+
l (r) + C2f

−
l (r),

for some constants C1 and C2 depending on E, the differential equation
(4.10) has no square-integrable solutions for E > 0. The corresponding so-
lution fl(r) is bounded on [0,∞), and is an eigenfunction of the continuous
spectrum. This agrees with the description in Section 1.6 of Chapter 1, since
for E > 0 the classical particle in the central potential Veff(r) goes to in-
finity with finite velocity. For E < 0 the equation C1(E) = 0 determines
the eigenvalues of Hl, which are simple. This also agrees with the classi-
cal picture, since classical motion is finite for E < 0. For a short range
potential the equation C1(E) = 0 has only finitely many solutions. When
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Veff(r) > 0 for r > 0 — the case of repulsive potential — the operator Hl

has no eigenvalues.

Remark. When V (r) = 0, the radial Schrödinger operator Hl has only
simple absolutely continuous spectrum filling [0,∞). The substitution

fl(r) =
√
ξ J(ξ), ξ =

kr

~
and k = |κ| =

√
2µE > 0,

reduces differential equation (4.10) to the Bessel equation

ξ2d
2J

dξ2
+ ξ

dJ

dξ
+ (ξ2 − ν2)J = 0

of the half-integer order ν = l + 1
2 . The corresponding solution regular at 0

— the Bessel function of the first kind Jl+ 1
2
(ξ) — is given explicitly by

Jl+ 1
2
(ξ) = (−1)l

√
2

πξ
ξl+1

(
1

ξ

d

dξ

)l sin ξ

ξ

and

(4.14) Jl+ 1
2
(ξ) =

√
2

πξ
sin

(
ξ − lπ

2

)
as ξ →∞.

It can be shown that

fEl(r) =

√
kr

~
Jl+ 1

2

(
kr

~

)
satisfy the normalization condition (2.14) in Section 2.2 of Chapter 2:

(4.15) lim
∆→0

1

∆

∫ ∞
0

(∫ k+∆

k
fEl(r)dσ(E)

)2

dr = 1,

where k =
√

2µE and dσ(E) =
√

µ
2E dE = dk. The corresponding eigen-

function expansion theorem is the special case of the classical Fourier-Bessel
transform for integer l, which generalizes the Fourier sine transform: for
every f ∈ L2(0,∞),

f(r) =

∫ ∞
0

cl(E)fEl(r)dσ(E), cl(E) =

∫ ∞
0

f(r)fEl(r)dr.

In general, for every l = 0, 1, . . . , denote by fEl(r) the solution of the
radial Schrödinger equation (4.10) with the following asymptotics:

(4.16) fEl(r) =

√
2

π~
sin

(
kr

~
− lπ

2
+ δl

)
+ o(1) as r →∞.

The function δl(k), k =
√

2µE, is called the phase shift. It follows from
(4.14) that for the free case δl(k) = 0. The eigenfunctions of the continu-
ous spectrum fEl(r) satisfy the same normalization condition (4.15) as the
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eigenfunctions for the free case. The function Sl(k) = e2iδl(k) plays the role
of the scattering matrix for the radial Schrödinger operator Hl. It admits
a meromorphic continuation to the upper half-plane Im k > 0 with simple
poles k = iκkl = i

√
−2µEkl, where Ekl are the eigenvalues of Hl.

Let E0l < E2l < · · · < ENl−1l < 0 be the eigenvalues of Hl, and let
fjl(r), j = 0, . . . , Nl − 1, be the corresponding normalized eigenfunctions.
By the oscillation theorem, the eigenfunctions fjl(r) have j simple zeros in
(0,∞). The functions

ψjlm(x) =
fjl(r)

r
Ylm(n), m = −l, . . . , l,

are normalized eigenfunctions of the Schrödinger operator H with eigenval-
ues Ejl, and the functions

ψElm(x) =
fEl(r)

r
Ylm(n), m = −l, . . . , l,

are normalized eigenfunctions of the continuous spectrum. The correspond-
ing eigenfunction expansion theorem for the Schrödinger operator H with
spherically symmetric potential states that for every ψ ∈ L2(R3, d3x),

ψ(x) =
∞∑
l=0

l∑
m=−l

∫ ∞
0

clm(E)ψElm(x)dσ(E) +
∞∑
l=0

l∑
m=−l

Nl−1∑
j=0

cjlmψjlm(x),

where

clm(E) =

∫
R3

ψ(x)ψElm(x)d3x, cjlm =

∫
R3

ψ(x)ψjlm(x)d3x.

Remark. In physics, it is traditional to call the parameter j in the eigen-
function ψjlm(x) the radial quantum number and denote it by nr. The pa-
rameter l is called the azimuthal quantum number, and the parameter m
— the magnetic quantum number. This terminology originated from the old
quantum theory, where to each value Ekl there corresponds a classical orbit.
The parameter n = nr + l + 1 is called the principal quantum number, so
that nr = n− l−1 is always the number of zeros of the corresponding radial
eigenfunction fjl(r).

Remark. In general, the eigenvalues Ejl of a Schrödinger operator H with
spherically symmetric potential have multiplicity 2l + 1. For special poten-
tials, due to the extra symmetry of a problem, there may be “accidental
degeneracy” with respect to the azimuthal quantum number l. This is the
case for the Schrödinger operator of the hydrogen atom, considered in the
next section.

Problem 4.7. Prove all results stated in this section. (Hint : See the list of refer-
ences to this chapter.)
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Problem 4.8. Find the energy levels of a particle with angular momentum l = 0
in the centrally symmetric potential well V (r) = −V0 < 0 when 0 < r < a and
V (r) = 0 when r > a.

Problem 4.9. Find the spectrum of the Schrödinger operator with the potential
V (r) = ar−2 + br2, a, b > 0.

Problem 4.10. Prove that the scattering wave u(x,k) = u(+)(x,k) in the central
potential is given by

u(x,k) =
1

kr

√
π

2

∞∑
l=0

(2l + 1)ileiδl(k)fEl(r)Pl(cosϑ),

where x · k = kr cosϑ and, as in Section 4.2, ~ = 1 and µ = 1
2 .

Problem 4.11. Using the result of the previous problem, show that

f(k,n,ω) = f(k, cosϑ) =
1

2ik

∞∑
l=0

(2l + 1)(Sl(k)− 1)Pl(cosϑ)

— the partial wave decomposition of the scattering amplitude — and get the fol-
lowing formula for the total cross-section

σtot(k) =
4π

k2

∞∑
l=0

(2l + 1) sin2 δl(k).

5. Hydrogen atom and SO(4)

The hydrogen atom is described by the long-range potential

V (r) = −α
r

— the Coulomb potential, where α > 03. The corresponding eigenvalue
problem for the Schrödinger operator with Coulomb potential is called the
Coulomb problem. Here we present its exact solution using the so-called
Coulomb units ~ = 1, µ = 1, and α = 14 .

5.1. Discrete spectrum. To determine the discrete spectrum, it is conve-
nient to put 2E = −κ2 < 0, so that the eigenvalue equation (4.10) becomes

(5.1) f ′′l +

(
2

r
− l(l + 1)

r2
− κ2

)
fl = 0.

Asymptotics (4.12)–(4.13) for the short-range potentials suggest that for the
long-range Coulomb potential one can look for a square-integrable solution
in the following form:

fl(r) = rl+1e−κrΛ(r).

3For the hydrogen atom α = e2, where e is the electron charge. The case α = Ze2, where
Z = 2, 3, . . . , corresponds to the hydrogen ions.

4When α = e2, Coulomb units coincide with atomic units.
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Substituting it into (5.1), we get the equation

(5.2) Λ′′l +

(
2(l + 1)

r
− 2κ

)
Λ′l +

(
2

r
− 2κ(l + 1)

r

)
Λl = 0,

which can be solved by the power series

(5.3) Λl(r) =
∞∑
k=0

akr
k.

Substituting these power series into (5.2) yields the following recurrence
relation for the coefficients ak:

ak+1 =
2κ(k + l + 1)− 2

(k + 1)(k + 2l + 2)
ak, k = 1, 2, . . . ,

where a0 6= 0. The power series (5.3) converges for all r > 0 by the ratio
test. When κ > 0 is such that ak 6= 0 for all k, we have

lim
k→∞

(k + 1)ak+1

ak
= 2κ.

Thus for every ε > 0 there is N such that for k > N all ak are of the same
sign, say ak > 0, and

ak+1

ak
≥ 2κ − ε

k + 1
.

Then for k > N we get

ak ≥ C
(2κ − ε)k

k!

with some constant C > 0 (depending on ε), and since for fixed N the sum
of the first N terms in (5.3) grows like rN as r →∞, for r large enough we
obtain5

Λl(r) ≥ Ce(2κ−ε)r − C1r
N > C2e

(2κ−ε)r.

This proves that for such values of κ the function fl(r) is not square-
integrable on (0,∞). However, for the special values

κ = κkl =
1

k + l + 1

the power series (5.3) terminates: Λl(r) becomes a polynomial Λkl(r) of order
k and fkl(r) = rl+1e−κklrΛkl(r) ∈ L2(0,∞). Setting n = k+ l+ 1, we get an
explicit formula for the eigenvalues

En = − 1

2n2
, n = 1, 2, . . . .

5It can be shown that Λl(r) = Ce2κr(1 + o(1)) as r →∞.
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For fixed n the integer l varies from 0 to n − 1, and for each l there are

2l+ 1 orthogonal eigenfunctions
fkl(r)

r
Ylm(n) with the eigenvalue En. Thus

the overall multiplicity of the eigenvalue En is

n−1∑
l=0

(2l + 1) = n2.

The eigenfunctions fkl(r) of the radial Schrödinger equation (5.1) cor-
responding to the eigenvalue En can be expressed in terms of classical La-

guerre polynomials. Namely, for κ =
1

n
the substitution x =

2r

n
reduces the

differential equation (5.2) to

xQ′′ + (p+ 1− x)Q′ + kQ = 0,

where p = 2l+1 and Q(x) = Λl(r). This is the differential equation satisfied
by the associated Laguerre polynomials Qpk(x), defined by6

Qpk(x) = exx−p
dk

dxk
(e−xxk+p),

which are polynomials of order k with leading coefficient (−1)k, having k
zeros in (0,∞). For every p the associated Laguerre polynomials {Qpk(x)}∞k=0

are orthogonal polynomials on (0,∞) with respect to the measure e−xxpdx,
and have the property∫ ∞

0
e−xxp+1Qpk(x)2dx = k!(k + p)!(2k + p+ 1).

The orthonormal eigenfunctions of the Schrödinger operator H for the hy-
drogen atom corresponding to the eigenvalue En have the form

(5.4) ψklm(q) =
2

n2

1√
k!(n+ l)!

(
2r

n

)l
e−

r
nQ2l+1

k

(
2r

n

)
Ylm(n),

where n = k + l + 1, l = 0, . . . , n− 1, and m = −l, . . . , l.

Remark. Returning to the physical units α = e2, where e is the electron
charge, we get for the energy levels of the hydrogen atom

En = − µe4

2n2~2
,

where µ is the reduced mass of the electron and the nucleus. In particular, the
ground state energy is E1 = −13.6 eV; its absolute value is the ionization
energy — the energy required to remove the electron from the hydrogen
atom. Using Bohr’s formula for the frequencies of the spectral lines

~ωmn = En − Em,

6Polynomials Lmn (x) = (−1)m n!
(n−m)!

Qmn−m(x) are also being used.
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we get for the hydrogen atom

ωmn =
µe4

2~3

(
1

n2
− 1

m2

)
, m < n.

When n = 1 and m = 2, 3, . . . , we get classical Lyman series, n = 2 and
m = 3, 4, . . . give Balmer series, and n = 3 and m = 4, 5, . . . give Paschen
series. These series of spectral lines were discovered experimentally long
before the formulation of quantum mechanics.

Remark. The energy levels of the hydrogen atom can also be determined
from Bohr-Wilson-Sommerfeld quantization rules. Namely, in spherical co-
ordinates (r, ϑ, ϕ) in R3 the Lagrangian of Kepler’s problem takes the form
(see Section 1.6 in Chapter 1)

L = 1
2µ(ṙ2 + r2ϑ̇2 + r2 sin2 ϑ ϕ̇2) +

α

r
,

and the corresponding generalized momenta are

pr = µṙ, pϑ = µr2ϑ̇, pϕ = µr2 sin2 ϑ ϕ̇.

The BWS quantization conditions∮
prdr = 2π~(k + 1

2),(5.5) ∮
pϑdϑ = 2π(l −m+ 1

2),(5.6) ∮
pϕdϕ = 2π~m,(5.7)

where integration goes over the closed orbit of the Kepler problem with the
energy E < 0, exactly determine the energy levels En, n = k + l + 1.

Indeed, we have pϕ = Mc3, where Mc = (Mc1,Mc2,Mc3) is the classical
angular momentum. It is constant along the orbit, so that (5.7) determines
the eigenvalues of operator M3 (see Section 3.2). To evaluate

∮
pϑdϑ, we use

polar coordinates (r, χ) in the orbit plane P (see Section 1.6 in Chapter 1).

Since χ̇2 = ϑ̇2 +sin2 ϑ ϕ̇2, along the orbit we get pχdχ = pϑdϑ+pϕdϕ, where
pχ = µr2χ̇ = |Mc|. Condition (5.6) now follows from

(5.8)

∮
pχdχ = 2π|Mc| = 2π~(l + 1

2),

which is the quantization rule for the square of total angular momentum7.
Finally, to evaluate

∮
prdr, we use equations (1.7) and (1.11) in Section 1.6

7It gives the quantized values ~2(l + 1
2

)2, which for large l agree well with the eigenvalues

~2l(l + 1) of the operator M2.



5. Hydrogen atom and SO(4) 197

of Chapter 1 and get

prdr = µṙdr = µ
dr

dχ
χ̇ dr =

|Mc|
r2

(
dr

dχ

)2

dχ = pχ
e2 sin2 χ

(1 + e cosχ)2
dχ,

where 0 < e < 1 is the eccentricity of the orbit. We have∮
prdr = pχ

∫ 2π

0

e2 sin2 χ

(1 + e cosχ)2
dχ = 2πpχ

(
1√

1− e2
− 1

)
,

as can be shown by using the substitution z = eiχ and the Cauchy residue
theorem8. It follows from equation (1.12) in Section 1.6 of Chapter 1 that√

1− e2 =
|Mc|

√
2|E|

α
√
µ

,

and we obtain from (5.5) and (5.8),

|E| = −En =
µα2

2n2~2
, n = k + l + 1.

5.2. Continuous spectrum. Set 2E = k2, where k > 0, and consider the
equation

(5.9) f ′′l +

(
2

r
− l(l + 1)

r2
+ k2

)
fl = 0.

Substitution

fl(r) = rl+1e−ikrFl(r)

reduces (5.9) to

(5.10) F ′′l +

(
2(l + 1)

r
− 2ik

)
F ′l +

(
2

r
− 2ik(l + 1)

r

)
Fl = 0.

The solution of equation (5.10) satisfying Fl(0) = 1 can be explicitly written
as

Fl(r) = F (l + 1 + iλ, 2l + 2, 2ikr) , λ =
1

k
,

where F (α, γ, z) is a confluent hypergeometric function, defined by the ab-
solutely convergent series

F (α, γ, z) =

∞∑
n=0

Γ(α+ n)Γ(γ)

Γ(α)Γ(γ + n)

zn

n!

for all α and γ 6= 0,−1,−2, . . . . The confluent hypergeometric function is
an entire function of the variable z and satisfies the differential equation

zF ′′ + (γ − z)F ′ − αF = 0.

8This integral was evaluated by Sommerfeld in 1916.
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For α = −k and γ = p + 1, where k, p = 0, 1, 2, . . . , the confluent
hypergeometric function reduces to associated Laguerre polynomials

Qpk(x) =
(k + p)!

p!
F (−k, p+ 1, x),

considered in the previous section. For Re γ > Reα > 0 the function
F (α, γ, z) admits the integral representation

(5.11) F (α, γ, z) =
Γ(γ)

Γ(α)Γ(γ − α)

∫ 1

0
tα−1(1− t)γ−α−1eztdt,

obtained by the Laplace method. The confluent hypergeometric function
satisfies the functional equation

(5.12) F (α, γ, z) = ezF (γ − α, γ,−z)
and has the following asymptotics as z →∞:

F (α, γ, z) =
Γ(γ)

Γ(γ − α)
(−z)−α

(
1 +O(z−1)

)
(5.13)

+
Γ(γ)

Γ(α)
ezzα−γ

(
1 +O(z−1)

)
.

It follows from (5.12) that fl(r) = rl+1e−ikrF (l + 1 + iλ, 2l + 2, 2ikr) is
real-valued and it follows from (5.13) that the function

(5.14) fEl(r) =
(2k)l+1

√
2π(2l + 1)!

e
π
2k |Γ(l + 1− iλ)|fl(r)

has the following asymptotics as r →∞:

(5.15) fEl(r) =

√
2

π
sin
(
kr + λ log 2kr − lπ

2
+ δl

)
,

where

(5.16) δl(k) = arg Γ(l + 1− iλ), λ =
1

k
=

1√
2E

,

is the phase shift. The partial S-matrix for the Coulomb problem is

Sl(k) = e2iδl(k) =
Γ(l + 1− iλ)

Γ(l + 1 + iλ)
.

It admits meromorphic continuation to the upper half-plane Im k > 0 and
has simple poles at k = iκjl, which correspond to the eigenvalues Ekl of the
radial Schrödinger operator Hl. The radial eigenfunctions of the continuous
spectrum (5.14) satisfy normalization condition (4.15).

Remark. It is instructive to compare asymptotics (5.15) for the Coulomb
potential, which is long-range, with the corresponding formula (4.16) for
the general short-range potential. The long range nature of the Coulomb
interaction manifests itself by the extra logarithmic term λ log 2kr in (5.15).
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The eigenfunction expansion theorem for the Schrödinger operator H of
the hydrogen atom has the same form as in Section 4.3: the eigenfunctions
ψklm(x) are given by (5.4) where k = 0, 1, . . . , Nl = ∞, and the eigenfunc-
tions of the continuous spectrum are given by

ψElm(x) =
fEl(r)

r
Ylm(n), l = 0, 1, . . . , m = −l, . . . , l.

5.3. Hidden SO(4) symmetry. As we have seen in Section 1.6 of Chapter
1, classical system with the Hamiltonian function

Hc(p,x) =
p2

2m
− α

r
,

in addition to the angular momentum Mc, has three extra integrals of mo-
tion given by the Laplace-Runge-Lenz vector

Wc =
p

m
×Mc −

αx

r
.

According to Example 2.2 in Section 2.6 of Chapter 1, the integrals Mc and
Wc for the Kepler problem have the Poisson brackets

{Mcj ,Mck} = −εjklMcl, {Wcj ,Mck} = −εjklWcl,

{Wcj ,Wck} = 2HcεjklMcl,

where j, k, l = 1, 2, 3 and ε123 = 1.

The quantum Kepler problem is the Coulomb problem. In the coordinate
representation H = L2(R3, d3x), its Hamiltonian is

H =
P 2

2
− α

r
,

where r = |x| and we put m = 1. The quantum Laplace-Runge-Lenz vector
— the Laplace-Runge-Lenz operator W — is defined by

W =
1

2
(P ×M −M × P )− αQ

r
,

or in components

Wj =
1

2
εjkl(PkMl +MlPk)−

αQj
r
, j = 1, 2, 3.

Here Qi are multiplication by xi operators, and it is always understood
that there is a summation over repeated indices 1, 2, 3. Using commutation
relations (3.5), we also have

(5.17) W = P ×M − αQ

r
− i~P = −M × P − αQ

r
+ i~P ,

where the term i~P plays the role of a “quantum correction”. The following
result reveals the hidden symmetry of the Coulomb problem.
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Proposition 5.1. The Schrödinger operator H of the hydrogen atom has
quantum integrals of motion M and W ,

[H,Mi] = [H,Wi] = 0, i = 1, 2, 3,

satisfying W ·M = M ·W = 0 and

(5.18) W 2 = α2 + 2HM2 + 2~2H.

Moreover, self-adjoint operators M and W have the following commutation
relations:

[Mj ,Mk] = i~εjklMl, [Wj ,Mk] = i~εjklWl, [Wj ,Wk] = −2i~εjklMlH.

Proof. We know that [H,Mj ] = 0. To prove that Wj are quantum inte-

grals of motion, we first compute

[
P 2,

Qj
r

]
. It follows from Heisenberg’s

commutation relations that

(5.19)

[
Pj ,

1

r

]
= i~

Qj
r3
,

so that using Leibniz rule and relations r2 = x2
1 + x3

2 + x2
3, [Ml, r] = 0, and

QjPk −QkPj = εjklMl, we obtain[
P 2,

Qj
r

]
= 2i~

Qj
r3

+ 2i~εjkl
Qk
r3
Ml.

Now using the first equation in (5.17) and (5.19), we get

[H,Wj ] =

[
P 2

2
− α

r
, εjklPkMl −

αQj
r
− i~Pj

]
= −iα~Qj

r3
− iα~εjkl

Qk
r3
Ml + iα~εjkl

Qk
r3
Ml + iα~

Qj
q3

= 0.

It is easy to prove the relation W ·M = W1M1 + W2M2 + W3M3 = 0.
Indeed, it follows from the definition of M and commutativity of Pk and Ql
for k 6= l that

M · P = P ·M = M ·Q = Q ·M = 0,

and using the first equation in (5.17) and commutation relations for the
components of the angular momentum, we immediately get W ·M = 0. To
prove that M ·W = 0, one should use the second equation in (5.17).
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Verification of (5.18) is more involved. We have

W 2 = WjWj =

(
εjklMlPk −

αQj
r

+ i~Pj
)(

εjmnPmMn −
αQj
r
− i~Pj

)
= εjkl(εjmnMlPkPmMn − αMlPk

Qj
r
− i~MlPkPj)− αεjmn

Qj
q
PmMn

+ α2QjQj
r2

+ iα~
Qj
r
Pj + i~εjmnPjPmMn − iα~Pj

Qj
r

+ ~2PjPj

= α2I + ~2P 2 + εjklεjmnMlPkPmMn − αεjkl
(
MlPk

Qj
q

+
Qj
r
PkMl

)
− iα~

[
Pj ,

Qj
r

]
.

Since operators Mj and Pj commute, the identity (a×b)2 = a2 b2− (a ·b)2

is still applicable and we get

εjklεjmnMlPkPmMn = −(M×P )·(P×M) = M2P 2−(M ·P )2 = M2P 2.

Using (5.19) we easily obtain (summation over repeated indices)[
Pj ,

Qj
r

]
= i~

(
−3

r
+
r2

r3

)
= −2i~

r
.

Since [M2, r] = 0 it follows from M = Q× P that

εjkl

(
MlPk

Qj
r

+
Qj
r
PkMl

)
= M2 1

r
+

1

r
M2 =

2M2

r
.

Putting everything together, we get (5.18).

It is also not difficult to establish commutation relations between Mj

and Wk. Using (3.5) and properties of εjkl, we get

[Mj ,Wk] =

[
Mj , εkmnPmMn −

αQk
r
− i~Pk

]
= i~(εjmpεkmnPpMn + εjnpεkmnPmMp)− i~εjkl

(
αQl
r

+ i~Pl
)

= i~(PjMk −MkPj)− i~εjkl
(αrl
r

+ i~Pl
)

= i~εjklWl.

Finally, to establish commutation relations between components of W ,
we use the representations

(5.20) W = QP 2 − P (Q · P )− αQ

r
= P 2Q− (P ·Q)P − αQ

r
.

The first formula in (5.20) follows from the first formula in (5.17) by using

εjklPkMl = εjklεlmnPkQmPl = εjkl(εljkPkQjPk + εlkjPkQkPj)

= Pk(PkQj − PjQk) = QjP
2 − Pj(P ·Q)− 2i~Pj ,
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and relation P ·Q = Q ·P −3i~I. The second formula in (5.20) follows from
the first by using Heisenberg’s commutation relations. Now we have

εjkl[Wk,Wl] = 2εjmnWmWn

= 2εjmn

(
P 2Qm − (P ·Q)Pm −

αQm
r

)(
QnP

2 − Pn(Q · P )− αQn
r

)
= 2Mj

(
−P 2(Q · P ) + (P ·Q)P 2 +

α

r
(Q · P )− (P ·Q)

α

r

)
= −2i~Mj

(
P 2 − 2α

r

)
= −4i~MjH,

where we have used [M ,P ·Q] = 0 and

[
P ·Q, 1

r

]
=
i~
r

. This proves that

[Wk,Wl] = −2i~εjklMjH. �

Let H0 = PH(−∞, 0)H , where PH is the projection-valued measure for
the Schrödinger operator H. Since self-adjoint operators M and W com-
mute with H, the subspace H0 is an invariant subspace for these operators.
The Schrödinger operator H is non-negative on H0, so that on this subspace
the operator (−2H)−1/2 is well defined. Now on H0 we set

J (±) =
1

2
(M ± (−2H)−1/2W ).

It follows from Proposition 5.1 that self-adjoint operators J
(±)
j on H0 satisfy

the commutation relations

(5.21)
[
J

(±)
j , J

(±)
k

]
= i~εjklJ

(±)
l ,

[
J

(+)
j , J

(−)
k

]
= 0

and

(5.22) (J (+))2 = (J (−))2 = −1

4

(
~2I +

α2

2H

)
.

Equations (5.21) are commutation relations for the generators of the Lie al-
gebra so(4), which correspond to the Lie isomorphism so(4) ' so(3)⊕so(3),
and exhibit the hidden SO(4) symmetry of the Coulomb problem! Together
with (5.22), they allow us to find the energy levels pure algebraically.

Namely, the eigenvalues of the operators (J (+))2 and (J (−))2 are, respec-
tively, ~2l1(l1 +1) and ~2l2(l2 +1), and it follows from (5.22) that l1 = l2 = l
so that the corresponding eigenvalue of H is

En = − α2

2~2n2
, n = 2l + 1.

Assuming that

(5.23) H0 '
⊕

l∈ 1
2
Z≥0

Vl ⊗ Vl,
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where summation goes over all non-negative integer and half-integer values
of l, we get from the Clebsch-Gordan decomposition (3.13) that the multi-
plicity of the eigenvalue En is

dimVl ⊗ Vl =
2l∑
j=0

(2j + 1) = (2l + 1)2 = n2.

To prove the orthogonal sum decomposition (5.23), one should consider
the Schrödinger equation for the hydrogen atom in the momentum repre-
sentation. Using spherical coordinates in R3 and the elementary integral∫ ∞

0

sin r

r
dr =

π

2
,

it is easy to show that for every ψ ∈ S (R3)

(5.24)
1

2π2~

∫
R3

ψ̂(q)

|p− q|2
d3q =

1

(
√

2π~)3

∫
R3

1

r
ψ(x)e−

i
~pxd3x,

where ψ̂ = F~(ψ) is the ~-dependent Fourier transform9. Let ψ be the
eigenfunction of H with the the eigenvalue E < 0. It follows from (5.24) that
in the momentum representation the corresponding Schrödinger equation —
the eigenvalue equation Hψ = Eψ — takes the form

(5.25) (p2 + p2
0)ψ̂(p) = λ

∫
R3

ψ̂(q)

|p− q|2
d3q,

where p0 =
√
−2µE and λ =

αµ

p0~
. Next, consider the homogeneous coor-

dinates
p

p0
in R3 as coordinates of the stereographic projection of the unit

sphere S3 in R4. Namely, denoting by n the unit vector from the origin to

the north pole of S3, we get for the point u ∈ S3 corresponding to
p

p0
∈ R3:

u =
p2 − p2

0

p2 + p2
0

n +
2p0

p2 + p2
0

p.

For the volume form on S3 we have

dΩ =
(2p0)3

(p2 + p2
0)3

d3p,

∫
S3

dΩ = 2π2.

Using

|p− q|2 =
(p2 + p2

0)(q2 + p2
0)

(2p0)2
|u− v|2,

9Since x is the variable in the coordinate representation, here q is another variable in the
momentum representation.
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where v ∈ S3 corresponds to
q

p0
∈ R3, and introducing

Ψ(u) =
1
√
p0

(p2 + p2
0)2

(2p0)2
ψ̂(p),

we can rewrite equation (5.25) as

(5.26) Ψ(u) =
λ

2π2

∫
S3

Ψ(v)

|u− v|2
dΩv.

We also have

(5.27)

∫
S3

|Ψ(u)|2dΩu =

∫
R3

p2 + p2
0

2p2
0

|ψ̂(p)|2d3p =

∫
R3

|ψ̂(p)|2d3p.

Indeed, it follows from the Schrödinger equation that

1

2µ

∫
R3

p2|ψ̂(p)|2d3p =
1

2µ

∫
R3

∣∣∣∣∂ψ(x)

∂x

∣∣∣∣2 d3x =

∫
R3

(E − V (r))|ψ(x)|2d3x,

and by the virial theorem (see Section 1.3) we get

1

2µ

∫
R3

∣∣∣∣∂ψ(x)

∂x

∣∣∣∣2 d3x = − 1

2µ

∫
R3

∆ψ(x)ψ(x)d3x = −1

2

∫
R3

V (r)|ψ(x)|2d3x,

where V (r) = −α
r

, so that∫
R3

V (r)|ψ(x)|2d3x = 2E

∫
R3

|ψ(x)|2d3x = 2E

∫
R3

|ψ̂(p)|2d3p.

This shows that the eigenvalue problem for the Schrödinger equation
is equivalent to the eigenvalue problem for the integral equation (5.26) in
L2(S3, dΩ). The latter is a classical problem in the theory of spherical har-

monics. Namely, the function G(u) = − 1

4π2u2
, where u = |u|, u ∈ R4, is

the fundamental solution for the Laplace operator ∆ in R4,

∆ =
∂2

∂u2
1

+
∂2

∂u2
2

+
∂2

∂u2
3

+
∂2

∂u2
4

,

and equation (5.26) is the equation satisfied by the spherical harmonics on
S3: the eigenfunctions of the spherical part ∆0 of the Laplace operator on
R4, defined by

∆ =
1

u3

∂

∂u

(
u3 ∂

∂u

)
+

1

u2
∆0.

It is well known from the representation theory of the Lie group SO(4)
that spherical harmonics are restrictions to S3 of homogeneous harmonic
polynomials in R4 of degree n− 1, n ∈ N. Correspondingly, equation (5.26)
is obtained as a limit |u| → 1 of the Green’s formula for the homogeneous
harmonic function of degree n − 1 in the unit ball in R4, by using the
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property of a double layer potential. This gives λ = n, which once again
establishes the exact formula for the energy levels of the hydrogen atom.
The isomorphism H0 ' L2(S3, dΩ) follows from (5.27), and (5.23) — from
the decomposition

L2(S3, dΩ) '
⊕

l∈ 1
2
Z≥0

Vl ⊗ Vl

of the regular representation of SO(4) into the direct sum of irreducible
components. One can also obtain the explicit form (5.4) of the eigenfunctions
by using the representation theory of SO(4). We leave all these details to
the interested reader.

Remark. For E > 0 one should consider the subspace H1 = PH(0,∞)H
and define J (±) = 1

2(M ± (2H)−1/2W ). Instead of (5.21), these operators
satisfy commutation relations of the Lie algebra so(3, 1) of the Lorentz group
SO(3, 1). The problem of finding eigenfunctions of the continuous spectrum
for the Coulomb problem can be solved by using harmonic analysis on the
three-dimensional Lobachevsky space.

Problem 5.1. Show that components of angular momentum M are generators of
so(4) that correspond to the infinitesimal rotations in the subspace of R4 with co-
ordinates (0,p), and components of the Laplace-Runge-Lenz vector W correspond
to the infinitesimal rotations in the (p0p1), (p0, p2), and (p0p3) planes in R4.

6. Semi-classical asymptotics – I

Here we describe the relation between classical and quantum mechanics by
considering the behavior of the wave function ψ(q, t) — the solution of the
time dependent Schrödinger equation10

(6.1) i~
∂ψ

∂t
= − ~2

2m
∆ψ + V (q)ψ

as ~→ 0. The substitution

(6.2) ψ(q, t) = e−
i
~S(q,t;~)

reduces (6.1) to the following non-linear partial differential equation:

(6.3)
∂S

∂t
+

1

2m

(
∂S

∂q

)2

+ V (q) =
i~
2m

∆S.

It is remarkable that (6.3) differs from the Hamilton-Jacobi equation (2.4) for

the Hamiltonian function Hc(p, q) =
p2

2m
+ V (q), considered in Section 2.3

of Chapter 1, only by the term in the right-hand side which is proportional
to ~. Thus as ~ → 0, equations of motion in quantum mechanics turn into
classical equations of motion.

10Here it is convenient to denote Cartesian coordinates on Rn by q = (q1, . . . , qn).
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For the stationary state ψ(q, t) = ψ(q)e−
i
~Et the substitution (6.2) be-

comes

(6.4) ψ(q, t) = e−
i
~ (σ(q;~)−Et).

The corresponding non-linear partial differential equation

(6.5)
1

2m

(
∂σ

∂q

)2

+ V (q) = E +
i~
2m

∆σ

differs from the corresponding Hamilton-Jacobi equation for the abbreviated
action, considered in Section 2.5 of Chapter 1, by the term proportional to
~ in the right-hand side.

In this section we consider semi-classical asymptotics: asymptotics of
the partial differential equations (6.3) and (6.5) as ~ → 0. They describe
the precise relation between quantum mechanics and classical mechanics,
and provide a quantitative form of the correspondence principle, discussed
in Section 2 of Chapter 2. In particular, using semi-classical asymptotics
for the stationary Schrödinger equation, we derive Bohr-Wilson-Sommerfeld
quantization rules, postulated in Section 2.5 of Chapter 2.

6.1. Time-dependent asymptotics. Here we consider the problem of
finding short-wave asymptotics — asymptotics as ~ → 0 of the solution
ψ~(q, t) of the Cauchy problem for the Schrödinger equation (6.1) in one
dimension,

i~
∂ψ

∂t
= − ~2

2m

∂2ψ

∂q2
+ V (q)ψ,

with the initial condition

ψ~(q, t)|t=0 = ϕ(q)e
i
~ s(q).

It is assumed that the real-valued functions ϕ(q) and s(q) are smooth,
s(q), ϕ(q) ∈ C∞(R), and that the “amplitude” ϕ(q) has compact support.

The substitution (6.2) is ψ~(q, t) = e
i
~S(q,t,~), and differential equation (6.3)

takes the form

(6.6)
∂S

∂t
+

1

2m

(
∂S

∂q

)2

+ V (q) =
i~
2m

∂2S

∂q2
.

To determine the asymptotic behavior of S(q, t, ~) as ~→ 0, we assume that
as ~→ 0

S(q, t, ~) =

∞∑
n=0

(−i~)nSn(q, t),
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and substitute this expansion into (6.6). Comparing terms with the same
powers of ~ we obtain that S0(q, t) satisfies the initial value problem

(6.7)
∂S0

∂t
+

1

2m

(
∂S0

∂q

)2

+ V (q) = 0,

and

(6.8) S0(q, t)|t=0 = s(q),

whereas S1(q, t) satisfies the differential equation

(6.9)
∂S1

∂t
+

1

m

∂S0

∂q

∂S1

∂q
= − 1

2m

∂2S0

∂q2
,

the so-called transport equation, and

(6.10) S1(q, t)|t=0 = ϕ(q).

The functions Sn(q, t) for n > 1 satisfy non-homogeneous differential equa-
tions similar to (6.9).

The initial value problem (6.7)–(6.8) is the Cauchy problem for the
Hamilton-Jacobi equation with the Hamiltonian function

Hc(p, q) =
p2

2m
+ V (q),

considered in Section 2.3 of Chapter 1. According to Proposition 2.1 in
Section 2.3 of Chapter 1, the solution of (6.7)–(6.8) is given by the method
of characteristics,

(6.11) S0(q, t) = s(q0) +

∫ t

0
L(γ′(τ))dτ.

Here L(q, q̇) = 1
2mq̇

2 − V (q) is the Lagrangian function, and γ(τ) is the
characteristic — the classical trajectory which starts at q0 at time τ = 0

with the momentum p0 =
∂s

∂q
(q0), and ends at q at time τ = t, where q0

is uniquely determined by q. (We are assuming that the Hamiltonian phase
flow gt satisfies the assumptions made in Section 2.3 of Chapter 1.) It follows
from Theorem 2.7 in Section 2.3 of Chapter 1 that along the characteristic,

∂S0

∂q
(q, t) = m

dγ

dt
(t),

so that

(6.12)

(
∂

∂t
+
∂S0

∂q

)
S1(γ(t), t) =

d

dt
S1(γ(t), t).

Now we can solve the Cauchy problem (6.9)–(6.10) for the transport equa-
tion explicitly. Consider the flow πt : R → R, defined in Section 2.3 of
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Chapter 1, and denote11 by γ(Q, q; τ) the characteristic connecting points q
at τ = 0 and Q = πt(q) at τ = t (under our assumptions the flow πt is a
diffeomorphism and the mapping q 7→ Q is one to one). Differentiating the
equation

∂S0

∂Q
(Q, t) = m

∂γ

∂t
(Q, q; t)

with respect to q we obtain

∂2S0

∂Q2
(Q, t)

∂Q

∂q
= m

∂2γ

∂q∂t
(Q, q; t) = m

d

dt

(
∂Q

∂q

)
,

so that (6.9) can be rewritten as

d

dt
S1(Q, t) = −1

2

d

dt
log

∂Q

∂q
,

and using (6.10) we obtain

S1(Q, t) = ϕ(q)

∣∣∣∣∂Q∂q (q)

∣∣∣∣− 1
2

.

Therefore,

(6.13) ψ~(Q, t) = ϕ(q)

∣∣∣∣∂Q∂q (q)

∣∣∣∣− 1
2

e
i
~ (S(Q,q;t)+s(q))(1 +O(~)),

where S(Q, q; t) is the classical action along the characteristic that starts at
q at time τ = 0 and ends at Q at time τ = t.

The rigorous proof that (6.13) is an asymptotic expansion as ~ → 0
uses the assumptions made in Section 2.3 of Chapter 1, and is left to the
interested reader. Here we just mention that asymptotics (6.13) is consistent
with the conservation of probability : for any Borel subset E ⊂ R,∫

Et

|ψ~(Q, t)|2dQ =

∫
E
|ϕ(q)|2dq +O(~)

as ~→ 0, where Et = πt(E).

Remark. When assumptions in Section 2.3 of Chapter 1 are not satisfied,
the situation becomes more complicated. Namely, in this case there may
be several characteristics γj(τ) which end at Q at τ = t having qj as their
corresponding initial points. In this case,

ψ~(Q, t) =
∑
j

ϕ(qj)

∣∣∣∣∂Q∂q (qj)

∣∣∣∣− 1
2

e
i
~ (S(Q,qj ;t)+s(qj))−πi2 µj (1 +O(~)),

where µj ∈ Z is the Morse index of the characteristic γj . It is defined as
the number of focal points of the phase curve (q(τ), p(τ)) with initial data

11There should not be any confusion with the quantum coordinate operator Q.
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qj and pj =
∂s

∂q
(qj) with respect to the configuration space R. It is a special

case of a more general Maslov index.

The case of n degrees of freedom is considered similarly. Under the as-
sumptions in Section 2.3 of Chapter 1, the solution ψ~(q, t) of the Schrödinger
equation (6.1) with the initial condition

ψ~(q, t)|t=0 = ϕ(q)e
i
~ s(q),

where real-valued functions s(q) and ϕ(q) are smooth and ϕ(q) is compactly
supported, has the following asymptotics as ~→ 0:

(6.14) ψ~(Q, t) = ϕ(q)

∣∣∣∣det

(
∂Q

∂q
(q)

)∣∣∣∣− 1
2

e
i
~ (S(Q,q;t)+s(q))(1 +O(~)).

6.2. Time independent asymptotics. Here we consider semi-classical
asymptotics for the one-dimensional Schrödinger equation

(6.15) − ~2

2m

d2ψ

dx2
+ V (x)ψ = Eψ.

This asymptotic method is also known as the WKB method (after G. Wentzel,

H. Kramers, and L. Brillouin). The substitution (6.4) is ψ~(x) = e
i
~σ(x;~) and

equation (6.5) takes the form

1

2m

(
dσ

dx

)2

+ V (x) = E +
i~
2m

d2σ

dx2
.

As in the previous section, we use the expansion

σ(x, ~) =
∞∑
n=0

(−i~)nσn(x),

and for the first two terms obtain

(6.16)
1

2m
σ′ 20 = E − V (x) and σ′0σ

′
1 = −1

2σ
′′
0 .

Let p(x) =
√

2m(E − V (x)) be the classical momentum of a particle moving
in a potential V (x) with the energy E. The solution of the first equation in
(6.16) is given by

σ0 = ±
∫
p(x)dx,

and from the second equation in (6.16) we get

σ1 = −1
2 log p.

The wave function in the WKB approximation has the form

(6.17) ψ~(x) = 1√
|p(x)|

(C1e
i
~
∫
p(x)dx + C2e

− i
~
∫
p(x)dx)(1 +O(~)),
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where p(x) is real in the classical region V (x) < E, and is pure imaginary
in the classically forbidden region V (x) > E (see Section 1.5 of Chapter 1).

Note that the asymptotic (6.17) is valid only if σ′ 2 � ~σ′′, which in the
first approximation gives ∣∣∣∣ ddx

(
~

p(x)

)∣∣∣∣� 1.

Introducing the classical force F = −dV
dx

, this condition can be written as

(6.18)
m~F
p3
� 1.

Thus the WKB approximation does not work when the classical momentum
p(x) is small. In particular, it is not applicable near the turning points
where E = V (x) and, therefore, p(x) = 0. Let x = a be a turning point. If
F0 = F (a) 6= 0, using the approximation E − V (x) ' F0(x− a) near x = a,
one can replace (6.15) by

~2

2m
ψ′′ = F0(x− a)ψ.

This differential equation can be explicitly solved by the Laplace method.
Its bounded solution is

ψ(x) = Φ(ξ), ξ =

(
2mF0

~2

) 1
3

(a− x),

where Φ(ξ) is the Airy-Fock function, defined by the improper integral

Φ(ξ) =
1√
π

∫ ∞
0

cos
(

1
3 t

3 + ξt
)
dt.

The large ξ asymptotics of the Airy-Fock function, obtained by the steepest
descent method, are the following:

Φ(ξ) =
1

2 4
√
ξ
e−

2
3
ξ
3
2
(

1 +O
(
ξ−

3
2
))

as ξ →∞,(6.19)

Φ(ξ) =
1

4
√
|ξ|

sin
(

2
3 |ξ|

3
2 + π

4

)(
1 +O

(
|ξ|−

3
2
))

as ξ → −∞.(6.20)

Using asymptotics (6.19)–(6.20) one can obtain connection formulas re-
lating WKB approximations for classical and forbidden regions. The rigorous
justification of this approach is technically rather involved and we will not
present it here. Instead we highlight the simplest case when there is only
one turning point x = a with F0 > 0, so that x < a is a classically forbidden
region. From (6.17) we obtain that the WKB wave function in the forbidden
region x < a is exponentially decaying,

ψWKB(x) = A√
|p(x)|

e
1
~
∫ x
a |p(s)|ds,
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whereas in the classical region x < a it is oscillating,

ψWKB(x) = 1√
p(x)

(C1e
i
~
∫ x
a p(s)ds + C2e

− i
~
∫ x
a p(s)ds) = B√

p(x)
sin( 1

~
∫ x
a p(s)ds+α).

As follows from (6.18), the WKB approximation near the turning point

x = a remains valid whenever |x − a| � 1
2

(
~2
mF0

) 1
3
, which is equivalent

to the condition |ξ| � 1. On the other hand, when |x − a| � 1 the wave
function has the asymptotic

ψ~(x) = CΦ(ξ)(1 +O(~)).

To determine the unknown phase α and to find the relation between coeffi-

cients A,B, and C, we consider the domain 1
2

(
~2
mF0

) 1
3 � |x − a| � 1 and

compare the WKB approximation for the wave function with the large ξ
asymptotics of the Airy-Fock function. Namely, for x < a we have ξ � 1
and

2

3
ξ

3
2 =

2

3~
√

2mF0(a− x)
3
2 ' 1

~

∫ a

x
|p(s)|ds, 4

√
ξ =

√
|p(x)|

6
√

2m~F0
.

Comparing (6.19) with the WKB wave function for x < a we obtain that
2A = 6

√
2m~F0C. For x > a we have ξ � −1 and

2

3
|ξ|

3
2 =

2

3~
√

2mF0(x− a)
3
2 ' 1

~

∫ x

a
p(s)ds, 4

√
|ξ| =

√
p(x)

6
√

2m~F0
.

Comparing (6.20) with the WKB wave function for x < a we obtain that
α = π

4 and B = 6
√

2m~F0C, so that B = 2A. Thus for this example the
WKB wave function is

(6.21) ψWKB(x) =


A√
|p(x)|

e
1
~
∫ x
a |p(s)|ds when x < a,

2A√
p(x)

sin(1
~
∫ x
a p(s)ds+ π

4 ) when x > a.

The case when there is only one turning point x = b with F0 < 0, so
that x > b is a classically forbidden region, reduces to the previous example
by reversing the orientation x 7→ −x. As the result, we obtain

(6.22) ψWKB(x) =


2B√
p(x)

sin(1
~
∫ b
x p(s)ds+ π

4 ) when x < b,

B√
|p(x)|

e−
1
~
∫ x
b |p(s)|ds when x > b.

Problem 6.1 (Penetration through a potential barrier). Consider a potential
barrier for a given energy E — a potential V (x) such that {x ∈ R : V (x) > E} =
(a, b). Show that

TWKB = e−
2
~
∫ b
a
|p(x)|dx.

Verify directly that transmission coefficient for the potential in Problem 2.9 in the
semi-classical approximation is given by this formula.
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Problem 6.2 (Above barrier reflection). Suppose that a potential V (x) admits
analytic continuation into the upper half-plane, and let E be the energy such that
E > V (x) for all real x. Suppose that there is only one complex x0 such that
V (x0) = E. Show that in the semi-classical approximation

RWKB = e−
4
~ Im

∫ x0
a

p(x)dx,

where p(x) =
√

2m(E − V (x)) and a ∈ R (the choice of a does not change the
imaginary part of the integral in the exponent). Verify directly that the reflection
coefficient for the potential in Problem 2.9 in the semi-classical approximation is
given by this formula.

Problem 6.3. Find transmission and reflection coefficients for the parabolic bar-
rier — a potential V (x) = − 1

2kx
2, where k > 0 — and verify directly that in

the semi-classical approximation they satisfy, for E < 0 and E > 0, respectively,
formulas in Problems 6.1 and 6.2.

6.3. Bohr-Wilson-Sommerfeld quantization rules. The WKB method
allows us to determine energy levels in the semi-classical approximation.
Consider, for simplicity, the finite motion of a one-dimensional particle in a
potential well: in a potential V (x) at the energy E such that there are two
turning points a and b. The classical region is a ≤ x ≤ b, and the motion is
periodic with the period

T = 2

∫ b

a

dx

ẋ
= 2m

∫ b

a

dx

p
=
√

2m

∫ b

a

dx√
E − V (x)

.

The regions x < a and x > b are forbidden (see Section 1.5 of Chapter 1).

It follows from (6.21)–(6.22) that the WKB wave function exponentially
decays in the forbidden regions x < a and x > b. Using (6.21) we see that
in the classical region the WKB wave function has the form

ψWKB(x) = 2A√
p(x)

sin

(
1
~

∫ x

a
p(s)ds+ π

4

)
,

while using (6.22) we obtain

ψWKB(x) = 2B√
p(x)

sin

(
1
~

∫ b

x
p(s)ds+ π

4

)
= 2B√

p(x)
sin

(
1
~

∫ b

a
p(s)ds+ π

2 −
(

1
~

∫ x

a
p(s)ds+ π

4

))
.

These two expressions define the same function in a ≤ x ≤ b if and only if
there is a positive integer n such that

(6.23) 1
~

∫ b

a
p(x)dx+

π

2
= (n+ 1)π,
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in which case A = (−1)n+1B. Equation (6.23), written in the form∫ b

a

√
2m(E − V (x)) dx = π~(n+ 1

2),

determines the semi-classical energy levels. It follows from (6.21)–(6.22) that
the integer n is equal to the number of zeros of the WKB wave function. In
accordance with the oscillation theorem, the case n = 0 corresponds to the
ground state, case n = 1 — to the next energy level state, etc.

Denoting, as in Chapters 1 and 2, coordinate x by q, we can rewrite
(6.23) as

(6.24)

∮
pdq = 2π~(n+ 1

2),

where integration goes over the closed classical orbit in the phase plane
R2 with canonical coordinates p, q. Condition (6.24) is the famous Bohr-
Wilson-Sommerfeld quantization rule for the case of one degree of freedom
(see Section 2.5 of Chapter 2). We emphasize that, in general, the BWS
quantization rule is applicable only for large n and gives the semi-classical
asymptotic of energy levels En. However, as was shown in Section 2.6 of
Chapter 2, the energy levels of the harmonic oscillator obtained by the BWS
quantization rule are exact. The BWS rules are also exact for the energy
levels of the hydrogen atom (see Section 5.1).

This semi-classical analysis can be generalized for quantum systems
with n degrees of freedom which correspond to completely integrable clas-
sical Hamiltonian systems (see Section 2.6 of Chapter 1). Bohr-Wilson-
Sommerfeld quantization rules take the form

(6.25)

∮
γ
pdq = 2π~(nγ + 1

4 ind γ).

Here integration goes over all 1-cycles γ in the Lagrangian submanifold
Λ = {(p, q) ∈ R2n : Hc(p, q) = E,F2(p, q) = E2, . . . , Fn(p, q) = En}, and
indγ is the Maslov index of a cycle γ in Λ. For the action-angle variables
(I,ϕ) the integration in (6.25) goes over the basic 1-cycles on the n-torus
Tn, and we obtain quantization conditions Ii = (ni + 1

2)~, i = 1, . . . , n.

7. Notes and references

The classical text [LL58] is the source of many basic facts on the Schrödinger equa-

tion, written from the physics perspective. The textbook [Foc78], another classic,

shows meticulous attention to detail. There are numerous mathematics papers and

monographs devoted to the different aspects of the Schrödinger equation, and here

we mention only the sources being used. For the self-adjointness criteria in Section

1.1 we refer the reader to the encyclopaedia survey [RSS94] and to the treatise
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[RS75], and references therein; in particular, in [RS75] one can find the proof

that the Schrödinger operator for a complex atom is essentially self-adjoint. For the

proof of Sears theorem, see [BS91]. Theorems 1.6 and 1.7 (the latter in the special

case V1 = 0) in Section 1.2 are proved in [BS91] and [RSS94]; see [RS78] for the

proof of Theorem 1.7 in the general case, and for other generalizations. The proof

of the Kato theorem can be found in [RS78]; see also [RSS94]. For the proof of the

Birman-Schwinger bound, see [RS78]. The monograph [HS96], besides the intro-

duction to spectral theory, contains the proofs of many results in Sections 1.1-1.2;

see also the monograph [CFKS08] for these and other results.

Section 2 is based on the fundamental paper [Fad64], classical surveys [Fad59,

Fad74], and the monograph [Mar86], devoted to the inverse scattering problems.

For more information and details on the material in Section 2.1 and Problems 2.2,

2.3, 2.4, see [Fad64] and [Mar86]. The complex integration of the resolvent kernel

is a powerful method for proving the eigenfunction expansion theorem, especially in

the presence of the absolutely continuous spectrum, and in Section 2.2 we followed

the elegant approach from [Fad59]; Problem 2.6 is taken from [Fad74]. Section

2.3 is based on [Fad59, Fad64, Fad74]; see also the monograph [New02] for a

comprehensive exposition of the scattering theory from the physics perspective, and

the recent book [Yaf92] for its abstract mathematical formulation. We refer the

reader to [Fad74] and references therein for more details on the material in Section

2.4.

Section 3 is fairly standard; from a physics point of view, its material can be

found in almost any textbook on quantum mechanics; see [LL58, Foc78] for a

clear exposition. It was H. Weyl who introduced Lie groups into quantum mechan-

ics [Wey50], and nowadays representation theory of Lie groups is a part of the

theoretical physics curriculum; see, e.g., [BR86]. There are also many mathemat-

ics textbooks and monographs on representation theory of compact Lie groups; see,

e.g., [Kir76, FH91], as well as [Vil68]. Section 4 contains the standard material

presented in any textbook on quantum mechanics; see [LL58, Foc78, Mes99] for

the physics presentation. Our goal here was precise mathematical formulation of

the basic facts; for the proofs of all results in this section (and of the problems as

well), and for their generalizations, we refer the reader to the treatise [RS79].

The solution of the eigenvalue problem for the hydrogen atom, given by E.

Schrödinger in 1926, was the major triumph of quantum mechanics. Before that, the

energy levels of the hydrogen atom were obtained by N. Bohr in 1913 using the Bohr

model (later replaced by the Bohr-Sommerfeld model and the BWS quantization

rules), and in 1926 by W. Pauli by using the quantum Laplace-Runge-Lenz vector.

Sections 5.1 and 5.2 are standard and our exposition follows [LL58, Foc78]. We

started Section 5.3 by presenting Pauli’s approach (see [BR86] for more details

on representation theory). The hidden SO(4) symmetry of the hydrogen atom was

discovered by V.A. Fock, and the end of Section 5.3 is based on [Foc78] (see
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[BI66a, BI66b] for more details and for the treatment of the absolutely continuous

spectrum).

There exists an extensive literature on semi-classical asymptotics and the WKB

method, which we just barely touched on in Section 6. We refer to [LL58] and

[Dav76] for a physics discussion and to [GS77, BW97] for a mathematical intro-

duction. Detailed exposition of the one-dimensional WKB method can be found in

[Olv97] — a reference book on special functions used in this chapter. We refer to

the monographs [MF81] and [Ler81] for the detailed exposition of the much more

complicated multi-dimensional WKB method.
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Tehn. Informacii, Moscow, 1974, pp. 93–180 (in Russian), English translation
in J. Soviet Math. 5 (1976), no. 3, 334–396.

[Fad76] , Course 1. Introduction to functional methods, Méthodes en théorie des

champs/Methods in field theory (École d’Été Phys. Théor., Session XXVIII,
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operator

adjoint, 63

annihilation, 109, 307

fermion, 309

closed, 63

compact, 64

creation, 109, 307

fermion, 309

differential

first-order, 278

essentially self-adjoint, 64

Hilbert-Schmidt, 65

matrix-valued Sturm-Liouville

with Dirichlet boundary conditions,
273

with periodic boundary conditions, 277

of trace class, 64

self-adjoint, 64

Sturm-Liouville, 268

with Dirichlet boundary conditions,
268

with periodic boundary conditions, 274

symmetric, 63, 64

operator symbol

pq, 135

qp, 135

matrix, 116
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for fermions, 331

Weyl, 132

Wick, 114

for fermions, 331

orthogonality relation, 168, 187

particle(s), 4

charged, in electromagnetic field, 11

free, 9

on Riemannian manifold, 12

in a potential field, 11

interacting, 10

quantum

free, 93

Pauli

exclusion principle, 227

Hamiltonian, 222, 365

matrices, 218

wave equation, 222

Pfaffian, 321

phase shift, 191

phase space, 28, 45

extended, 33

Planck constant, 76

Poincaré-Cartan form, 33

Poisson

action, 48

algebra, 39

bracket, 46, 52

canonical, 39

on Grassmann algebra, 318

manifold, 51

non-degenerate, 53

structure, 51

tensor, 52

theorem, 47

potential

effective, 189

long-range, 190

repulsive, 191

short-range, 190

potential energy

operator, 149

potential field, 11

central, 11

principle of the least action

in the configuration space, 5

in the phase space, 33

projection-valued

measure, 68, 72

resolution of the identity, 68

propagator, 240, 245

of a free quantum particle, 242

propogator

for the harmonic oscillator, 257

quantization, 79

pq, 135

qp, 135

rules of Bohr-Wilson-Sommerfeld, 102,

213

Weyl, 132

quantum bracket, 76

quantum number

azimuthal, 192

magnetic, 192

principal, 192

radial, 192

reflection coefficient, 173

regular set, 63

regularized product, 263, 266

representation by occupation numbers, 112

for fermions, 310

resolvent operator, 63

rigid body, 13

ringed space, 343

scattering

amplitude, 187

matrix, 173

operator, 172, 187

solutions, 172

theory

non-stationary, 172

stationary, 172

Schrödinger

equation

of motion, 77

radial, 189

stationary, 79

time-dependent, 78

operator, 99, 149

of a charged particle, 101

of a complex atom, 100, 151

of a harmonic oscillator, 103

of a hydrogen atom, 100, 151

one-dimensional, 155

radial, 189

picture, 77

representation, 89

for n degrees of freedom, 91

Schur-Weyl duality, 232

Sommerfeld’s radiation conditions, 186

space of states

classical, 58

quantum, 66

spectral theorem, 68

spectrum, 63

absolutely continuous, 86, 93, 96, 153

essential, 152

joint, 73

point, 63, 105

singular, 153
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spin, 217

manifold, 367

operators, 218

singlet space, 228

structure, 367

total, 218

triplet space, 228

standard coordinates

on T ∗M , 27

on TM , 6

state, 4

bound, 79

ground, 107, 308, 309

stationary, 78

states

coherent, 114

for fermions, 332

in classical mechanics, 58

mixed, 58

pure, 58

in quantum mechanics, 66

mixed, 67

pure, 66

superalgebra, 325

commutative, 325

Lie, 327

supercharge, 361

supermanifold, 344

functions on, 344

supersymmetry

generator, 361

supersymmetry transformation, 361

supertrace, 328

symmetrization postulate, 226

symmetry, 17

group, 17, 48

infinitesimal, 17

symplectic

form, 42

canonical, 32

on Grassmann algebra, 318

manifold, 42

vector field, 46

system

closed, 4

quantum, 66

composite, 66

systems on supermanifolds

classical, 356

quantum, 364

time

Euclidean, 242

physical, 9, 242

slicing, 244

trace

of operator, 65

transition coefficients, 159
transmission coefficient, 173

transport equation, 207

turning point, 21, 210

variance, 74

variation
infinitesimal, 5

with fixed ends, 5
virial theorem

in classical mechanics, 11

in quantum mechanics, 154

wave

operators, 170
plane, 174

scattering, 173

stationary, 187
wave function, 88

total, 224

coordinate part of, 224
spin part of, 224

Weyl

inversion formula, 129
module, 232

quantization, 132
relations, 84, 118

transform, 119, 124

Wick
normal form, 114

for fermions, 331

theorem, 290
Wiener

integral, 294

measure
conditional, 296

on C([0,∞),Rn; 0), 294

on C([0,∞),Rn; q0), 294
on the free loop space, 298

WKB
method, 209

wave function, 210

Young

diagram, 229

symmetrizer, 230
tableau, 229

canonical, 229

zeta-function

Hurwitz, 279

operator, 262
Riemann, 263


