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Problem 1.
Consider a linear transformation 7" : R? — R? satisfying

1 1 2 0
r([o]) = o} mar () = )
Find the standard matrix of T

)l el sl [
(B ol)-roB] ol of)-

[-1/3 2/3
Answer: [ 0 1 ] O
Problem 2.
Consider the matrix
1 0 0 2
00 20
A= 02 0 0]’
2 0 0 k&

where k is a real parameter.
1. Find the determinant of A and say for which values of k£ the matrix A is invertible.
2. Find the dimensions of null(A) and col(A) as k varies.

3. For k =4,

e find the eigenvalues of A;

e find an eigenvector corresponding to the eigenvalue A = 5.

Solution. 1. We have

1 00 2
0020
det 020 0 16 — 4k.
2 0 0 k
The matrix A is invertible if and only if k # 4.



2. If k # 4, then A is invertible, thus the dimension of col(A) is 4 and the dimension of
null(A) is 0.

Consider the case £k = 4. Then

1 00 2
00 20
A_O2OO
2 0 0 4

and we can check that the dimension of col(A) is 3 and the dimension of null(A4) is 1.

3. For k = 4, we calculate the characteristic polynomial of A:

1-Ax 0 0 2
B 0 A 2 0| )
det(A=Al)=det | o 0 [ = (P50 —4).

2 0 0 4-2X

Therefore, A has eigenvalues 5,0, —2, 2.

For A =5, we have

-4 0 0 2
0 -5 2 0
A=A=1o 9 5 o
2 0 0 -1
1
and we calculate that 8 is an eigenvector corresponding to A = 5.
2

Problem 3. Consider the matrix
1 1 1
A=1(1 1 1
1 1 1

1. Find the eigenvalues and corresponding eigenspaces of A. Conclude that A is diago-
nalizable.

2. Write down a basis B = {vy, v, v3} of R? consisting of eigenvectors of A. Using this,
find an invertible matrix S such that S~'AS is a diagonal matrix.

6 6
3. Find the coordinates of [ —1| with respect to the basis B; i.e. write | —1| as a linear
-9 -2
combination of vy, ve, and vs.
6
4. Compute A6 | —1].
-2



Solution. 1. The eigenvalues of A are 0 and 3;

1 1 1 1
e span -1],10 is the eigenspace corresponding to 0, and |—1|, | O
| 0 -1 0 -1
are two linearly independent eigenvectors corresponding to 0,
[1 1
e span 1 is the eigenspace corresponding to 3, and [1]| is an eigenvector
11 1
corresponding to 3.
1 1 1
2. B= —1{,{0{,|1 is a basis consisting of eigenvectors of A. Set
0 -1 1
1 1 1
S=1|-1 0 1],
0 -1 1
then S~'AS is a diagonal matrix.
3. Solving the system
6 1 [ 1] 1
1| =ci |-1| +c2| 0| +ec3|1
-2 0 | —1] |1
we obtain ¢ = 2,¢c5 = 3,¢c3 = 1; i.e.:
6 1] (1] 1]
1| =2|-14+3|0 |+ |1
-2 0 | | —1] 1]
4. We have: ) )
6 1 1 1
ABO 1| =A®0 21| +3| 0 |+ |1] | =
-2 | 0 |1 1
1 1 1 1
0%6 » o | 1| 1 0%6 3| 0 | +3%56 | 1| = 3456 |1
0 -1 1 1
O
Problem 4.

Write the matrix representing the linear transformation 7' on R? that reflects vectors
about the line y = z. Is it invertible? What about diagonalizability?

Solution. We can compute that

r(of) =[] e () =)



Therefore, (1) (1) is the standard matrix of 7.

The transformation T is invertible.
The transformation 7" has two linearly independent eigenvectors, thus T is diagonaliz-

able. O
Problem 5.
1 4
Consider the vector subspace W = span | |2| |. Find the projection of |2| onto W
3 2

and onto W+.

Solution. We have:

4 1
4 2 2 1 1 1
: 2 3 4+44+6
Projy 2l = =—=———== 12| = m 21 =12 s
N NRRE 3] |3
2 2
_3_ _3_
and:
4 4 4 4 4 1 3
projy . |2| =perpy (2| = |2| —projy 2| = |2| — 2| =] O
2 2 2 2 2 3 -1
O
Problem 6.
Find all a, b, ¢ such that the following matrices are simultaneously non-invertible
a—4 -2 1 1 13-
b 117 |4—a—c a+bd|’ |2 a+b|’
Answer: a =2,b=1,¢= —1. O

Solution. The matrices are non-invertible if and only if their determinants are zero. We

need to solve the system:
det [a4 2] =0

b 1
1 1
det[4—a—c a—i—b]_o
1 ¢
2 =
det [2 a—i—b]

or:

a+b—(4—a—c)=0



1
a—i—b—2<2—c> =0

or:
a+2b=14
20 +b+c=4
at+b+2c=1
or.
12 047 By gy 1 2 0] 4
R3s — Ry Ro — 3R3
2 1 1|4 0 -3 1| —4 0 0 =5 5
1 1 21 0 -1 -3 0o -1 2 -3
Ra/(-5)
1 2 4 1 20 4 1 00 2
—R R 2R Ry — 2R,
> o o R I R R R I B 1o o0 1| -1
01 -2 3 01 0 1 01 0 1
Therefore, a =2,b=1,c = —1. O
Problem 7.

Suppose vy, v, vs are linearly independent vectors.
1. Find all scalars a and b such that

2av1 — v9 = v1 + bus.

2. Find all scalars k& such that the vectors
v1 + 3vs, 201 + kvs, 2v9
are linearly dependent.

Solution. 1. We have:
(2a - 1)111 + (—1 - b)UQ = 0.
Since v1, v are linearly independent, we obtain 2a — 1 =0 and —1 — b = 0. Answer:

a:%,b:—l.

2. The vectors vy + 3vs, 2v1+ kvs, 2vo are linearly independent if and only if there are
scalars ci, co, c3, at least one of which is not zero, such that

c1(v1 + 3v3) + c2(2v1 + kvs) + c3(2v2) =0,

or:
(Cl + 262)1}1 + (203)?)2 + (301 + kCQ)Ug =0.

Since vy, va, v3 are linearly independent, (¢1 4 2¢2)v1 + (2¢3)v2 + (3¢1 + kea)vs is equal
to 0 if and only if
c1+2c=0



2c3 =0
3¢y + keg = 0.

We need to find all k& such that the last system has a non-zero solution. Using the
determinant test, we have:

120
det [0 0 2| =0,
3 kK O
we obtain that k = 6.
O
1 1
Problem 8. Find an orthogonal basis of span 0,10
1 2
1 1 1 1 1
Solution. Since |0] , [0 are linearly independent, |0] , [0]| form a basisof W =span | |0
1 2 1 2 1
1 1 1
The vectors |0], [0 —¢ |0| also form a basis for W, and we need to find ¢ so that
1 2 1
1 1 1]
0, |0] —¢|0]| are orthogonal vectors.
1 2 1
We have i }
1 1 1
0 0f —t10 =0,
1 |2 1
1] [-1/3
or: 3—2t=0. Thust=3/2and |0|,| O is an orthogonal basis for W. O
1 1/3




