DEFORMATIONS OF COMPLEX STRUCTURES

CHRISTIAN SCHNELL

1. COMPARING ALMOST COMPLEX STRUCTURES

In this section, we discuss briefly how to compare different almost complex struc-
tures on a manifold. Let M be a fixed compact manifold, TM its tangent bundle.
Let J € End(TM) be an almost complex structure on M, with associated decom-
position

™ ® C~ TMO’l D TML(),
and projections my; and 7 ¢ to the two summands.

Now suppose J' is a second almost complex structure. The reader should think
of J' as a small deformation of the fixed almost complex structure J. If J’ is
“sufficiently close” to J, then 7 ; gives an isomorphism between T'M 6’1 and TMy 1,
and we thus get a map

-1
TM,., (mo)”, ™Y, T TM
this map may conveniently be viewed as a (0,1)-form with values in the bundle
TM o, in other words, as an element £ of Ao’l(TMl,o). Conversely, this element
determines the subspace TMj ;, and thus .J'.

Local coordinates. In local coordinates, the situation is especially easy to un-
derstand. Assume, for simplicity, that J actually defines a complex structure, and
that z!,..., 2" are local holomorphic coordinates on M. Then ¢ may be written in
the form

u =i 8 .
¢ = E;h (2)dz' @ 3

the corresponding subspace TM 671 is spanned by the images of 9/9z%, in other
words, by the n vector fields

9 N o

?

2. FAMILIES OF COMPACT COMPLEX MANIFOLDS

From now on, we let M be a fixed compact complex manifold of dimension n,
and A a small ball centered at the origin in C™.

Let m: X — A be a family of deformations of M over A; this means that 7w should
be a proper and submersive holomorphic map from the complex manifold X to A,
and that M = 7=1(0). All fibers of the map 7 are themselves compact complex
manifolds; while they are all diffeomorphic to M, they typically carry different
complex structures. The reader should think of them as being small deformations
of the central fiber M = 71(0).
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By Ehresmann’s fibration theorem, we have X ~ M x A as differentiable mani-
folds (but not, in general, as complex manifolds). Actually, it can be shown that a
family X — A always admits a transversely holomorphic trivialization

(p,m): X — M x A;

in other words, one can always find a second map ¢: X — M (not usually holomor-
phic) such that

(1) (¢, ) is a diffeomorphism;

(2) ¢ is the identity when restricted to 7~1(0) = M; and

(3) the fibers of ¢ are holomorphic submanifolds of X, transverse to M.
The reader will note that any fiber of ¢ is then biholomorphic to A via the holo-
morphic map 7.

An example, first part. Along with our general discussion, we shall work out
one special example, the family of elliptic curves.

In the example, we let M be the elliptic curve C/(Z 4+ Z - i). The complex
structure on M can be varied by changing the lattice, moving ¢ to a different point
7 € H of the upper half-plane. In this spirit, we consider the family 7: X — H
obtained by taking the quotient of the complex manifold C x H by the two relations
(w,7) ~ (w+1,7) and (w,7) ~ (w+ 7,7). Since C x H — X is a covering space
map, X is still a complex manifold. Let 7w be the projection to H, which is still a
holomorphic map.

There is a very simple transversely holomorphic trivialization

F:X—MxH

in this case. It is easiest to define the inverse first; we can let C x H — C x H be
the map that takes a point (z = + iy, 7) to (w = 2 4+ 7y, 7). This then descends
to a diffeomorphism M x H — X, and F' is the inverse.

The formulas are not hard to write down either. Let us write points on X as
[w, 7], and points of M as [z] (these being the images of (w, 7) and z, respectively);

then
1 |zt Z 2z
F ([z],T) = [ 5 + 7 5 ,T:|,

from which one finds that

F([w,7]) = ({:—j - I w%)

It is quite evident that F' is transversely holomorphic; indeed, the formula for
F~1 shows that if [z] € M is held fixed, the point [w, 7] moves holomorphically
with 7 € H. This is all we are going to say for the time being; we shall return to
this example later on.

Families as sections of a bundle. We are now going to show how a family
m: X — A (actually, the family together with the transversely holomorphic trivial-
ization) can be represented by a section of a certain bundle on M x A.

Using the diffeomorphism (¢, ), we can transfer the complex structure from X
to a complex structure J’ on the product M x A. Items (1)—(3) above imply that
all vertical and horizontal slices are complex submanifolds; each horizontal slice of
the form {z} x A carries the same complex structure as A itself, while the complex
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structure on the vertical slices M x {t} varies with ¢ and, in general, only agrees
with that of M for ¢ = 0. The second projection pr, is still a holomorphic map.

This said, we compare J' to the product complex structure J as described in
Section 1. To get J’ to be sufficiently close to J, we might have to shrink A, but
then we can completely describe J' by an element (£(¢),n(t)), say, of

AP (M x A, T(M x A)gg) = AP (M x A, TM 1) & A% (M x A, TA; ).

But since J’ is obtained from complex structure on X through the diffeomorphism
(¢, ), we have

T(M x A)g, = (¢,7)TXo1 = ¢TXo,1 ® TAo1,

using that 7 is holomorphic and submersive, and that each fiber of ¢ is a holo-
morphic submanifold of X, isomorphic to A via the map m. It follows that n(t) is
identically zero, while £(t) is zero on all tangent vectors in TAq ;. Up to isomor-
phism, the original family is thus faithfully represented by the datum of

£(t) € A (M x A, TM 1) such that &(t) is zero on TA; o and £(0) = 0.!

Equivalently, if A%!(TM) is the bundle of TM ¢-valued (0,1)-forms on M, the
form &(t) may be viewed as a smooth section of the pullback bundle prj; A% (TM 1)
with £(0) = 0.

Local coordinates. To allow computations, we again give a description in local
coordinates. Thus let z',..., 2" be local holomorphic coordinates on M, and let
t',...,t™ be holomorphic coordinates on the disk A. Of course, 2, ..., 2"t ..., t™
are not usually holomorphic coordinates for the complex structure .J’; however, to-
gether with their conjugates, they do give a smooth coordinate system which can
be used to describe vector fields and differential forms on M x A.

We may thus write £(¢) in the form

CEDICICLEE o

where h¥(z,0) = 0; at the point (z,t) € M x A, the corresponding (0,1)-subspace
for J’ is then spanned by the m + n vectors

aazi—l—;h?(z,t)azu and % (1<i<n,1<k<m).
An example, second part. Returning to the example from above, let us figure
out what £ has to be. In order to do this, we need to know which vector fields
span the (0, 1)-subbundle of the complexified tangent bundle on M x H. There is,
obviously, the vector field 9/07 (from H); on the other hand, there is the image
F,0/0w of the vector field 9/0w on X.

Maybe we should first convince ourselves that 9/0w is really well-defined. Con-
sider a function ¢ on X. If ¢ is pulled back to a the function ) on C x H], then

Yw+1,7) =Y(w, 1) and Y(w+7,7) = P(w, 7).

Differentiating with respect to w shows that 0y /0w satisfies the same identities,
and thus descends to a function on X that we write as 9¢/dw. The vector fields
0/0w and 9/0w on X are to be understood in this way.

IWe have £(0) = 0 because the complex structure on the central fiber M x {0} is the same for
both J and J'.
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The image of 9/0w is now readily computed as
0 dz 0 9z 0 T—i O T+i 0

B ~ow a:Tow 9z ror 8 Tro7 07
using the formula for F([w,7]) = ([z],7) above. Thus a vector field spanning,
together with 9/07, the (0, 1)-subspace at each point is, for instance,
T—1 0 0
T+i 0z o5
By comparing this to our explicit formula in local coordinates, we see that
T—1 0
&) = T+1 dz& 0z

for the family in question.

As the reader will have noticed, the base of the family was the upper half-plane,
and not a disk. We can remedy this defect by aid of the biholomorphic map
T—1
T+1
from the upper half-plane to the unit disk; composing with this map, we may view
X as a family over the disk. The map conveniently sends the point 7 = ¢ to the
point ¢ = 0, thus centering our family at the origin of A. With respect to the new
parameter ¢, the expression for £ now becomes especially simple,

H—A, 7—t=

_ 0
)=t dz@ .

We shall see later how the general theory we are going to develop also gives this
result.

Integrability. We return to the general situation. At this point, we have described
an arbitrary deformation of the complex structure on M as an almost complex
structure. In general, a section £(t) of the bundle above gives rise only to an almost
complex structure on M x A, and might not come from a complex structure. Thus
if we want £(t) to correspond to an actual family of complex manifolds, we have to
decide when the almost complex structure defined by £(t) on M X A is integrable.

In order to do this, we first need to define the following bracket operation
on Ao’l(TMLO) (and, by a similar formula, on AO’Q(TMLO) for all ¢). The
bracket [¢,v] of two bundle-valued forms ¢,1 € Ao’l(TM 1,0) is an element of
A9:2 ( TMl,o)—in local coordinates, if

¢ = Zgudy@—u and ¢ =Y hidz

0
0
then

4 4 o )
Y] = Zdzl NdZ ® {g}‘azu,hgazv]

ohy o gyt 0
= J _ pv 0,2
E dz' NdF @ (gZ 9ou 92 h; pye 52“) € A (TM, ).

We also define the del-bar operator 0 by

) onv ,
81/12287226122/\6%]@8&€A072(TM1’0).

2
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The reader should check that both definitions are independent of the choice of
local holomorphic coordinates. The two operations also make sense on sections of
prj"VIAO7q(T M 1,0) since they “do not notice the ¢.” To emphasize that the del-bar
operator acts only in the direction of M, we shall write d); when applying it to
sections of pri; A% (TM).

Here is the condition for integrability.

Theorem 1. A smooth section &(t) of A% (TM1,) corresponds to an integrable
almost complex structure on M x A if, and only if,

() + %[ﬁ(t),f(t)] =0 and &(t) is holomorphic in t.

Such &(t) will be called integrable.

Proof. We use the criterion of the Newlander-Nirenberg theorem to check integra-
bility. Thus we need to show that the (0,1)-distribution on M x A corresponding
to £(t) is closed under taking brackets (of tangent vectors, not in the sense above)
exactly when the two conditions stated in the theorem hold.

In local coordinates z,t as above, the (0,1)-distribution has basis

0 0 5}
; P t) 5 — <i< <k <m);
B —l—Zu:hZ (z,t)azu and o7 (1<i<n,1<k<m)

the one-forms that vanish on this basis are thus exactly

dz" — Zh?(z,t)dii and  dt" (I1<u<n,1<k<m).

Now we compute, using the summation convention to make the formulas more
transparent. First,

g 0 W 0] Ooh} 0
{atka a] = B 5.7
which is clearly again in the distribution if, and only if, A} is holomorphic in ¢ for
all 7,u. Thus this part of the integrability condition is exactly that £(¢) should be

holomorphic in .
Next,

onY ok u u
0 u0 0 hva}( § g J)a(ahzmvahl)a

PR A =R F e B e ) F P = e e

for this to be again in the distribution, each form dz* — h};’dik should vanish on it;
in other words, for all 7, j, w, we should have

OhY  OWYN (O kv
J U J _ 2 v ? —
( oz M g ) ( 9z Mg ) 0

If these equations are multiplied by dz' A dz/ ® 9/0z" and summed, then after
collecting terms, one obtains exactly

200E(t) + [€(1),£(1)] = 0,

and conversely this last equation implies the vanishing of all the individual com-
ponents given above. Thus the second part of the integrability condition is also as
stated, and the theorem is proved. [
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The two conditions in the theorem have different interpretations. The first,

D€ (r) + L€, €] =0,

requires that for each ¢ € A, the almost complex structure defined by £(¢) on M x {¢}
should be integrable. With only this condition, £(¢) gives a smoothly varying family
of complex manifolds. The second condition, that £(¢) be holomorphic in ¢, requires
that these complex structures should vary holomorphically with ¢ € A.

Some remarks about DGLA. This is a good point to introduce the notion of a
differential graded Lie algebra. A DGLA consists of

e a Z-graded vector space L = @qez L,

e a bilinear map [, —]: L ® L — L, called the bracket;

e a linear map d: L — L, called the differential.

These data have to satisfy several axioms. The differential d should be such that
dod=0, d(L%) C L™, dla,b]=[da,b]+ (—1)%8*a,db],
while the bracket has to obey the rules
(L7, L") C L9*", [b,a] + (—1)%°8*9°8P[q b] = 0,
as well as the Jacobi identity
(—1)desadegefy [ ] 4 (—1)desbdesay [o q]] + (—1)de8cdesdle o p]] =

The signs in this identity are chosen according to the usual convention for graded
objects—interchanging the order of two elements of degree ¢ and r, respectively,
produces a sign of (—1)?". This makes formulas easier to remember.

It is not hard to verify that

L= @Ao’q(Tleo),

q=0

together with the bracket operation defined above, and O as the differential, is a
DGLA. Tt is usually called the Kodaira-Spencer DGLA.

The equation da + %[a, a] =0 for a € L' occurring in the theorem is often called
the Maurer-Cartan equation of the DGLA; in our case, its solutions—as we have
seen—correspond to integrable almost complex structures on M that are close to
the original complex structure.

The Kodaira-Spencer map. The Kodaira-Spencer map of a family (given by
an integrable form £(t)) also admits of a very simple description in terms of £(t).
If v € TyA1 is a tangent vector to A at 0, we can form v - & € A% (TM; ) by
differentiating £(t) along v (this includes evaluating at ¢ = 0). In local coordinates,

if
U—Za 8t"3

and  £(¢) Zh“ztdz ®%,

then

onY 0
v.gzzakatk( ,0)dz © o

Now v - £ is actually O-closed, because f (t) is integrable; indeed, we compute

Av-&) =v- (m€) = **v £, €] = —[v-&,¢(0)] =
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using one of the DGLA identities and the fact that £(0) = 0. Thus v - £ defines a
class in H*(M, TM1 ), and one can check that the map

ToAro — H' (M, TM 1), v+ [v-£],

is the Kodaira-Spencer map.

3. THE KODAIRA-NIRENBERG-SPENCER THEOREM

One motivation of the work that Kodaira and Spencer did was to find a family of
deformations of a given compact complex manifold M in which “every possible small
deformation” occurs, meaning that the Kodaira-Spencer map should be surjective.
The following theorem solves this problem in a special case; it was conjectured by
Kodaira and Spencer, but only proved together with Nirenberg.

Theorem 2. Let M be a compact complex manifold such that H*(M, TM ) = 0.
Then there is a small ball A C H' (M, TM1 ), centered at 0, and a family w: X —
A of deformations of M whose Kodaira-Spencer map

HY(M, TM o) =~ ToAy o — H' (M, TM1 )
is the identity.

Since we already know that H'(M, TM ) parametrizes first-order infinitesi-
mal deformations of M, we can express the content of the theorem differently: If
H?(M, TM o) = 0, then every first-order deformation of M, represented by some
v € HY (M, TM1 o), can be “integrated.” In other words, there is an actual analytic
deformation of M in the direction of v, namely the one obtained from the family
in the theorem by restricting to the line segment A N C - v.

Of course, to prove the theorem, we should construct a section £(¢) of the bundle
prip A% (TM 1) over M x A, for a suitable small disk A C H'(M, TM ). This
&(t) needs to satisfy four conditions:

(1) £(0) =0 (the central fiber should be M);

(2) v-& = v for every v € HY(M, TM1 o) (the Kodaira-Spencer map should be
the identity);

(3) Om&(t) + £[£(t),£(t)] = 0 (integrability on each vertical slice M x {t});

(4) 9a&(t) = 0 (second condition for global integrability).

Formal computations. The construction of £(¢) requires a substantial amount of
analysis. The underlying idea, however, is rather simple, and is based on an earlier,
unsuccessful method of Kodaira and Spencer. In trying to prove Theorem 2, they
attempt a purely formal approach to the problem, using power series in t € A. In
this approach, all questions of smoothness or convergence are ignored, and a purely
formal solution satisfying (3) is sought.

We let m = h'(M, TM,), and introduce variables t = (¢1,...,ty,). To avoid
confusion, we shall always use the following notational convention. Capital Greek
letters, especially =, will stand for formal objects, either polynomials or formal
power series in ¢, with coefficients in onq(TM 1)0) for some ¢g. Any operation like
0 or [ _, _] performed on such objects is to be applied termwise. No assumptions
about convergence or smoothness are made, and sums and products of series are to
be taken formally.

On the other hand, small Greek letters, especially ¢, will be used to denote actual
sections of Ao’q(TMLO) over some product M x A; if we want to emphasize the
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dependence on t, we write £(¢), but we might suppress ¢ during computations. If
a formal series = does converge for |[t| < e (in an appropriate sense, to be given
below), thus defining a section £(t) over M x A(e), we shall still distinguish between
the formal object = and the section £(¢) it gives rise to.

This said, the idea of the formal approach is to construct polynomials =1, =, .. .,
each 2, homogeneous of degree s in the variables t, with coefficients in A% (TM1 ),
such that = ==; + =5 4+ - - - is a formal solution to the problem.

To make sure that condition (2) above is satisfied, we choose d-closed elements
Bi,...,0m € A1 (TMLO) that constitute a basis for H'(M, TM ¢); if we set

E1 =biti 4+ Bmlim,
then, at least formally, the Kodaira-Spencer map is the identity. To construct the
higher =g, we set Z° = E; +- - -+ E;, and note (by looking at homogeneous degrees)
that = will satisfy condition (3) above if, and only if,
1

OMZs + =

5 [25,2°] =0 (mod 1)

for all s > 1. -

Now this relation is certainly true for s = 1 (since Z1 is dps-closed); we may thus
proceed by induction, and assume that we have already found a suitable =Z°. Then
we may write

1 i

OME® + 5[557 2] = Q1 (mod t512),
where 2511 is homogeneous of degree s + 1 and has coefficients in AO’Z(TM 170).
What we have to do is determine =1, subject to the requirement that

5 —s 1 i1 —s ,
Oy =St + 5[:”1, 25T =0 (mod t51?).
If we expand this, and look at degrees, we find that =541 needs to satisfy

OMZsi1 + Qo1 = 0.

Since we are assuming that H 2(M, TM1 ) = 0, this equation will have a solution
provided that 0j;Qs41 = 0. But, using the DGLA identities, we easily compute
that

3 3 a =s 1 —=s =S a9 —=s =s
8MQS+1 =0y <8M: + 5[:. ) ]) = [8M: ) ]

= [Qs+1758] - 7[

o
m

°1,2%] = [Qs41,E°] =0 (mod t°1?),

which of course implies that 5MQS+1 = 0 (because the degree of Q41 is only s+1).
Thus 2,1, and hence a suitable Z5*!, can be found, and the inductive argument
works.

Of course, the problem with this approach is that it yields only a formal so-
lution. One could try to show that the formal solution (i.e., the power series)
converges, but this will not work in general because there there are too many
choices in the construction—at every stage, there is more than one solution to the
equation 5M53+1 + Qs11 = 0. Because it is not clear which of these should be
chosen to achieve convergence, not much can be done with the formal approach.
Indeed, Kodaira writes in his book that he and Spencer were not able to prove the
convergence of any such series, until Nirenberg joined them and suggested the use
of more difficult analysis.
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Obstructions. The reader will have observed the appearance of “obstructions”
when constructing the power series; at each stage, there is a djs-closed element
Qs11, and =, has to be found such that Q.1 = —0pEs11. By assuming that
H?(M,TM10) = 0, we guarantee that these equations always have a solution;
without this “blanket” assumption, there might not be a power series solution to
the problem because one of the obstructions 2,1 might fail to be djs-exact.

Consider, for instance, the first step of the construction. Here,

Qp = 5[51751];

if we take =1 to represent a certain infinitesimal deformation, say by fixing values
for the variables ¢, then €5 gives us a class in H?(M, TM ). If this so-called
primary obstruction is already nonzero, there cannot be a formal deformation in
the direction of Z; (meaning a power series solution), let alone an actual analytic
deformation (a convergent power series).

If, on the other hand, the primary obstruction is zero in H?(M, TM1 ), a suit-
able Z5 can be found. In the second step of the construction, we then have

Q3 = %([51752] + [52,51}) = [E1,E2),

which again presents an obstruction to constructing =3, and so on. It has to be
said here that the primary obstruction [Z;,Z4] is well-defined, while all higher
obstructions depend on previous choices. In particular, it is possible that at some
stage of the construction we run into a nontrivial obstruction, but that a sage choice
of some earlier =, would have avoided this situation.

4. A STRATEGY FOR PROVING THE THEOREM

With the formal computations in mind, one possible strategy for proving the
theorem is the following. Construct a power series solution, but try to make all the
choices in the construction in a good way, to find a special power series solution that
will actually converge if |¢| is small. The “correct” choices will be determined by
Hodge theory (on the bundle TM; (); proving the convergence still requires some
analysis, in particular work with estimates. There will be an additional benefit to
this method, in that it proves a lot more than just Theorem 2.

Hodge theory. Let us look at the Hodge-theoretic part first. We choose a Hermit-
ian metric on M, i.e., on the holomorphic tangent bundle TM; o, and use it to define
inner products on all of the spaces A%4(TM1); each element of A%9(TM1) is a
section of the bundle AO’Q(TM 170), and this bundle inherits a metric from that on
M. The inner product between, say, 1 and ¢’ will be written simply as (¢, ¢’). As
usual, the condition
(¥, 00) = ("¢, ¢),
with ¢ € AO’Q(TMLO) and ¢ € AO"I*I(TMLO)7 defines an adjoint operator 9* to
0, and thus the Laplacian
O = 00* + 0%0.

Because O is an elliptic operator (of second order), Hodge theory provides us with
the familiar decomposition

A (TM 1) = HOY(TM o) & OA%(TM )

of the space of all forms into harmonic forms and 0 and 0*-exact forms.
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Let us derive some consequences of this decomposition. If we apply the identity
to itself and use DHO"I(TMLO) =0, we get

A (TM 1) = H"Y(TMy,0) & O0A%(TM 1 0);
thus any ¢ € Ao’q(TMLO) can actually be written in the form
Y = Hip+Uo,

where H1 € Ho’q(TMl’O) is the harmonic part of ¢, and ¢ € DAO"J(TMLO).
Actually, ¢ itself is also uniquely determined by ¢—if ¢’ is another choice, then
O(¢—¢') = 0, which implies ¢ — ¢’ = 0 because HO’Q(TMLO) DDAO"J(TMLO) =0.
We may therefore define the so-called Green’s operator G as Gy = ¢, and then
have a unique decomposition

Y = Hy +0GYy

with Gy € OA%(TM ), and Hip harmonic.
Even though this is not apparent, G' and 0 commute with each other. First, 0
and O obviously commute,

o0 = 5(80" + 3°8) = 55*d = (35" + 9°9)d = 0o
From the decomposition for ¢, we get

oY = OH 1 + 000Gy = dOGY;
but G is also in the image of O (since G is, and O and & commute), and thus
the uniqueness of the decomposition for ¢ implies that

GOy = 0G.

Solving 0-equations. Now here is how Hodge theory helps with choosing the
power series. At each stage of the construction of the series (when finding the
coefficients of Z411, given those of Q411) we have to solve an equation of the form
0y = ¢, where ¢ is O-closed. An obvious necessary condition for the existence of
a solution 9 is that the class of ¢ in cohomology be zero; this class is represented
by the harmonic part H¢, and so there can only be a solution if H¢ = 0. Still, if
a solution exists, it is not at all unique.

But now the decomposition above weighs in, for among all possible solutions,
there is a unique one that is also 0*-exact! To see why, suppose for a minute that
we had a solution ¢ that was 0*-exact. From the decomposition, we get

Y = Hep +0GY = Hip + 00* Gy + 0*0Gy = Hyp + 90*Gyp + 9*Go,
and thus
Y — 0*Go = Hep + 00*Gap.
The left-hand side is 9*-exact, while the right-hand side is 0-closed; therefore, both
sides have to be equal to zero. From this, we deduce that

b =0"Go

is uniquely determined by ¢. Of course, we can check that this really is a solution
by computing

O =00"Gp = Hp — 0*0Gp = Hp — 0*GO¢ = 0.
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The reader should be aware of the following point: When presented with the
equation 9y = ¢, we can always define ¢ as 9*G'¢; however, we only get a solution
to the equation if ¢ = 0, and if ¢ has no harmonic part.

A good choice of power series. The computation above suggests choosing the
power series in the following way. Let 31,..., 3, be a basis of the harmonic space
HOM(TM 1), and put Zy = Bit1 + -+ - + Bmty,; with this choice, 2y is harmonic.

As before, we need homogeneous polynomials =, of degree s, with coefficients in
AOL (TMLO). Since we would like to have

we should try the distinguished solution
1-
==—--0"G[E, =]
S0°GIE 5]

Actually, to make sure that = has the correct linear term Z;, we are going to require
that the series = = =1 + 25 + - - - satisfy the relation

- = Lo
:::1—53 G[=, g

By looking at degrees, we find that this is equivalent to
1 s—1
st 5 ;6‘*(1[51-,53_1-] -0
1=

for all s > 2. Each =, is therefore determined by all the previous ones, and thus
there is a unique formal series = with this property!

The good thing about defining = in this way is that it converges; in due time,
we will prove the following result (as before, A(e) is a ball around the origin in
HY (M, TM ) of radius €).

Lemma 3. Let € > 0 be sufficiently small. Then the series = defined above con-
verges (in a sense to be made precise below), and defines a C*-section £(t) of the
bundle pri; A% (TM 1) over M x A(e). Moreover, &(t) is holomorphic in t.

The bad thing about defining = in this way is that we can no longer be sure that
it satisfies the Cartan-Maurer equation 0= + %[E,E] = 0 that it was supposed to
solve. In fact, if the Cartan-Maurer equation is satisfied, then necessarily

H[Z,E] = —2H(0Z) =0

because HO = 0. This explains the following result, which will also be proved
below.

Lemma 4. Let € > 0 be sufficiently small, in particular small enough for the pre-
vious lemma to apply. Then £(t) (and thus Z) satisfies the Cartan-Maurer equation

Onr&(t) + 51€(t),€()] = 0 4f, and only if, HIE(t),&(¢)] = 0.

The proofs of both statements, as should be apparent from the occurrence of ¢,
require estimates. The necessary analysis will be introduced in the next section;
proofs of Lemma 3 and Lemma 4 will be given afterwards.
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An example, third part. To illustrate the statements made above, let us look
at the example of the family of elliptic curves once more. This time, however, we
shall begin at the opposite end, by first finding £(¢) as explained above, and then
reconstructing the family from this data.

For the elliptic curve M = C/(Z+Z-i), we have H' (M, TM 1) ~ C, with basis
the harmonic vector field dz ® 9/0z. We thus use just a single variable ¢t € C; we
also set £1 = tdz ® §/0z according to the prescription above. Because M is only
one-dimensional, brackets of elements from A%! (TM 170) are always zero, whence

—_

= = Z;. This obviously converges for all ¢, and so we have
0

t) =tdz @ —
(1) = taz @ 5

defined on M x C. This is, not surprisingly, the formula we had obtained before.
We can verify directly that the Cartan-Maurer equation is satisfied; indeed,

D(t) + 5[E(), E(0)] € (M, TM o) = 0.

Thus if we take ¢ from a small enough disk A C C (small enough for £(t) to
correspond to an almost complex structure), £(¢) gives rise to a complex structure
on M x A, and we have constructed a family ) — A of deformations of M from
scratch.
This family is quite easy to analyze, too. First, the two vector fields
0 +t 0 and 0
— C— n —
0z 0z ot’
span the (0, 1)-part of the tangent bundle, while the (1, 0)-part is spanned by their
conjugates
o _ 0 0
0z 0z ot
Taking duals, we see that
dz —tdz and dt
give a frame for the (0, 1)-part of the cotangent bundle, while
dz —tdz and dt

do the same for the (1,0)-part.

5. HOLDER ESTIMATES

To begin with, we need the definition of the Hdélder norms. Let k > 0 be a
non-negative integer, and let 0 < o < 1. If f is a complex-valued C*-function on
an open set U C R?", we put?

I ) — I
FE S1€18|D1f(x)|+ S sup |D"f(z) - D f(y)|.

T — «
jI<k” fSkerver ol

We use multi-index notation; if I = (iy,...,4s), then DI = 9/9z™ --- 9/ is
a differential operator of order s = |I|. The Hdélder norm controls all possible

21f all k-th derivatives of f are Holder continuous of order «, then the following expression is
finite; otherwise, || f||Y , = oco.
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derivatives D! f(x) up to order k; it also contains a Lipschitz-type condition on the
k-th derivatives. It is a standard fact that the space

cheU)={feC*U) | |f{a <00}

forms a Banach space with respect to the above norm.

By using local trivializations, we can also define the Holder norm of a bundle-
valued form ¢ € AO’Q(TM 170) over the compact complex manifold M. Let U be
a finite open cover of M by coordinate polydisks U € U. Let local holomorphic
coordinates on U be 211]7 ..., 2[r; these give rise to real coordinates atlU, . ,xQU” by

i o2j—1 . 2j
Zy =2 + 12y .
In each of these sets of local coordinates, write

)
=Y hly(x)ds @
3,0

v
0zy;

with certain functions h} (). Then let

U
[l = e max[ B,

This definition obviously depends on the choice of ¢ and the local coordinates; to
avoid ambiguities, we shall choose once and for all an open cover of M, together
with local holomorphic coordinates. With respect to this data, the space of C*-
sections of A%9(TM,) for which the Holder norm is finite shall be denoted by
Ag:‘i(TM 1,0); as before, it forms a Banach space.

Using the same coordinate systems, we also define the uniform norm of a con-
tinuous section ¢ of the bundle A%7(TM o),

= maxmaxsup|h?;(z)].
9l = g mave sup 5 ()

Obviously, one has

[¥llo < 19[lk.a
whenever ) € A%:;(TMLO).

Estimates. In order to prove the convergence of the power series = constructed
in Section 4, we will need to have bounds for its homogeneous parts Zs. The
necessary estimates for the operators that appear in the construction (9%, OJ, etc.)
are collected in this section.

To begin with, there is a positive constant Cj, such that the inequality

(1) (1, 0) < Coll¥lloll#llo

holds for all continuous sections 1 and ¢ of A%4 (TM 1)0). The inequality is easily
proved by writing both sides down in local coordinates; the constant Cyy depends
on the Hermitian metric for TM ;, as well as on the local coordinates z{] that we
had chosen above.

There is also a very general Holder estimate for elliptic operators. While not easy
to prove, this is a standard result in the theory of partial differential equations.

Theorem 5. Let L = Lg+ Lg_1 + -+ + Lo be a pseudo-differential operator of
order d, acting on sections of a vector bundle E — M, and whose principal part Lg
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is elliptic. Then there is a positive constant C, depending only on k, «, and, for
each i, on the C*T1 9=t norm of the coefficients of L;, such that the estimate

lulletaa < € (I Zullea + lulloa)
is true for every section u of E.

An example of this situation is given by the Laplacian (J on sections of the bundle
AO’q(TM 1,0); it is a second-order elliptic operator.

The usefulness of the Holder norms for our particular convergence problem lies
in the following four estimates. There are constants Ci,...Cy4, depending on k,
a, and ¢ (and the choices made above), such that for all ¥, ¢ € Az’fi(TMl,o), we

have?

(2a) [lke < C1 (IO k-2 + 1l )
(2b) 10"l < Colldllr,o

(20) 1, 911 < Calltllira,allfllsr.a

(2d) 1GYllk,a < CallPllk—2,a-

The first inequality is an immediate consequence of Theorem 5, applied to the
elliptic operator [1. The second and third inequalities, on the other hand, are quite
easy to get from the definition of the Holder norms; they simply express the fact
that when computing 9%t or [¢), ¢], we have to differentiate once, and therefore a
Holder norm of weight one higher than the original one has to come in.

Here is how to deduce the fourth inequality from the first one. We begin by
showing that, for a suitable constant C'5, one has

[HY 1o < Cs|[¥)|

whenever [ > 2. This is a standard “compactness” argument. Suppose that no
such constant C5 existed (we shall presently show that this assumption leads to a
contradiction); then we would be able to find a sequence 1, with

1
”Hq/}nHl,a =1 but ”wn”O,a < E

If we set ¢, = Hap,, we thus have ||¢,|l1,o = 1. The definition of the Holder
norm then implies that in the local coordinates chosen above, all derivatives up to
order [ of any coeflicient of ¢,, are uniformly bounded and equicontinuous. We may
therefore apply the Arzela-Ascoli theorem, and find a subsequence (still denoted
by #,) that converges in the C'-norm to some C'-section ¢ of Ao’q(TMLO); in
particular, we get

0,

i ([, — 0.0 = 0.

From this, we can deduce that ¢ # 0. For, applying the estimate (2a) to the
section H1,, and noting that (o H = 0, we get

1= HHwn”l,a < ClHHz/JnHO,a'

As n — oo, the right-hand side converges to C1]|¢l|o,a, and therefore

1
0> — >0.
H¢”07 = Cl

3In (2a) one should take k > 2, while (2d) is valid for k > 4.



DEFORMATIONS OF COMPLEX STRUCTURES 15

On the other hand, we have (using that the inner product is continuous in each
factor, because of the estimate (1) above)

1
(¢.6) = lm (Hopn, H,) = lim (Hon, ) < [¢llo lim — =0

because ||[¢¥nllo < [|[¥nllo.a < 1/n. Thus ¢ = 0, which is clearly a contradiction.

Consequently, there has to be some constant C5 as claimed.

We now prove (2d), by essentially the same method (assuming, mostly for the
sake of convenience, that k > 4). If we apply the first estimate (2a) to Gy and use
the Hodge decomposition, we obtain

1G]k < 1 (IDGY k2,0 + Gl )

1elle-2a + [ H 20 + (G l0.0)
k2.0 + Cllllo.a + 16l )
< Ci(1+ G5) (I1llk-2.0 + 1G]l )-

3) : ClE

<Cy

It is thus sufficient to show that for some positive constant Cg, we have

G lo,0 < Col[¥llk—2.a

for all ¢). Because G o H = 0, we have Gy = G(¢p — H4); replacing ¢ by ¢ — Hu,
we may assume that Hiy = 0. With this additional assumption, the inequality is
readily proved.

Again, suppose no such constant Cg existed; we could find a sequence ,, with
Hq,, = 0, satisfying

1
IGYnlloa =1 but  [[$ly-20 <.

Setting ¢, = G, the inequality (3) from above shows that
1
6l < a1+ o) (5 +1) <2611+ Co)

is bounded independently of n. Applying the Arzela-Ascoli theorem one more time,
we find a subsequence (which we continue to denote by ¢,,) that converges in the
C*-norm to some C*-section ¢ of A%?(TM (). Thus we have

HQS”O,(X = lim ”G'wn”O,a =1
n—oo

On the other hand, since [J involves at most second derivatives, ¥,, = LG, con-
verges in the C*~2-norm to O¢; the C*~2-norm of 1, is bounded by ||, [[k—2.0 <
1/n, and so O¢ = 0, which means that ¢ is harmonic. But now

(6,0) = lim (én,6) = Tim (G, @) = 0

because each G, is orthogonal to the harmonic space. Thus ¢ = 0, which is clearly
in contradiction to the equality ||@]lo,o = 1 above. It follows that there has to be
some constant Cg as claimed, and this ends the proof of the fourth estimate (2d).
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6. PROOF OF LEMMA 5.1

Using the estimates from the previous section, we shall now prove that the power
series Z is convergent. = has coefficients in A%! ( ™ 1,0), and convergence can only
mean absolute convergence with respect to a norm; we shall use the Holder norm
of weight (k,a), for k > 3. Here the following notation will be convenient.

Notation. If ¥ is a formal power series (or a formal polynomial) in the variables
t = (t1,....tm), with coefficients in A)? (TM1p), say ¥ = 3 ¢st!, with all
Yy € Ag:‘i ( TMLO)7 we shall write ||¥|| o for the series obtained by taking termwise
norms,

1l =D llvrlkat
1

Thus || U||x,q is an element of R[tq, ..., & ].
Secondly, if a = 3", ast! and b= 3", bst! are two real power series (or polyno-
mials), we shall write

a(t) <b(t) or a<kb

to express that each coefficient a; of a is less or equal to the corresponding coefficient
b[ of b.

Estimates. Using the notation just introduced, we can recast the Holder estimates
from the previous section into a very convenient form: With the same constants
C1,...Cy as before, every two formal power series ¥ and ® with coefficients in
A(,i’fx(TM 1,0) satisfy the inequalities

(42) 190 < C1 (D920 + [ ]o.0)
(4b) 10 Wl < Coll ¥t

(40) I, @], < Cll¥llksral Bllisia

(4d) 1G]l < Call¥ 2.0

Each of these is now a statement about a term-by-term inequality of two real
power series. The proofs of the first three are quite trivial, and consist in simply
applying the old estimates to each term of the series. Here is how to prove the
fourth one. Say ¥ = 3", rt! and & = > ¢ st7; then as formal power series,

o] =" > [, et~
K I+J=K

and therefore

@l => 3 Il oslll, ot

K I+J=K

Our original estimate (2d) now gives H[z/n,qu]Hkﬂ < CyllYrllke+1,0ll @ k41,0, and

thus we have the term-by-term inequality

H[\Il’q)]Hk,a < 042 Z %1llk+1,0

K I+J=K

[bsllkt1,0t™ = Call ¥ lkt1.0l @l k+1,a-
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Convergence. If a formal series U = Y~ _ W, with coefficients of class C* is such
that the real power series ||¥|s o is convergent for all |¢t| < ¢, then it gives rise to
Che-section ¥ (t) of pri; A%1(TM1) over M x A(e), as follows. Write t,(t) for
the section defined by the formal polynomial Uy; of course, 15(t) is defined for all
t, of class C*“ in all variables, and holomorphic in ¢. The limit

S
P(t) = lim Y ()

S—o0

now exists in the Banach space Ag’fx(TM 170); moreover, it exists uniformly in ¢,
as can be seen easily from the convergence of the real power series ||¥| . This
means that 9 (t) is of class C*. Moreover, 1(t) is holomorphic in ¢, because it is
the uniform limit of sections that depend polynomially on ¢.

Our strategy for proving the convergence of the series = should now be clear—
find a real power series A that converges for |¢t| < €, and that dominates = termwise,

1Ellk0 < A
Then Z itself will converge to a C**-section of prj; A% (TM; ) on M x A(e).

Proof of convergence in the Holder norm. We finally prove the convergence
of the power series 2. Fix k > 3 and 0 < o < 1. We shall construct a suitable
power series

A=A €R[tr, ... tm]

s=1

where each A, is a homogeneous polynomial of degree s, such that
IZ]|k,0 < A.

To see how to choose A, we use the Holder estimates. From the construction of
=, we have

1 s—1 B
Zo=5) 0'GEnE):
i=1
to estimate the Holder norm of Z;, we first look at the individual terms in the sum.
Applying (4b) and (4d), we find that
Hé*G[EiaEs—i]Hk,a = C2HG[EivEs—imk+1,a = OQC4||[Ei’ES‘i]||k—1,a'
At the same time, the estimate in (4c) shows that
||[Ei’ES—i]||k—1,a < C3||Ei’|k,aHEs—in,a'

We thus get an estimate for the Holder norm of =5 as

—
(=N

1 s—1 s—1
ko < 5 ) |[0°GEL Bl < O IEillkalEillia
i=1 =1

for C = C2C3C4/2. Thus if ||Z;||k,a < A; for all ¢ < s, then to guarantee that
IZs|k,a < As, we should have

s—1

C Z A A, < A,

i=1
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This says that the power series A should satisfy the relation
C- A< A

For this inequality, a series of the form

U = V°
A= =% Sttt tn)

s=1
works; here v and v are two positive constants to be chosen later. Indeed, A satisfies
16
A< =2 A
v
Proof. Clearly A =uv™'B(v(ti + - +tn)), where B(z) = Y oo, 2°/s? is a power
series in one variable. We have

) o) a:“‘j oo s—1 1

_ _ s

B)*= ) 252 _Zziz(s_i)zx ’
ij=1 s=2 i=1

and the coefficient of 2° can be estimated as
s—1

1 1 1 1 2 1
LG S T B S G e e B

i=1

Thus we see that B(z)? < 16B(z), and this implies the inequality for A. O

Since 21 = f1t1 + « - + Bmtbm, while Ay = wu(ty + -+ + t,,), we should let

u = max]| iy

to insure that ||Zi||g, < A1. Secondly, we need to have 16u/v = 1/C, and thus
we put
v=16u-C.

With these choices, ||E|jr,o < A is true. Now the series for B(x) has radius of
convergence 1; thus A converges uniformly for

1
[+ | <
v

and thus for [t| < e = 1/(y/m - v). (Since the constant C really depends on
k, the same is true for the quantity e;.) The series = therefore converges abso-
lutely and uniformly on the same domain, and thus defines a C*“-section &(t) of
prip AP (TM o) over M x A(eg).

Smoothness of {(¢). Unfortunately, the argument above is not sufficient to prove
smoothness of £(t), because it only guarantees that £(¢) is C*© for [t| < ey, whereas,
most unfortunately, ¢ tends to zero as k — oo. A different argument is needed.
What rescues us this time is again the fact that [0 is an elliptic operator.

From

[1]
[1]

0*G[E, =

DN | =

1 —
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and the fact that =; is harmonic, we obtain 0*Z = 0. Thus

o 1. __ 1.
0= = §"02 = —59"99°G[=, 5] = —50°0G[E.=l.

Now OG[Z, Z] = [E,Z] — H[Z, Z], and since 0* H = 0, we find
1~
0= = —-0*[5,=].
S0 EE]

Since this equation involves at most second derivatives, it is also true for £(t),
provided [t| < €3 (we had assumed k > 3 above), and so

Tne(t) = - 50°1E(), 0]

On the other hand, £(t) is holomorphic in ¢, being the limit of a power series, and
therefore £(¢) is a solution to the partial differential equation

(=32 o + 0 Jel0) + 3 Ilo) €66 =0

0t;0t;

on M x A(e) for small enough € > 0.
The second-order operator

E=— + O

- ot; 0t;

occurring in this PDE is elliptic, and even though the equation is not linear, this
elliptic term is strong enough to allow us to prove the smoothness of £(¢). The
reasoning goes like this. Write the equation in the form

BE(1) = ~ 30 [6(0),(0)

and consider the right-hand side in local coordinates, where

£t) = Z he(z,t)dz' @ %.

Since 0* and [ _, _] both involve one differentiation, the terms on the right-hand
side that depend on &(¢) are of the form
2pv v v
w, Ohj w, 5 u, i
b9z200z0 b0z’ toozb’

If we take all terms that involve second derivatives of £(¢), and combine them with
the second-order operator E on the left-hand side, we thus arrive at an equation
that may be written

LE(t) = RE(t),

where L is a second-order operator of the form
L=FE+ D,

with D¢ of second order, having coefficients that depend linearly on £(t). Also, R
involves at most first derivatives of £(t). Now, since £(0) = 0, we may choose € > 0
so small that the contribution of D¢ to L is negligible compared to that of £; then
L is still elliptic. Fix such a choice of €, and consider &(t) over M x A(e) from now
on.
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We can then show smoothness of £(t) by induction. Suppose we have already
established that £(t) is of class CK®. Then RE(t) is of class C*~1@ and the
coefficients of L are at least C*. We can therefore apply the general estimate,
Theorem 5, to obtain that

) ks10 < C - (IEED k1.0 + [€@0) = C - (IREDIk-1.0 + IED 0.0 )

is bounded. Because of this, one can show (using approximation by smooth sec-
tions) that £(¢) is actually of class C*+1:%. By induction, £(t) is thus of class C™.
Lemma 5.1 is proved.

7. PROOF OF LEMMA 5.2

Recall that we chose a basis 51, ..., 8m € HY! (TMLO) of the space of harmonic
forms, and then defined = = Z:il =s by the recursive conditions

= =0t + -+ Bitm

and
1 s—1
Zaty z; J*G[Z;,E4_i] = 0.
i
This was the unique formal solution to the equation

= = Ll
:::1—58 G[E,E

We also showed that this formal series Z converges absolutely and uniformly in
every Holder norm, provided [t| < ¢, and defines a smooth section § = £(t) of the
bundle prj; A% (TM1,) on M x A(e).

We had already convinced ourselves that the condition H[{,{] was necessary
for the Cartan-Maurer equation to hold. It remains to show the sufficiency of the
condition. Thus consider some ¢ with H[¢,&] = 0. We set

=06+ 5l6.6)

and try to show that ¢ = 0.
Since £ = & — %8*G[§, €] by construction, and since &; is harmonic, we get

_ 1__
and thus
— lovrcle g+ L6 = toracie g = torGo
b = —300°GIE, € + 5[6.€] = 58°0GIE. €] = 58" GIIE. &),
using the decomposition

[€,€] = H[¢, €] + OG[E, €] = 9"0G[€, €] + 09" G[E, €]
We can compute 9[¢, €] from the DGLA identities as

0l¢, €] = 2(0¢, €] = 2[v, €] — [[¢, €], €] = 2[v. &;

by combining the last and third-to-last equations, we finally obtain

¥ =9"G[,¢].
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We now apply the Holder estimates (whose constants are, of course, independent
of t) to get an estimate for the norm of v,

[Ullk.a =[0G, €[], < C2CsCall¥lk,all€

Here comes the crucial observation. By construction, £(0) = 0; if we choose ¢ close
enough to zero, the quantity CoC3C4||{]/k,o can be made smaller than 1. But then
the inequality implies |[¢||,o = 0, hence ¢ = 0. Thus the Cartan-Maurer equation
is indeed satisfied, at least when |¢t| < € and € > 0 is sufficiently small.

k,a-

8. CONCLUSIONS

All the work having been done in the previous two sections, we are now in
a position to draw several interesting conclusions for the problem of deforming
complex structures.

Let A = A(e) be a ball in H*(M, TM 1), centered at 0, small enough for the
conclusions of Lemma 3 and Lemma 4 to apply. We know that the series = converges
on M x A, and that it defines a C*-section £(t) of the bundle pr]’(/IAO’l(TMLO),
holomorphic in the variable ¢t € A.

First of all, we finish the proof of Theorem 2. Since £(¢) has no constant part,
and since the linear part &;(¢) was specially chosen as & (t) = Sit1 + ... Bmtm,
we see that £(t) satisfies conditions (1), (2) and (4), given after Theorem 2. By
Lemma 4, it also satisfies (3), i.e.,

Dut(r) + €0, (0] =,
if, and only if, H[¢(¢),£(t)] = 0. But
HE(1),E()]) € HO?(TM 1) ~ H*(M, TM 1),

and this is zero by assumption. Thus the Maurer-Cartan equation is always satis-
fied, (3) holds, and Theorem 2 is proved.



