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Brief review

Like last time, g is always a semisimple complex Lie algebra.

We fix a Cartan subalgebra fh C g:
» b is commutative
» every h € b is a semisimple element of g
» b is maximal with these properties

This gives us the root decomposition

g=bho P ga

a€ER

Here R C b* is the root system of g, and
Oa = {x €g ‘ [h, x] = a(h)x for all h € b}

are the root subspaces. Recall that go = C(h) = b.



Brief review

Fix a nondegenerate symmetric invariant bilinear form (—, —)
on g, for example the Killing form K.

Last time, we showed that the root decomposition

g=b P g

a€eR

has the following properties:
1. [gaagﬁ] C Ga+p-
2. If a+ 3 #0, then g, and gg are orthogonal under (—, —).
3. (=, —) induces nondegenerate pairings g, ® g_o — C.
4. The restriction of (—, —) to b is nondegenerate.



The induced pairing on b*

Today, we are going to study the root decomposition in more
detail. Our main tool is the representation theory of s((2, C).

First, some notation. We know that (—, —) restricts to a
nondegenerate pairing on ). This gives us an isomorphism

h—b", h—(h—).

For a linear functional o € h*, we denote by H, € b the
corresponding element of the Cartan subalgebra. Thus

(Ha, h) = a(h) for all h € b.
We also get an induced pairing (—, —) on h*; concretely,

(@, 8) = (Ha, Hg) = a(Hg) = B(Ha)-



Finding representations of sl(2, C)

Lemma

Let e € g, and f € g_,, be arbitrary. Then [e, f] = (e, f)H,.

Recall that H, € b is the unique element with
(Ha, h) = a(h) for all h e b.
Since (—, —) is invariant, we have for arbitrary h € b that
([e; f1,h) = —(f, [e, h]) = (f, [h, e]).
Now e € g, means that [h, e] = a(h)e = (Hq, h)e. Thus
([e, 1, h) = (Has h)(f, €) = ((e, F)Has h).

Since (—, —) is nondegenerate, we get the result. O



Finding representations of sl(2, C)

Recall that H, € b is the unique element with
(Ha, h) = a(h) for all h e b.

The induced pairing between g, and g_,, is nondegenerate, so
we can choose e € g, and f € g_, with (e,f) # 0. Then

e, f] = (e, f)Ha
[H., €] = a(H,)e = (o, a)e
[Ha. F] = —a(Ha)F = (0, 0)f
This almost looks like the relations in sl(2, C)..

We could rescale them if we knew that (o, «) #



Finding representations of sl(2, C)

For any root o € R, we have («, &) = (H,, Ha) # 0.

» Suppose to the contrary that («, ) = 0.

» Then a(H,) = (Ha, Ha) = (o, ) = 0.

» Choose e € g, and f € g_, with (e, f) # 0.

» Set h=[e, f] = (e, f)H, (by the lemma).

» We have [h,e] = a(h)e =0 and [h, f] = —a(h)f = 0.
» Therefore (e, f, h) C g is a solvable Lie subalgebra.

» By Lie's theorem, ad e, ad f, ad h are upper triangular in
a suitable basis of g.

» This makes ad h = [ad e, ad f] nilpotent.
» But ad h is semisimple (because h € h), and so h = 0.
» This contradicts (e, f) # 0. O



Finding representations of sl(2, C)

Let a € R be any root. Since (a, ) # 0, we can define

ho, = H, €.

(o, @)
Note that a(h,) = 2, because a(H,,) = (a, a).

Choose e, € g, and f, € g_,, such that (e,, f,)(, o) = 2.
Then

(a, )

ha = hom
2

[ex, fa] = (€a, fu)Ho = (€4, o)

[hon ea] = a(ha)ea = 26047
[ha, fo] = —a(hy)f = —2f,.

These relations justify defining s((2, C),, = (e,, f,. ha) C g.
This is a Lie subalgebra of g, isomorphic to 5[(2, C).



Brief review: irreducible representations of sl(2, C)

Recall that an irreducible representation of s[(2, C) looks like
V=CvxydCvi®- - ®Cyv,.

Pictorially (with the weights in red):

f f f f f
Vo Vi Vo . Vi Vn
K~ ‘ Y ‘ r\g/ K | - ‘
e e
n n—2 n—4 —n+2 —n

The weight spaces V[n — 2k] = Cyv are all one-dimensional.



Finding representations of sl(2, C)

Lemma

For any root o € R, the subspace

V=Ch, @ @ Oka & 0
KEZ, k0

is an irreducible representation of 51(2,C), = (e, fa, ha).

v

We have ad e,.gka € g(k+1)a and ad e,.g_o € Ch,.
Likewise ad f,.gka € g(k—1)o and ad f,.g, € Ch,,.
Therefore V is a representation of sl(2, C),.

v

v

v

Since a(h,) = 2, all eigenvalues of ad h,, are even:

V[2k] = gka and  VI[0] =

v

As dim V[0] = 1, the representation is irreducible. O



Main theorem about semisimple Lie algebras

We can now prove the main theorem about the structure of
semisimple complex Lie algebras.

Let g be a semisimple complex Lie algebra, with Cartan
subalgebra f and root decomposition

g=b® P g..
a€R
Let (—, —) be a nondegenerate symmetric invariant bilinear

form on g; it induces nondegenerate pairings on b and h*.
For every root a@ € R, we have a unique element H, € b with

(Ha, h) = a(h) for all h e b.

2
We defined h, = —H, € b.
(a, @)



Main theorem about semisimple Lie algebras

1.

The root system R spans h* as a vector space.

2. For each root o € R, we have dimg, = 1.
3.
4. For a € R, define the reflection operator s,: h* — bh* by

For any a, 5 € R, we have 3(h,) = 2(a, 5)/(c, @) € Z.

2(a, )\)a

(a, @)

sa(A) = A= A(ha)a = A —

Then if § € R, we also have s,(f) € R.
The only multiples of a € R that are also roots are +a.
Ifo,f € Rand o+ € R, then [ga, 93] = Ga+s-



Example: the root system of s((3, C)

Here is the root system of s((3, C) from last time:

€ — €3 €1 — €3

€ — 6 € — &

€ — & €3 — 6



Proof of the main theorem, Part 1

1. The root system R spans h* as a vector space.
» Let h € b be such that a(h) = 0 for every root a € R.
» The root decomposition

g:b@@gaa

aeR

implies that ad h = 0.
» But ad: g — End(g) is injective, and so h = 0.
» This proves that R spans the dual vector space h*. O]



Proof of the main theorem, Part 2

2. For each root a € R, we have dimg, = 1.

» We proved that the subspace

V =Ch, ® @ Oka & 0
KEZ, k#0
is an irreducible representation of sl(2, C),,.
» Each weight subspace V/[2k]| = gi, is one-dimensional.

» In particular, dim g, = dim V[2] = 1.



Proof of the main theorem, Part 3

3. Forany o, 8 € R, we have 8(h,) = 2(«, 8)/(a, @) € Z.

» Consider g as a representation of s[(2, C),.

» With respect to ad h,, the subspace gz has weight

2 _ 2 Aep)
(04704)6(Ha) - (Oé,Oé)( 75) (Oé,Oé) :

B(ha) =

» But we know that the weights in any finite-dimensional
representation of sl(2, C) are integers.



Proof of the main theorem, Part 4

4. For o € R, define the reflection operator s, : h* — bh* by

2(a, A)

(o, )

sa\) = A= A(ha)or = A —

Q.

Then if § € R, we also have s,(3) € R.

» Suppose that n = 3(h,) > 0.

» The subspace gg has weight n with respect to the
representation of sl(2,C), on g.

» The operator (ad f,)" gives an isomorphism between the
subspace of weight n and the subspace of weight —n.

» Thus x € gz nonzero implies (ad f,)"x € gs_n, NoONzero.
» Consequently, 5 — na = s,(8) € R.

» The proof in the other case n < 0 is similar.



Proof of the main theorem, Part 5
5. The only multiples of o € R that are also roots are +a.

>

>

Suppose that § = ca € R for some ¢ € C.
We know from Part 3 that
2(a, B) 2

2(e, B)
=2c and = —
(o, @) (8.8)) «
are both integers. Therefore ¢ € {£1, 42, :l:%}
We can assume ¢ € {£1, 42}, by swapping a and 3.
We proved that the subspace

V = (Cha s> @ Gka g g
KEZ, k0

is an irreducible representation of sl(2,C), = (e, fa, ha).
But V contains s((2,C),, and so V = sl(2,C),.
Therefore goq = g2 = 0, hence c € {£1}. O



Proof of the main theorem, Part 6

6. If o, 5 € R and a+ 5 € R, then [ga, 95] = Gats-

v

We already know that [ga, 85] C ga+s-

v

We also know that g, = Ce, for every root o € R.

v

Therefore it is enough to show that

Goatp 70 = [ea, eﬂ] # 0.

v

For dimension reasons, the subspace

@ 98+ka

keZ

is again an irreducible representation of s((2,C),.

v

Therefore ad e, : g3 — g5+ is an isomorphism.



Positivity of the Killing form

Let g C b be the real vector space spanned by {h,}acr-
1. One has h = bhr @ ibr.
2. The Killing form is positive definite on bg.

Step 1: The Killing form is real valued on hg.
» Because of the root decomposition, we have

K (has hs) = trg(ad by 0 ad h) = 3° y(ha)y(hs).

YER

» But y(h,),v(hs) € Z, and therefore K(h,, hg) € Z.

» Since K is bilinear, it only takes real values on hg.



Positivity of the Killing form

Let g C b be the real vector space spanned by {h,}acr-
1. One has h = br & ibg.
2. The Killing form is positive definite on hg.

Step 2: The Killing form is positive definite on hg.
» Let h=> c,h, € br.
Then y(h) = > cuy(h,) € R for every v € R.

Again because of the root decomposition,

v

v

K(h,h) = trg(adhoadh) = > ~(h)* > 0.

YER

v

Since R spans h*, we conclude that K is positive definite.



Positivity of the Killing form

Let g C b be the real vector space spanned by {h,}acr-
1. One has h = br @ ibg.
2. The Killing form is positive definite on hg.

Step 3: One has h = hr ® ibg.

» We know that the elements h, span b.
Therefore h = hr + ibg.
From Step 2, K is positive definite on bg.

v

v

v

Therefore K is negative definite on ihg.
This gives hg N ihgr = {0}, hence the result.

v



