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Proposition. Let $X \in \mathfrak{g}$, and $\gamma(t)$ be the integral curve through e. Then the flow of $X$ is complete, and given by

$$
\Phi_{t}=R_{\gamma(t)}
$$

where $R$ denotes right multiplication:

$$
\Phi_{t}(\mathrm{a})=\mathrm{a} \gamma(t)
$$
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[,]: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}
$$

with the following properties

1. Bilinearity:
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[X+Y, Z]=[X, Z]+[Y, Z], \quad[t X, Y]=t[X, Y], \quad \text { etc. }
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2. Skew symmetry:
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Thus, we have now shown that every Lie group G has an associated Lie algebra $\mathfrak{g}$, with underlying vector space $T_{\mathrm{e}} \mathrm{G}$.
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$$
[,]: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}
$$

with the following properties

1. Bilinearity:

$$
[X+Y, Z]=[X, Z]+[Y, Z], \quad[t X, Y]=t[X, Y], \quad \text { etc. }
$$

2. Skew symmetry:

$$
[X, Y]=-[Y, X]
$$

3. Jacobi identity:

$$
[X,[Y, Z]]+[Y,[Z, X]]+[Z,[X, Y]]=0
$$

Definition. The Lie algebra $\mathfrak{g}$ of the Lie group
G is by definition

$$
\mathfrak{g}=\{\text { left-invariant vector fields on } \mathrm{G}\} .
$$
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## Proposition. The Lie algebra of $\mathbf{G}=\mathbf{G L}(n, \mathbb{R})$

 is naturally isomorphic to$$
\mathfrak{g}=\mathfrak{g l}(n, \mathbb{R})=\{n \times n \text { real matrices } \mathrm{A}\}
$$

equipped with the operation [, ] defined by

$$
[A, B]=A B-B A .
$$

In this example, we can solve explicitly for $\gamma(t)$ :
For any $\mathrm{A} \in \mathfrak{g l}(n, \mathbb{R})$, corresponding one-parameter subgroup is

$$
\gamma(t)=e^{t \mathrm{~A}}
$$

