
Lecture 21 - April 21 2021

MAT303: Calc IV with applications

 



2

Today

Last time: 
• Linear independence of solutions (Finish Ch 5.1)

• Eigenvalue method (Ch 5.2)


• Distinct real eigenvalues
1. Rewrite in matrix form 

2. Use the guess , get the eigenvalue problem 

3. Find the eigenvalues


1. Form the characteristic polynomial 

2. The roots of this polynomial are the eigenvalues 


4. Find the eigenvectors corresponding to each 

5. Write down the solutions, use initial conditions if applicable.

x′ = Ax
x = veλt Av = λv

det(A − λI) = 0
λ

λ

Eigenvalue method

Today:

• Eigenvalue method


• Distinct complex eigenvalues  (Ch 5.2)

• Repeated eigenvalues (Ch 5.3)

am

degree u poly



Complex eigenvalues
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Recall: Euler’s identity 

eix = cos(x) + i sin(x)

We can use these facts deal with the case when there are complex eigenvalues.

Recall: Complex roots of polynomials appear in conjugate pairs 

If   is a root of a polynomial with real coefficients, then  is also a root. p + qi p − qi

Recall: Superposition principle 

If  are solutions to , then so is .x1, x2 x′ = Ax x1 + x2

Another fact: complex eigenvectors appear in pairs

If  is the eigenvector of  corresponding to eigenvalue v A λ
Then  is the eigenvector of  corresponding to eigenvalue v A λ

In other words, 
 

If  
    then 

Av = λv
Av = λv

Recall: Complex conjugation 

If  then .z = p + qi z = p − qi

Eg if TE
F E'iI

g C 2

Consequence

Tf is a complexsolution to the

DE A x
Recall if then Refer and Imc are

x at b i
real solutions

Red a

Wkq F and F are solutions
fancy b so x e IT is a solution
Note F atbi a bi a but this is Rete
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Complex eigenvalues in the eigenvalue method

1. Rewrite in matrix form 

2. Use the guess , get the eigenvalue problem 

3. Find the eigenvalues


1. Form the characteristic polynomial 

2. The roots of this polynomial are the eigenvalues 


4. Find the eigenvectors corresponding to each 

• If complex, pair up conjugates and use Euler’s identity  

to get real solutions

5. Write down the solutions

x′ = Ax
x = veλt Av = λv

det(A − λI) = 0
λ

λ

Find eigenvectors
2 4 3in

E's a Eid ay
au 3oz Ca3Do T Jzu a _Ca37k
zig su o

34 3iq o
Y vz o

u iv o

second e n is redundant the
only constraint is ev
s eigenedores Eiji
Justtake v L so I

f u 2 get6737doesn'tmatterif sols are complex teen X use
them into real ones by taking correspondingeigenvectoris fee

because afad preslidereal and imaginary ports iyeasit Ce e e 3 t

O E JE L e Casseisms's
eatfeast isiist

L
3 Tf X T is a sow icos3t sin D

3 4
So x RecA e f 3deltaAI deff Dia

75 9 a 1 13 Xz Imu eat I I
2 4 i General soca is c e 51452 t Cze't Is I
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Complex eigenvalues in the eigenvalue method

1. Rewrite in matrix form 

2. Use the guess , get the eigenvalue problem 

3. Find the eigenvalues


1. Form the characteristic polynomial 

2. The roots of this polynomial are the eigenvalues 


4. Find the eigenvectors corresponding to each 

• If complex, pair up conjugates and use Euler’s identity  

to get real solutions

5. Write down the solutions

x′ = Ax
x = veλt Av = λv

det(A − λI) = 0
λ

λ
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Matrices
Last time: we saw that 

Has two solutions:

  and x = [3e2t

2e2t] x̃ = [ e−5t

3e−5t]

And we can take linear combinations to get new solutions:

x = c1 [ e−5t

3e−5t] + c2 [3e2t

2e2t]

We could choose  and  to match initial conditions   c1 c2 x(0) = a, x′ (0) = b

Takeaway: for a  linear system, once we find  linearly independent solutions,  
we have essentially found them ‘all’.

n × n n



Repeated eigenvalues (Ch 5.5)
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Repeated eigenvalues in the eigenvalue method

We are always be looking for  linearly independent eigenvectors, to  
make sure we have found all solutions. 

n

However, when there are repeated roots, there are  
sometimes there are not enough linearly independent eigenvectors…

If an eigenvalue of multiplicity k has k linearly independent eigenvectors,  
it is said to be complete. 

u an O
Gu 4vz O

redundant

fu cuz
redundant

A
III XP Ong

constraint Vc 34
defect AI deff Ex8 go all thesolsareof6 4 3 a thefoam 14 i vD

s a 3 75 arousal
so eigsare 2 5,3 Justtake g a4dK choose anyting

youwant but
Finding eigenvectors I General soca is Effeeressuffseatehat

if 7 5 I independent

C est e cz EJe3ftc Jestif 7 3

EI El Is I
Qu t 4k 34 3 is a complete eigenvalue

3 z

Y Ice 1303 3 3
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Defective eigenvalues

You should always be looking for  linearly independent eigenvectors.n

However, sometimes there are not enough linearly independent eigenvectors…

The following matrix only has one eigenvector.

U 3oz 4 u

zu 7oz Que

3u 34 0

redundant3 u t3uz O
characteristicpolynomial

della717 delf j I D Vz U
l aft 9

So SoCs are72 7 71 749
22 87 6 Iowa Uch472

Eg is 4 Every eigenvector is a multiple
Find eigueet of ft
7 4 4 is not complete

5 2 7 44 3 is a defective eigenvalue
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Finding more solutions when there are defective eigenvalues

Let’s start with the multiplicity  case, it’s the simplest.k = 2

Situation: 

• We are trying to solve 

• The matrix  has an eigenvalue  of multiplicity 2 (repeated root)

• The eigenvalue  is defective (only 1 linearity independent eigenvector  instead of 2).

• So we only have one solution, .

• Need to find another.

x′ = Ax
A λ

λ v1
x1 = v1eλt

Solution: guess x2 = v1teλt + v2eλt where  is unknown.v2

We find that the constraint on  is  v2 (A − λI)2v2 = 0

Note: once we find  then  .v2 v1 = (A − λI)v2

ly plafeply Cc by CA AI

CA TITECA 71 4 0

Then plugging into A E

giving

u Lett't taett vzaett Afu.fetttvze.tt

Yett 1 Xv tett vidett Au.te.tt tuze7tor e
v vile Ava CA AI viii as

Au Xv A a v 2



11

Example of the algorithm



Summary

Today:

• Eigenvalue method


• Distinct complex eigenvalues  (Ch 5.2)

• Just use Euler’s formula + superposition


• Repeated eigenvalues (Ch 5.3)

• If the eigenvalues are defective, must look for generalized eigenvectors


• We only did multiplicity  but the same thing works for higher multiplicity.k = 2,


