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Chapter 1

Main theorems

1.1 Abstract

The thesis mainly consists of two subjects:
• Dynamics of McMullen maps.
In this part, we study the local connectivity of Julia sets for rational maps.

We develop Yoccoz puzzle techniques to study McMullen maps and show that
the boundary of the basin of infinity is always a Jordan curve if the Julia
set is not a Cantor set. This give a positive answer to a question posed by
Devaney. We also show the Julia set of McMullen maps is locally connected
except some special cases.

• Thurston’s theory on characterization of rational maps and extensions.
For this subject, we establish a ‘Decomposition Theorem’:
Every non-parabolic branched covering can be decomposed along a sta-

ble multicurve into finitely many Siegel maps or Thurston maps, such that
the combinatorics and rational realizations of these resulting maps essentially
dominate the original one.

These resulting maps can be considered as the renormalizations of the
original map. The motivation to establish such a theorem is to prove a
Thurston-type theorem for rational maps with Herman rings. The Decom-
position Theorem implies:

Thurston-type theorems for rational maps with Herman rings can be re-
duced to Thurston-type theorems for rational maps with Siegel disks.

According to Shishikura, a rational map with Herman rings admits finitely
many rational maps, with Siegel disks or without rotation domains, as renor-
malizations. The Decomposition Theorem extends this philosophy beyond
rational maps.

The Decomposition Theorem enables us to extend Thurston’s Theorem to
many poscritically infinite cases and give characterizations of rational maps
with attracting cycles, Siegel disks and Herman rings. On the other hand, it
allows us to construct many branched coverings without Thurston obstruc-
tions but not equivalent to rational maps.
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Besides these two parts, the thesis also includes two short articles. One
concerns the classification of rational maps admitting meromorphic line fields
(Chapter 3) while the other concerns the parameter plane of a special family
of rational maps (Chapter 4).

All of these parts are self-contained.

1.2 Dynamics of McMullen maps

The local connectivity of Julia sets for rational maps is a central problem in
complex dynamical systems. It is well studied for classical type of rational
maps, for example: hyperbolic and semihyperbolic maps, geometrically finite
maps, see [CJY],[M1],[TY]. In polynomial case, it is also known a lot, see
[DH2],[GS],[Kiwi],[Ly],[M2]. For quadratic polynomials, Yoccoz proved that
the Julia set is locally connected provided that all periodic points are repelling
and the map is not infinitely renormalizable, see [Hu],[M2]. Douady exhibited
striking example of infinitely renormalizable quadratic polynomial with non
locally connected Julia set, see [M2]. For general polynomial with connected
Julia sets and without irrationally neutral cycles, Kiwi shows in [Kiwi] that the
local connectivity of Julia set is equivalent to the non existence of wandering
continua.

The powerful tool to study the local connectivity of Julia sets for polyno-
mials is the so-called ‘Branner-Hubbard-Yoccoz puzzle’ techniques, which is
introduced by Branner-Hubbard and Yoccoz, [BH]. It has a natural way of
construction, which is induced by finite periodic external rays together with
an equipotential curve.

However, for general rational maps, things are different. The construction
of Yoccoz puzzle becomes quite involved, even impossible. Up to now, the
only known rational maps which admit Yoccoz puzzle structures are the cubic
Newton maps, whose Yoccoz puzzles are constructed by Roesch. In [Ro1], by
Yoccoz puzzle techniques, Roesch shows striking differences between rational
maps and polynomials. The method also leads to the local connectivity of
Julia sets except some specific cases.

In this part, we use Yoccoz puzzle to study another family of rational
maps, known as McMullen maps, of the form

fλ : z 7→ zn + λ/zn, λ ∈ C∗ = C \ {0}, n ≥ 3.

Dynamics of this family have been studied by Devaney and his group, see
[D1],[D2],[DK],[DLU].
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The difference of the Yoccoz puzzles between cubic Newton maps ([Ro1])
and McMullen maps is as follows: For cubic Newton maps, the ingredient
of the Yoccoz puzzle is an converging ray that intersects the Julia set in a
countably many points while for McMullen maps, the element to construct
Yoccoz puzzle is a Jordan curve that intersects the Julia set in a Cantor set
of points. This kind of Jordan curve is induced by some particular angle and
can be viewed as an extention of the corresponding external ray.

We denote by Bλ the immediate attractive basin of ∞. The topology of
∂Bλ is of special interest. Based on Yoccoz puzzle techniques and combinato-
rial and topological analysis, we prove:

Theorem 1.2.1. (Cantor or Jordan) For any n ≥ 3 and any complex
parameter λ, if the Julia set J(fλ) is not a Cantor set, then ∂Bλ is a Jordan
curve.

This affirmatively answers a question posed by Devaney at the Snowbird
Conference on the 25th Birthday of the Mandelbrot set, see [DK]. For the
higher regularity of ∂Bλ, we show that ∂Bλ is a quasicircle except two special
cases.

Theorem 1.2.2. Suppose the Julia set J(fλ) is not a Cantor set, then ∂Bλ is
a quasicircle if it contains neither parabolic point nor recurrent critical point.

Here, a recurrent critical point c on the Julia set of a rational map f is a
critical point such that c ∈ ω(c), where ω(c) is the ω-limit set of c, defined as
{z ∈ C; there exist nk → ∞ such that z = lim fnk(c)}. In fact, we can show
that if ∂Bλ contains a parabolic point, then ∂Bλ is not a quasicircle by Leau-
Fatou-Flower Theorem ([M2]). The question whether ∂Bλ is a quasicircle
when ∂Bλ contains a recurrent critical point is still unknown.

For the topology of the Julia set, we show

Theorem 1.2.3. Suppose fλ has no Siegel disk and the Julia set J(fλ) is
connected, then J(fλ) is locally connected in either of the following cases:

1. The critical orbit does not accumulate on the boundary ∂Bλ.
2. The map fλ is neither renormalizable nor ∗−renormalizable.
3. The parameter λ is real and positive.

Here are the definitions of renormalization and ∗−renormalization: If there
exist a critical point c of fλ, an integer p ≥ 1 and two disks U and V containing
c such that

εfp
λ : U → V

is a quadratic like map whose Julia set is connected (here ε ∈ {±1} is a
symbol), then we say fλ is p-renormalizable at c if ε = 1 and fλ is p-∗-
renormalizable at c if ε = −1.
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Theorem 1.2.3 implies that the Julia set is locally connected except some
special cases. In fact, it’s stronger than the following statement:

Theorem 1.2.4. Suppose fλ has no Siegel disk and the Julia set J(fλ) is con-
nected, then J(fλ) is locally connected if the critical orbit does not accumulate
on the boundary ∂Bλ.

Theorem 1.2.4 is an analogue of Roesch’s Theorem [Ro1]:

Theorem 1.2.5. (Roesch) A genuine cubic Newton map, without Siegel
disks, has a locally connected Julia set provided that the orbit of the non-fixed
critical point does not accumulate on the boundary of any invariant basin of
attraction.

1.3 Decomposition theorem and Thurston-type
theorems

Let f : S2 → S2 be an orientation preserving branched covering of degree at
leat two. We denote by deg(f, x) the local degree of f at x ∈ S2. The critical
set Ωf of f is defined by

Ωf = {x ∈ S2; deg(f, x) > 1},

and the postcritical set Pf of f is defined by

Pf =
⋃
n≥1

fn(Ωf ).

We say that f is postcritically finite (also called ‘critically finite’) if Pf is
a finite set. Such a map is always called a Thurston map. For a Thurston
map, we define a function νf : S2 → N ∪ {∞} in the following way: For each
x ∈ S2, define νf (x) (may be ∞) as the least common multiple of the local
degrees deg(fn, y) for all n > 0 and all y ∈ S2 such that fn(y) = x. (Notice
that νf (x) = 1 if x /∈ Pf ). We call Of = (S2, νf ) the orbifold of f .

In 1980s, Thurston proved the following theorem:

Theorem 1.3.1. (Thurston) Let f : S2 → S2 be a critically finite branched
covering. Suppose that Of does not have signature (2, 2, 2, 2). Then f is
combinatorially equivalent to a rational function R if and only if for any f -
stable multicurve Γ, we have λ(Γ, f) < 1. The rational function R is unique
up to Möbius conjugation.
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The detailed proof of Thurston’s theorem is given by Douady and Hubbard
[DH1].

Thurston’s theorem has connection with a number of related areas such
as Teichmuller theory, quasiconformal surgery, dynamics of several complex
variables, transversality, group theory, algorithm, etc.

There are many applications of Thurston’s theorem. Here is an incomplete
list: Douady’s proof of monotonicity of entropy for unimodal maps [Dou2],
Kiwi’s characterization of polynomial laminations [Kiwi] (using previous work
of Bielefield-Fisher-Hubbard [BFH] and Poirier [Poi]), Mikulich’s classification
of postcritically finite Newton maps, McMullen’s work on rational quotients
[McM1], Pilgrim-Tan’s cut-and-paste surgery along arcs ([PT1]), Rees’ de-
scriptions of parameter spaces [Rees2], Rees, Shishikura and Tan’s studies on
matings of polynomials ([Rees1],[ST], [Tan1], [Tan2]), ...

Over the years, there are several various attempts to generalize Thurston’s
theorem beyond postcritically finite rational maps. For example, David Brown
[Bro], supported by the previous work of Hubbard and Schleicher [HS], has
succeeded in extending the theory to the uni-critical polynomials with an
infinite postcritical set (but always with a connected Julia set), and pushed
it even further to the infinite degree case, namely the exponential maps. We
would also like to mention a recent work of Hubbard-Schleicher-Shishikura
[HSS] extending Thurston’s theorem to postcritically finite exponential maps.
Cui-Tan[CT1], and Jiang-Zhang [JZ], independently, using different methods,
extend Thurston’s theorem to hyperbolic rational maps. Furthermore, Cui
and Tan [CT2] extend Thurston’s theorem to geometrically finite rational
maps. Meanwhile, Zhang [Zh2] extends Thurston’s theorem to a class of
rational maps with Siegel disks.

In this work, we aim to extend Thurston’s theorem to a large class of
branched covering, namely ‘non-parabolic’ branched covering. Roughly speak-
ing, a ‘non-parabolic’ branched covering is a proper branched covering for
which each critical point either has finite orbit or is attracted to an attracting
cycle, or is eventually mapped to the closure of some rotation domain (rota-
tion disk or rotation annulus, formal definition can be found in Section 6.1).
A non-parabolic map with rotation disks and poscritically finite outside the
closure of these rotation disks is called a Siegel map. Our main result is

Theorem 1.3.2. (Decomposition Theorem) Let (f, P ) be a non-parabolic
map, then there exist a (f, P )-stable multicurve Γ and a collection of Siegel
maps or Thurston maps, say {(hk, Pk), k ∈ Λ}, where Λ is a finite index set,
such that

1. (Combinatorial part) (f, P ) has no Thurston obstructions if and only
if λ(Γ, f) < 1 and for each k ∈ Λ, (hk, Pk) has no Thurston obstructions.
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2. (Surgery part) (f, P ) is q.c-equivalent to a rational map if and only if
λ(Γ, f) < 1 and for each k ∈ Λ, (hk, Pk) is q.c-equivalent to a rational map.

3. (Analytic part) (f, P ) is q.c-equivalent to a unique rational map up to
Möbius conjugation if and only if λ(Γ, f) < 1 and for each k ∈ Λ, (hk, Pk)

q.c-equivalent to a unique rational map up to Möbius conjugation.

From the viewpoint of ‘reduction’, the theorem implies that Thurston-
type Theorem for every non-parabolic branched covering can be reduced to
Thurston-type Theorem for finitely many Siegel type branched coverings. In
particular, Thurston-type Theorem for rational maps with Herman rings can
be reduced to Thurston-type Theorem for rational maps with Siegel disks.

The ‘Decomposition Theorem’ provides a mechanism to produce Thurston
type Theorems for non-parabolic maps. Thus it has many applications.
For example, it can reduce Thurston-type Theorem for hyperbolic maps to
Thurston’s Theorem for postcritically finite maps (This is the idea of Cui-
Tan’s work [CT1]) and thus generalizes Cui-Tan and Jiang-Zhang’s work. As
another application, it enables us to give a characterization of a class of ra-
tional maps with Herman rings based on Zhang’s work [Zh2], as follows:

Theorem 1.3.3. Let (f, P ) be a non-parabolic map, with only one rotation
annulus cycle which is of period one and has rotation number of bounded type,
and without rotation disk. Then (f, P ) is c-equivalent to a rational map (R,Q)

if and only if (f, P ) has no Thurston obstructions. Moreover, the Lebesgue
measure of the Julia set J(R) is zero, and (R,Q) is unique up to Möbius
conjugation.

There is no reason to believe that the absence of Thurston obstruction
is always equivalent to rational realization for postcritically infinite branched
covering, even if the equivalence is true for hyperbolic case ([CT1], [JZ]),
some Siegel cases [Zh2] and Herman cases (Theorem 1.3.3). The mating of
two quadratic Siegel polynomials fθ(z) = z2 + cθ and f−θ(z) = z2 + c−θ, where
cα = e2πiα

2
(1 − e2πiα

2
), provides a non-parabolic map g = fθ t f−θ for which

the equivalence is false. As a supplement to the Decomposition Theorem,
following the same idea as Shishikura’s construction [Sh1] of rational maps
with prescribed numbers of non-repelling cycles and Herman rings, we can
construct many such examples by surgery:

Theorem 1.3.4. Given nonnegative integers nA, nRD, nRA, d satisfying

nA + nRD + 2nRA ≤ 2d− 2, 1 ≤ nRA ≤ d− 2, nRD + nRA ≥ 2.

There exists a non-parabolic map (f, P ) of degree d, such that
1. nA(f) = nA, nRD(f) = nRD, nRA(f) = nRA, and the rotation number of

each rotation cycle is of bounded type.
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2. (f, P ) has no Thurston obstructions.
3. (f, P ) is not c-equivalent to a rational map.

1.4 Other topics

A line field supported on a subset E of the complex sphere C is the Beltrami
differential µ = µ(z)dz̄/dz supported on E with |µ| = 1. We say µ is mea-
surable if µ(z) is a measurable function. Let f be a rational map of degree
deg(f) ≥ 2. We say f admits an invariant line field if there is a measurable
line field µ supported on a set in C with positive measure such that f ∗µ = µ

a.e. (refer to [McM1]).
A meromorphic line field is a line field of the form µ = φ̄/|φ|, where φ is

a nonzero meromorphic quadratic differential defined on C. We say f admits
a meromorphic invariant line there is a meromorphic line field µ such that
f ∗µ = µ.

In Chapter 3, we classify the rational maps admitting meromorphic line
fields:

Theorem 1.4.1. Let f be a rational map of degree deg(f) ≥ 2. Then f admits
a meromorphic invariant line field if and only if f is conformally conjugate
to one of the following maps:

1. Integral Lattès map.
2. Power map z 7→ zd, for d ∈ Z and |d| ≥ 2.
3. ±Tn, n ≥ 2, where Tn is the n-th Chebyshef polynomial defined by

Tn(2 cos z) = 2 cos(nz).

In Chapter 4, We consider a family of rational maps

Tλ(z) =

(
z2 + λ− 1

2z + λ− 2

)2

,

where λ is a complex parameter. This family is indeed the family of renor-
malization transformations of 2-dimensional diamond-like hierachical Potts
models in statistical mechanics. In 1983, Derrida et al show that the Yang-
Lee zeros of the λ−state Potts model on the diamond hierachical lattice are
dense in the Julia set J(Tλ) of the map Tλ (See [DDI]). Since then, much
interest has been devoted to this family since it exhibits a connection between
statistical mechanics and complex dynamics (See [EL],[O],[QG],[QL]).

For this family, note that when λ = 0, the map Tλ degenerates to the
quadratic polynomial T0(z) = (z + 1)2/4; when λ ∈ C∗ = C \ {0}, 1 and ∞
are two supperattracting fixed points for the map Tλ while 0 is a critical value.
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The non-escape locus M associated to this family is defined by:

M = {λ ∈ C∗;T n
λ (0) 9n→∞ 1 and T n

λ (0) 9n→∞ ∞} ∪ {0}.

Figure 1.1: The non-escape locus M

This part includes two results:
For the parameter plane, we have the following:

Theorem 1.4.2. The non-escape locus M is connected.

For the Julia set, we have the following:

Theorem 1.4.3. If the Julia set J(Tλ) is a quasi-circle, then the Hausdorff
dimension of J(Tλ) satisfies:

HD(J(Tλ)) ≤ 1 + |φλ(0)|2/3,

where φλ is the Böttcher map of Tλ defined near the supperattracting fixed
point 1.

The exponent 2/3 in Theorem 1.4.3 is sharp.



Chapter 2

Background materials

This chapter presents some basic knowledge of complex analysis and conformal
geometry, which are used in the thesis.

2.1 Spherical derivative

Let f : C → C be a rational function, d(·, ·) be the spherical metric. We
define the spherical derivative of f by

‖f ′(z)‖ := lim
w→z

d(f(w), f(z))

d(w, z)
=

1 + |z|2

1 + |f(z)|2
|f ′(z)|.

It’s obvious that ‖f ′(·)‖ : C → [0,+∞) is a continuous function. The area

element of the sphere is dS =
( 2

1 + |z|2
)2

dxdy, by calculation

∫
C
‖f ′(z)‖2dS =

∫
C
f ∗(dS) = deg(f)

∫
C
dS = 4π deg(f).

By mean value theorem, for any rational function f , there is ξ ∈ C, such
that ‖f ′(ξ)‖ =

√
deg(f).

The spherical derivative relates to the normality of rational family:

Theorem 2.1.1. Let F be a family of rational maps. Then F is normal if
and only if there is a constant C = C(F) such that

‖f ′(z)‖ ≤ C, ∀(f, z) ∈ F × C.

As an immediate consequence, we have:

Corollary 2.1.1. Let f be a rational map of degree at least two, then the
Julia set J(f) is not empty.

Proof. If not, then F = {fn;n ≥ 1} is a normal family. By Theorem 2.1.1,
there is a constant C such that for any n ≥ 1 and any z ∈ C, ‖(fn)′(z)‖ ≤ C.
On the other hand, by the mean value theorem, for any n ≥ 1, there is zn ∈ C,
such that ‖(fn)′(zn)‖ = deg(f)n/2. Contradiction.
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2.2 The modulus of an annulus

It’s known that a two connected domain is conformally equivalent to AR =

{z ∈ C; 1 < |z| < R}, D \ {0}, or C \ {0}. For the former case, we define the
modulus of AR to be 1

2π
logR. In the latter two cases, we define the moduli

of D \ {0} and C \ {0} to be ∞. The modulus is a conformal invariant.

Theorem 2.2.1. (McMullen Inequality) Let U, V be two simply connected
planner domains, such that U ⊂ V 6= C, and let A = V \U . Then the modulus
of A and the Euclidean areas of U, V satisfy:

e4πmod(A) ≤ area(V )

area(U)
.

Equality holds if and only if ∂U and ∂V are concentric circles.

Proof. We assume A is conformally isomorphic to AR = {z ∈ C; 1 < |z| < R},
then mod(A) = 1

2π
logR. Take a conformal map ϕ : AR → A, preserving

the boundary order of A. Suppose that ϕ has Laurant expansion: ϕ(z) =∑
n∈Z anz

n. It follows from area formula that

area(V ) = π
∑
n∈Z

n|an|2R2n, area(U) = π
∑
n∈Z

n|an|2.

area(V )−R2area(U) = π
∑
n∈Z

n|an|2(R2n −R2) ≥ 0.(∗)

So we have

e4πmod(A) = R2 ≤ area(V )

area(U)
.

From (∗) we see that equality holds if and only if for all n ∈ Z\{0, 1}, an = 0.
In this case, ϕ(z) = a0 + a1z and ∂U ,∂V are concentric circles.

Theorem 2.2.2. 1. (Monotonicity) Let A1, A2 be two annuli, A1 ⊂ A2,
and A1 separates the two boundary curves of A2, then mod(A1) ≤ mod(A2).
Equality holds if and only if A1 = A2.

2. (Subadditivity) Let A1, A2, A be annuli. A1, A2 ⊂ A, and A1 ∩ A2 =

∅. We assume A1 and A2 separate the two boundary curves of A. Then
mod(A1) + mod(A2) ≤ mod(A). Equality holds if and only if A1, A2, A are
standard annuli with A1 ∪ A2 = A.

Proof. We only prove the ‘monotonicity’. The proof of the ‘subadditivity’
follows from the same argument. Since the modulus is conformal invariant,
we may assume A2 = {1 < |z| < R}. We denote by U, V the simply connected
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planar domains bounded by the inner boundary and outer boundary of A1.
By McMullen Inequality

mod(A1) ≤
1

4π
log

(
area(V )

area(U)

)
≤ 1

4π
log

(
πR2

π

)
= mod(A2).

The left equality holds if and only if the two boundaries of A1 are concentric
circles, and the middle equality implies that A1 = A2.

In the rest of this section, we introduce Grötzsch constant and discuss its
relationship with modulus. This constant is called Grötzsch defect in Buff and
Epstein’s paper [BE].

We say that a compact set K ⊂ C is equatorial if C −K consists of two
simply connected components, say U and V . Choose two base points p, q
with p ∈ U, q ∈ V , and then take α ∈ Aut(C), which maps p, q to 0,∞
respectively. Let ϕ0 : (D, 0) → (α(U), 0) and ϕ∞ : (C − D,∞) → (α(V ),∞)

be two Riemann mappings. Suppose that

ϕ0(z) =
∑
n≥1

anz
n, z ∈ D; ϕ∞(ζ) =

∑
n≤1

bnζ
n, ζ ∈ C− D.

We define the Grötzsch constant γ(K, p, q) of K about p, q by:

γ(K, p, q) =
1

2π
log
∣∣∣ b1
a1

∣∣∣.
One may verify that γ(K, p, q) is well-defined (independent of the choices of
α, ϕ0, ϕ∞).

Example 2.2.1. Let S the unit circle, choose two points p, q ∈ C, with |p| <
1, |q| > 1, we have

γ(S, p, q) =
1

2π
log

(
|p− q|2

(1− |p|2)(|q|2 − 1)

)
.

Theorem 2.2.3. The Grötzsch constant satisfies:
1. For any β ∈ Aut(C), γ(β(K), β(p), β(q)) = γ(K, p, q).
2. γ(K, p, q) ≥ 0. γ(K, p, q) = 0 if and only if there is β ∈ Aut(C), such

that β maps S, 0,∞ to K, p, q, respectively.
3. If the interior of K is an annulus A, then γ(K, p, q) ≥ mod(A). Equal-

ity holds if and only if there exist β ∈ Aut(C), R > 1, such that β maps
{1 ≤ |z| ≤ R}, 0,∞ to K, p, q, respectively.

4. (Reverse Grötzsch Inequality) For any R > 1, 0 < r < 1, let A(R, r) be
the annulus bounded by ϕ0({|z| = r}) and ϕ∞({|ζ| = R}), Ar be the annulus
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bounded by ϕ0({|z| = r}) and ∂α(U), AR be the annulus bounded by ϕ∞({|ζ| =
R}) and ∂α(V ). Then for any R > 1, 0 < r < 1, we have

mod(A(R, r)) ≤ mod(AR) + mod(Ar) + γ(K, p, q).

Equality holds for some pair (R, r) if and only if there is β ∈ Aut(C), L ≥ 1

such that β maps {1 ≤ |z| ≤ L}, 0,∞ to K, p, q, respectively.

Remark 2.2.1. The ‘Reverse Grötzsch Inequality’ is first introduced in [C],
see also [CT1]. In [CT1], Cui Guizhen and Tan Lei use it as an analytic tool
to prove a Thurston-type theorem for hyperbolic rational maps. In chaper 6,
we will also use it to prove the ‘Decomposition Theorem’.

Proof. One may verify 1 by definition, we omit the details. The proofs of
2 and 3 are based on the area formula. Since γ(K, p, q) is invariant under
Möbius transformation, we may identify K, p, q with α(K), 0,∞. It follows
from area formula that

area(U) = π
∑
n≥1

n|an|2, area(C− V ) = π
∑
n≤1

n|bn|2.

Since U ⊂ C − V , π|a1|2 ≤ area(U) ≤ area(C − V ) ≤ π|b1|2. This means
|b1| ≥ |a1|. Equivalently, γ(K, p, q) ≥ 0. |b1| = |a1| if and only if for any
n ≥ 2, an = 0, and for any n ≤ −1, bn = 0. So ∂U = |a1|S, ∂V = |b1|S + b0.
Since U ∩ V = ∅, we have that b0 = 0 and ∂U = ∂V = |a1|S.

If the interior of K is an annulus A, then it follows from McMullen In-
equality that

mod(A) ≤ 1

4π
log

(
area(C− V )

area(U)

)
≤ 1

4π
log

(
π|b1|2

π|a1|2

)
= γ(K, p, q).

Equality mod(A) = γ(K, p, q) holds if and only if the two boundary curves of
A are concentric circles, moreover ϕ0(z) = a1z, ϕ∞(ζ) = b1ζ + b0. One can
verify that in this case, there is β ∈ Aut(C) such that β maps {1 ≤ |z| ≤
e2πmod(A)}, 0,∞ to K, p, q, respectively.

Here, we give two different proofs of the ‘Reverse Grötzsch Inequality’.
The first is based on the McMullen Inequality. The bounded component of

C−ϕ0({|z| = r}) is denoted by Ur, the bounded component of C−ϕ∞({|ζ| =
R}) is denoted by VR. It follows from area formula that

area(Ur) = π
∑
n≥1

n|an|2r2n, area(VR) = π
∑
n≤1

n|bn|2R2n.

By McMullen Inequality,

mod(A(R, r)) ≤ 1

4π
log

(
area(VR)

area(Ur)

)
≤ 1

4π
log

(
π|b1|2R2

π|a1|2r2

)
= mod(AR) + mod(Ar) + γ(K, p, q).
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One may easily verify the condition when the equality holds.
Here is another proof of the ‘Reverse Grötzsch Inequality’, based on Koebe

distortion Theorem: we consider the function

f(R, r) = mod(A(R, r))−mod(AR)−mod(Ar), 0 < r < 1, R > 1.

It follows from Grötzsch inequality that f ≥ 0 and for any 0 < r2 ≤ r1 <

1, R2 ≥ R1 > 1, we have f(R1, r1) ≤ f(R2, r2). This implies the limit
limR→∞,r→0 f(R, r) exists. By Koebe Theorem, when r is small enough,
ϕ0({|z| = r}) looks like a round circle of radius a1r; when R is large enough,
ϕ∞({|ζ| = R}) looks like a round circle of radius b1R. It turns out that

mod(A(R, r)) =
1

2π
log

∣∣∣∣b1R(1 +O(1/R))

a1r(1 +O(r))

∣∣∣∣
=

1

2π
log

R

r
+

1

2π
log
∣∣∣ b1
a1

∣∣∣+O(1/R) +O(r).

So we have

lim
R→∞,r→0

f(R, r) =
1

2π
log
∣∣∣ b1
a1

∣∣∣ = γ(K, p, q).

This means, for any 0 < r < 1, R > 1, f(R, r) ≤ γ(K, p, q). Moreover, the
constant γ(K, p, q) is sharp.

2.3 Distortion Theorems

Here are some distortion theorems used in the thesis.

Theorem 2.3.1. (Koebe) Let f : D → C be a univalent function. Then for
all z ∈ D,

|f ′(0)| |z|
(1 + |z|)2

≤ |f(z)− f(0)| ≤ |f ′(0)| |z|
(1− |z|)2

.

Let U ( C be a simply connected planar domain and z ∈ U . The shape
of U about z is defined by:

Shape(U, z) = sup
x∈∂U

|x− z|/ inf
x∈∂U

|x− z|.

It’s obvious that Shape(U, z) = ∞ if and only if U is unbounded, and
Shape(U, z) = 1 if and only if U is a round disk centered at z. In all other
cases, 1 < Shape(U, z) <∞.
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Let K be a connected and compact subset of U , containing at least two
points. For any z1, z2 ∈ K, define the turning of K about z1 and z2 by:

∆(K; z1, z2) = diam(K)/|z1 − z2|,

where diam(·) is the Euclidean diameter. It’s obvious that 1 ≤ ∆(K; z1, z2) ≤
∞ and ∆(K; z1, z2) = ∞ if and only if z1 = z2.

Theorem 2.3.2. For i ∈ {1, 2}, let (Vi, Ui) be a pair of simply connected
planar domains with Ui ⊂ Vi ( C. g : V1 → V2 is a proper holomorphic map
of degree D, U1 is a component of g−1(U2) and let d = deg(g|U1). Then

1. We have the following modular distortion:

dmod(V1 \ U1) ≤ mod(V2 \ U2) ≤ Dmod(V1 \ U1).

2. Suppose further mod(V2 \ U2) ≥ m > 0, then
2.1. (Shape distortion) There is a constant C0(D,m) > 0 such that for all

z ∈ U1,
Shape(U1, z) ≤ C0(D,m)Shape(U2, g(z)).

2.2. (Turning distortion) There is a constant C1(D,m) > 0 such that for
any connected and compact subset K of U1 with #K ≥ 2 and any z1, z2 ∈ K,

∆(K; z1, z2) ≤ C1(D,m)∆(g(K); g(z1), g(z2)).

Proof. The proof of the first statement (modular distortion) can be found in
[KL].

Proof of the Shape distortion. The proof presented here is borrowed from
Zhai’s Thesis [Zhai]. Fix some point z ∈ U1, take two Riemann mappings
φ1 : (V1, z) → (D, 0) and φ2 : (V2, g(z)) → (D, 0), then the map G = φ2 ◦ g ◦
φ−1

1 : D → D is a proper map, and G(0) = 0. By modular distortion, we have
mod(V1 \ U1) ≥ m/D. By Koebe Theorem and Grötzsch Theorem, there are
two constants C1 = C1(m/D) and C2 = C2(m) such that

C−1
1 Shape(φ1(U1), 0) ≤ Shape(U1, z) ≤ C1Shape(φ1(U1), 0),

C−1
2 Shape(φ2(U2), 0) ≤ Shape(U2, g(z)) ≤ C2Shape(φ2(U2), 0).

In the following, we will show that there is a constant C3 = C3(D) > 0

such that
Shape(φ1(U1), 0) ≤ C3Shape(φ2(U2), 0).

Let

L1 = maxx∈∂φ1(U1) |x|, l1 = minx∈∂φ1(U1) |x|,
L2 = maxy∈∂φ2(U2) |y|, l2 = miny∈∂φ2(U2) |y|.
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By Schwarz Lemma, l1 ≥ l2. If L2 ≥ 1
2
, then

Shape(φ1(U1), 0) =
L1

l1
≤ 1

l1
≤ 2L2

l2
= 2Shape(φ2(U2), 0).

Now we consider the case L2 ≤ 1
2
. Let D2L2 = {z ∈ C; |z| < 2L2} and W

be the connected component of G−1(D2L2) that contains 0. By the maximum
modulus principle, W is simply connected. Let ϕ : (W, 0) → (D, 0) be a
Riemann mapping.

Then the map F = 1
2L2

G ◦ ϕ−1 : D → D is a proper map, with F (0) = 0.
Since F ◦ϕ◦φ1(U1) = 1

2L2
φ2(U2) and maxw∈∂F◦ϕ◦φ1(U1) |w| = 1

2
, by the previous

argument,
Shape(ϕ ◦ φ1(U1), 0) ≤ 2Shape(φ2(U2), 0).

Notice that mod(W\φ1(U1)) ≥ 1
2π

log 2, we have that mod(W\U2) ≥ 1
2πD

log 2.
By Koebe Theorem and Grötzsch Theorem, there is a constant C = C(D)

such that
Shape(φ1(U1), 0) ≤ CShape(ϕ ◦ φ1(U1), 0).

Then the conclusion follows immediately.

Proof of the Turning distortion. We assume that g(z1) 6= g(z2). For else,
∆(g(K); g(z1), g(z2)) = ∞ and the conclusion follows. Let ρ(x, y) be the
hyperbolic distance in V2 and let B1, B2 be the hyperbolic disks both centered
at g(z1), with radii maxζ∈g(K) ρ(g(z1), ζ) and ρ(g(z1), g(z2)) respectively. Let
ϕ : V2 → D be the Riemann mapping with ϕ(g(z1)) = 0 and let W = ϕ(U2).
Since mod(D \W ) = mod(V2 \ U2) ≥ m, we conclude by Grötzsch Theorem
that there is a constant r(m) ∈ (0, 1) such that W ⊂ Dr(m), here we use Dr

to denote the disk {z; |z| < r}.
Note that ϕ(B1), ϕ(B2) are two round disks centered at 0, say DR

and Dr respectively. By Koebe distortion, there exist three constants
C1(m), C2(m), C3(m) > 0 such that

Shape(B1, g(z1)) ≤ C1(m), Shape(B2, g(z1)) ≤ C2(m),

R/r ≤ C3(m) max
ζ∈g(K)∩∂B1

|g(z1)−ζ|/|g(z1)−g(z2)| ≤ C3(m)∆(g(K); g(z1), g(z2)).

For i ∈ {1, 2}, let Wi be the component of g−1(Bi) that contains z1. By the
Maximum Principle, W1 and W2 are simply connected. We may assume that
K ⊂ W 1 (for else, we can replace B1 by B̂1, a hyperbolic disk centered at g(z1)

with radius ε+maxζ∈g(K) ρ(g(z1), ζ), where ε is a small positive constant, and
then let ε→ 0+). Thus diam(K) ≤ diam(W1) ≤ 2 supζ∈∂W1

|ζ − z1|. Consider
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the location of z2, by Maximum Principle, either z2 ∈ ∂W2 or z2 ∈ U1 \W 2.
In either case, |z1 − z2| ≥ infζ∈∂W2 |ζ − z1|. Thus by Shape distortion,

∆(K; z1, z2) ≤ 2 sup
ζ∈∂W1

|ζ − z1|/ inf
ζ∈∂W2

|ζ − z1|

= 2Shape(W1, z1)Shape(W2, z1)Q(W1,W2, z1)

≤ C1(D,m)Shape(B1, g(z1))Shape(B2, g(z1))Q(W1,W2, z1)

≤ C2(D,m)Q(W1,W2, z1)

where Q(W1,W2, z1) = infζ∈∂W1 |ζ − z1|/ supζ∈∂W2
|ζ − z1|. In the following,

to finish, we show that there is a constant c(m) > 0 such that

Q(W1,W2, z1) ≤ c(m)∆(g(K); g(z1), g(z2)).

In fact, we just need consider the case Q(W1,W2, z1) > 1. In this case,
the annulus W1 \W 2 contains the round annulus {w ∈ C; supζ∈∂W2

|ζ − z1| <
|w − z1| < infζ∈∂W1 |ζ − z1|}. It turns out that

1

2π
logQ(W1,W2, z1) ≤ mod(W1 \W 2) ≤ mod(B1 \B2) =

1

2π
log

R

r

≤ 1

2π
log
(
C3(m)∆(g(K); g(z1), g(z2))

)
The conclusion follows.

2.4 Quasiconformal maps

Let f : X → Y be a homeomorphism between two Riemann surfaces. We
say that f is a K-quasiconformal map (K ≥ 1) if in the distribution sense,
∂f/∂z̄, ∂f/∂z ∈ L2

loc(X), and the Beltrami coefficient

µf (z) :=
∂f/∂z̄

∂f/∂z

satisfies ‖µf‖∞ ≤ k, where k = (K − 1)/(K + 1).
A mapping f is 1-quasiconformal map if and only if f is a conformal map

in the normal sense.

Theorem 2.4.1. (Measurable Riemann Mapping Theorem) For any
µ ∈ L∞(C) with ‖µ‖∞ < 1, there is a unique quasiconformal map φ : C → C,
which fixes 0, 1,∞ and satisfies µφ = µ.

Moreover, for any µ ∈ L∞(C) with ‖µ‖∞ ≤ 1, there exist a unique family
of quasiconformal maps φt : C → C, |t| < 1, which fix 0, 1,∞ and satisfy
µφt = tµ. Then φt(z) is holomorphic with respect to t ∈ D for each z ∈ C.
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A quasicircle is the image of the unit circle S under a quasiconformal map.

Theorem 2.4.2. (Ahlfors) A Jordan curve S ⊂ C is a quasicircle if and
only if there is a constant C > 0, such that for any p, q ∈ S, we have

min{diam(S+
pq), diam(S−pq)} ≤ C|p− q|,

where diam is the Euclidean diameter and S+
pq, S

−
pq are two components of

S − {p, q}.

Given a quasiconformal map φ : C → C, Astala [Ast] showed that the
Hausdorff dimension of the quasicircle φ(S) is less than 1 + ‖µφ‖∞. He also
conjectured that the upper bounded can be improved by 1 + ‖µφ‖2

∞. This
conjecture is resolved by Smirnov [Smi].

Theorem 2.4.3. (Smirnov) Let φ : C → C be a quasiconformal map, then
the Hausdorff dimension of φ(S) is bounded above by 1 + ‖µφ‖2

∞.

2.5 Holomorphic motion

Let D be the unit disk and E be a subset of C.

Definition 2.5.1. A map h : D × E → C is called a holomorphic motion of
E parameterized by D and with base point 0 if

1. h(0, z) = z for all z ∈ E,
2. For every c ∈ D, z 7→ h(c, z) is injective on E, and
3. For every z ∈ E, c 7→ h(c, z) is holomorphic for c ∈ D.

In fact, D can be replaced by any simply connected hyperbolic domain.
Here is the well-known ‘Holomorphic Motion Theorem’ see [Slo], [GJW]:

Theorem 2.5.1. (Slodkowski) Let E be a compact subset of C, h : D×E →
C be a holomorphic motion of E parameterized by D and with base point
0. Then there is a holomorphic motion H : D × C → C, which extends h.
Moreover, for any fixed c ∈ D, H(c, ·) : C → C is a quasiconformal map, with
dilatation

K(H(c, ·)) ≤ 1 + |c|
1− |c|

.

We can use Slodkowski’s Theorem and Smirnov’s Theorem to estimate
the Hausdorff dimension of Julia set when it is a quasicircle. The following
example illustrates how the methodology works.
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Example 2.5.1. Given a quadratic polynomial fc(z) = z2 + c, suppose that
c lies in the cardioid ♥ of the Mandelbrot set. Then the Julia set J(fc) is
a quasicircle and J(f0) = S. By the characterization of stability ([McM1],
Theorem 4.2), there is a holomorphic motion h : ♥× J(f0) → C of J(f0) = S
parameterized by ♥ and with base point 0, such that h(c, S) = J(fc) for all
c ∈ ♥. By Slodkowski’s Theorem, h admits an extension H : ♥×C → C, and
for any c ∈ ♥, H(c, ·) is a quasiconformal map with dilatation

K(H(c, ·)) ≤ exp(d♥(0, c)) =
1 + |1−

√
1− 4c|

1− |1−
√

1− 4c|
,

where d♥ is the hyperbolic metric in ♥. Notice that H(c, S) = J(fc) for all
c ∈ ♥, it follows from Smirnov’s Theorem that the Hausdorff dimension dc of
J(fc) satisfies:

dc ≤ 1 + |1−
√

1− 4c|2, c ∈ ♥.

This implies dc = 1 + O(|c|2) when |c| is small. One may compare this
estimate with Ruelle’s expansion of dc when |c| is small ([Ru]):

dc = 1 +
|c|2

4 log 2
+ o(|c|2).

Example 2.5.2. In chapter 4, we consider the quadratic family:

tλ(z) =
(z − 1 + λ

z − 1

)2

, λ ∈ C− {0}.

By the same method, we can show that when the Julia set J(tλ) is a quasi-
circle, the Hausdorff dimension dλ of J(tλ) satisfies:

dλ ≤ 1 + |φλ(0)|2/3,

where φλ is the Böttcher map of Tλ = tλ ◦ tλ defined near the supperattracting
fixed point 1. For more details, see the proof of Theorem 4.1.2.

2.6 Extremal quasiconformal conjugacy

Let fc(z) = z2+c andM be the Mandelbrot set, Bc be the Böttcher coordinate
of fc defined in a neighborhood of ∞. Douady and Hubbard [DH2] showed
that the map defined by

Φ :

{
C−M → C− D
c 7→ Bc(c)

is a conformal isomorphism.
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Let ρ(·, ·) be the hyperbolic distance in C −M . For any c1, c2 ∈ C −M ,
one may verify that

tanh
(ρ(c1, c2)

2

)
=

∣∣∣∣LogΦ(c1)− LogΦ(c2)

LogΦ(c1) + LogΦ(c2)

∣∣∣∣,
where Logz := log |z| + arg z and the branch of Log is chosen such that
| arg Φ(c1) − arg Φ(c2)| ≤ π. Let Q(c1, c2) be the set of all quasiconformal
conjugacies between fc1 and fc2 . That is, for any φ ∈ Q(c1, c2), φ : C → C is
a quasiconformal map and φ ◦ fc1 = fc2 ◦ φ.

Theorem 2.6.1. Given c1, c2 ∈ C−M , there is φ ∈ Q(c1, c2) such that

‖µφ‖ = inf{‖µϕ‖;ϕ ∈ Q(c1, c2)} = tanh
(ρ(c1, c2)

2

)
.

Proof. Step 1. For any ϕ ∈ Q(c1, c2),

‖µϕ‖ ≥ tanh
(ρ(c1, c2)

2

)
.

We may assume c1 6= c2, otherwise the conclusion follows immediately.
First notice that f ∗c1(µϕ) = µϕ. For λ ∈ D, let ϕλ solve the Beltrami equation

∂ϕλ

∂z̄
/
∂ϕλ

∂z
= λµϕ/‖µϕ‖,

with 0, 1,∞ fixed. ϕλ is holomorphic with respect to λ ∈ D and ϕ0 = id.
The map ϕλ◦fc1◦ϕ−1

λ is the quadratic polynomial of the form a(λ)z2+b(λ).
Let φλ = a(λ)ϕλ, then φλ ◦ fc1 ◦ φ−1

λ is the quadratic polynomial z2 + c(λ),
where c : D → C−M is a holomorphic map, with c(0) = c1, c(‖µϕ‖) = c2. By
Schwarz Lemma, we have

ρ(c1, c2) = ρ(c(0), c(‖µϕ‖)) ≤ dD(0, ‖µϕ‖) = log
1 + ‖µϕ‖
1− ‖µϕ‖

.

Equivalently,

‖µϕ‖ ≥ tanh
(ρ(c1, c2)

2

)
.

Step 2. For any c∗ ∈ C − M with arg Φ(c1) = arg Φ(c∗), there is ζ ∈
Q(c1, c∗), such that

‖µζ‖ = tanh
(ρ(c1, c∗)

2

)
=

∣∣∣∣ log |Φ(c1)| − log |Φ(c∗)|
log |Φ(c1)|+ log |Φ(c∗)|

∣∣∣∣.
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The proof is based on Thurston algorithm and the fact that J(fc1) has
zero Lebesgue measure. Here is the detail:

For i ∈ {1, ∗}, let Bi be the Böttcher coordinate of fci
, Ωi = {z ∈

F (fci
); |Bi(z)| > |Bi(ci)| = |Φ(ci)|} and Di = {w ∈ C; |w| > |Φ(ci)|}. We

define a quasiconformal homeomorphism δ : Ω1 → Ω∗ such that the following
diagram commutes

Ω1
δ //

B1

��

Ω∗

B∗
��

D1
reiθ 7→rαeiθ

// D∗

where α satisfies |Φ(c1)|α = |Φ(c∗)|. We can extend δ to a quasiconformal
map ζ0 : C → C. Then we can get a quasiconformal map ζ1 such that
fc∗ ◦ ζ1 = ζ0 ◦ fc1 and ζ1|Ω1 = δ. By Thurston algorithm, there is a sequence
of quasiconformal maps ζn : C → C such that fc∗ ◦ ζn+1 = ζn ◦ fc1 for n ≥ 0

and ζn+1 is isotopic to ζn rel f−n
c1

(Ω1). One can verify that

ess.supz∈f−n−1
c1

(Ω1)|µζn+1(z)| = ess.supz∈f−n
c1

(Ω1)|µζn(z)|.

For n ≥ 1, the quasiconformal dilatation K(ζn) of ζn is bounded above by
K(ζ0), so {ζn} is a normal family. This implies that there is a limit map
ζ∞ = lim ζn, which is in fact a q.c conjugacy between fc1 and fc∗ . Since J(fc1)

has zero Lebesgue measure, the Beltrami coefficient of ζ∞ satisfies

‖µζ∞‖ = ess.supz∈F (fc1 )|µζ∞(z)| = lim
n→∞

ess.supz∈f−n
c1

(Ω1)|µζ∞(z)|

= lim
n→∞

ess.supz∈f−n
c1

(Ω1)|µζn(z)| = ess.supz∈Ω1
|µζ0(z)|

= ess.supz∈Ω1
|µδ(z)| =

∣∣∣∣α− 1

α+ 1

∣∣∣∣ =

∣∣∣∣ log |Φ(c1)| − log |Φ(c∗)|
log |Φ(c1)|+ log |Φ(c∗)|

∣∣∣∣.
Step 3. The proof of the theorem.
We may replace c2, ϕ by c∗, ζ∞ respectively in Step 1. Then the map

c : D → C−M satisfies: c(0) = c1, c(‖µζ∞‖) = c∗. By Step 2,

ρ(c1, c∗) = ρ(c(0), c(‖µζ∞‖)) = dD(0, ‖µζ∞‖).
Thus c : D → C−M is a covering map. One can write explicitly

c(λ) = Φ−1(Φ(c1)
1+λ
1−λ ), λ ∈ D.

For any c2 ∈ C−M , we can chose λ ∈ c−1(c2) such that dD(0, λ) = ρ(c1, c2).
The quasiconformal map φλ conjugate fc1 to fc2 , and

‖µφλ
‖ = |λ| = tanh

(ρ(c1, c2)
2

)
,

as required.
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Remark 2.6.1. Given two quadratic polynomials fci
(z) = z2 + ci, i = 1, 2.

Suppose that c1 and c2 lie in the same hyperbolic component of the Mandelbrot
set M and neither of fci

is postcritically finite. Let λ(ci) be the multiplier of
the attracting cycle of fci

, Q(c1, c2) be the set of all quasiconformal conjugacies
between fc1 and fc2. Then by the same method (based on Thurston algorithm
and the fact that J(fci

) has zero Lebesgue measure) as in Theorem 2.6.1, one
can show that there is φ ∈ Q(c1, c2) such that

‖µφ‖ = inf{‖µϕ‖;ϕ ∈ Q(c1, c2)} =

∣∣∣∣Logλ(c1)− Logλ(c2)

Logλ(c1) + Logλ(c2)

∣∣∣∣,
where the branch of Log is chosen such that | arg λ(c1)− arg λ(c2)| ≤ π.





Chapter 3

On meromorphic invariant line
fields

3.1 Introduction

A line field supported on a subset E of the complex sphere C is the Beltrami
differential µ = µ(z)dz̄/dz supported on E with |µ| = 1. We say µ is mea-
surable if µ(z) is a measurable function. Let f be a rational map of degree
deg(f) ≥ 2. We say f admits an invariant line field if there is a measurable
line field µ supported on a set in C with positive measure such that f ∗µ = µ

a.e. (refer to [McM1]).
We are mostly interested in the invariant line fields which are carried on

the Julia sets for rational maps. One example ever known is so called ‘integral
Lattès map’, which is constructed via torus endomorphism. The construction
is as follows. Let X = C/Λ be a complex torus, and α be a complex number
such that |α| > 1 and αΛ ⊂ Λ. The multiplication by α induces an endo-
morphism F : X → X. Let ℘ : X → C be the Weierstrass function. Since
℘(−z) = ℘(z), the endomorphism F can induce a rational map f : C → C
such that f(℘(z)) = ℘(F (z)). Such a map f is called a Lattès map. If α is
an integer, then F admits an invariant line field on X. This line field has the
form eiθdz̄/dz and can descend to an invariant line field for f (see [McM1]).
On the other hand, we can verify that if f admits an invariant line field, then
this line field can lift to an invariant line field for F and α turns out to be an
integer. In this case, we say f is an integral Lattès map.

One of the central problems in complex dynamics is the following:

Conjecture. (No invariant line fields) A rational map f of degree
deg(f) ≥ 2 carries no invariant line fields on its Julia set, except when f is
an integral Lattès map.

The conjecture implies the density of hyperbolic maps in the space Ratd

of all rational maps of degree d (see [McM1]). Much study has been devoted
to special families of rational maps, especially quadratic polynomials of the
form fc(z) = z2 + c for c ∈ C. However, even for the quadratic family, the
conjecture is still unsolved.
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Fortunately, if we require the line field µ to be ‘good’, we can classify all
the rational maps which leave µ invariant. Here, a ‘good’ line field means
that it can be written in the form µ = φ̄/|φ|, where φ is a nonzero mero-
morphic quadratic differential defined on C. In this case, formally, we call
µ a meromorphic line field, dual to φ. Correspondingly, we say f admits a
meromorphic invariant line field if f ∗µ = µ.

Now we can formulate our main theorem:

Theorem 3.1.1. Let f be a rational map of degree deg(f) ≥ 2. Then f admits
a meromorphic invariant line field if and only if f is conformally conjugate
to one of the following maps:

1. Integral Lattès map.
2. Power map z 7→ zd, for d ∈ Z and |d| ≥ 2.
3. ±Tn, n ≥ 2, where Tn is the n-th Chebyshef polynomial defined by

Tn(2 cos z) = 2 cos(nz).

This theorem is deeply inspired by a theorem in [McM1] which states that
if a rational map f admits an invariant line field which is holomorphic on a
nonempty open set contained in the Julia set, then f is an integral Lattès
map. Moreover, three examples are provided in [McM1]. One is the power
map z 7→ zd, for which the line field is dual to dz2/z2; another is the integral
Lattès map, for which the line field is dual to

dz2

(z − p1)(z − p2)(z − p3)(z − p4)
;

the third is the quadratic polynomial f(z) = z2− 2, for which the line field is
dual to dz2/(z2 − 4). So it is a natural question to figure out whether these are
all examples which admit meromorphic invariant line fields. These examples
motivate our study.

It is interesting to compare our classification theorem with another tri-
chotomy theorem from the viewpoint of ‘permutable maps’. Motivated by
[M3], we call a rational map f is permutable if it commutes with another
rational map g, f ◦ g = g ◦ f , where both f and g have degree at least two,
and no iterate of f is equal to an iterate of g.

Theorem 3.1.2. (Ritt and Eremenko) A rational map f of degree
deg(f) ≥ 2 is permutable if and only if it is a finite quotient of an affine
map; that is if and only if it is either a Lattès, Chebyshef, or power map.

This theorem was first proved by Ritt [Ritt] in 1923, and by Eremenko [Ere]
using a quite different method in 1989. For higher dimensional analogues, see
[DS].
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This chapter has been published as [W]. The same result is obtained by
Rempe and van Strien in [RvS] using the orbifold theory, where they use
it to prove the absence of invariant line fields on the Julia set of a class of
transcendental meromorphic functions.

3.2 Proof of the Main Theorem

First, we need some notations. Let M(C) be the set of all meromorphic
quadratic differentials defined on C. For φ ∈ M(C), let Z(φ) and P(φ) be
the zero set and the pole set of φ respectively. The order of φ ∈ M(C) at a
point z0, denoted by ordz0(φ), is defined as follows. If z0 is a zero of φ of order
n, set ordz0(φ) = n; if z0 is a pole of φ of order n, set ordz0(φ) = −n; for other
cases, z0 is called a regular point of φ, set ordz0(φ) = 0. For a rational map
f , let C(f) be the set of all critical points,

P (f) =
⋃

c∈C(f),n>0

fn(c)

be the postcritical set. The backward orbit of a point z, under iteration of f
is denoted by orb−(z) =

⋃
n≥0 f

−n(z). Let deg(f, z) be the local degree of f
at z.

Proof of the Main Theorem. Let f be a rational map of degree
deg(f) ≥ 2 and µ = φ̄/|φ| be a meromorphic invariant line field of f for
some φ ∈M(C).

The ‘if’ part of the theorem is easy to verify. The proof for the ‘only if’
part is organized in five steps:

Step 1. f ∗(φ̄/|φ|) = φ̄/|φ| if and only if there is a positive constant C such
that f ∗φ = Cφ. This constant C is uniquely determined by f . Moreover, any
other meromorphic invariant line field of f must have the form eiθµ for some
θ ∈ R.

Note that the relation f ∗(φ̄/|φ|) = φ̄/|φ| is equivalent to

f ∗φ/φ = |f ∗φ|/|φ|. (3.1)

This indicates that the well-defined holomorphic map f ∗φ/φ : C → C takes
only positive value, thus equation (3.1) holds if and only if f ∗φ/φ is a positive
constant by open map theorem.

Now suppose µi = φ̄i/|φi| (i = 1, 2) are two meromorphic invariant line
fields for f . Above argument shows f ∗φi = Ciφi, i = 1, 2. Since φ1/φ2 is a
well-defined holomorphic map from C to itself, denoted by R, the relation

f ∗φ1

f ∗φ2

=
C1φ1

C2φ2
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implies that R ◦ f = (C1/C2)R. Comparing the degree of R ◦ f and f , we
conclude R is a nonzero complex constant, and C1 = C2. Therefore µ1 is
identical to µ2 up to a rotation.

From now on, we may write φ,C as φf , Cf , since they are determined by
f . To find all rational maps which admit meromorphic invariant line fields
is equivalent to find all solutions (f, φf , Cf ) ∈ Rat+

2 × M(C) × R+ to the
indeterminate equation

f ∗φf = Cfφf ,

where Rat+
2 is the space of all rational maps of degree at least two. In local

coordinate, φf = φf (z)dz
2, the indeterminate equation has the form

φf (f(z))f ′(z)2 = Cfφf (z). (3.2)

Moreover, for any z ∈ C, comparing the order of f ∗φf and φf at the point z,
we have the following identity

ordz

(
f ∗φf

)
= deg(f, z)

(
2 + ordf(z)(φf )

)
− 2 = ordz(φf ). (3.3)

Step 2. Z(φf ) = ∅.

For else, let z0 ∈ Z(φf ) 6= ∅. We can conclude from equation (3.2) that
orb−(z0) ⊂ Z(φf ). Since Z(φf ) is a discrete subset of C, #orb−(z0) <∞ and
#f−1

(
orb−(z0)

)
≥ #orb−(z0). On the other hand,

f−1
(
orb−(z0)

)
=
⋃
n≥1

f−n(z0) ⊂ orb−(z0).

So we have f−1
(
orb−(z0)

)
= orb−(z0). It is easy to see that all points in

orb−(z0) are superattracting periodic points. If #orb−(z0) ≥ 3, by Montel’s
Theorem, the set C̄\orb−(z0) is completely invariant and lies in the Fatou set
F (f). This indicates that the Julia set J(f) = ∅, which is a contradiction.
Thus #orb−(z0) can only be 1 or 2.

If #orb−(z0) = 2, then f is conformally conjugate to the power map
z 7→ zd, for some d ∈ Z. But as is known that any meromorphic invariant line
field of the power map must be dual to Cdz2/z2 (see the previous and Step
1), which has no zeros. So this leads to a contradiction.

If #orb−(z0) = 1, then f−1(z0) = {z0}, deg(f, z0) = deg(f). By identity
(3.3), we have

ordz0(f
∗φf ) = deg(f)

(
ordz0(φf ) + 2

)
− 2 = ordz0(φf ).

But this is also impossible since ordz0(φf ) ≥ 1, deg(f) ≥ 2.

Step 3. f is critically finite, that is #P (f) <∞. Moreover P (f) = P(φf ).
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For any c ∈ C(f), equation (3.2) implies that f(c) ∈ P(φf ). For else c will
be a zero of φf , which is already ruled out in step 2. Replacing f by fn, we
have fn(c) ∈ P(φf ), thus ⋃

n≥0

fn(C(f)) ⊂ P(φf ).

This means f is critically finite, since P(φf ) is a finite set. Moreover
P (f) ⊂ P(φf ).

If P(φf )\P (f) 6= ∅, taking z0 ∈ P(φf )\P (f), we have from equation (3.2)
that

orb−(z0) ⊂ P(φf ), #orb−(z0) = ∞,

which is a contradiction. This ends the proof of step 3.
By the Riemann-Roch theorem,

deg(φf ) = #Z(φf )−#P(φf ) = −#P(φf ) = −4.

This means that φf has four poles (counting the multiplicity). Since f is
critically finite, each periodic cycle of f is either repelling or superattracting
(See [McM1] or [M1]).

Step 4. If f has no superattracting cycle, then f is an integral Lattès map.

The proof in this step is due to McMullen, compare [McM1]. For com-
pleteness, we include it here.

We first show that φf has four simple poles. That is, up to a constant,

φf =
dz2

(z − p1)(z − p2)(z − p3)(z − p4)
.

Indeed, if φf has a pole p0 of order two or more, that is ordp0(φf ) ≤ −2,
then we can conclude from the identity (3.3) by induction that for any z ∈
orb−(p0), ordz(φf ) ≤ −2, therefore orb−(p0) ⊂ P(φf ). The similar argument
as in step 2 indicates that f−1

(
orb−(p0)

)
= orb−(p0) and #orb−(p0) = 1 or

2. It turns out that f is conjugate to a power map or a polynomial. In either
case, f has a superattracting cycle. But this will contradict the assumption.

Now we consider the orbifold Of of f . Recall that the orbifold Of of the
critically finite map f is a pair (C, Nf ), where Nf : C → N∪{∞} takes values
greater than one only on a discrete set of C. It is defined as follows:

(a) Nf (x) = 1 , when x ∈ C\P (f),
(b) Nf (x) is the least common multiple of the local degrees in the set

{deg(fn, y); fn(y) = x, n ≥ 1} for x ∈ P (f),
(c) Nf (x) = ∞ if the local degrees in the set {deg(fn, y); fn(y) = x, n ≥ 1}

are unbounded.
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We claim that Of = (C, (2, 2, 2, 2)). In fact, it’s easy to see that Nf (x) = 1

when x ∈ C\P (f). For x ∈ P (f), it is obvious Nf (x) ≥ 2. Let z ∈ f−n(x) for
n ≥ 1. Note that (fn)∗φf = Cn

f φf , by identity (3.3), we have

ordz

(
(fn)∗φf

)
= deg(fn, z)

(
2 + ordx(φf )

)
− 2 = ordz(φf ).

Since P (f) = P(φf ) and every pole of φf is simple in this case, ordx(φf ) = −1.
Therefore ordz(φf ) has only two choices 0 or −1 and deg(fn, z) can only be
1 or 2. Thus Nf (x) ≤ 2. The above argument shows that for any x ∈ P (f),
Nf (x) = 2. This proves the claim.

By Theorem A.5 in [McM1], if Of = (C, (2, 2, 2, 2)), then f is a Lattès
map. By assumption, f admits a meromorphic invariant line field, so f is
an integral Lattès map. Moreover, since φf is integrable over C, we have
Cf = deg(f) from the following identity∫

C
|f ∗φf | = deg(f)

∫
C
|φf |.

Step 5. If f has a superattracting cycle, then f is either conjugate to a
power map or conjugate to a Chebyshef polynomial.

Let z0 be a superattracting point of f with period p. From the identity
(3.3), we have

ordz0

(
(fp)∗φf

)
= deg(fp, z0)

(
2 + ordz0(φf )

)
− 2 = ordz0(φf ).

Since deg(fp, z0) ≥ 2, we have ordz0(φf ) = −2. Thus z0 is a pole of φf of
order two. Moreover by identity (3.3) and induction, all preimages of z0 are
poles of φf of order two. There are two possibilities:

(P1) z0 is a fixed point of f and f−1(z0) = {z0}.
(P2) z0 is of period two and f−1(z0) = {ζ}, f−1(ζ) = {z0}.
For (P1), there are two choices for φf up to a constant:

Case 1. φf =
dz2

(z − z0)2(z − z1)2
,

Case 2. φf =
dz2

(z − z0)2(z − z1)(z − z2)
.

In case 1, take γ ∈ Aut(C), the automorphism group of C, such that
γ(0) = z1, γ(∞) = z0. Then γ∗φf = Cdz2/z2 for some constant C and
F = γ−1◦f ◦γ is a polynomial such that F ∗(γ∗φf ) = Cfγ

∗φf . By conjugation,
we may assume f is a polynomial and φf = dz2/z2. The equation f ∗φf = Cfφf

is equivalent to
(f ′(z)/f(z))2 = Cf/z

2. (3.4)
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Comparing the leading coefficients in both sides of (3.4), we have Cf =

deg(f)2. It’s easy to find the general polynomial solution f(z) = Azd , where
A is a nonzero complex constant and d = deg(f). In this case, f is conjugate
to a power map.

In case 2, take γ ∈ Aut(C), such that γ(∞) = z0, γ(−2) = z1, γ(2) = z2.
It is easy to show γ∗φf = Cdz2/(z2 − 4) for some constant C and F = γ−1 ◦
f ◦γ is a polynomial. Thus as in case 1 we assume that f is a polynomial and
φf = dz2/(z2 − 4). The equation f ∗φf = Cfφf is equivalent to

f ′(z)2(z2 − 4) = Cf (f(z)2 − 4). (3.5)

We want to find all polynomial solutions to this equation. First note that
f(2) = 2 or −2 if we set z = 2. Comparing the leading coefficients in both
sides, we have Cf = deg(f)2. To solve the equation (3.5), we need a little
trick. Let

z = w +
1

w
, f(z) = ϕ(w) +

1

ϕ(w)
,

where ϕ(w) is required to be a holomorphic map, it need only to be defined in
some open set U in C. Indeed, since the map w 7→ w+w−1 is locally injective
when |w| is large, we can always do this. Calculation shows

f ′(z) = w
ϕ′(w)

ϕ(w)

ϕ(w)− ϕ(w)−1

w − w−1
.

Then the equation (3.5) becomes to

w
ϕ′(w)

ϕ(w)
= ±n, w ∈ U,

where n = deg(f). This new equation has general solution ϕ(w) = Cwn or
ϕ(w) = (Cwn)−1 for some undeterminate constant C, so we have

f
(
w +

1

w

)
= Cwn +

1

Cwn
, w ∈ U.

This relation in fact holds for all w ∈ C̄ by identity theorem of holomorphic
maps. If f(2) = 2, then C = 1, in this case f(2 cos z) = 2 cos(nz) if we write
w = eiz, so f = Tn. If f(2) = −2, then C = −1, in this case f = −Tn.
Therefore in case 2, f is conjugate to a Chebyshef polynomial Tn or −Tn.

Up to now, the only remaining case is (P2). In this case, we can easily
show that Cf = deg(f)2, φf = dz2/

(
(z − z0)

2(z − ζ)2
)

and f is conjugate to
the power map z 7→ zd, for d ∈ Z and d ≤ −2. We omit the details here.

The proof is completed.
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Remark 3.2.1. For convenience, we list all solutions to the indeterminate
equation f ∗φf = Cfφf in the following table:

f is conjugate to φf Cf Of

Integral Lattès map
dz2

(z − p1)(z − p2)(z − p3)(z − p4)
deg(f) (C, (2, 2, 2, 2))

Power map
dz2

(z − z0)2(z − z1)2
deg(f)2 (C, (∞,∞))

±Chebyshef polynomial
dz2

(z − z0)2(z − z1)(z − z2)
deg(f)2 (C, (2, 2,∞))

We can see that for all cases Of is a parabolic orbifold,
√
|φf | is an orbifold

metric on Of .



Chapter 4

A Non-escape Locus

4.1 Introduction

It is well known that the famous Mandelbrot set of the quadratic polynomials
fc(z) = z2 + c is defined by

M = {c ∈ C; fn
c (0) remains bounded as n→∞}.

The Mandelbrot set is the connected locus for the quadratic family. It is a
central object of study in complex dynamics since it exhibits a rich geometric
and combinatorial structure, with many intriguing details and many remaining
mysteries. One of most interesting results about M is that it is a connected
set, which was obtained by Douady and Hubbard in 1982 by constructing a
Riemann mapping from the exterior of M to C̄ \ D̄, see [DH3]. This result
leads to numerous further study of M , especially the study of its topological
and combinatorial properties, using the method of ‘parameter external rays’
and ‘puzzle’ techniques.

In this chapter, we deal with a family of rational maps

Tλ(z) =

(
z2 + λ− 1

2z + λ− 2

)2

,

where λ is a complex parameter. This family is indeed the family of renor-
malization transformations of 2-dimensional diamond-like hierachical Potts
models in statistical mechanics. In 1983, Derrida et al show that the Yang-
Lee zeros of the λ−state Potts model on the diamond hierachical lattice are
dense in the Julia set J(Tλ) of the map Tλ (See [DDI]). Since then, much
interest has been devoted to this family since it exhibits a connection between
statistical mechanics and complex dynamics (See [EL],[O],[QG],[QL]).

For this family, note that when λ = 0, the map Tλ degenerates to the
quadratic polynomial T0(z) = (z + 1)2/4; when λ ∈ C∗ = C \ {0}, 1 and ∞
are two superattracting fixed points for the map Tλ while 0 is a critical value.

The non-escape locus M (an analogue of Mandelbrot set) associated to
this family is defined by:

M = {λ ∈ C∗;T n
λ (0) 9n→∞ 1 and T n

λ (0) 9n→∞ ∞} ∪ {0}.
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Figure 4.1: The parameter plane for Tλ (λ ∈ C)

Figure 4.1 shows the picture of the non-escape locus M in the parameter
plane for this family. The non-escape locusM can be identified as the complex
plane minus infinitely many ‘bubbles’, which we will call ‘capture domains’
formally. An elementary property of M is that it is compact and symmetric
about the real axis. Moreover, the intersection M ∩ R is contained in the
closed interval [0, 3], with the boundary points 0 and 3 lying in M (See [QL]).
Many small copies of quadratic Mandelbrot set M are visible in the parameter
plane. It is an amazing fact that the small copies of quadratic Mandelbrot set
M are dense in M. This is the a philosophy of ‘universality of the Mandelbrot
set’, which was proved by McMullen, see [McM2].

For the non-escape locus M, we have the following:

Theorem 4.1.1. The non-escape locus M is connected.

For the Julia set, we have the following:

Theorem 4.1.2. If the Julia set J(Tλ) is a quasi-circle, then the Hausdorff
dimension of J(Tλ) satisfies:

HD(J(Tλ)) ≤ 1 + |φλ(0)|2/3,

where φλ is the Böttcher map of Tλ defined near the superattracting fixed point
1.

This chapter is organized as follows: in Section 4.2, we discuss the location
of the critical points and decompose the parameter plane into the non-escape
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locus M plus infinitely many capture domains; in Section 4.3, we parameter-
ize all the capture domains by constructing a Riemann mapping from every
capture domain to the unit disk D and prove Theorem 4.1.1; in Section 4.4, we
prove Theorem 4.1.2 by using Smirnov’s Theorem and Slodkowski’s Theorem.

This chapter has been published as [WQYQG]. I felt depressed when
I found that some of our results had already been included in Aspenberg
and Yampolsky’s paper [AY] after I finished writing this part two years ago.
Anyway, there are some differences between our argument and Aspenberg-
Yampolsky’s, so I include it here as a part of the thesis.

This chapter in fact deals with a special quadratic family. For more dis-
cussions of the quadratic family, see also [T] and [Rees3].

4.2 Critical points and capture domains

For λ ∈ C∗, let C(Tλ) be the set of all critical points for Tλ. Easy calculation
shows

T ′λ(z) =
4(z − 1)(z + λ− 1)(z2 + λ− 1)

(2z + λ− 2)3
.

Thus we have

C(Tλ) = {1,∞, 1− λ,±
√

1− λ, 1− λ/2}.

Moreover T−1
λ (∞) = {∞, 1 − λ/2}, T−1

λ (0) = {±
√

1− λ}. Let Aλ(1) and
Aλ(∞) be the immediate basins of attraction for the superattracting fixed
points 1 and ∞ respectively.

First, we introduce an interesting property of the map Tλ:
Splitting Principle For λ ∈ C∗, we have Tλ = tλ ◦ tλ, where

tλ(z) =
(z − 1 + λ

z − 1

)2

.

It’s easy to see that tλ permutes 1 and ∞, t−1
λ (Aλ(∞)) = Aλ(1). The orbits of

±
√

1− λ and 1− λ under iterations of Tλ in fact lie interlacedly in the same
orbit under iterations of tλ:

±
√

1− λ 7→ 1− λ 7→ 0 7→ (1− λ)2 7→ · · ·

Lemma 4.2.1. The Julia set J(Tλ) is connected for all λ ∈ C.

Proof. If λ = 0, T0(z) = (z + 1)2/4 is conformally conjugate to z 7→ z2 + 1/4,
whose Julia set is connected. If λ 6= 0, by Splitting Principle, J(Tλ) = J(tλ).
It is known from Yin (See [Yin]) that the Julia set for a quadratic rational
map is either connected or a Cantor set, thus J(tλ) is connected since tλ has
two superattracting periodic points 1 and ∞.
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Lemma 4.2.2. For λ ∈ C∗, the following conditions are equivalent.
1. J(Tλ) is a quasicircle.
2.
√

1− λ ∈ Aλ(1).
3. −

√
1− λ ∈ Aλ(1).

4. 0 ∈ Aλ(1).
5. 1− λ ∈ Aλ(∞).
6. 1− λ/2 ∈ Aλ(∞).

Proof. First we show 1 ⇒ 2+3+4+5+6. Suppose J(Tλ) is a quasicircle, the
Fatou set F (Tλ) decomposes into two completely invariant components Aλ(1)

and Aλ(∞). It is obvious that 1− λ/2 ∈ Aλ(∞) and ±
√

1− λ lie in the same
Fatou component. By Riemann-Hurwitz formula, {±

√
1− λ, 0} ⊂ Aλ(1) and

1− λ ∈ Aλ(∞).
It is obvious that 2 ⇒ 4, 3 ⇒ 4 since Tλ(±

√
1− λ) = {0} and Tλ fixes

Aλ(1). 5 ⇒ 4 follows from the fact that tλ(Aλ(∞)) = Aλ(1) and tλ(1−λ) = 0.
Now we show 4 ⇒ 1. Suppose 0 ∈ Aλ(1). Since T−1

λ (0) = {±
√

1− λ},
the pair {±

√
1− λ} has two possibilities of location: either both lie in Aλ(1)

or only one lies in Aλ(1). By Lemma 4.2.1, every Fatou component is simply
connected. We see that the latter is ruled out by Riemann-Hurwitz formula.
Thus {±

√
1− λ} ⊂ Aλ(1). Moreover C(Tλ) ∩ Aλ(1) = {1,±

√
1− λ} and

Aλ(1) is completely invariant.
Note that 1−λ ∈ T−1

λ (Aλ(∞)), since Tλ(1−λ) = tλ(0) ∈ Aλ(∞). For the
critical points 1−λ and 1−λ/2, either both lie in Aλ(∞) or at most one lies in
Aλ(∞). Also by Riemann-Hurwitz formula, the former is the only choice. So
we have {1− λ, 1− λ/2} ⊂ Aλ(∞) and Aλ(∞) is completely invariant. Thus
F (Tλ) = Aλ(1)∪Aλ(∞). Since Tλ is a hyperbolic map, J(Tλ) is a quasicircle.
Thus 4 ⇒ 1.

To conclude, we show 6 ⇒ 5. Suppose 1 − λ/2 ∈ Aλ(∞), this means
Aλ(∞) is completely invariant since T−1

λ (∞) = {∞, 1 − λ/2}. It turns out
that 1− λ ∈ Aλ(∞) by Riemann-Hurwitz formula.

Lemma 4.2.3. For any λ ∈ C∗, we have 0 /∈ Aλ(∞) and 1− λ /∈ Aλ(1).

Proof. If 0 ∈ Aλ(∞), then any critical point in the set {±
√

1− λ, 1−λ/2} will
lie in some component of T−1

λ (Aλ(∞)). Since every Fatou component of F (Tλ)

is simply connected by Lemma 4.2.1, this is impossible by Riemann-Hurwitz
formula.

Since t−1
λ (0) = {1 − λ} and t−1

λ (Aλ(∞)) = Aλ(1), 0 /∈ Aλ(∞) indicates
1− λ /∈ Aλ(1).

Since tλ permutes 1 and∞, we can describe the non-escape locus in another
way:

M = {λ ∈ C∗; t2n
λ (0) 9n→∞ 1 and t2n+1

λ (0) 9n→∞ 1} ∪ {0}
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Now we consider the parameters outside of the non-escape locus M.
Let λ be such a parameter, the critical value 0 is eventually mapped into
Aλ(1)∪Aλ(∞) under iterations of tλ. This observation leads to the following
definition:

Definition 4.2.1. Let

H0 = {λ ∈ C∗; 0 ∈ Aλ(1)},

Hn = {λ ∈ C∗; tnλ(0) ∈ Aλ(1), t
n−1
λ (0) /∈ Aλ(∞)}, n ≥ 1,

a component of Hn is called a capture domain of level n for n ≥ 0.

Lemma 4.2.4. The parameter plane has the following decomposition:

C = Mt
(
tn≥0 Hn

)
,

where t denotes the union of mutually disjoint sets.

Proof. First we show that the sets in {Hn;n ≥ 0} are mutually disjoint. If
not, suppose λ ∈ Hn ∩Hm for m > n ≥ 0. Then by definition

tnλ(0) ∈ Aλ(1), tmλ (0) ∈ Aλ(1), t
m−1
λ (0) /∈ Aλ(∞).

We see that tm−n
λ (Aλ(1)) = Aλ(1), so m−n is even and m−n ≥ 2. It follows

that tm−1
λ (0) = tm−n−1

λ (tnλ(0)) ∈ Aλ(∞). But this is a contradiction.
Now we prove that for any λ ∈ C \ M, λ must lie in Hn for some n ≥

0. Indeed, by definition of M, for any λ ∈ C \ M, either t2n
λ (0) → 1 or

t2n+1
λ (0) → 1 as n → ∞. So there is a minimal integer m ≥ 0 such that
tmλ (0) ∈ Aλ(1). If m = 0, then λ ∈ H0. If m = 1, Lemma 4.2.3 shows that
0 /∈ Aλ(∞), so λ ∈ H1. If m ≥ 2, we can conclude that tm−1

λ (0) /∈ Aλ(∞), for
else t−1

λ (Aλ(∞)) = Aλ(1) indicates tm−2
λ (0)∈Aλ(1), which will contradict the

choice of m. Thus in this case we also have λ ∈ Hm.

Remark 4.2.1. It is easy to verify that for n ≥ 1,

H2n = {λ ∈ C∗;T n
λ (0) ∈ Aλ(1), T

n−1
λ (0) /∈ Aλ(1)}

= {λ ∈ C∗;T n+1
λ (1− λ) ∈ Aλ(∞), T n

λ (1− λ) /∈ Aλ(∞)},
H2n−1 = {λ ∈ C∗;T n

λ (0) ∈ Aλ(∞), T n−1
λ (0) /∈ Aλ(∞)}

= {λ ∈ C∗;T n
λ (1− λ) ∈ Aλ(1), T

n−1
λ (1− λ) /∈ Aλ(1)}.

Lemma 4.2.5. For any λ ∈ C∗ \ H0, we have

Aλ(1) ∩ C(Tλ) = {1}, Aλ(∞) ∩ C(Tλ) = {∞}.

Proof. It is obvious that 1 − λ/2 /∈ Aλ(1). By Lemma 4.2.2, Aλ(1) does not
contain

√
1− λ or −

√
1− λ while Aλ(∞) does not contain 1− λ or 1− λ/2.

By Lemma 4.2.3, {±
√

1− λ}∩Aλ(∞) = ∅ and 1−λ /∈ Aλ(1). The conclusion
follows.
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4.3 Proof of Theorem 4.1.1

In this section, we parameterize all the capture domains in the parameter
plane. We show that every capture domain is simply connected by construct-
ing a Riemann mapping from the capture domain to the unit disk D, and this
will lead to the connectivity of the non-escape locus M.

To prove every capture domain of level n ≥ 1 is conformally equivalent to
the unit disk D, we use the method of quasiconformal surgery and holomor-
phic motion theorem (See Proposition 4.3.2). The method of quasiconformal
surgery is classic, which was first used by Douady and Hubbard to param-
eterize the hyperbolic components of the quadratic Mandelbrot set M (See
[DH2]). This method is developed by Roesch to study the parameter plane of
cubic Newton maps and McMullen maps, see [Ro2],[Ro3].

However, this method cannot be applied to H0, since the Julia set for the
map in H0 is a quasicircle and there is no way to construct quasiconformal
deformation. To deal with H0, we divide the proof into several steps. First,
for two maps tλ1 , tλ2 in H0 satisfying an ‘argument relation’, we construct a
quasiconformal conjugacy between the two maps elaborately using the philos-
ophy of so called ‘bootstrap argument’ (See Lemma 4.3.2). This construction
shows us an important relation between the Beltrami coefficient of the qua-
siconformal map and the Green functions of tλ1 and tλ2 . Furthermore, we
will see later that this quasiconformal map has an extremal property: its Bel-
trami coefficient achieves the minimal norm (See the concluding remark of
this section).

On the other hand, we show that the essential norm of the Beltrami coeffi-
cient can be bounded below by a constant depending on the Poincaré distance
between λ1 and λ2 in H0 (See Lemma 4.3.3). In this way, the Beltrami co-
efficient acts like a bridge connecting the Green functions with the Poincaré
distance. This yields an inequality between the two objects, which play a
crucial role in the parameterization for H0 (See Proposition 4.3.1). It is an
amusing fact that once we proveH0 is conformally equivalent to the punctured
disk D∗, we see that the inequality is actually an identity (See the concluding
remark of this section). This is again a philosophy of ‘bootstrap argument’.

As a consequence, we show the non-escape locus M has capacity equal to
2.

In the following, we always use D to denote the unit disk. Let D∗ = D\{0}
be the punctured disk and DR = {z ∈ C; |z| < R}. For a hyperbolic Riemann
surface S, let dS(z1, z2) be the hyperbolic distance for a pair (z1, z2) ∈ S × S.

For λ ∈ C∗, the map Tλ has two superattracting fixed points 1 and ∞.
The Green functions Gλ : Aλ(1) → (0,∞] and G∞

λ : Aλ(∞) → (0,∞] are
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defined as follows:

Gλ(z) = − lim
k→∞

2−k log |T k
λ (z)− 1|, z ∈ Aλ(1),

G∞
λ (z) = lim

k→∞
2−k log |T k

λ (z)|, z ∈ Aλ(∞).

It is known that Gλ and G∞
λ are continuous and satisfy:

Gλ ◦ Tλ(z) = 2Gλ(z), z ∈ Aλ(1),

G∞
λ ◦ Tλ(z) = 2G∞

λ (z), z ∈ Aλ(∞).

Lemma 4.3.1. For λ ∈ C∗, the Green functions satisfy:

Gλ ◦ tλ(z) = G∞
λ (z), z ∈ Aλ(∞),

G∞
λ ◦ tλ(z) = 2Gλ(z), z ∈ Aλ(1).

Proof. First suppose λ ∈ C∗ \ H0. By Lemma 4.2.5, the only critical point
of Tλ that lies in Aλ(1) is 1 itself, thus the Böttcher map φλ : Aλ(1) → D
defined by φλ(z) = lim

k→∞
(T k

λ (z)− 1)2−k

is a conformal isomorphism. Similarly,
the only critical point of Tλ that lies in Aλ(∞) is ∞ itself, the Böttcher map
φ∞λ : Aλ(∞) → C̄\D̄ defined by φ∞λ (z) = lim

k→∞
(T k

λ (z))2−k

is also a conformal
isomorphism. Since tλ : Aλ(∞) → Aλ(1) is a proper map of degree one, the
Böttcher maps satisfy:

φλ ◦ tλ(z) = (φ∞λ (z))−1, z ∈ Aλ(∞),

φ∞λ ◦ tλ(z) = (φλ(z))
−2, z ∈ Aλ(1).

Thus the Green functions satisfy:

Gλ ◦ tλ(z) = − log |φλ ◦ tλ(z)| = log |φ∞λ (z)| = G∞
λ (z), z ∈ Aλ(∞),

G∞
λ ◦ tλ(z) = log |φ∞λ ◦ tλ(z)| = −2 log |φλ(z)| = 2Gλ(z), z ∈ Aλ(1).

Now suppose λ ∈ H0, the Böttcher maps φλ and φ∞λ can be defined in
neighborhoods of 1 and∞ respectively, say Uλ(1) and Uλ(∞). We may assume
that Uλ(1) and Uλ(∞) are small enough such that tλ : Uλ(∞) → Uλ(1) is a
conformal isomorphism. Thus we have

φλ ◦ tλ(z) = (φ∞λ (z))−1, Gλ ◦ tλ(z) = G∞
λ (z), z ∈ Uλ(∞)

Let GOλ(1) =
⋃

n≥0 T
−n
λ (1) and GOλ(∞) =

⋃
n≥0 T

−n
λ (∞) be the grand

orbits of 1 and ∞ respectively. It is easy to check that t−1
λ (GOλ(1)) =

GOλ(∞), t−1
λ (GOλ(∞)) = GOλ(1). Note that Gλ is harmonic in

Aλ(1)\GOλ(1) and G∞
λ is harmonic in Aλ(∞)\GOλ(∞). The function Gλ ◦ tλ
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is harmonic in t−1
λ (Aλ(1)\GOλ(1)) = Aλ(∞)\GOλ(∞). Comparing Gλ ◦ tλ

andG∞
λ , we see that bothGλ◦tλ andG∞

λ are equal to∞ inGOλ(∞), harmonic
in Aλ(∞)\GOλ(∞). Since the two coincide in Uλ(∞), by identity theorem of
harmonic functions, we have Gλ ◦ tλ(z) = G∞

λ (z), z ∈ Aλ(∞). It follows that

G∞
λ ◦ tλ(z) = Gλ ◦ Tλ(z) = 2Gλ(z), z ∈ Aλ(1).

Lemma 4.3.2. Let λ1, λ2 ∈ H0 with arg φλ1(0) = arg φλ2(0), then there is a
quasiconformal map h with 0, 1,∞ fixed such that h ◦ tλ1 = tλ2 ◦ h. Moreover,
the Beltrami coefficient µ of h satisfies

‖µ‖∞ =

∣∣∣∣Gλ1(0)−Gλ2(0)

Gλ1(0) +Gλ2(0)

∣∣∣∣ .
Proof. For λ ∈ H0 and n ∈ Z, let Eλ(n) be the component of {z ∈
Aλ(1);Gλ(z) > 2−nGλ(0)} that contains 1 and E∞

λ (n) be the component
of {z ∈ Aλ(∞);G∞

λ (z) > 2−nG∞
λ (1− λ)} that contains ∞. By Lemma 4.3.1,

we can verify by induction that:
• For n ∈ Z, Eλ(n) ⊂⊂ Eλ(n+ 1), E∞

λ (n) ⊂⊂ E∞
λ (n+ 1).

•
⋃

n≥0Eλ(n) = Aλ(1),
⋃

n≥0E
∞
λ (n) = Aλ(∞).

• Eλ(n) and E∞
λ (n) are simply connected for all n ∈ Z.

• tλ : E∞
λ (n) → Eλ(n) is a proper map of degree one (if n ≤ 0) or two (if

n ≥ 1) while tλ : Eλ(n + 1) → E∞
λ (n) is a proper map of degree two for all

n ∈ Z.
Given λ1, λ2 ∈ H0 with arg φλ1(0) = arg φλ2(0), we define a quasicon-

formal map δ : D|φλ1
(0)| → D|φλ2

(0)| by δ(reiθ) = rαeiθ, where α satisfies
|φλ1(0)|α = |φλ2(0)|. In complex coordinate, δ(z) = z(α+1)/2z̄(α−1)/2. The
Beltrami coefficient µδ of δ satisfies

µδ(z) =
α− 1

α+ 1

z

z̄
, ‖µδ‖∞ =

∣∣∣∣α− 1

α+ 1

∣∣∣∣ =

∣∣∣∣Gλ1(0)−Gλ2(0)

Gλ1(0) +Gλ2(0)

∣∣∣∣ .
It is easy to check that δ(z2) = δ(z)2 for z ∈ D|φλ1

(0)|.
We first construct three quasiconformal maps h0 : Eλ1(0) → Eλ2(0), h∞0 :

E∞
λ1

(0) → E∞
λ2

(0) and h1 : Eλ1(1) → Eλ2(1) such that h1|Eλ1
(0) = h0 and the

following diagram is commutative.

Eλ1(1)
tλ1 //

h1

��

E∞
λ1

(0)
tλ1 //

h∞0
��

Eλ1(0)
φλ1 //

h0

��

D|φλ1
(0)|

δ
��

Eλ2(1)
tλ2

// E∞
λ2

(0)
tλ2

// Eλ2(0) φλ2

// D|φλ2
(0)|
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Note that φλi
: Eλi

(0) → D|φλi
(0)| is a conformal isomorphism for i ∈ {1, 2},

we can define a quasiconformal map h0 : Eλ1(0) → Eλ2(0) as follows:

h0(z) = φ−1
λ2
◦ δ ◦ φλ1(z), z ∈ Eλ1(0).

By construction, h0(1) = 1 and h0 ◦ Tλ1(z) = Tλ2 ◦ h0(z) for z ∈ Eλ1(0).
Moreover, the map h0 can be extended to a homeomorphism from Eλ1(0) to
Eλ2(0) with the boundary point 0 fixed.

Since tλi
: E∞

λi
(0) → Eλi

(0) is a proper map of degree one for i ∈ {1, 2},
the map h∞0 : E∞

λ1
(0) → E∞

λ2
(0) with ∞ fixed can be defined by

h∞0 (z) = t−1
λ2
◦ h0 ◦ tλ1(z), z ∈ E∞

λ1
(0).

Now we define h1. Since tλi
: Eλi

(1)\{1} → E∞
λi

(0)\{∞} is a covering map
of degree two, we can get a lifting of h∞0 , say h1 : Eλ1(1) \ {1} → Eλ2(1) \ {1},
such that h1(0) = 0 and h∞0 ◦ tλ1(z) = tλ2 ◦ h1(z), z ∈ Eλ1(1) \ {1}. By
continuity, we can define h1(1) = 1. Now we show h1|Eλ1

(0) = h0. First note
that both h1|Eλ1

(0) and h0 are liftings of h0 via branch covering maps Tλ1 and
Tλ2 . That is, the following diagram is commutative.

Eλ1(0)
F //

Tλ1

��

Eλ2(0)

Tλ2

��
Eλ1(−1)

h0

// Eλ2(−1)

where F ∈ {h1|Eλ1
(0), h0}. Since Tλi

: Eλi
(0) \ {1} → Eλi

(−1) \ {1} is a
covering map of degree two and both h1 and h0 fix the boundary point 0 on
∂Eλ1(0), we conclude h1|Eλ1

(0) = h0 by uniqueness of lifting and continuity.
Suppose for some n ≥ 0, we already get quasiconformal maps hn :

Eλ1(n) → Eλ2(n), h∞n : E∞
λ1

(n) → E∞
λ2

(n) and hn+1 : Eλ1(n+ 1) → Eλ2(n+ 1)

such that hn+1|Eλ1
(n) = hn and the right part of the following diagram is

commutative.

Eλ1(n+ 2)
tλ1 //

hn+2

��

E∞
λ1

(n+ 1)
tλ1 //

h∞n+1

��

Eλ1(n+ 1)
tλ1 //

hn+1

��

E∞
λ1

(n)
tλ1 //

h∞n
��

Eλ1(n)

hn

��
Eλ2(n+ 2)

tλ2

// E∞
λ2

(n+ 1)
tλ2

// Eλ2(n+ 1)
tλ2

// E∞
λ2

(n)
tλ2

// Eλ2(n)

We want to get extensions of h∞n and hn+1, denoted by h∞n+1 and hn+2 respec-
tively, such that the left part of the diagram is commutative.

We first construct h∞n+1. Since tλi
: E∞

λi
(n+1)\{1−λi} → Eλi

(n+1)\{0}
is a covering map of degree two for i ∈ {1, 2}, there is a lifting of hn+1, say
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h∞n+1 : E∞
λ1

(n+ 1) \ {1−λ1} → E∞
λ2

(n+ 1) \ {1−λ2}, such that h∞n+1(∞) = ∞
and hn+1 ◦ tλ1(z) = tλ2 ◦ h∞n+1(z) for z ∈ E∞

λ1
(n+ 1) \ {1− λ1}. By continuity,

we can define h∞n+1(1 − λ1) = 1 − λ2. Now we show h∞n+1|E∞λ1
(n) = h∞n . By

assumption hn+1|Eλ1
(n) = hn, we have

hn ◦ tλ1(z) = tλ2 ◦ F (z), z ∈ E∞
λ1

(n), F ∈ {h∞n+1|E∞λ1
(n), h

∞
n }.

Since tλi
: E∞

λi
(n) \ {1 − λi} → Eλi

(n) \ {0} is a covering map of degree one
(if n = 0) or two (if n ≥ 1) for i ∈ {1, 2} and h∞n+1(∞) = h∞n (∞) = ∞, we
conclude h∞n+1|E∞λ1

(n) = h∞n by uniqueness of lifting and continuity.
We then construct hn+2. Since tλi

: Eλi
(n+ 2) \ {1} → E∞

λi
(n+ 1) \ {∞}

is a covering map of degree two for i ∈ {1, 2}, h∞n+1 can be lifted to hn+2 such
that hn+2(0) = 0. We have just proved that h∞n+1|E∞λ1

(n) = h∞n , thus both
hn+2|Eλ1

(n+1) and hn+1 satisfy

h∞n ◦ tλ1(z) = tλ2 ◦ F (z), z ∈ Eλ1(n+ 1), F ∈ {hn+2|Eλ1
(n+1), hn+1}.

Again by uniqueness of lifting and continuity, we have hn+2|Eλ1
(n+1) = hn+1.

By induction, we finally get two sequences of quasiconformal maps {hn :

Eλ1(n) → Eλ2(n); n ≥ 0} and {h∞n : E∞
λ1

(n) → E∞
λ2

(n); n ≥ 0} such that
hn+1 and h∞n+1 are extensions of hn and h∞n respectively for n ≥ 0.

Up to now, we can define two quasiconformal maps β : Aλ1(1) → Aλ2(1)

and γ : Aλ1(∞) → Aλ2(∞) such that β|Eλ1
(n) = hn, γ|E∞λ1

(n) = h∞n for all
n ≥ 0. It’s easy to check

• γ ◦ tλ1(z) = tλ2 ◦ β(z), z ∈ Aλ1(1),
• β ◦ tλ1(z) = tλ2 ◦ γ(z), z ∈ Aλ1(∞),
• The Beltrami coefficients of β and γ, say µβ and µγ, satisfy ‖µβ‖∞ =

‖µγ‖∞ = ‖µδ‖∞.
By Lemma 4.2.2, the Julia sets J(tλ1) and J(tλ2) are quasicircles, thus we

can get extensions of β and γ, denoted by β̄ and γ̄ respectively, such that β̄ :

Aλ1(1)∪J(tλ1) → Aλ2(1)∪J(tλ2) and γ̄ : Aλ1(∞)∪J(tλ1) → Aλ2(∞)∪J(tλ2)

are homeomorphisms (See [Ahl]). By continuity, we have

γ̄ ◦ tλ1(z) = tλ2 ◦ β̄(z), β̄ ◦ tλ1(z) = tλ2 ◦ γ̄(z), z ∈ J(tλ1). (4.1)

In the following, we show β̄|J(tλ1
) = γ̄|J(tλ1

). Let Fix(R) be the set of all
fixed points for a rational map R. First note that for λ ∈ H0, the set Fix(tλ)

consists of three repelling fixed points and Fix(Tλ) = Fix(tλ) ∪ {1,∞}. The
maps β̄ and γ̄ satisfy

τ ◦ Tλ1(z) = Tλ2 ◦ τ(z), z ∈ J(tλ1), τ ∈ {β̄, γ̄}.

Thus both β̄ and γ̄ map Fix(Tλ1)∩ J(tλ1) = Fix(tλ1) onto Fix(Tλ2)∩ J(tλ2) =

Fix(tλ2). By (4.1), we have β̄|Fix(tλ1
) = γ̄|Fix(tλ1

). Let e(z) = β̄−1 ◦ γ̄(z)
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for z ∈ J(tλ1). The map e : J(tλ1) → J(tλ1) is an orientation preserving
homeomorphism with three fixed points and satisfies

e ◦ tλ1 ◦ e(z) = tλ1(z), z ∈ J(tλ1). (4.2)

We show e is in fact the identity map by induction. For p ∈ Fix(tλ1),
e(p) = p. Suppose t−1

λ1
(p) = {p, q}, by (4.2), we have t−1

λ1
(p) = {p, q} =

{e(p), e(q)}, thus e(q) = q. Assume that for some n ≥ 1, e|t−n
λ1

(p) = id. For

any q ∈ t−(n+1)
λ1

(p)\t−n
λ1

(p), there is pn ∈ t−n
λ1

(p), such that q ∈ t−1
λ1

(pn) = {q, q′}.
By (4.2), we have {q, q′} = {e(q), e(q′)}. Since e is orientation preserving, the
triples {q, q′, pn} and {e(q), e(q′), e(pn) = pn} have the same cyclic order, thus
e(q) = q, e(q′) = q′. In this way, we have e|

t
−(n+1)
λ1

(p)
= id. By induction,

e|⋃
n≥0 t−n

λ1
(p) = id. Since J(tλ1) =

⋃
n≥0 t

−n
λ1

(p), we conclude that e is the
identity map by continuity. This means β̄ and γ̄ coincide on the Julia set
J(tλ1).

Now we define

h(z) =

{
β̄(z), z ∈ Aλ1(1)

⋃
J(tλ1),

γ̄(z), z ∈ Aλ1(∞).

The map h : C̄ → C̄ is a homeomorphism with 0, 1 and ∞ fixed such that

h ◦ tλ1(z) = tλ2 ◦ h(z), z ∈ C.

By construction, h|F (tλ1
) : F (tλ1) → F (tλ2) is a quasiconformal map. Since

the Julia set J(tλ1) is a quasicircle which is quasiconformally removable, the
map h : C̄ → C̄ is actually a quasiconformal map. Moreover, the Beltrami
coefficient µ of h satisfies

|µ(z)| = ‖µ‖∞ =

∣∣∣∣Gλ1(0)−Gλ2(0)

Gλ1(0) +Gλ2(0)

∣∣∣∣ , a.e. z ∈ C.

Lemma 4.3.3. For λ1, λ2 ∈ C∗, suppose there is a quasiconformal map h

such that h ◦ tλ1 = tλ2 ◦ h, then either λ1 = λ2 ∈ ∂M or λ1 and λ2 lie in the
same component of C\∂M. In the latter case, suppose λ1 and λ2 lie in the
component U of C\∂M, then

‖µ‖∞ ≥ exp(dU(λ1, λ2))− 1

exp(dU(λ1, λ2)) + 1
,

where µ is the Beltrami coefficient of h.
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Proof. First note that h fixes 0, 1 and ∞. Since tλ1 and tλ2 are quasiconfor-
mally conjugate via h, the Beltrami coefficient µ of h satisfies t∗λ1

(µ) = µ.
If ‖µ‖∞ = 0, then h is the identity map and λ1 = λ2. The conclusion

follows.
In the following, we assume ‖µ‖∞ > 0. For c ∈ D, let fc solve the Beltrami

equation
∂fc

∂z̄
/
∂fc

∂z
= cµ/‖µ‖∞

with 0, 1,∞ fixed. fc is holomorphic with respect to c ∈ D and f0 = id.
The map Rc = fc◦tλ1◦f−1

c is a rational map since it preserves the standard
complex structure. It is of degree two and satisfies the following properties:

• Rc is holomorphic with respect to c ∈ D and R0 = tλ1 ;
• Rc permutes 1 and ∞. Moreover, 1 is a pole of Rc of order two;
• Rc has a zero of order two.
It is easy to check that

Rc(z) = fc ◦ tλ1 ◦ f−1
c (z) =

(z − 1 + λ(c)

z − 1

)2

= tλ(c)(z),

where c 7→ λ(c) is a holomorphic map from D to C and λ(0) = λ1. Since

tλ(c) ◦ fc(1− λ1) = fc ◦ tλ1(1− λ1) = fc(0) = 0,

we have 1−λ(c) = fc(1−λ1). Thus λ has the expression λ(c) = 1−fc(1−λ1).
It is obvious that λ(‖µ‖∞) = λ2 since f‖µ‖∞ = h.

First suppose λ1 ∈ ∂M. Note that tλ(c) has the same dynamical property
as tλ1 for all c ∈ D, the map λ : D → C can not take values outside of the non-
escape locus M. By open map theorem, λ is a constant map. In particular,
λ1 = λ2.

Now suppose λ1 ∈ C\∂M. In this case, the image λ(D) under the map
λ : D → C has no intersection with ∂M by the previous argument, thus
λ(D) must be contained in some component U of C\∂M (U is a hyperbolic
Riemann surface since ∂M∩R contains at least three points: 0, 3 and 32/27.
See [QL]). Since the map λ : D → U is holomorphic, by Schwarz lemma,

dU(λ1, λ2) = dU(λ(0), λ(‖µ‖∞)) ≤ dD(0, ‖µ‖∞) = log
1 + ‖µ‖∞
1− ‖µ‖∞

.

Thus we have
‖µ‖∞ ≥ exp(dU(λ1, λ2))− 1

exp(dU(λ1, λ2)) + 1
.

Lemma 4.3.4. H0 is connected and H0∪{∞} contains a neighborhood of ∞.
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Proof. First we make a coordinate change for the family {Tλ;λ ∈ H0}. Let
λ = ν−3 and ϕν(z) = ν2(z − 1). We can conjugate Tλ to a new map Sν =

ϕν ◦ Tλ ◦ ϕ−1
ν . Calculation shows

Sν(ζ) =
ζ2(2ν + 4ν2ζ + ζ2)

(1 + 2νζ)2
.

To prove H0 ∪ {∞} contains a neighborhood of ∞ is equivalent to prove
0 ∈ Aλ(1) when |λ| is large. It’s also equivalent to prove

−ν2 = ϕν(0) ∈ ϕν(Aλ(1)) = Aν(0)

when |ν| is small, where Aν(0) is the immediate basin of attraction for the
superattracting fixed point ζ = 0 of the map Sν . By continuity, there is a
small positive number δ such that when |ν| < δ, we have Sν(D1/2) ⊂ D1/2.
This means D1/2 lies in the Fatou set F (Sν). Thus −ν2 ∈ D1/2 ⊂ Aν(0) when
|ν| is small.

To conclude, we show H0 is connected. The map Φ : H0 ∪ {∞} → D
defined by Φ(λ) = φλ(0) for λ ∈ H0 and Φ(∞) = 0 is holomorphic and locally
injective in a neighborhood V∞ of ∞ (See the proof of Proposition 4.3.1).
Thus the image Φ(H0 ∪ {∞}) contains a neighborhood of 0. For any λ ∈ H0,
there is λ0 ∈ V∞ \ {∞} such that arg φλ0(0) = arg φλ(0). By Lemma 4.3.2,
tλ and tλ0 are quasiconformally conjugate. By Lemma 4.3.3, λ and λ0 lie in
the same component of H0. Thus H0 is connected and it is the unbounded
component of C \ ∂M.

Proposition 4.3.1. The map Φ : H0 → D∗ defined by Φ(λ) = φλ(0) is a
conformal isomorphism, where φλ is the Böttcher map for Tλ defined near
the fixed point 1.

Proof. We develop two methods to prove the proposition. The first is to prove
that the map Φ is a proper map of degree one while the second is to prove the
map Φ preserves the Poincaré metrics. Lemma 4.3.2 and Lemma 4.3.3 play a
crucial role in both proofs.

First note that the map Φ : H0 → D∗ has Laurent expansion

Φ(λ) = −2λ−1 +O(λ−2)

when |λ| is large and ∞ is a removable singularity for Φ. Thus we can define
Φ(∞) = 0 such that Φ : H0 ∪ {∞} → D is holomorphic and locally injective
near ∞. Moreover, there exist a neighborhood V∞ of ∞ and ε ∈ (0, 1) such
that Φ : V∞ → Dε is biholomorphic. We may assume ∂V∞ is an analytic
simple curve by choosing ε small enough.
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Proof 1. Given any λ ∈ H0 \ V∞, there is a unique λ0 ∈ ∂V∞ such that
arg φλ0(0) = arg φλ(0). It follows from Lemma 4.3.2 and Lemma 4.3.3 that

exp(dH0(λ, λ0))− 1

exp(dH0(λ, λ0)) + 1
≤
∣∣∣∣Gλ(0)−Gλ0(0)

Gλ(0) +Gλ0(0)

∣∣∣∣ =

∣∣∣∣Gλ(0)− log(1/ε)

Gλ(0) + log(1/ε)

∣∣∣∣ .
From this inequality and by continuity of the function λ 7→ Gλ(0) =

− log |Φ(λ)|, we conclude Gλ(0) ≤ log(1/ε) for all λ ∈ H0 \ V∞. Thus we
have

exp(dH0(λ, ∂V∞))− 1

exp(dH0(λ, ∂V∞)) + 1
≤ exp(dH0(λ, λ0))− 1

exp(dH0(λ, λ0)) + 1
≤ log(1/ε)−Gλ(0)

log(1/ε) +Gλ(0)
,

where dH0(λ, ∂V∞) = infζ∈∂V∞ dH0(λ, ζ). This inequality indicates

Gλ(0) ≤ log(1/ε) exp(−dH0(λ, ∂V∞)), λ ∈ H0 \ V∞.

From this we know that when λ→ λ∗ ∈ C∩∂H0, we have dH0(λ, ∂V∞) →∞,
Gλ(0) → 0 and |Φ(λ)| → 1. This implies that Φ : H0 ∪ {∞} → D is a proper
map. Since Φ−1(0) = {∞} and Φ is locally injective near ∞, Φ is a conformal
isomorphism.

Proof 2. Given λ0 ∈ V∞ \ {∞}, there is an analytic arc γ in V∞ passing
through λ0 such that arg φλ0(0) = arg φλ(0) for all λ ∈ γ. By Lemma 4.3.2
and Lemma 4.3.3, we have

exp(dH0(λ, λ0))− 1

exp(dH0(λ, λ0)) + 1
≤
∣∣∣∣Gλ(0)−Gλ0(0)

Gλ(0) +Gλ0(0)

∣∣∣∣ =
| log Φ(λ)− log Φ(λ0)|
| log |Φ(λ)|+ log |Φ(λ0)||

, λ ∈ γ.(4.3)

Taking a limit λ→ λ0 along γ, we have

lim
λ→λ0

1

|λ− λ0|
exp(dH0(λ, λ0))− 1

exp(dH0(λ, λ0)) + 1
=

ρH0(λ0)

2
,

lim
λ→λ0

1

|λ− λ0|
| log Φ(λ)− log Φ(λ0)|
| log |Φ(λ)|+ log |Φ(λ0)||

=
|Φ′(λ0)|

2|Φ(λ0)| log(1/|Φ(λ0)|)
,

where dsH0 = ρH0(λ)|dλ| is the Poincaré metric on H0. By (4.3), we have

dsH0(λ0) = ρH0(λ0)|dλ| ≤
|Φ′(λ0)||dλ|

|Φ(λ0)| log(1/|Φ(λ0)|)
= Φ∗(dsD∗)(λ0).

On the other hand, by Schwarz Lemma, Φ∗(dsD∗)(λ0) ≤ dsH0(λ0). Thus
we have Φ∗(dsD∗)(λ0) = dsH0(λ0). This indicates the map Φ : H0 → D∗ is
a covering map. Note that H0 is not simply connected since ∞ is a cusp,
H0 is conformally equivalent to D∗ and Φ is a proper map (See [F]). Since
Φ : H0 → D∗ has Laurent expansion Φ(λ) = −2λ−1 + O(λ−2) near ∞, Φ is a
conformal isomorphism.
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Corollary 4.3.1. The non-escape locus M has logarithmic capacity equal to
2.

Proof. We know from Proposition 4.3.1 that the map Φ : H0 → D∗ is a con-
formal isomorphism, thus the Green function for H0 is Gλ(0) = − log |Φ(λ)|,
whose asymptotic behavior at ∞ is of the form

Gλ(0) = log |λ|+ γ + o(1),

where γ = − log 2 is the Robin constant. Since C∩∂H0 is the outer boundary
of M, the capacity of M is equal to e−γ = 2.

Proposition 4.3.2. Let H be a component of Hn for n ≥ 1, the map ΦH :

H → D defined by ΦH(λ) = φλ(t
n
λ(0)) is a conformal isomorphism, where φλ

is the Böttcher map for Tλ defined throughout Aλ(1).

Proof. The proof will be based on the following claim:
Claim :There is a holomorphic map λ : D → H such that ΦH(λ(ζ)) = ζ

for all ζ ∈ D.
Once the claim is proved, we see that ΦH is surjective and admits a global

inverse map λ. Thus ΦH : H → D is in fact a conformal isomorphism. Now
we will prove the claim via quasiconformal surgery and holomorphic motion
theorem.

Given any λ0 ∈ H, let Wλ0 be the component of t−1
λ0

(Aλ0(1)) other than
Aλ0(∞). By definition of H, tn−1

λ0
(0) ∈ Wλ0 . The Böttcher map φλ0 can be

defined in the whole basinAλ0(1) since there is no critical point inAλ0(1) other
than 1 (By Lemma 4.2.5). Let ζ0 = φλ0(t

n
λ0

(0)). For κ > 0, let D(ζ0, κ) =

{ζ ∈ D; dD(ζ, ζ0) < κ} be the hyperbolic disk centered at ζ0 with radius
κ, Wλ0,κ = (tλ0|Wλ0

)−1 ◦ φ−1
λ0

(D(ζ0, κ)) be the relatively compact subset of
Wλ0 . For any ζ ∈ D(ζ0, κ), we will define a map δζ : Wλ0,κ → φ−1

λ0
(D(ζ0, κ))

satisfying the following properties:
• δζ0(z) = tλ0(z) for all z ∈ Wλ0,κ;
• δζ(tn−1

λ0
(0)) = φ−1

λ0
(ζ);

• δζ : Wλ0,κ → φ−1
λ0

(D(ζ0, κ)) is a quasiconformal map for any fixed ζ;
• δζ is holomorphic with respect to ζ ∈ D(ζ0, κ) for any fixed z ∈ Wλ0,κ.
Let E = ∂D(ζ0, κ) ∪ {ζ0}. To construct such a map δζ , we first define a

map h : D(ζ0, κ)× E → D as follows:

h(ζ, z) =

{
z, z ∈ ∂D(ζ0, κ),

ζ, z = ζ0.

It is easy to check that
• h(ζ0, z) = z, z ∈ E,
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• for every fixed ζ ∈ D(ζ0, κ), z 7→ h(ζ, z) is injective on E,
• for every fixed z ∈ E, ζ 7→ h(ζ, z) is holomorphic in D(ζ0, κ).
Thus h : D(ζ0, κ) × E → D is a holomorphic motion parameterized by

D(ζ0, κ) with base point ζ0. By Slodkowski’s theorem (See Theorem 2.5.1
or [Slo]), there is a holomorphic motion H : D(ζ0, κ) × C̄ → C̄ extending h.
Moreover, for any fixed ζ ∈ D(ζ0, κ), H(ζ, ·) : C̄ → C̄ is a quasiconformal map
with dilatation K(H(ζ, ·)) ≤ exp(dD(ζ0,κ)(ζ0, ζ)). In particular, H(ζ0, ·) is the
identity map. Let

δζ(z) = φ−1
λ0
◦H(ζ, φλ0 ◦ tλ0(z))

for z ∈ Wλ0,κ. It is easy to check that δζ satisfies the required properties.
Now we define a quasiregular map

Lζ(z) =

{
δζ(z), z ∈ Wλ0,κ,

tλ0(z), z ∈ C̄ \Wλ0,κ.

Let σ be the standard complex structure, we can construct a complex structure
σζ invariant under Lζ as follows:

σζ =

{
(tmλ0

)∗(δ∗ζσ), in t−m
λ0

(Wλ0,κ) for m ≥ 0,

σ, in C̄ \
⋃

m≥0 t
−m
λ0

(Wλ0,κ).

Let µζ be the Beltrami coefficient for the complex structure σζ . Since Lζ

is equal to tλ0 outside of Wλ0,κ, it is easy to check that

‖µζ‖∞ ≤ K(H(ζ, ·))− 1

K(H(ζ, ·)) + 1
≤

exp(dD(ζ0,κ)(ζ0, ζ))− 1

exp(dD(ζ0,κ)(ζ0, ζ)) + 1
< 1

for all ζ ∈ D(ζ0, κ). Moreover, µζ is holomorphic with respect to ζ in the
distribution sense by Slodkowski’s theorem. By Ahlfors-Bers Theorem, there
is a quasiconformal map fζ : C̄ → C̄ with 0,1 and ∞ fixed such that f ∗ζ (σ) =

σζ . fζ is holomorphic with respect to ζ and fζ0 = id.
The map Rζ = fζ◦Lζ◦f−1

ζ is a rational map since it preserves the standard
complex structure σ. It is of degree two and satisfies the following properties:

• Rζ is holomorphic with respect to ζ ∈ D(ζ0, κ) and Rζ0 = tλ0 ;
• Rζ permutes 1 and ∞. Moreover, 1 is a pole of Rζ of order two;
• Rζ has a zero of order two.
From these information, we conclude

Rζ(z) = fζ ◦ Lζ ◦ f−1
ζ (z) =

(z − 1 + λκ(ζ)

z − 1

)2

= tλκ(ζ)(z) (4.4)

where ζ 7→ λκ(ζ) is holomorphic for ζ ∈ D(ζ0, κ) and λκ(ζ0) = λ0. From (4.4),
we get

λκ(ζ) = 1− fζ(1− λ0), ζ ∈ D(ζ0, κ).
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This relation indicates that the map λκ is determined by a slice of holomorphic
motion.

It is easy to check that the map fζ : Aλ0(1) → Aλκ(ζ)(1) is a conformal
isomorphism and the following diagram is commutative.

Aλ0(1)
Tλ0 //

fζ

��

Aλ0(1)

fζ

��
Aλκ(ζ)(1)

Tλκ(ζ)

// Aλκ(ζ)(1)

Thus the Böttcher maps for Tλ0 and Tλκ(ζ) satisfy the following relation

φλ0(z) = φλκ(ζ) ◦ fζ(z), z ∈ Aλ0(1).

For any ζ ∈ D(ζ0, κ), by definition of Lζ , we see that tnλκ(ζ)(0) ∈ Aλκ(ζ)(1)

and tn−1
λκ(ζ)(0) /∈ Aλκ(ζ)(∞). Thus λκ(D(ζ0, κ)) ⊂ Hn. In fact, λκ(D(ζ0, κ))

is contained in H since λκ(D(ζ0, κ)) is connected and λκ(ζ0) = λ0 ∈ H ∩
λκ(D(ζ0, κ)). For ζ ∈ D(ζ0, κ), we have

ΦH(λκ(ζ)) = φλκ(ζ)(t
n
λκ(ζ)(0)) = φλκ(ζ) ◦ fζ ◦ Ln

ζ ◦ f−1
ζ (0)

= φλκ(ζ) ◦ fζ ◦ δζ ◦ tn−1
λ0

(0) = φλ0 ◦ δζ ◦ tn−1
λ0

(0) = ζ.

Note that for κ1 > κ2 > 0, both λκ1 and λκ2 are local inverse of ΦH
such that λκ1(ζ0) = λκ2(ζ0) = λ0, thus we have λκ1|D(ζ0,κ2) = λκ2 . Since⋃

κ>0D(ζ0, κ) = D, there is a holomorphic map λ : D → H such that
λ|D(ζ0,κ) = λκ for all κ > 0 and ΦH(λ(ζ)) = ζ for all ζ ∈ D. This ends
the proof of the claim.

Proof of Theorem 4.1.1. First note that M is compact. To prove M
is connected is equivalent to prove every connected component of C̄ \ M is
simply connected. By Lemma 4.2.4, a connected component of C̄\M is either
H0 ∪ {∞} or a capture domain of level n ≥ 1. These components are simply
connected by Proposition 4.3.1 and Proposition 4.3.2.

�
An concluding remark: extremal property of Beltrami coefficient

At the end of this section, we give a remark about Lemma 4.3.2. Given
λ1, λ2 ∈ H0 with arg φλ1(0) = arg φλ2(0), let QC(λ1, λ2) be the set of all
quasiconformal maps ϕ : C̄ → C̄ such that ϕ ◦ tλ1 = tλ2 ◦ ϕ. We will show in
the following that the map h constructed in Lemma 4.3.2 has the following
extremal property:

‖µ‖∞ = inf{‖µϕ‖∞; ϕ ∈ QC(λ1, λ2)},
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where µ and µϕ are the Beltrami coefficients of h and ϕ ∈ QC(λ1, λ2) respec-
tively.

Indeed, from Proposition 4.3.1 we know that the map Φ : H0 → D∗ is a
conformal isomorphism. We may assume |Φ(λ1)| ≤ |Φ(λ2)|, thus we have

dH0(λ1, λ2) = dD∗(Φ(λ1),Φ(λ2)) =

∫ |Φ(λ2)|

|Φ(λ1)|

dr

r log(1/r)
= log

Gλ1(0)

Gλ2(0)
.

By Lemma 4.3.3, for any ϕ ∈ QC(λ1, λ2),

‖µϕ‖∞ ≥ exp(dH0(λ1, λ2))− 1

exp(dH0(λ1, λ2)) + 1
=

∣∣∣∣Gλ1(0)−Gλ2(0)

Gλ1(0) +Gλ2(0)

∣∣∣∣ = ‖µ‖∞.

Here is a more general result on extremal quasiconformal conjugacy: Let
H be a capture domain of level n ≥ 0, λ1, λ2 ∈ H be two parameters such
that each tλi

is not postcritically finite. We still use QC(λ1, λ2) to denote the
set of all quasiconformal maps ϕ : C̄ → C̄ such that ϕ ◦ tλ1 = tλ2 ◦ ϕ. Then
there exists φ ∈ QC(λ1, λ2) such that

‖µφ‖ = inf{‖µϕ‖;ϕ ∈ Q(λ1, λ2)} =

∣∣∣∣Logφλ1(t
n
λ1

(0))− Logφλ2(t
n
λ2

(0))

Logφλ1(t
n
λ1

(0)) + Logφλ2(t
n
λ2

(0))

∣∣∣∣,
where the Log is chosen such that | arg φλ1(t

n
λ1

(0))− arg φλ2(t
n
λ2

(0))| ≤ π.

4.4 Proof of Theorem 4.1.2

It is known from the previous section that when λ ∈ H0, J(tλ) is a quasicircle.
There are two natural questions:

1. What’s the asymptotic behavior of J(tλ) when |λ| → ∞?
2. How to estimate the Hausdorff dimension of J(tλ) for all λ ∈ H0?
It is observed by Hu and Lin (See [HL]) that J(tλ) becomes larger and

more circular as the real parameter λ→∞. In 1995, Osbaldestin shows that
the Hausdorff dimension HD(J(tλ)) of J(tλ) has the following expansion (see
[O]):

HD(J(tλ)) = 1 +
|λ|−2/3

4 log 2
+O(|λ|−1)

when the real parameter λ → ∞. This expansion also holds for λ ∈ C when
|λ| is large.

Theorem 4.1.2 provides an answer to the second question. In the following,
we prove Theorem 4.1.2. It’s equivalent to prove the following inequality:

HD(J(tλ)) ≤ 1 + |Φ(λ)|2/3, λ ∈ H0
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where Φ : H0 → D∗ is the map that constructed in Proposition 4.3.1. The
proof of Theorem 4.1.2 will be based on Smirnov’s theorem ([Smi], See also
Theorem 2.4.3) and Slodkowski’s theorem ([Slo], See also Theorem 2.5.1).
Proof of Theorem 4.1.2. Let ` be a quasicircle, the dilatation K[`] of ` is
defined by

K[`] = inf{K(ϕ); ϕ : C̄ → C̄ is a quasiconformal map such that ϕ(S1) = `}.

By Smirnov’s theorem, we have

HD(J(tλ)) ≤ 1 +

(
K[J(tλ)]− 1

K[J(tλ)] + 1

)2

, λ ∈ H0.

In the following, we prove

K[J(tλ)] ≤
1 + |Φ(λ)|1/3

1− |Φ(λ)|1/3
, λ ∈ H0.

Recall that under the coordinate change in Lemma 4.3.4, the family
{Tλ;λ ∈ H0} becomes to {Sν ; ν ∈ V∗0 = V0\{0}}, where V0 is a neigh-
borhood of 0 such that the map ν 7→ λ = ν−3 is a proper map of degree
three from V∗0 to H0. It is easy to check that under coordinate change,
K[J(tλ)] = K[J(Sν)], HD(J(tλ)) = HD(J(Sν)). Let ϕ : V0 → D be a
Riemann mapping with ϕ(0) = 0. The map Φ and ϕ satisfy

Φ(λ) = Φ(ν−3) = eiθϕ(ν)3, ν ∈ V0,

where θ is a real constant.
Given a pair of compact sets (X, Y ), recall that the Hausdorff distance

σH(X, Y ) between X and Y is defined by

σH(X, Y ) = max{max
x∈X

σ(x, Y ), max
y∈Y

σ(X, y)},

where σ(·, ·) denotes the spherical distance.
We claim σH(J(Sν),S1) → 0 as ν → 0. Indeed, using basic analysis, we

can verify that for any ε ∈ (0, 1), there is a small positive number δ such
that when |ν| < δ, we have Sν(D1−ε) ⊂ D1−ε, Sν(C̄ \ D̄1+ε) ⊂ C̄ \ D̄1+ε.
Thus both D1−ε and C̄ \ D̄1+ε lie in the Fatou set F (Sν). It turns out that
σH(J(Sν),S1) ≤ 2ε. This means the Julia set J(Sν) moves continuously at
ν = 0 in Hausdorff topology.

It is obvious that the Julia set J(Sν) moves continuously on V∗0 in Hausdorff
topology. Thus by adding an new map S0(ζ) = ζ4 to the family {Sν ; ν ∈ V∗0},
we see that the Julia set J(Sν) moves continuously on V0 in Hausdorff topology.
By characterizations of stability (see [McM1], Theorem 4.2), the Julia set
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J(Sν) moves holomorphically on V0. So there is a holomorphic motion h :

V0 × S1 → C̄ parameterized by V0 with base point 0 such that h(0, ·) = id

and h(ν, S1) = J(Sν) for all ν ∈ V0. By Slodkowski’s theorem (see [Slo]),
there is a holomorphic motion H : V0 × C̄ → C̄ extending h. Moreover for
any fixed ν ∈ V0, H(ν, ·) : C̄ → C̄ is a quasiconformal map with dilatation
K(H(ν, ·)) ≤ exp(dV0(0, ν)). Since H(ν, S1) = J(Sν), we have

K[J(tλ)] = K[J(Sν)] ≤ K(H(ν, ·)) ≤ exp(dV0(0, ν))

= exp(dD(0, ϕ(ν))) =
1 + |ϕ(ν)|
1− |ϕ(ν)|

=
1 + |Φ(λ)|1/3

1− |Φ(λ)|1/3
.

�
A concluding remark We remark that the exponent 2/3 in Theorem 4.1.2
is sharp in the following sense:

max{t;HD(J(tλ)) ≤ 1 + |Φ(λ)|t,∀λ ∈ H0} =
2

3
.

Moreover,

lim
λ→∞

HD(J(tλ))− 1

|Φ(λ)|2/3
=

1

28/3 log 2
.

This follows from Osbaldestin’s result on the asymptotic behavior of
HD(J(tλ)) near ∞.



Chapter 5

Dynamics of McMullen maps

5.1 Introduction

The local connectivity of Julia sets for rational maps is a central problem in
complex dynamical systems. It is well studied for classical type of rational
maps, for example: hyperbolic and semihyperbolic maps, geometrically finite
maps, see [CJY],[M2],[TY]. In polynomial case, it is also known a lot, see
[DH2],[GS],[Kiwi],[Ly],[M2]. For quadratic polynomials, Yoccoz proved that
the Julia set is locally connected provided that all periodic points are repelling
and the map is not infinitely renormalizable, see [Hu],[M2]. Douady exhibited
striking example of infinitely renormalizable quadratic polynomial with non
locally connected Julia set, see [M2]. For general polynomial with connected
Julia sets and without irrationally neutral cycles, Kiwi shows in [Kiwi] that the
local connectivity of Julia set is equivalent to the non existence of wandering
continua.

The powerful tool to study the local connectivity of Julia sets for polyno-
mials is the so-called ‘Branner-Hubbard-Yoccoz puzzle’ techniques, which is
introduced by Branner-Hubbard and Yoccoz, [BH]. It has a natural way of
construction, which is induced by finite periodic external rays together with
an equipotential curve.

However, for general rational maps, things are different. The construction
of Yoccoz puzzle becomes quite involved, even impossible. Up to now, the
only known rational maps which admit Yoccoz puzzle structures are the cubic
Newton maps, whose Yoccoz puzzles are constructed by Roesch. In [Ro1], by
Yoccoz puzzle techniques, Roesch shows striking differences between rational
maps and polynomials. The method also leads to the local connectivity of
Julia sets except some specific cases.

In this article, we exhibit Yoccoz puzzle structure for another family of
rational maps, known as McMullen maps, of the form

fλ : z 7→ zn + λ/zn, λ ∈ C∗ = C \ {0}, n ≥ 3.

Dynamics of this family have been studied by Devaney and his group, see
[D1],[D2],[DK],[DLU].
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The difference of Yoccoz puzzle between cubic Newton maps and McMullen
maps is as follows: For cubic Newton maps, the ingredient of the Yoccoz puzzle
is an converging ray that intersects the Julia set in a countably many points
while for McMullen maps, the element to construct Yoccoz puzzle is a Jordan
curve (will be called ‘cut ray’) that intersects the Julia set in a Cantor set of
points. This kind of Jordan curve is induced by some particular angle and
can be viewed as an extention of the corresponding external ray (see Section
5.3).

We denote by Bλ the immediate attractive basin of ∞. The topology of
∂Bλ is of special interest. Based on Yoccoz puzzle techniques and combinato-
rial and topological analysis, we prove:

Theorem 5.1.1. (Cantor or Jordan) For any n ≥ 3 and any complex
parameter λ, if the Julia set J(fλ) is not a Cantor set, then ∂Bλ is a Jordan
curve.

This affirmatively answers a question posed by Devaney at the Snowbird
Conference on the 25th Birthday of the Mandelbrot set, see [DK]. For the
higher regularity of ∂Bλ, we show that ∂Bλ is a quasicircle except two special
cases.

Theorem 5.1.2. Suppose the Julia set J(fλ) is not a Cantor set, then ∂Bλ is
a quasicircle if it contains neither parabolic point nor recurrent critical point.

Here, a recurrent critical point c on the Julia set of a rational map f

is a critical point such that c ∈ ω(c), where ω(c) is the ω-limit set of c,
defined as {z ∈ C; there exist nk → ∞ such that z = lim fnk(c)}. It follows
from Proposition 5.7.5 that if ∂Bλ contains a parabolic point, then ∂Bλ is
not a quasicircle by Leau-Fatou-Flower Theorem, see [M2]. The question
whether ∂Bλ is a quasicircle when ∂Bλ contains a recurrent critical point is
still unknown.

For the topology of the Julia set, we show

Theorem 5.1.3. Suppose fλ has no Siegel disk and the Julia set J(fλ) is
connected, then J(fλ) is locally connected in either of the following cases:

1. The critical orbit does not accumulate on the boundary ∂Bλ.
2. The map fλ is neither renormalizable nor ∗−renormalizable.
3. The parameter λ is real and positive.

Here, the definitions of renormalization and ∗−renormalization can be
found in Section 5.5. Theorem 5.1.3 implies that the Julia set is locally con-
nected except some special cases. In fact, it’s stronger than the following
statement:
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Theorem 5.1.4. Suppose fλ has no Siegel disk and the Julia set J(fλ) is con-
nected, then J(fλ) is locally connected if the critical orbit does not accumulate
on the boundary ∂Bλ.

Theorem 5.1.4 is an analogue of Roesch’s Theorem [Ro1]:

Theorem 5.1.5. (Roesch) A genuine cubic Newton map, without Siegel
disks, has a locally connected Julia set provided that the orbit of the non-fixed
critical point does not accumulate on the boundary of any invariant basin of
attraction.

This chapter is organized as follows:
In Section 5.2, we present some basic results on McMullen maps.
In Section 5.3, we construct the ‘cut rays’, a kind of Jordan curves that

cut the Julia set into two different parts. We first construct a Cantor set of
angles on the unit circle which is used to generate ‘cut rays’. Then we discuss
the construction of ‘cut rays’ based on the work of Devaney.

In Section 5.4, basic knowledge of Yoccoz puzzles, graphs and tableaux
are presented. The aim of this section is to find a Yoccoz puzzle with a
non-degenerate critical annulus (See Section 5.4.2). A natural construction of
‘modified puzzle piece’ is discussed (See Section 5.4.3).

In Section 5.5, we discuss the renormalizations of McMullen maps from
the viewpoint of puzzle piece.

In Section 5.6, we present a criterion of local connectivity. We introduce
a ‘BD condition’ on the boundary of immediate basin of attraction. Such
condition can be considered as ‘local semi-hyperbolicity’. We show that ‘BD
condition’ implies good topology.

In Section 5.7, we study the local connectivity of ∂Bλ in all possible cases
and show that ∂Bλ enjoys higher regularity except two special cases.

In Section 5.8, we study the local connectivity of the Julia set J(fλ) based
on the ‘Characterization of Local Connectivity’ and the ‘Shrinking Lemma’.

5.2 Preliminaries and Notations

In this section, we present some basic results and notations for the family of
rational maps:

fλ(z) = zn + λ/zn

where λ ∈ C∗ and n ≥ 3. This kind of map is known as ‘McMullen map’
since it is first studied by McMullen. McMullen proved that when |λ| is small
enough, the Julia set of z 7→ z2 + λ/z3 is Cantor set of circles, see [McM3].
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For any λ ∈ C∗, the map fλ has a superattracting fixed point at ∞. The
immediate basin of ∞ is denoted by Bλ, and the component of f−1

λ (Bλ) that
contains 0 is denoted by Tλ. The set of all critical points of fλ is {0,∞}∪Cλ,
where Cλ = { 2n

√
λω;ω2n = 1}. Besides ∞, there are only two critical values

for fλ: v+
λ = 2

√
λ and v−λ = −2

√
λ. In fact, there is only one critical orbit

(up to a sign). Let P (fλ) =
⋃

n≥1 f
k
λ (Cλ) ∪ {∞} be the postcritical set.

The Böttcher map φλ for fλ is defined in a neighborhood of ∞ by φλ(z) =

lim
k→∞

(fk
λ (z))n−k

. The Böttcher map is unique if we require φ′λ(∞) = 1. It is
known that the Böttcher map φλ can be extended to a domain Dom(φλ) ⊂ Bλ

such that φλ : Dom(φλ) → {z ∈ C̄ : |z| > R} is a conformal isomorphism for
some smallest number R ≥ 1. In particular, if Bλ contains no critical point
other than∞, then Dom(φλ) = Bλ; if Bλ contains a critical point c ∈ {0}∪Cλ,
then by ‘The Escape Trichotomy’ (Theorem 5.2.1), the Julia set J(fλ) is a
Cantor set.

The Green function Gλ : Bλ → (0,∞] is defined by

Gλ(z) = lim
k→∞

n−k log |fk
λ (z)|.

By definition, Gλ(fλ(z)) = nGλ(z) for z ∈ Bλ and Gλ(z) = log |φλ(z)| for
z ∈ Dom(φλ). The Green function Gλ can be extended to Aλ =

⋃
k≥0 f

−k
λ (Bλ)

by defining
Gλ(z) = n−kGλ(f

k
λ (z)) for z ∈ f−k

λ (Bλ).

In the following, for a set E in C̄ and a ∈ C, let aE = {az; z ∈ E},
a + E = {a + z; z ∈ E}, E∗ = {z̄; z ∈ E}, Ē be the closure of E and int(E)

be the interior of E.

Lemma 5.2.1. (Symmetry of the Dynamical Plane) Let ω satisfy ω2n =

1, then
1. ωJ(fλ) = J(fλ).
2. Gλ(ωz) = Gλ(z) for z ∈ Aλ.
3. ωDom(φλ) = Dom(φλ), and φλ(ωz) = ωφλ(z) for z ∈ Dom(φλ).

Proof. For 1, since Aλ = {z ∈ C̄; fk
λ (z) tends to infinity as k → ∞} and

fk
λ (ωz) = ±fk

λ (z) for k ≥ 1, fk
λ (ωz) tends to infinity if and only if fk

λ (z) tends
to infinity as k →∞. Thus ωAλ = Aλ. The conclusion follows from the fact
that J(fλ) = ∂Aλ.

2. By the definition of Gλ.
3. Since Dom(φλ) is the connected component of {z ∈ Bλ;Gλ(z) > logR}

that contains ∞, we conclude that ωDom(φλ) = Dom(φλ). Note that φλ(ωz)

and ωφλ(z) are two Riemann mappings from Dom(φλ) onto {z ∈ C̄; |z| > R}
with the same derivative at ∞, we have φλ(ωz) = ωφλ(z) by the uniqueness
of Riemann mapping theorem.
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The Mandelbrot set for this family is defined by

M = {λ ∈ C∗; fk
λ (v+

λ ) does not tend to infinity as k →∞}.

Lemma 5.2.2. (Symmetry of the Parameter Plane) The Mandelbrot set
M satisfies:

1. M∗ = M .
2. νM = M with νn−1 = 1.
3. For any line ` ∈ {εR; ε2n−2 = 1}, M is symmetric about `.

Proof. 1. Since fλ(z̄) = fλ̄(z), the critical orbit of fλ and the critical orbit of
fλ̄ are symmetric under the map z → z̄. They either both remain bounded or
both tend to infinity. Thus M∗ = M .

2. Let ν = e2πi/(n−1) and ϕ(z) = eπi/(n−1)z. For k ≥ 1,

ϕ−1 ◦ fk
νλ ◦ ϕ(z) =

{
(−1)kfk

λ (z), n odd,
fk

λ (z), n even.

Thus the critical orbit of fλ tends to infinity if and only if the critical orbit of
fνλ tends to infinity. Equivalently, λ ∈M if and only if νλ ∈M .

3. It follows from 1 and 2.

From Lemma 5.2.2, fλ and fλe2πi/(n−1) have the same dynamical property
and their Julia sets are identical up to a rotation. Thus the fundamental
domain of the parameter plane is {λ ∈ C∗; arg λ ∈ [0, 2π

n−1
)}.

The following theorem due to Devaney, Look and Uminsky gives a classi-
fication of Julia sets with different topological type, see [DLU].

Theorem 5.2.1. (Devaney-Look-Uminsky) We have the following ‘Es-
cape Trichotomy’:

1. If v+
λ ∈ Bλ, then J(fλ) is a Cantor set.

2. If v+
λ ∈ Tλ 6= Bλ, then J(fλ) is a Cantor set of circles.

3. If fk
λ (v+

λ ) ∈ Tλ 6= Bλ for some k ≥ 1, then J(fλ) is a Sierpiński curve,
which is locally connected.

In all other cases, the critical orbits remain bounded and the Julia set J(fλ)

is connected.

For n ≥ 3, it is known that the unbounded component of C∗−M consists
of the parameters for which the Julia set is a Cantor set, this region is called
Cantor set locus, see Figure 5.1. The component of C∗ −M that contains
a punctured neighborhood of 0 is the region where the Julia set J(fλ) is a
Cantor set of circles; this is the McMullen domain, as it is McMullen who
first discovered this type of Julia set. The complement of these two regions is
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Figure 5.1: Parameter plane for McMullen maps when n = 3.

the connected locus. The small copies of quadratic Mandelbrot set correspond
to the renormalizable parameters while the ‘holes’ in the connected locus are
always called Sierpiński holes according to Devaney. These regions correspond
to the parameters for which the Julia set is a Sierpiński curve.

We will see later that when the critical orbit tends to ∞, the boundary
∂Bλ is a quasicircle if it is connected. So this case is already well studied. For
this reason, throughout the paper, all discussions are based on the following:

Hypothesis: The critical orbit remain bounded, or equivalently, Cλ∩Aλ =

∅.

At the end of this section, we give some notations. We restrict our at-
tention to the parameters λ ∈ H = {λ ∈ C∗; arg λ ∈ (0, 2π

n−1
)} because of

the symmetry of the parameter plane. The real positive parameters will be
considered separately in Section 5.7.3.

Let c0 = c0(λ) = 2n
√
λ be the critical point that lies on R+ when λ ∈ R+

and varies analytically as λ ranges overH. Let ck = c0e
kπi/n for 1 ≤ k ≤ 2n−1.

The critical points ck with k even are mapped to v+
λ = 2

√
λ while the critical

points ck with k odd are mapped to v−λ = −2
√
λ.

Let `k = ckR+ be the straight line connecting the origin with ∞ and
passing through ck for 0 ≤ k ≤ 2n − 1. We call `k a critical ray. The closed
sector bounded by `k and `k+1 is denoted by Sk for 0 ≤ k ≤ n. Define
S−k = −Sk for 1 ≤ k ≤ n−1. So the sectors are arranged in counterclockwise
order about the origin as S0, S1, · · · , Sn, S−1, · · · , S−(n−1).

The critical value v+
λ always lies in S0 since arg c0 < arg v+

λ < arg c1 for all
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Figure 5.2: Sectors in the dynamical plane when n = 3.

λ ∈ H. Correspondingly, the critical value v−λ lies in Sn. It’s easy to check
that the image of `k under fλ is a straight ray connecting one of the critical
values to ∞, this ray is called critical value ray. As a consequence, fλ maps
the interior of each sectors of {S±1, · · · , S±(n−1)} univalently onto a region Υλ

which can be identified as the complex sphere C̄ minus two critical value rays.
Let P denote the set of all components of

⋃
k≥0 f

−k
λ (Bλ). For U ∈ P and

v > 0, let e(U, v) = {z ∈ U ;Gλ(z) = v} be the equipotential curve. The
annulus bounded by e(Bλ, v) and e(Tλ, v) is denoted by Av. We may choose
v large enough such that ∂Av intersects with every critical ray at exactly two
points. The bounded component and unbounded component of C \ e(Bλ, v)

are denoted by V(v) and U(v), respectively.
Now, we define radial rays of U for every U ∈ P\{Bλ}. Under Hypothesis,

we see that there is a unique Riemann mapping φTλ
: Tλ → D such that

φTλ
(z)−n = φλ(fλ(z)), z ∈ Tλ; φ

′
Tλ

(0) = 1/
n
√
λ.

The radial ray RTλ
(θ) of angle θ is defined as φ−1

Tλ
((0, 1)e2πiθ). For U ∈ P \

{Bλ, Tλ}, there is a smallest integer k ≥ 1 such that fk
λ : U → Tλ is a conformal

map. The radial ray RU(θ) is defined as the pull back of RTλ
(θ) under fk

λ .
Let I = {0, n,±1, . . . ,±(n − 1)} be an index set. Ik = Av ∩ Sk for k ∈ I

and I =
⋃

k∈I\{0,n} Ik. The set of all points whose orbits remain in I under all
iterations of fλ is denoted by Λλ. Obviously Λλ =

⋂
k≥0 f

−k
λ (I) and Λλ is a

subset of the Julia set J(fλ).
For any k ∈ I \ {0, n}, fλ : int(Sk) → Υλ is a conformal map, and the

inverse is denoted by hk : Υλ → int(Sk).
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Given a point z ∈ Λλ, suppose fk
λ (z) ∈ Ssk

for k ≥ 0, define the itinerary
of z by sλ(z) = (s0, s1, s2, · · · ). The itinerary is always well defined in the set
Λλ since if some iteration fk

λ (z) lies on the boundary of two adjacent sectors,
then the next iteration fk+1

λ (z) will lie inside S0 ∪ Sn.
Let Σ = {s = (s0, s1, s2, · · · ); sk ∈ I\{0, n} for every k ≥ 0} be the space of

one-sided sequences of the symbols ±1, . . . ,±(n−1). For s = (s0, s1, s2, · · · ) ∈
Σ, the shift map σ : Σ → Σ is defined by σ(s) = (s1, s2, · · · ). We denote
(s0, s1, s2, · · · ) by (s0, · · · , sp−1) if sk+p = sk for k ≥ 0.

It’s obvious that sλ(fλ(z)) = σ(sλ(z)) for z ∈ Λλ.

Lemma 5.2.3. The set Λλ is a Cantor set and the itinerary map sλ : Λλ → Σ

is bijective.

Proof. First note that for any λ ∈ H, I is a compact subset of Υλ. With
respect to the hyperbolic metric of Υλ and by Schwarz Lemma, there is a
number δ ∈ (0, 1) such that for any s = (s0, s1, s2, · · · ) ∈ Σ and any m ≥ 0,

Hyper.diam

( ⋂
0≤k≤m

f−k
λ (Isk

)

)
≤ Hyper.diam(I) · δm.

Thus
⋂

k≥0 f
−k
λ (Isk

) consists of a single point, say zs. This implies that Λλ

is a Cantor set and the map sλ : Λλ → Σ defined by sλ(zs) = s is bijective.

5.3 Cut Rays in the Dynamical Plane

In this section, we will construct the ‘cut rays’, a kind of Jordan curves that
cut the Julia set into two different parts. The construction is due to Devaney
[D2]. We give some more properties which will be used in our paper.

We first construct a Cantor set of angles on the unit circle which is used to
generate ‘cut rays’ in [D2]. These angles can be considered as a combinatorial
invariant when the parameter λ ranges over H.

To begin with, we identify the unit circle S = R/Z with (0, 1]. We say
three angles satisfy t1 ≤ t2 ≤ t3 on S if t1, t2, t3 are in the counterclockwise
order.

5.3.1 A Cantor set on the unit circle

In the following, we construct a subset Θ of (0,1]. The set Θ is a Cantor set
and is used to generate ‘cut rays’ in the next section.

First, define a map τ : (0, 1] → (0, 1] by τ(θ) = nθ mod 1. Let Θk =

( k
2n
, k+1

2n
] for 0 ≤ k ≤ n and Θ−k = Θk + 1

2
for 1 ≤ k ≤ n − 1. Obviously,

(0, 1] =
⋃

k∈I Θk.
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Define a map χ : I → N by

χ(k) =

{
k, if 0 ≤ k ≤ n,

n− k, if − (n− 1) ≤ k ≤ −1.

For k ∈ I, we have

τ(Θk) ⊃

{⋃n−1
j=1 Θj, if χ(k) is even,⋃n−1
j=1 Θ−j, if χ(k) is odd.

For θ ∈ (0, 1], suppose τ k(θ) ∈ Θsk
for k ≥ 0, define the itinerary s(θ) of θ

by s(θ) = (s0, s1, s2, · · · ).
Let Θ be the set of all angles θ ∈ (0, 1] whose orbit remains in E =⋃n−1

k=1(Θk ∪ Θ−k) under all iterations of τ . The set Θ can be written as Θ =⋂
k≥0 τ

−k(E) =
⋂

k≥0 τ
−k(E). One can easily verify that Θ is a Cantor set.

The image of Θ under the itinerary map is denoted by Σ0 = {s(θ); θ ∈ Θ}.
One can easily verify that Σ0 is a subspace of Σ that consists of all elements
s = (s0, s1, s2, · · · ) ∈ Σ such that for k ≥ 0, if χ(sk) is even, then sk+1 ∈
{1, · · · , n− 1}; if χ(sk) is odd, then sk+1 ∈ {−1, · · · ,−(n− 1)}.

The itinerary map s : Θ → Σ0 is bijective since for any s =

(s0, s1, s2, · · · ) ∈ Σ0, the intersection
⋂

k≥0 τ
−k(Θsk

) consists of a single point.
In the following, we first construct an inverse map for s (Lemma 5.3.1).

Let s = (s0, s1, s2, · · · ) ∈ Σ, define a map κ : Σ → (0, 1] by

κ(s) =
1

2

(
χ(s0)

n
+
∑
k≥1

|sk|
nk+1

)
.

Lemma 5.3.1. κ(Σ) = Θ and κ(s(θ)) = θ for all θ ∈ Θ.

Proof. First, we show κ(s(θ)) = θ for θ ∈ Θ. Let s(θ) = (s0, s1, s2, · · · ) and
θ̂ = κ(s(θ)). It suffices to show s(θ̂) = s(θ) since s : Θ → Σ0 is bijective.

It follows that θ̂ ∈ Θs0 since

χ(s0)

2n
< θ̂ ≤ 1

2

(
χ(s0)

n
+
∑
k≥1

n− 1

nk+1

)
=
χ(s0)

2n
+

1

2n
.

For k ≥ 1,

τ k(θ̂) =

{
1
2
(χ(s0) + |s1|+ · · ·+ |sk−1|) + 1

2

∑
j≥k

|sj |
nj−k+1 , if n is odd,

|sk−1|
2

+ 1
2

∑
j≥k

|sj |
nj−k+1 , if n is even.

Since s(θ) = (s0, s1, s2, · · · ) ∈ Σ0, we have for j ≥ 1,

|sj|
2

=

{
1
2
(χ(sj)− χ(sj−1)) mod 1, if n is odd,

1
2
χ(sj) mod 1, if n is even.
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and
χ(sj−1)

2
+
|sj|
2n

=
χ(sj)

2n
mod 1.

Thus we have

τ k(θ̂) =
χ(sk−1)

2
+

1

2

∑
j≥k

|sj|
nj−k+1

=
χ(sk)

2n
+

1

2

∑
j≥k+1

|sj|
nj−k+1

.

This means τ k(θ̂) ∈ Θsk
for k ≥ 1. So θ and θ̂ have the same itinerary.

In the following, we show κ(Σ) = Θ. First, by the previous argument, Θ =

κ(Σ0) ⊂ κ(Σ). Conversely, for any s = (s0, s1, s2, · · · ) ∈ Σ, there is a unique
sequence of symbols ε1, ε2, · · · ∈ {±1}, such that s∗ = (s0, ε1s1, ε2s2, · · · ) ∈ Σ0.
Thus κ(s) = κ(s∗) ∈ Θ.

Remark 5.3.1. For any s = (s0, s1, s2, · · · ) ∈ Σ, one can verify that

κ−1(κ(s)) = {(s0,±s1,±s2, · · · )}.

Lemma 5.3.2. The set Θ satisfies:
1. τ(Θ) = Θ.
2. Θ + 1

2
= Θ.

3. Periodic angles are dense in Θ.

Proof. 1. It is obvious that τ(Θ) ⊂ Θ. τ is surjective since τ−1(θ)∩E 6= ∅ for
all θ ∈ Θ.

2. First note that E + 1
2

= E mod 1. For k ≥ 1, since τ k(θ + 1
2
) = τ k(θ)

when n is even and τ k(θ+ 1
2
) = τ k(θ)+ 1

2
when n is odd, we have τ k(θ+ 1

2
) ∈ E

if and only if τ k(θ) ∈ E . Thus θ ∈ Θ if and only if θ + 1
2
∈ Θ.

3. Let θ ∈ Θ with itinerary s(θ) = (s0, s1, s2, · · · ). For any k ≥ 1, either
(s0, · · · , sk) ∈ Σ0, or there is a symbol s∗k+1 ∈ {±1, · · · ,±(n − 1)} such that
(s0, · · · , sk, s∗k+1) ∈ Σ0. If (s0, · · · , sk) ∈ Σ0, let θk = κ((s0, · · · , sk)). Else, let
θk = κ((s0, · · · , sk, s∗k+1)). It’s obvious that θk is periodic. By Lemma 5.3.1,
θk ∈ Θ and

|θ − θk| ≤ C(n)n−k( → 0 as k →∞),

where C(n) is a constant, depending only on n. This implies that periodic
angles are dense in Θ.

Remark 5.3.2. The Hausdorff dimension of Θ is log(n−1)
log n

.

For λ ∈ H and k ∈ I, let Θλ
k = Θk + arg c0(λ)

2π
= Θk + arg λ

4nπ
mod 1. Recall

that for λ ∈ H, arg λ ∈ (0, 2π
n−1

). It’s easy to check that

τ(Θλ
k) ⊃

{⋃n−1
j=1 Θλ

j , if χ(k) is even,⋃n−1
j=1 Θλ

−j, if χ(k) is odd.
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As before, we define Θλ as the set of all angles in (0, 1] whose orbits remain
in Eλ =

⋃n−1
k=1(Θ

λ
k ∪ Θλ

−k) under all iterations of τ . Thus Θλ =
⋂

k≥0 τ
−k(Eλ).

For θ ∈ (0, 1], suppose τ k(θ) ∈ Θλ
sk

for k ≥ 0, define the itinerary of θ by
sλ(θ) = (s0, s1, s2, · · · ). It’s easy to show that the itinerary map sλ : Θλ → Σ0

is bijective.

Lemma 5.3.3. (Combinatorial invariant) Θλ = Θ and for any θ ∈ Θ,
sλ(θ) = s(θ).

Proof. It suffices to show that if sλ(α) = s(β) for α ∈ Θλ and β ∈ Θ, then
α = β.

First note that Θλ
k ∩ Θk 6= ∅ for any k ∈ I. Suppose sλ(α) = s(β) =

(s0, s1, s2, · · · ), and let Am =
⋂

0≤k≤m τ
−k(Θλ

sk
∩Θsk

) for m ≥ 0. By induction
argument, we see that Am is a connected interval of the form (am, bm] with
am+1 > am, bm+1 < bm and n(bm+1 − am+1) = bm − am for m ≥ 0. Thus
Am+1 ⊂ Am+1 ⊂ Am and

⋂
k≥0Am =

⋂
k≥0Am consists of a single point, say

θ. On the other hand,

{θ} =
⋂
k≥0

Am =
( ⋂

k≥0

τ−k(Θλ
sk

)
)⋂(⋂

k≥0

τ−k(Θsk
)
)

= {α} ∩ {β}.

Thus we have α = β = θ.

5.3.2 Cut rays

In this section, for any λ ∈ H and any θ ∈ Θ, we will construct a Jordan
curve, say Ωθ

λ, that cuts the dynamical plane of fλ into two parts. The curve
will meet the Julia set J(fλ) in a Cantor set of points. This kind of Jordan
curve Ωθ

λ will be called a cut ray of angle θ. In the following, we devote to
construct such rays, but with a slightly different presentation from Devaney’s
in [D2].

Recall that the itinerary map sλ : Λλ → Σ is bijective from a Cantor set
onto a symbolic space. We first extend the definition of sλ to a larger set.
Let Eλ =

⋂
k≥0 f

−k
λ (
⋃

j∈I\{0,n} Sj) be the set of all points in the dynamical
plane whose orbits remain in

⋃
j∈I\{0,n} Sj under all iterations of fλ. The

map sλ : Λλ → Σ can be extended to sλ : Eλ → Σ as follows: For any
z ∈ Eλ, suppose fk

λ (z) ∈ Ssk
for k ≥ 0, then the itinerary of z is defined by

sλ(z) = (s0, s1, s2, · · · ). One can see that the map sλ : Eλ → Σ is not well-
defined for the points that are eventually mapped to ∞. For example, under
this definition, the itinerary of 0 or ∞ can be defined as any element of Σ.
Even though there is some confusion of definition on the set Eλ∩∪k≥0f

−k
λ (∞),

it’s allowed to define the itinerary of p ∈ Eλ ∩ ∪k≥0f
−k
λ (∞) as any element

(s0, s1, s2, · · · ) ∈ Σ provided that fk
λ (p) ∈ Ssk

for any k ≥ 0.
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Given an angle θ ∈ Θ with itinerary s(θ) = (s0, s1, s2, · · · ), it’s easy to
check that when n is odd, s(θ + 1/2) = (−s0,−s1,−s2, · · · ) = −s(θ); when n
is even, s(θ+ 1/2) = (−s0, s1, s2, · · · ). We consider the set of all points in Eλ

whose itinerary is of the form (s0,±s1,±s2, · · · ). This set is denoted by ωθ
λ.

By definition, ωθ
λ contains 0 and ∞. Moreover,

ωθ
λ = {z ∈ Eλ; sλ(z) = (s0,±s1,±s2, · · · )} = {z ∈ Eλ;κ(sλ(z)) = θ}.

According to Devaney, the set ωθ
λ is called a full ray of angle θ. Let

Ωθ
λ = ωθ

λ ∪ ω
θ+1/2
λ , we call the set Ωθ

λ a cut ray of angle θ (or θ + 1/2). It’s
obvious that

Ωθ
λ = {z ∈ Eλ; sλ(z) = (±s0,±s1,±s2, · · · )} =

⋂
k≥0

f−k
λ (Ssk

∪ S−sk
).

We first give an intuitionistic description of the cut ray Ωθ
λ. For m ≥ 0, let

Ωθ
λ,m =

⋂
0≤k≤m

f−k
λ (Ssk

∪ S−sk
).

Note that the set Ωθ
λ,0 is a union of two closed sectors Ss0 and S−s0 . Ωθ

λ,1 is a
string of four closed disks that lie inside Ωθ

λ,0. Inductively, Ωθ
λ,m is a string of

2m+1closed disks that are contained in Ωθ
λ,m−1, and each of these disks meets

exactly two others at the preimages of ∞. Hence Ωθ
λ,m is a connected and

compact set. One can show that Ωθ
λ,m converges to Ωθ

λ = ∩k≥0Ω
θ
λ,k in Hausdorff

topology as m → ∞ (This is because a shrinking sequence of compact sets
always converges in Hausdorff topology). Roughly speaking, the set Ωθ

λ,m

becomes thinner when m becomes larger and Ωθ
λ,m finally shrinks to Ωθ

λ. So
it is believed that Ωθ

λ is a Jordan curve(A rigorous proof of this fact will be
given in Proposition 5.3.3).

By construction, the cut ray satisfies:
• Ωθ

λ = −Ωθ
λ.

• Ωθ
λ \ {0,∞} is contained in the interior of Ss0 ∪ S−s0 .

• fλ : Ωθ
λ → Ω

τ(θ)
λ is a two-to-one map.

Lemma 5.3.4. Let λ ∈ H, then there is a constant v > 0 such that for any
θ ∈ Θ,

Rλ(θ) ∩U(v) = {z ∈ Eλ ∩U(v); sλ(z) = s(θ)}.

Proof. The proof is based on φ′λ(∞) = 1 and Lemma 5.3.3. We omit the
detail since it’s easy.

Proposition 5.3.1. For any λ ∈ H and any θ ∈ Θ, the external ray Rλ(θ)

lands at ∂Bλ and Rλ(θ) = {z ∈ Eλ; sλ(z) = s(θ)}.
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Proof. Suppose s(θ) = (s0, s1, s2, · · · ). Let `λ(v, θ) = {z ∈ Rλ(θ); v ≤
Gλ(z) ≤ nv} be the portion ofRλ(θ) that lies between two equipotential curves
e(Bλ, v) and e(Bλ, nv). By Lemma 5.3.4, we may assume v large enough such
that for any β ∈ Θ, Rλ(β) ∩ U(v) = {z ∈ Eλ ∩ U(v); sλ(z) = s(β)}. By
pulling back `λ(v, τ(θ)) by f−1

λ to Ss0 , we can extend the portion of Rλ(θ),
say γ0 = Rλ(θ) ∩U(v), to a longer one γ1 = hs0(`λ(v, τ(θ))) ∪ γ0. Obviously,
γ1 ⊂ Ss0∩Rλ(θ). Continuing inductively, suppose we have already constructed
a portion γk of Rλ(θ), then we add a segment hs0 ◦ · · · ◦ hsk

(`λ(v, τ
k+1(θ)))

to γk and get γk+1 = γk ∪ hs0 ◦ · · · ◦ hsk
(`λ(v, τ

k+1(θ))). By construction,
one can check that hs0 ◦ · · · ◦ hsk

(`λ(v, τ
k+1(θ))) ⊂ Ss0 ∩ Rλ(θ) and for any

z ∈ hs0 ◦ · · · ◦ hsk
(`λ(v, τ

k+1(θ))), sλ(z) = (s0, s1, s2, · · · ). It turns out that
Rλ(θ) ⊂ {z ∈ Eλ; sλ(z) = s(θ)} and

Rλ(θ) \ γ0 =
⋃
k≥0

hs0 ◦ · · · ◦ hsk
(`λ(v, τ

k+1(θ))).

In the following, we show the external ray Rλ(θ) lands at ∂Bλ. Since
hk : Υλ → Υλ contracts the hyperbolic metric ρλ of Υλ for any k ∈ I \ {0, n},
there is a constant δ ∈ (0, 1) such that

ρλ(hk(x), hk(y)) ≤ δρλ(x, y), ∀x, y ∈ V(nv)∩
(
∪j∈I\{0,n}Sj

)
,∀k ∈ I\{0, n}.

Thus with respect to the hyperbolic metric of Υλ, we have

Hyper.length
(
hs0 ◦ · · · ◦ hsk

(`λ(v, τ
k+1(θ)))

)
= O(δk).

This implies thatRλ(θ)\γ0 has finite hyperbolic length in Υλ, thus the external
ray Rλ(θ) lands at ∂Bλ. Let pλ(θ) be the landing point. It’s easy to check
that sλ(pλ(θ)) = s(θ) and pλ(θ) ∈ ∂Bλ ∩ Λλ.

To finish, we show Rλ(θ) ⊃ {z ∈ Eλ; sλ(z) = s(θ)}. For any x ∈ {z ∈
Eλ; sλ(z) = s(θ)} \ {∞}, we consider the orbit of x.

If the orbit of x remains bounded, then by Lemma 5.2.3, we have x ∈ Λλ.
Since sλ|Λλ

: Λλ → Σ is bijective and sλ(x) = sλ(pλ(θ)) = s(θ), we conclude
x = pλ(θ) ∈ Rλ(θ).

If the orbit of x tends to∞, then by Lemma 5.3.4, there is an integerM ≥ 1

such that fM
λ (z) ∈ Rλ(τ

M(θ)). Note that for any k ≥ 1, hsk−1
(Rλ(τ

k(θ))) =

Rλ(τ
k−1(θ)) and hsk−1

(fk
λ (z)) = fk−1

λ (z), we have z ∈ Rλ(θ). Thus Rλ(θ) ⊃
{z ∈ Eλ; sλ(z) = s(θ)}.

Proposition 5.3.2. For any λ ∈ H and any θ ∈ Θ with itinerary s(θ) =

(s0, s1, s2, · · · ), the cut ray Ωθ
λ satisfies

1. Ωθ
λ meets the Julia set J(fλ) in a Cantor set of points. More precisely,

Ωθ
λ ∩ J(fλ) = (κ ◦ sλ|Λλ

)−1({θ, θ + 1
2
}).
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0
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itinerary (n even) itinerary (n odd)w l
q

Figure 5.3: Combinatorial structure of a full ray ωθ
λ with s(θ) = (s0, s1, s2, · · · ).

2. Ωθ
λ meets the Fatou set F (fλ) in a countable union of external rays and

radial rays, together with the preimages of ∞ that lie in the closure of these
rays. More precisely,

Ωθ
λ ∩Bλ = Rλ(θ) ∪Rλ(θ +

1

2
) ∪ {∞}

Ωθ
λ ∩ Tλ =

{
h−s0(Rλ(τ(θ))) ∪ hs0(Rλ(τ(θ) + 1

2
)) ∪ {0}, if n is odd,

hs0(Rλ(τ(θ) + 1
2
)) ∪ h−s0(Rλ(τ(θ) + 1

2
)) ∪ {0}, if n is even.

For any U ∈ P\{Bλ, Tλ} with U∩Ωθ
λ 6= ∅, U is of the form hb0 ◦· · ·◦hbk−1

(Tλ),
where k ≥ 1 and (b0, · · · , bk−1) ∈ {(±s0, · · · ,±sk−1)}. Moreover

Ωθ
λ ∩ U = hb0 ◦ · · · ◦ hbk−1

(Ω
τk(θ)
λ ∩ Tλ)

=

hb0 ◦ · · · ◦ hbk−1

(
h−sk

(Rλ(τ
k+1(θ))) ∪ hsk

(Rλ(τ
k+1(θ) + 1

2
)) ∪ {0}

)
, if n is odd,

hb0 ◦ · · · ◦ hbk−1

(
h−sk

(Rλ(τ
k+1(θ) + 1

2
)) ∪ hsk

(Rλ(τ
k+1(θ) + 1

2
)) ∪ {0}

)
, if n is even.

See Figure 5.3 for the combinatorial structure of a part of a cut ray.

Proof. 1. For z ∈ Ωθ
λ, first note that z ∈ Ωθ

λ ∩ J(fλ) if and only if the orbit of
z remains bounded, if and only if z ∈ Λλ and sλ(z) ∈ {(±s0,±s1,±s2, · · · )} =

κ−1({θ, θ + 1
2
}). Thus we have Ωθ

λ ∩ J(fλ) = (κ ◦ sλ|Λλ
)−1({θ, θ + 1

2
}).

2. Let U be a Fatou component such that U ∩ Ωθ
λ 6= ∅. Then by 1, U is

eventually mapped onto Bλ.
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Case 1: U = Bλ. By Proposition 5.3.1, Ωθ
λ ∩ Bλ ⊃ Rλ(θ) ∪ Rλ(θ +

1
2
)∪ {∞}. On the other hand, for any z ∈ (Ωθ

λ \Bλ) \ {∞}, there is a integer
M ≥ 1 such that fM

λ (z) ∈ U(v), where v is a positive constant chosen by
Lemma 5.3.4. Since sλ(f

M
λ (z)) ∈ {(±sM ,±sM+1,±sM+2, · · · )}, we conclude

that the itinerary of fM
λ (z) must be identical as an itinerary of some angle

β ∈ Θ. Thus

sλ(f
M
λ (z)) =

{
(sM , sM+1, · · · ) or (−sM ,−sM+1, · · · ), if n is odd,
(sM , sM+1, · · · ), if n is even.

Case 1.1: n is odd. By Proposition 5.3.1, fM
λ (z) ∈ Rλ(τ

M(θ)) ∪
Rλ(τ

M(θ) + 1
2
). Note that f−1

λ (Rλ(τ
M(θ))) ∩ (SsM−1

∪ S−sM−1
) ∩ Bλ =

Rλ(τ
M−1(θ)), f−1

λ (Rλ(τ
M(θ)+ 1

2
))∩(SsM−1

∪S−sM−1
)∩Bλ = Rλ(τ

M−1(θ)+ 1
2
).

We conclude fM−1
λ (z) ∈ Rλ(τ

M−1(θ)) ∪ Rλ(τ
M−1(θ) + 1

2
). It turns out

that z ∈ Rλ(θ) ∪ Rλ(θ + 1
2
) by induction. So in this case, Ωθ

λ ∩ Bλ =

Rλ(θ) ∪Rλ(θ + 1
2
) ∪ {∞}.

Case 1.2: n is even. By Proposition 5.3.1, fM
λ (z) ∈ Rλ(τ

M(θ)). Since
f−1

λ (Rλ(τ
M(θ))) ∩ (SsM−1

∪ S−sM−1
) ∩ Bλ = Rλ(τ

M−1(θ)) ∪ Rλ(τ
M−1(θ) + 1

2
),

we have fM−1
λ (z) ∈ Rλ(τ

M−1(θ)) ∪ Rλ(τ
M−1(θ) + 1

2
). If M = 1, then z ∈

Rλ(θ)∪Rλ(θ+ 1
2
) and the proof is done. If M > 1, then we claim fM−1

λ (z) ∈
Rλ(τ

M−1(θ)). This is because f−1
λ (Rλ(τ

M−1(θ)+ 1
2
))∩(SsM−2

∪S−sM−2
)∩Bλ =

∅. Again by induction, we have z ∈ Rλ(θ) ∪Rλ(θ + 1
2
) in this case.

Case 2: U = Tλ. In this case, if n is odd, then fλ(Ω
θ
λ ∩ Tλ ∩ Ss0) =

Ω
τ(θ)
λ ∩Bλ∩S−s1 = Rλ(τ(θ)+

1
2
)∪{∞} and fλ(Ω

θ
λ∩Tλ∩S−s0) = Ω

τ(θ)
λ ∩Bλ∩Ss1 =

Rλ(τ(θ))∪ {∞}. So Ωθ
λ ∩ Tλ = h−s0(Rλ(τ(θ)))∪ hs0(Rλ(τ(θ) + 1

2
))∪ {0}; if n

is even, then fλ(Ω
θ
λ ∩ Tλ ∩ Ss0) = fλ(Ω

θ
λ ∩ Tλ ∩ S−s0) = Ω

τ(θ)
λ ∩ Bλ ∩ S−s1 =

Rλ(τ(θ)+
1
2
)∪{∞}. So Ωθ

λ∩Tλ = hs0(Rλ(τ(θ))+
1
2
)∪h−s0(Rλ(τ(θ)+

1
2
))∪{0}.

Case 3: U ∈ P \ {Bλ, Tλ}. In this case, there is a smallest integer k ≥ 1

such that fk
λ (U) = Tλ. Since fk

λ : U → Tλ is a conformal map and for any
0 ≤ j ≤ k− 1, f j

λ(U) lies inside some sector Skj
, we conclude U must take the

form hb0 ◦ · · · ◦ hbk−1
(Tλ) for some (b0, · · · , bk−1) ∈ {(±s0, · · · ,±sk−1)}. By

pulling back fk
λ (U ∩ Ωθ

λ) = Ω
τk(θ)
λ ∩ Tλ via fk

λ , we have Ωθ
λ ∩ U = hb0 ◦ · · · ◦

hbk−1
(Ω

τk(θ)
λ ∩ Tλ). The conclusion follows by case 2.

Proposition 5.3.3. For any λ ∈ H and any θ ∈ Θ, the cut ray Ωθ
λ is a

Jordan curve.

Proof. Suppose s(θ) = (s0, s1, s2, · · · ). For k ≥ 0, define

Ω̂
τk(θ)
λ,0 = Ω

τk(θ)
λ ∪ Isk

∪ I−sk
, Ω̂θ

λ,k =
⋂

0≤j≤k

f−j
λ (Ω̂

τj(θ)
λ,0 ).
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Figure 5.4: Cut rays with angles 1/4, 1/3, 1/2 when n = 3.

The set Ω̂θ
λ,k is connected and compact and it contains Ωθ

λ. It’s easy to
check that Ω̂θ

λ,k ⊃ Ω̂θ
λ,k+1 and

⋂
k≥0 Ω̂θ

λ,k = Ωθ
λ. Let D+

k be the component of
C \ Ω̂θ

λ,k that contains v+
λ and D−

k be the component of C \ Ω̂θ
λ,k that contains

v−λ . Let D+
∞ =

⋃
k≥0D

+
k and D−

∞ =
⋃

k≥0D
−
k , then D+

∞ ∪D−
∞ ∪ Ωθ

λ = C.

We first construct a Cantor set on S = R/Z. Let E1 = (5/24, 13/24), E2 =

(17/24, 25/24) be two open intervals on S and ζ be the map t 7→ 3t mod Z. By
definition, ζ(Ei) ⊃ E1 ∪ E2. Let Tk =

⋂
0≤j≤k ζ

−j(E1 ∪ E2). Then Tk ⊃ Tk+1

and Tk has 2k+1 components. The intersection
⋂

k≥0 Tk is denoted by T∞.
Since T∞ =

⋂
k≥0 ζ

−k(E1 ∪ E2) =
⋂

k≥0 ζ
−k(E1 ∪ E2), we conclude that T∞ is

a Cantor set.

Now, we define two sequences of Jordan curves {γ+
k : S → ∂D+

k }, {γ
−
k :

S → ∂D−
k } in the following way: for k ≥ 0,

1. γ+
k+1|S\Tk

= γ+
k |S\Tk

= γ−k |S\Tk
= γ−k+1|S\Tk

.

2. γ+
k (S \ Tk) = Ωθ

λ ∩ ∂D+
k = Ωθ

λ ∩ ∂D−
k = γ−k (S \ Tk).

3. γ+
k (Tk) = ∂D+

k \ Ωθ
λ, γ

−
k (Tk) = ∂D−

k \ Ωθ
λ.

In the following, we show that each sequence of maps {γ+
k : S →

∂D+
k }, {γ

−
k : S → ∂D−

k } converges in the spherical metric. By construction,
γ+

k+1|S\Tk
= γ+

k |S\Tk
and for any component W of Tk, γ+

k+1(W ) and γ+
k (W ) are

contained in the same component of
⋂

0≤j≤k f
−j
λ (Isj

∪ I−sj
). Since the spher-

ical metric and the hyperbolic metric are comparable in any compact subset



5.3. CUT RAYS IN THE DYNAMICAL PLANE 67

of Υλ, we conclude by Lemma 5.2.3 that

max
t∈S

distC
(
γ+

k+1(t), γ
+
k (t)) = O(δk

)
,

where distC is the spherical metric and δ ∈ (0, 1) is a constant. Thus the
sequence {γ+

k } has a limit map γ+
∞ : S → ∂D+

∞ which is continuous and
surjective. Similarly, the sequence {γ−k } also has a limit map γ−∞ : S → ∂D−

∞,
continuous and surjective. The limit maps γ+

∞ and γ−∞ satisfy γ+
∞|S\T∞ =

γ−∞|S\T∞ . By continuity, γ+
∞ and γ−∞ are identical on S. This implies that

∂D+
∞ = ∂D−

∞ = Ωθ
λ and Ωθ

λ is locally connected.
To finish, we show Ωθ

λ is Jordan curve. Let Φ : D → D+
∞ be a Riemann

mapping. Since ∂D+
∞ is locally connected, Φ has an extension from D to D+

∞.
If two distinct radical segments Φ((0, 1)e2πiθ1) and Φ((0, 1)e2πiθ2) converge
to the same point p, then the Jordan curve Φ((0, 1)e2πiθ1) ∪ Φ((0, 1)e2πiθ2) ∪
{Φ(0), p} separates a section of the boundary ∂D+

∞ from D−
∞. But this is a

contradiction since D+
∞ and D−

∞ share a common boundary.

Proposition 5.3.4. For λ ∈ H and θ ∈ Θ, all periodic points on Ωθ
λ ∩ J(fλ)

are repelling.

Proof. Suppose s(θ) = (s0, s1, s2, · · · ). Let z ∈ Ωθ
λ ∩ J(fλ) be a periodic

point, with period p. Then the itinerary of z is of the form (a0, a1, · · · , ap−1),
where aj ∈ {±sj} for 0 ≤ j ≤ p − 1. Let ak = ak mod p for k ≥ 0 and
Ia0···as =

⋂
0≤k≤s f

−k
λ (Iak

) . By Lemma 5.2.3, the hyperbolic diameter of Ia0···as

is O(δs) when s is large. So we can choose N large enough such that fp
λ :

int(Ia0···aN
) → int(Iap···aN

) = int(Ia0···aN−p
) is a conformal map. Since z ∈

int(Ia0···aN
) ⊂ Ia0···aN

⊂ int(Ia0···aN−p
), we conclude |(fp

λ)′(z)| > 1 by Schwarz
Lemma. Thus z is a repelling periodic point.

Proposition 5.3.2 tells us the combinatorial structure of the cut ray Ωθ
λ.

The following proposition shows that the iterated preimages of Ωθ
λ have the

same combinatorial structure as Ωθ
λ provided that Ωθ

λ doesn’t meet the critical
orbit.

Proposition 5.3.5. For λ ∈ H and θ ∈ Θ, suppose the cut ray Ωθ
λ doesn’t

meet the critical orbit, then for any α ∈
⋃

k≥0 τ
−k(θ), there is a unique ray ωα

λ

such that
1. ωα

λ is a continuous curve connecting 0 with ∞.
2. ωα+1/2

λ = −ωα
λ .

3. fλ(ω
α
λ ) = ω

τ(α)
λ ∪ ωτ(α)+1/2

λ .
4. ωα

λ ∩Bλ = Rλ(α) ∪ {∞}.

For this reason, we still call ωα
λ a full ray of angle α, and Ωα

λ = ωα
λ ∪ω

α+1/2
λ

a cut ray of angle α(or α+ 1
2
).
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Proof. The proof is based on induction argument. Suppose α ∈
⋃

k≥0 τ
−k(θ)

is an angle such that the full ray ωα
λ and the cut ray Ωα

λ satisfy 1,2,3,4. Then
for β ∈ τ−1(α), we define ωβ

λ by lifting Ωα
λ in the following way:

fλ(ω
β
λ) = Ωα

λ , ωβ
λ ∩Bλ = Rλ(β) ∪ {∞}.

This ray ωβ
λ is unique since we require ωβ

λ ∩ Bλ = Rλ(β) ∪ {∞}. Also by
uniqueness of lifting maps, we conclude ωβ+ 1

2
λ = −ωβ

λ by the fact Rλ(β+ 1
2
) =

−Rλ(β) and Ωα
λ = −Ωα

λ .
In the following, we show that ωβ

λ connects ∞ and 0. If not, then ωβ
λ

must be a curve connecting ∞ with itself, hence a Jordan curve. This implies
that ωβ

λ doesn’t meet with 0. Since Ωα
λ = −Ωα

λ , all curves in the set C =

{ekπi/nωβ
λ , Hλ(e

kπi/nωβ
λ); 0 ≤ k < 2n} are preimages of Ωα

λ , where Hλ(z) =
n
√
λ/z. Since Ωα

λ doesn’t meet the critical orbit, we conclude that for any
γ1, γ2 ∈ C with γ1 6= γ2, γ1 and γ2 are disjoint outside {0,∞}. This means
#C = 4n. But this is a contradiction since the degree of fλ is 2n.

Recall that for any θ ∈ Θ with itinerary s(θ) = (s0, s1, s2, · · · ), the cut ray
Ωθ

λ contains at least two points: 0 and ∞, and Ωθ
λ \ {0,∞} is contained in the

interior of Ss0 ∪ S−s0 . Now given two angles α, β ∈ Θ with Ωα
λ 6= Ωβ

λ, suppose
s(α) = (sα

0 , s
α
1 , s

α
2 , · · · ), s(β) = (sβ

0 , s
β
1 , s

β
2 , · · · ). Let J(α, β) be the first integer

k ≥ 0 such that |sα
k | 6= |sβ

k |. Note that the intersection Ωα
λ ∩ Ωβ

λ consists of at
least two points 0 and ∞. If furthermore J(α, β) = 0, then Ωα

λ ∩Ωβ
λ = {0,∞}.

The following proposition tells us the number of intersection points in general
case.

Proposition 5.3.6. Let α, β ∈ Θ with Ωα
λ 6= Ωβ

λ, then the intersection Ωα
λ∩Ωβ

λ

consists of 2J(α,β)+1 points.

Proof. We consider the orbit of Ωα
λ ∩ Ωβ

λ under fλ:

Ωα
λ ∩ Ωβ

λ → Ω
τ(α)
λ ∩ Ω

τ(β)
λ → · · · → Ω

τJ(α,β)(α)
λ ∩ Ω

τJ(α,β)(β)
λ

Note that for any 0 ≤ k ≤ J(α, β)−1, fλ : Ω
τk(α)
λ ∩Ω

τk(β)
λ → Ω

τk+1(α)
λ ∩Ω

τk+1(β)
λ

is a two-to-one map, thus we have

#(Ωα
λ∩Ωβ

λ) = 2#(Ω
τ(α)
λ ∩Ω

τ(β)
λ ) = · · · = 2J(α,β)#(Ω

τJ(α,β)(α)
λ ∩Ω

τJ(α,β)(β)
λ ) = 2J(α,β)+1.

Remark 5.3.3. From the proof of Proposition 5.3.6, we know that any two
different cut rays Ωα

λ and Ωβ
λ intersect at the preimages of ∞. More precisely,

Ωα
λ∩Ωβ

λ ⊂
⋃

0≤k≤J(α,β)+1 f
−k
λ (∞), and for 2 ≤ k ≤ J(α, β)+1, the intersection

Ωα
λ ∩ Ωβ

λ ∩ f
−(k−1)
λ (0) consists of 2k−1 points.
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5.4 Puzzles, Graphs and Tableaux

5.4.1 The Yoccoz Puzzle

LetXλ = C̄\{z ∈ Bλ;Gλ(z) ≥ 1} = V(1). GivenN periodic angles θ1, · · · , θN

that lie in different periodic cycles of Θ, let

gλ(θ1, · · · , θN) =
⋃
k≥0

(
Ω

τk(θ1)
λ ∪ · · · ∪ Ω

τk(θN )
λ

)
.

Obviously, gλ(θ1, · · · , θN) is fλ-invariant. The graph Gλ(θ1, · · · , θN) gener-
ated by θ1, · · · , θN is defined as following:

Gλ(θ1, · · · , θN) = ∂Xλ ∪
(
Xλ ∩ gλ(θ1, · · · , θN)

)
.

The Yoccoz Puzzle induced by the graph Gλ(θ1, · · · , θN) is constructed in
the following way: The Yoccoz Puzzle of depth zero consists of all connected
components of Xλ \ Gλ(θ1, · · · , θN), and each component is called a puzzle
piece of depth zero. The Yoccoz Puzzle of greater depth can be constructed
by induction: If P (1)

d , · · · , P (m)
d are the puzzle pieces of depth d, then the

connected components of the set f−1
λ (P

(i)
d ) are the puzzle pieces P (j)

d+1 of depth
d+1. One can verify that the puzzle pieces of depth d consists of all connected
components of f−d

λ (Xλ \Gλ(θ1, · · · , θN)) and each puzzle piece is a disk.
To make the puzzle well-defined, we should avoid the situation that the

critical orbits touch the set Gλ(θ1, · · · , θN). If the critical orbits touch the
graph Gλ(θ1, · · · , θN), we say the graph Gλ(θ1, · · · , θN) is touchable. In this
case, since there are infinitely many periodic angles in Θ, we can change
the N -tuple (θ1, · · · , θN) to another N -tuple (θ′1, · · · , θ′N) to make the graph
not touchable. So in the following discussion, we always assume the graph
Gλ(θ1, · · · , θN) is not touchable.

Let J0 be the set of all points on the Julia set J(fλ) whose orbits eventually
meet the graph Gλ(θ1, · · · , θN). Then J0 =

⋃
k≥0 f

−k
λ (Gλ(θ1, · · · , θN)∩J(fλ)).

For any z ∈ C \ (Aλ ∪ J0), there is a unique sequence of puzzle pieces P0(z) ⊃
P1(z) ⊃ P2(z) ⊃ · · · which contain z. By Proposition 5.3.4, if fλ has a non-
repelling cycle in C, say C = {z, fλ(z), · · · , fp

λ(z) = z}, then this cycle must
avoid the graph Gλ(θ1, · · · , θN). This implies that C ⊂ C \ (Aλ ∪ J0). Thus
for any d ≥ 0 and any x ∈ C, the puzzle piece Pd(x) is well defined.

Lemma 5.4.1. Suppose the graph Gλ(θ1, · · · , θN) is not touchable, then for
any z ∈ C \ (Aλ ∪ J0), the puzzle pieces satisfy:

−P0(z) = P0(−z); ωPd(z) = Pd(ωz), ω
2n = 1, d ≥ 1.
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1
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0

Figure 5.5: A graph with Yoccoz puzzle to depth one (n = 3 and Gλ =

Gλ(1/2)).

Proof. By definition of the graph Gλ(θ1, · · · , θN) and the symmetry of the
Green function Gλ : Aλ → (0,+∞] (See Lemma 5.2.1), we have Xλ \
Gλ(θ1, · · · , θN) = −Xλ \Gλ(θ1, · · · , θN). Thus −P0(z) = P0(−z). Suppose
that for some d ≥ 0,

f−d
λ (Xλ \Gλ(θ1, · · · , θN)) = −f−d

λ (Xλ \Gλ(θ1, · · · , θN)).

Since fλ(ωz) = ±fλ(z) and Gλ(ωz) = Gλ(z), we have fλ(z) ∈ f−d
λ (Xλ \

Gλ(θ1, · · · , θN)) if and only if fλ(ωz) ∈ f−d
λ (Xλ \Gλ(θ1, · · · , θN)). Thus

f
−(d+1)
λ (Xλ \Gλ(θ1, · · · , θN)) = ωf

−(d+1)
λ (Xλ \Gλ(θ1, · · · , θN)).

The conclusion follows by induction.

Lemma 5.4.2. Suppose the graph Gλ(θ1, · · · , θN) is not touchable, then for
any d ≥ 0 and any puzzle piece Pd of depth d, the intersection P d ∩ J(fλ) is
connected.

Proof. It’s equivalent to prove that every connected component of C \ (P d ∩
J(fλ)) is simply connected. Since the Julia set J(fλ) is connected, every
component of C\(P d∩J(fλ)) that lies inside Pd is simply connected. So we just
need consider the components of C\(P d∩J(fλ)) that intersect with ∂Pd. Note
that the puzzle piece Pd is bounded by finitely many cut rays, say Ωβ1

λ , · · · ,Ω
βs

λ ,
together with finitely many equipotential curves e(U1, v), · · · , e(Ut, v). By the
structure of cut rays (Proposition 5.3.2), there is exactly one component of
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C\(P d∩J(fλ)) that intersects with the boundary ∂Pd. This component is the
union of C \ P d and countably many Fatou components that intersect with
the cut rays Ωβ1

λ , · · · ,Ω
βs

λ . Thus it’s also simply connected.

5.4.2 Admissible graphs

Given a point z ∈ C \ (Aλ ∪ J0), the difference set Ad(z) = Pd(z) \ Pd+1(z)

is an annulus, either degenerate or of positive modulus. Here, d is called the
depth of Ad(z). For d ≥ 1 and c ∈ Cλ, the annulus Ad(z) is called off-critical,
c-critical or c-semi-critical if Pd(z) contains no critical points, Pd+1(z) contains
the critical point c or Ad(z) contains the critical point c, respectively.

Since the critical annuli play a crucial rule in our discussion, we will devote
ourself to finding a graph such that with respect to the Yoccoz puzzle induced
by such a graph, the critical annulus Ad(c) is non-degenerate for some d ≥
1. By Lemma 5.4.1, if some critical annulus Ad(c) of depth d ≥ 1 is non-
degenerate, then all critical annuli of the same depth are non-degenerate.
The graph that satisfies this property is of special favourite.

Definition 5.4.1. We say the graph Gλ(θ1, · · · , θN) is admissible if with
respect to the Yoccoz puzzle induced by Gλ(θ1, · · · , θN), there exists a non-
degenerate critical annulus Ad(c) for some critical point c ∈ Cλ and some
depth d ≥ 1. Else, we say the graph Gλ(θ1, · · · , θN) is non-admissible.

The following remark tells us that a graph may be non-admissible in some
cases.

Remark 5.4.1. There exist non-admissible graphs. For example, for any
n ≥ 3, suppose fλ is 1-renormalizable at c0(See Section 5.5 for definition),
then the graph Gλ(1) is non-admissible since Ad(c0) is degenerate for all depths
d ≥ 1, see Figure 5.5.

However, even if there are non-admissible graphs, we can always find an
admissible graph by an elaborate choice. The aim of this section is to prove
the existence of admissible graphs for n ≥ 3.

Proposition 5.4.1. For any n ≥ 3 and any λ ∈ H, if fλ is not critically
finite, then there always exists an admissible graph.

The proof is divided into three lemmas: Lemma 5.4.3, Lemma 5.4.4 and
Lemma 5.4.5. In fact, these lemmas enable us to prove much more: when
n ≥ 5, there exist infinitely many admissible graphs without the assumption
of the critical finiteness of fλ (See Lemma 5.4.5); when n = 4, there exists at
least one admissible graph without the assumption of the critical finiteness of
fλ (See Lemma 5.4.4); when n = 3, there exists at least one admissible graph
except some particular critically finite cases (See Lemma 5.4.3).
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Lemma 5.4.3. When n = 3, there exists an admissible graph except when the
critical orbit of fλ eventually lands at a repelling cycle of period one or two.
More precisely,

1. If neither Gλ(1/4) nor Gλ(1/2) is touchable, then at least one of the
graphs Gλ(1/4), Gλ(1/2), Gλ(1/4, 1/2) is admissible.

2. If Gλ(1/2) is touchable, then either Gλ(1/4) is admissible or the critical
orbit of fλ eventually lands at a repelling cycle of period two.

3. If Gλ(1/4) is touchable, then either Gλ(1/2) is admissible or the critical
orbit of fλ eventually lands at a repelling fixed point.

Proof. First note that

f−1
λ (Ω

1/4
λ ) = Ω

1/12
λ ∪ Ω

1/4
λ ∪ Ω

5/12
λ , f−1

λ (Ω
1/2
λ ) = Ω

1/6
λ ∪ Ω

1/3
λ ∪ Ω

1/2
λ .

1. In this case, the full rays ω1/12
λ and ω1/6

λ decompose S0 into four domains:
D1, D2, D3 and D4, see Figure 6. If neither Gλ(1/4) nor Gλ(1/2) is touchable,
then the graphs Gλ(1/4), Gλ(1/2), Gλ(1/4, 1/2) are all well-defined. Now,
we consider the location of the critical value v+

λ , there are four possibilities:
Case 1: v+

λ ∈ D1. In this case, the annulus A0(v
+
λ ) = P0(v

+
λ ) \ P1(v

+
λ ) is

non-degenerate with respect to the Yoccoz puzzle induced by either of the
graphs Gλ(1/4), Gλ(1/2) and Gλ(1/4, 1/2). It turns out that the critical
annulus A1(c) is non-degenerate for all c ∈ Cλ. Thus, in this case, all the
graphs Gλ(1/4), Gλ(1/2), Gλ(1/4, 1/2) are admissible.

Case 2: v+
λ ∈ D2. The annulus A0(v

+
λ ) = P0(v

+
λ ) \ P1(v

+
λ ) is non-

degenerate with respect to the Yoccoz puzzle induced by the graph Gλ(1/4).
So all critical annuli A1(c) are non-degenerate. Thus the graph Gλ(1/4) is
admissible.

Case 3: v+
λ ∈ D3. The annulus A0(v

+
λ ) is non-degenerate with respect to

the Yoccoz puzzle induced by the graph Gλ(1/4, 1/2). So all critical annuli
A1(c) are non-degenerate and the graph Gλ(1/4, 1/2) is admissible.

Case 4: v+
λ ∈ D4. Similar argument as above, we conclude the graph

Gλ(1/2) is admissible.
2. In this case, the graph Gλ(1/4) is necessarily non-touchable. First note

that the cut ray Ω
5/12
λ decomposes Ω

1/2
λ into four parts: Ω

1/2
λ (2, 2), Ω

1/2
λ (2,−2),

Ω
1/2
λ (−2, 2) and Ω

1/2
λ (−2,−2), where

Ω
1/2
λ (ε0, ε1) = {z ∈ Ω

1/2
λ ; sλ(z) = (ε0, ε1,±2,±2, · · · )}, (ε0, ε1) ∈ {(±2,±2)}.

Moreover, for any z ∈ (Ω
1/2
λ (2, 2) ∪ Ω

1/2
λ (−2,−2)) ∩ J(fλ), the annulus A0(z)

is non-degenerate with respect to the Yoccoz puzzle induced by the graph
Gλ(1/4).
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Figure 5.6: Candidates for admissible graph when n = 3 .

Since Gλ(1/2) is touchable, there is an integer p ≥ 1 and a critical point
c ∈ Cλ such that fp

λ(c) ∈ Ω
1/2
λ . Consider the itinerary of fp

λ(c), say sλ(f
p
λ(c)) =

(s0, s1, s2, · · · ). There are two possibilities:
Case 1. There is an integer n ≥ 0 such that (sn, sn+1) = (2, 2) or (−2,−2).

In this case, fn+p
λ (c) ∈ (Ω

1/2
λ (2, 2) ∪ Ω

1/2
λ (−2,−2)) ∩ J(fλ), thus the annulus

A0(f
n+p
λ (c)) is non-degenerate. It turns out that the critical annulus An+p(c)

is non-degenerate. So the graph Gλ(1/4) is admissible.
Case 2. For any integer n ≥ 0, (sn, sn+1) = (2,−2) or (−2, 2). In

this case, either sλ(f
p
λ(c)) = (2,−2, 2,−2, · · · ) = (2,−2) or sλ(f

p
λ(c)) =

(−2, 2,−2, 2, · · · ) = (−2, 2). By Proposition 5.3.4, fp
λ(c) lies in a repelling

cycle of period two.
3. The proof is similar as 2. In this case, the graph Gλ(1/2) is necessarily

non-touchable. First note that the cut ray Ω
1/3
λ decomposes Ω

1/4
λ into four

parts: Ω
1/4
λ (1,−1), Ω

1/4
λ (1, 1), Ω

1/4
λ (−1,−1) and Ω

1/4
λ (−1, 1), where

Ω
1/4
λ (ε0, ε1) = {z ∈ Ω

1/4
λ ; sλ(z) = (ε0, ε1,±1,±1, · · · )}, (ε0, ε1) ∈ {(±1,±1)}.

Moreover, for any z ∈ (Ω
1/4
λ (1,−1) ∪ Ω

1/4
λ (−1, 1)) ∩ J(fλ), the annulus A0(z)

is non-degenerate with respect to the Yoccoz puzzle induced by the graph
Gλ(1/2).

Since Gλ(1/4) is touchable, there is an integer p ≥ 1 and a critical point
c ∈ Cλ such that fp

λ(c) ∈ Ω
1/4
λ . Consider the itinerary of fp

λ(c), say sλ(f
p
λ(c)) =

(s0, s1, s2, · · · ). There are two possibilities:
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Figure 5.7: Candidates for admissible graph when n = 4 .

Case 1. There is an integer n ≥ 0 such that (sn, sn+1) = (−1, 1) or
(1,−1). In this case, fn+p

λ (c) ∈ (Ω
1/4
λ (1,−1) ∪ Ω

1/4
λ (−1, 1)) ∩ J(fλ), thus the

annulus A0(f
n+p
λ (c)) is non-degenerate. It turns out that the critical annulus

An+p(c) is non-degenerate. So the graph Gλ(1/2) is admissible.
Case 2. For any integer n ≥ 0, (sn, sn+1) = (1, 1) or (−1,−1). In this

case, either sλ(f
p
λ(c)) = (1, 1, · · · ) = (1) or sλ(f

p
λ(c)) = (−1,−1, · · · ) = (−1).

By Proposition 5.3.4, fp
λ(c) is a repelling fixed point.

Lemma 5.4.4. When n = 4, if Gλ(1/3) is not touchable, then Gλ(1/3) is
admissible; if Gλ(1/3) is touchable, then Gλ(2/3, 1) is admissible.

Proof. First note that s(1/3) = (2, 2, · · · ) = (2), s(2/3) = (−1,−1, · · · ) =

(−1) and s(1) = (−3,−3, · · · ) = (−3). Thus Ω
1/3
λ ⊂ S2∪S−2,Ω

2/3
λ ⊂ S1∪S−1

and Ω1
λ ⊂ S3 ∪ S−3, see Figure 7. It’s easy to verify

f−1
λ (Ω

1/3
λ ) = Ω

1/12
λ ∪ Ω

5/24
λ ∪ Ω

1/3
λ ∪ Ω

11/24
λ .

If the graph Gλ(1/3) is not touchable, then with respect to the Yoccoz
puzzle induced by Gλ(1/3), the puzzle piece P1(v

+
λ ) is a subset of the domain

bounded by ω5/24
λ and ω23/24

λ together with the equipotential curves e(Bλ, 1/n)

and e(Tλ, 1/n). Thus the annulus A0(v
+
λ ) is non-degenerate. It turns out

that all critical annuli A1(c) are non-degenerate. So the graph Gλ(1/3) is
admissible. If the graph Gλ(1/3) is touchable, then there exist an integer
p ≥ 1 and a critical point c ∈ Cλ such that fp

λ(c) ∈ Ω
1/3
λ . Note that the
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Figure 5.8: Candidates for admissible graph when n ≥ 5 .

preimage of Ω
2/3
λ that lies in S2∪S−2 is Ω

7/24
λ and the preimage of Ω1

λ that lies
in S2∪S−2 is Ω

3/8
λ . In this case, with respect to the Yoccoz puzzle induced by

the graph Gλ(2/3, 1), the puzzle piece P1(f
p
λ(c)) is bounded by Ω

7/24
λ and Ω

3/8
λ ,

thus the annulus A0(f
p
λ(c)) is non-degenerate. So all critical annuli Ap(c) are

non-degenerate and the graph Gλ(2/3, 1) is admissible.

Lemma 5.4.5. When n ≥ 5, there are infinitely many periodic angles θ ∈ Θ

such that the graph Gλ(θ) is admissible.

Proof. Let Θ̂ =
⋃

j≥0 τ
−j
(⋃

2≤k≤n−2(Θk ∪Θ−k)
)

be the set of all angles in Θ

whose orbits remain in
⋃

2≤k≤n−2(Θk ∪ Θ−k) under all iterations of τ and let
Θ̂per be the set of all periodic angles in Θ̂. Similar argument as Lemma 5.3.2,
we can show that Θ̂per is a dense subset of Θ̂. By Lemma 5.3.1, one can check
that the set Θ̂per can be written as

Θ̂per =
⋃
p≥1

{κ(s); s = (s0, · · · , sp−1) ∈ Σ0 and s0, · · · , sp−1 ∈ {±2, · · · ,±(n−2)}}

and any angle θ ∈ Θ̂per is of the form

θ =
1

2

(
χ(s0)

n
+

|s0|
n(np − 1)

+
np

np − 1

∑
1≤k<p

|sk|
nk+1

)
.
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We can choose an angle θ ∈ Θ̂per such that the critical orbit avoids the
graph Gλ(θ)(Note that there are infinitely many such choices of angle θ).
Then with respect to the Yoccoz puzzle induced by the graph Gλ(θ), P1(v

+
λ )

is a proper subset of P0(v
+
λ ), thus the graph Gλ(θ) is admissible. See Figure

8.

In the rest of this section, we prove an important property of the cut rays
that are used to generate admissible graphs. Let

Θad =


{1

4
, 1

2
}, n = 3,

{1
3
, 2

3
, 1}, n = 4,

Θ̂per, n ≥ 5.

Note that for any admissible graph Gλ(θ1, · · · , θN) constructed by Lemma
5.4.3, Lemma 5.4.4 and Lemma 5.4.5, {θ1, · · · , θN} ⊂ Θad. In the following,
we will prove

Proposition 5.4.2. For any θ ∈ Θad, the intersection Ωθ
λ ∩ ∂Bλ consists of

two points.

The proof is based on the following

Lemma 5.4.6. Suppose θ ∈ Θ and θ satisfies one of the following conditions:
C1. There are two sequences {θ+

k }k≥1, {θ−k }k≥1 ⊂ Θ such that for all k ≥ 1,
θ−k < θ < θ+

k and J(θ+
k , θ) = J(θ−k , θ) →∞ as k →∞.

C2. There is a sequence {θk}k≥1 ⊂ Θ such that θ1 < θ2 < θ3 < . . . (or
θ1 > θ2 > θ3 > . . . ) and J(θk, θ) = k for any k ≥ 1.

Then the intersection Ωθ
λ ∩ ∂Bλ consists of two points.

Proof. 1. Suppose θ satisfies C1 and s(θ) = (s0, s1, s2, · · · ). By Proposition
5.3.6, the cut ray Ω

θ+
k

λ (or Ω
θ−k
λ ) intersects with Ωθ

λ at 2J(θ+
k ,θ)+1 points, hence

decomposes Ωθ
λ into 2J(θ+

k ,θ)+1 parts:

Ωθ
λ(ε0, ε1, · · · , εJ(θ+

k ,θ)), (ε0, ε1, · · · , εJ(θ+
k ,θ)) = (±s0,±s1, · · · ,±sJ(θ+

k ,θ)),

where

Ωθ
λ(ε0, ε1, · · · , εp) := {z ∈ Ωθ

λ; sλ(z) = (ε0, ε1, · · · , εp,±sp+1,±sp+2, · · · )}.

By the structure of the cut rays (Proposition 5.3.2), since
the angle θ satisfies condition C1, we conclude that among these
2J(θ+

k ,θ)+1 parts, only two intersect with Bλ: Ωθ
λ(s0, s1, · · · , sJ(θ+

k ,θ)) and
Ωθ

λ(−s0, (−1)ns1, · · · , (−1)nsJ(θ+
k ,θ)). Moreover, for any k ≥ 1

Ωθ
λ ∩Bλ ⊂ Ωθ

λ(s0, s1, · · · , sJ(θ+
k ,θ)) ∪ Ωθ

λ(−s0, (−1)ns1, · · · , (−1)nsJ(θ+
k ,θ)).
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It turns out that

Ωθ
λ ∩Bλ ⊂

⋂
k≥1

(
Ωθ

λ(s0, s1, · · · , sJ(θ+
k ,θ)) ∪ Ωθ

λ(−s0, (−1)ns1, · · · , (−1)nsJ(θ+
k ,θ))

)
= {z ∈ Ωθ

λ; sλ(z) = (s0, s1, s2, · · · ) or (−s0, (−1)ns1, (−1)ns2, · · · )}
= Rλ(θ) ∪Rλ(θ + 1/2).

By Proposition 5.3.2, the intersection Ωθ
λ ∩ ∂Bλ consists of two points.

These two points are the landing points of the external rays Rλ(θ) and Rλ(θ+

1/2).
2. Now we suppose θ satisfies C2 and s(θ) = (s0, s1, s2, · · · ). We only prove

the case when n is odd. The argument applies equally well to the case when
n is even. Let {θk}k≥1 ⊂ Θ be the sequence such that θ1 < θ2 < θ3 < . . . and
J(θk, θ) = k for any k ≥ 1. The following facts are straightforward:

Fact 1. Let z ∈ Ωθ
λ. If the itinerary sλ(z) is of the form

(ε0, · · · , εk, sk+1, sk+2, · · · ) or (ε0, · · · , εk,−sk+1,−sk+2, · · · ) for some k ≥ 0,
then z lies in the closure of some external ray or radial ray RU(θU) for U ∈ P .
(By Proposition 5.3.2)

Fact 2. For any k > 1, Bλ has no intersection with any bounded compo-
nent of C \

⋃
1≤j≤k Ω

θj

λ . (By Proposition 5.3.1 and 5.3.2)
Fact 3. The sections of Ωθ

λ that intersect with the unbounded component
of C \

⋃
1≤j≤k Ω

θj

λ are as follows:

Ωθ
λ(s0, · · · , sk), Ωθ

λ(−s0, · · · ,−sk),

Ωθ
λ(s0, · · · , sj,−sj+1, · · · ,−sk), Ωθ

λ(−s0, · · · ,−sj, sj+1, · · · , sk), 0 ≤ j < k.

Let Ek be the collection of these sections.
By Fact 2 and Fact 3, we have Bλ ∩ Ωθ

λ ⊂
⋃

E∈Ek
E for any k > 1. It

follows that Bλ ∩Ωθ
λ ⊂

⋂
k>1

⋃
E∈Ek

E = {z ∈ Ωθ
λ, sλ(z) is of the form ± s(θ)

or ± (s0, s1, · · · , sk,−sk+1, −sk+2, · · · ) for some k ≥ 0}.
By Fact 1, for any z ∈ Bλ ∩ Ωθ

λ, either z ∈ Rλ(θ) ∪ Rλ(θ + 1/2) or there
exist U ∈ P \ {Bλ} and an angle θU such that z ∈ RU(θU). In the following,
we show that the latter is impossible. In fact, if z ∈ Bλ ∩ Ωθ

λ ∩ RU(θU), then
z ∈ ∂Bλ ∩ ∂U . Let p ≥ 0 be the first integer such that fp

λ(U) = Tλ.
After iterations, we see that fp

λ(z) ∈ ∂Bλ ∩ ∂Tλ and fp
λ(z) is the landing

point of the radial ray RTλ
(θTλ

) = fp
λ(RU(θU)). On the other hand, fp+1

λ (z)

is the landing point of the external ray Rλ(θλ) = fp+1
λ (RU(θU)). This implies

fp
λ(z) is also a landing point of some external ray Rλ(β), β ∈ τ−1(θλ). Since

both RTλ
(θTλ

) and Rλ(β) land at fp
λ(z), and fλ(RTλ

(θTλ
)) = fλ(Rλ(β)) =

Rλ(θλ), fp
λ(z) is necessarily a critical point in Cλ.

But this is a contradiction since for any α ∈ Θ, the cut ray Ωα
λ avoids the

critical set Cλ.
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Now we are in the situation Bλ ∩ Ωθ
λ ⊂ Rλ(θ) ∪ Rλ(θ + 1/2) and the

conclusion follows.

Proof of Proposition 5.4.2. It suffices to verify that for any θ ∈ Θad, θ satisfies
either C1 or C2 by Lemma 5.4.6.

When n = 3, s(1/4) = (1,−1), s(1/2) = (2). Define two sequences of
angles {αk}k≥1, {βk}k≥1 ⊂ Θ such that:

s(α1) = (1,−2,−1, 1,−1, 1, · · · ), s(β1) = (2, 1,−1, 2, 2, 2, · · · ),
s(α2) = (1,−1, 2, 1,−1, 1, · · · ), s(β2) = (2, 2, 1,−1, 2, 2, · · · ),
s(α3) = (1,−1, 1,−2,−1, 1 · · · ), s(β3) = (2, 2, 2, 1,−1, 2, · · · ),

· · ·

Then α1 > α2 > α3 > · · · and J(αk, 1/4) = k for any k ≥ 1; β1 < β2 < β3 <

· · · and J(βk, 1/2) = k. Thus both 1/4 and 1/2 satisfy condition C2.
When n = 4, s(1/3) = (2), s(2/3) = (−1), s(1) = (−3). Define three

sequences of angles {αk}k≥1, {βk}k≥1, {γk}k≥1 ⊂ Θ such that:

s(α1) = (2, 1,−2, 2, 2, · · · ), s(β1) = (−1,−3,−1,−1, · · · ), s(γ1) = (−3,−1,−3,−3, · · · ),
s(α2) = (2, 2, 1,−2, 2, · · · ), s(β2) = (−1,−1,−3,−1, · · · ), s(γ2) = (−3,−3,−1,−3, · · · ),
s(α3) = (2, 2, 2, 1,−2, · · · ), s(β3) = (−1,−1,−1,−3, · · · ), s(γ3) = (−3,−3,−3,−1, · · · ),

· · ·

Then α1 < α2 < α3 < · · · and J(αk, 1/3) = k; β1 > β2 > β3 > · · · and
J(βk, 2/3) = k; γ1 < γ2 < γ3 < · · · and J(γk, 1) = k . Thus 1/3, 2/3, 1 all
satisfy condition C2.

When n ≥ 5, we can prove that for any θ ∈ Θ̂ ⊃ Θ̂per, θ satisfies condition
C1, as follows. Suppose s(θ) = (s0, s1, s2, · · · ). For any k ≥ 1, we choose
s−k , s

+
k ∈ {±1,±(n− 1)} and s−k+1, s

+
k+1 ∈ I \ {0, n} such that

(1) |s−k | < |sk| < |s+
k |,

(2) (s0, · · · , sk−1, s
−
k , s

−
k+1, sk+2, · · · ), (s0, · · · , sk−1, s

+
k , s

+
k+1, sk+2, · · · ) ∈

Σ0. Let

θ+
k = κ((s0, · · · , sk−1, s

+
k , s

+
k+1, sk+2, sk+3, · · · )),

θ−k = κ((s0, · · · , sk−1, s
−
k , s

−
k+1, sk+2, sk+3, · · · )).

It’s easy to check that θ−k < θ < θ+
k and J(θ+

k , θ) = J(θ−k , θ) = k → ∞ as
k →∞. �

5.4.3 Modified puzzle piece

Following the idea of ‘thickened puzzle piece’ in [M2] to study the quadratic
Julia set, we construct the ‘modified puzzle piece’ for McMullen maps. The
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^P1

^
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Figure 5.9: An example of ‘modified puzzle pieces’, to depth one.

‘modified puzzle piece’ can be applied to study the local connectivity of J(fλ)

in the non-renormalizable case (See Lemma 5.7.1). It is also used to define
renormalizations (See Remark 5.5.1).

Given an angle θ ∈ Θ with itinerary s(θ) = (s0, s1, s2, · · · ), recall that the
cut ray Ωθ

λ is identified as Ωθ
λ =

⋂
k≥0 f

−k
λ (Ssk

∪S−sk
). As is known that Ωθ

λ can
be approximated by the sequence of compact sets {Ωθ

λ,m =
⋂

0≤k≤m f
−k
λ (Ssk

∪
S−sk

)}m≥0 in Hausdorff topology. Now we consider the set C̄ \ Ωθ
λ,m. The

open set C̄ \ Ωθ
λ,m consists of two connected components and the boundary

of each component is a Jordan curve. Denote these two boundary curves
by γ1

λ,m(θ) and γ2
λ,m(θ). Let Vm(θ) = γ1

λ,m(θ) ∩ γ2
λ,m(θ) be the intersection

of these two curves. It is obvious that Vm(θ) consists of finite points and
Vm(θ) = Ωθ

λ ∩
(⋃

0≤k≤m+1 f
−k
λ (∞)

)
. For any v ∈ Vm(θ), let D(v) be the

connected component of {z ∈ Aλ;Gλ(z) > 1} that contains v. Obviously,
D(v) is a disk.

In the following, we construct ‘modified puzzle piece’. For the Yoccoz
puzzle induced by the graph Gλ(θ1, · · · , θN), recall that each puzzle piece P0

of depth zero is contained in a unique component of C̄ \ gλ(θ1, · · · , θN). This
component is simply connected and is denoted by Q0. We may choose m large
enough such that for any α, β ∈ {τ k(θj); 1 ≤ j ≤ N, k ≥ 0} with Ωα

λ 6= Ωβ
λ,

Ωα
λ,m ∩ Ωβ

λ,m = Ωα
λ ∩ Ωβ

λ.

The disk Q0 is bounded by some collection of cut rays, say {Ωα
λ ;α ∈ Λ(Q0)},

where Λ(Q0) is an index set induced by Q0. For any α ∈ Λ(Q0), choose a
curve γ(α) ∈ {γ1

λ,m(α), γ2
λ,m(α)} such that γ(α) ∩ Q0 = ∅. Let Q̂0 be the

connected component of C̄ \
⋃

α∈Λ(Q0) γ(α) that contains Q0 and let V (Q0) =⋃
α∈Λ(Q0)(Vm(α) ∩ ∂Q0). The modified puzzle piece P̂0 of P0 is defined as



80 CHAPTER 5. DYNAMICS OF MCMULLEN MAPS

follows:
P̂0 = Q̂0 −

⋃
v∈V (Q0)

D(v).

Roughly speaking, we can get P̂0 from Q0 by thickening Q0 near ∂Q0 \V (Q0)

and truncating Q0 near the points in V (Q0). The puzzle piece P0 is not
contained in P̂0, that is the reason why we call P̂0 the ‘modified puzzle piece’
of P0 rather than the ‘thickened puzzle piece’ of P0.

The modified puzzle pieces of greater depth can be constructed by the
usual inductive procedure: If P̂ (j)

d is the modified puzzle piece of depth d,
then each component of f−1

λ (P̂
(j)
d ) is the modified puzzle piece of depth d+ 1,

see Figure 5.9.
The virtue of these modified puzzle pieces is: If a puzzle piece P (j)

d contains
P

(k)
d+1, then the modified puzzle piece P̂ (j)

d contains P̂ (k)
d+1. This can be easily

proved by induction. In other words, this construction replace all of our annuli
by non-degenerate annuli.

For z ∈ C \ (Aλ ∪ J0), let P̂d(z) be the modified puzzle piece of Pd(z). We
will only make use of modified puzzle pieces which are small enough to satisfy
the following added restriction: If P̂d(z) contains a critical point, then Pd(z)

must already contain this critical point. Note that if the graph Gλ(θ1, · · · , θN)

is not touchable, then this requirement is easily satisfied for any bounded value
of depth d by choosing m large enough, and this will suffice for applications.

By construction, the puzzle piece Pd(z) and the modified puzzle piece P̂d(z)

satisfy the following relation:

Pd(z) ⊂ P̂d(z) ∪ Aλ,
⋂
d≥0

Pd(z) ⊂
⋂
d≥0

P̂d(z).

The modified puzzle pieces also satisfy the following symmetry properties:
For any z ∈ C \ (Aλ ∪ J0),

−P̂0(z) = P̂0(−z); ωP̂d(z) = P̂d(ωz), ω
2n = 1, d ≥ 1.

5.4.4 Tableaux

In this section, we present some basic knowledge of tableaux based on Milnor’s
Lecture [M2]. The applications of tableaux analysis combined with puzzle
techniques can be found in [BH], [Hu], [M2], [PQRTY], [QY], [Ro1] and [RY]
and many other papers.

Recall that J0 is the set of all points on J(fλ) whose orbits eventually meet
the graph Gλ(θ1, · · · , θN). For x ∈ C\(Aλ∪J0), the tableau T (x) is defined as
two dimensional array (Pd,l(x))d,l≥0, where Pd,l(x) = f l

λ(Pd+l(x)) = Pd(f
l
λ(x)).
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The position (d, l) is called critical if Pd,l(x) contains a critical point in Cλ. If
Pd,l(x) contains a critical point c ∈ Cλ, the position (d, l) is called a c-position.
We call T (x) a critical tableau if x ∈ Cλ.

For any x ∈ C \ (Aλ ∪ J0), the tableau T (x) satisfies the following three
rules:

(T1) For each column l ≥ 0, either the position (d, l) is critical for all d ≥ 0

or there is a unique integer d0 ≥ 0 such that the position (d, l) is critical for
all d < d0 and not critical for d ≥ d0.

(T2) If Pd,l(x) = Pd(y) for some y ∈ C \ (Aλ ∪ J0), then Pi,l+j(x) = Pi,j(y)

for 0 ≤ i+ j ≤ d.
(T3) Let T (c) be a critical tableau. Assume
(a) Pd+1−l,l(c) = Pd+1−l(c

′) for some critical point c′ ∈ Cλ, 0 ≤ l < d, and
Pd−i,i(c) contains no critical points for 0 < i < l,

(b) Pd,m(x) = Pd(c) and Pd+1,m(x) 6= Pd+1(c) for some m > 0,
Then Pd+1−l,m+l(x) 6= Pd+1−l(c

′).

Remark 5.4.2. The tableau rule (T3) is based on the fact that every puzzle
piece of depth d ≥ 1 contains at most one critical point in Cλ.

Definition 5.4.2. 1. The tableau T (x) is non-critical if there is an integer
d0 ≥ 0 such that (d0, j) is not critical for all j > 0. Otherwise, T (x) is called
critical.

2. The tableau T (x) is called pre-periodic if there exist two integers l ≥ 0

and p ≥ 1 such that Pd,l+p(x) = Pd,l(x) for all d ≥ 0. In this case, if l = 0,
T (x) is called periodic and the smallest integer p ≥ 1 is called the period of
T (x).

3. Let Rowc(d) be the d-th row of the critical tableau T (c), we say Rowc(d+

l) with l > 0 is a child of Rowc(d) if there is a critical point c′ ∈ Cλ such that
Ad(f

l
λ(c)) = Ad(c

′) and f l
λ : Ad+l(c) → Ad(c

′) is a degree two covering map.
4. (following 3) For d ≥ 1, we say Rowc(d) is excellent if Ad(f

l
λ(c)) is not

semi-critical for all l ≥ 0.

Remark 5.4.3. By Lemma 5.4.1, and the fact fk
λ (ωz) = ±fk

λ (z) for k ≥
1, ω2n = 1, we have

1. If (d,l) is a critical position for some critical tableau, then (d,l) is a
critical position for every critical tableau.

2. If some critical tableau T (c) is critical, non-critical or pre-periodic, then
every critical tableau is critical, non-critical or pre-periodic, respectively.

3. If Rowc(d) is excellent or has a child Rowc(d + l) for some critical
point c ∈ Cλ, then for every c′ ∈ Cλ, Rowc′(d) is excellent or has a child
Rowc′(d+ l), respectively.
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Lemma 5.4.7. Suppose some critical tableau T (c) is critical but not pre-
periodic, then

1. For every d ≥ 1, Rowc(d) has at least one child.
2. If Rowc(d) is excellent, then Rowc(d) has at least two children.
3. If Rowc(d) is excellent and Rowc(d+ l) is its child, then Rowc(d+ l) is

also excellent.
4. If Rowc(d) has only one child, say Rowc(d + l), then Rowc(d + l) is

excellent.

Proof. 1. By hypothesis, for every d ≥ 1, we can find a smallest integer
l > 0, such that the annulus Ad(f

l
λ(c)) is c′-critical for some c′ ∈ Cλ. The

map f l
λ : Ad+l(c) → Ad(c

′) is a degree two covering map. This implies that
Rowc(d+ l) is a child of Rowc(d).

2. (following 1) There exists d′ > d such that the annulus Ad′(f
l
λ(c)) is c′-

semi-critical. Since Rowc(d) is excellent, by tableau rule (T3), Ad′−t(f
l+t
λ (c))

is either off-critical or semi-critical for 0 < t ≤ d′ − d. In particular,
Ad(f

l+d′−d
λ (c)) is off-critical. Hence, we can find a smallest integer l′ > l+d′−d

such that the annulus Ad(f
l′

λ (c)) is critical, so Rowc(d+ l′) is another child of
Rowc(d).

3. If Rowc(d + l) is not excellent, then there is a column l′ ≥ l such
that Ad+l(f

l′

λ (c)) is semi-critical. By tableau rule (T3), Ad(f
l+l′

λ (c)) is also
semi-critical, which contradict the fact that Rowc(d) is excellent.

4. If Rowc(d+ l) is not excellent, then as in (3), Ad(f
l+l′

λ (c)) is semi-critical
for some l′ ≥ l. Suppose l′ ≥ l is the smallest integer. We can find a smallest
integer t > l′ + l such that Ad(f

t
λ(c)) is c′-critical for some c′ ∈ Cλ. Then

Rowc(d+ t) is also a child of Rowc(d), which is a contradiction.

Lemma 5.4.8. Suppose the critical tableau T (c) is critical and pre-periodic.
1. If n is odd, then there exist exactly two critical points ±c′ ∈ Cλ such

that T (c′) and T (−c′) are periodic.
2. If n is even, then there is a unique critical point c̃ ∈ Cλ such that T (c̃)

is periodic.

Proof. Since T (c) is critical, there exist a smallest integer p ≥ 1 and a unique
critical point c′ ∈ Cλ such that (d, p) is a c′-position for all d ≥ 0.

1. n is odd. There are two possibilities, either fλ(c) = fλ(c
′) or fλ(c) +

fλ(c
′) = 0.
If fλ(c) = fλ(c

′), then the critical tableaux T (c′) and T (−c′) are periodic
with period p. In this case, there is an integer d0 ≥ 0 such that for any
d ≥ d0, 0 < l < p, the position (d, l) is not critical. It’s easy to check that for
any c̃ ∈ Cλ \ {±c′}, the tableau T (c̃) is strictly pre-periodic. In particular,
if p = 1, then Pd(c

′) = Pd(fλ(c
′)) for all d ≥ 0. This means that for any
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d ≥ 0, c′ and fλ(c
′) lie in the same puzzle piece of depth d. Thus we conclude

{±c′} = {c0, cn}.
If fλ(c)+fλ(c

′) = 0, then the critical tableau T (c′) and T (−c′) are periodic
with period 2p. Consider the tableau T (c′), there is an integer d0 ≥ 0, such
that for any d ≥ d0, 0 < l < p, the position (d, l) is not critical and for any
d ≥ 0 the position (d, p) is (−c′)-critical. It’s easy to check that for any
c̃ ∈ Cλ \ {±c′}, the tableau T (c̃) is strictly pre-periodic. In particular, if
p = 1, then Pd(−c′) = Pd(fλ(c

′)) for all d ≥ 0. This means that for any d ≥ 0,
−c′ and fλ(c

′) lie in the same puzzle piece of depth d. Thus we conclude
{±c′} = {c1, cn+1}.

2. n is even. In this case, by the fact that fk
λ (v+

λ ) = fk
λ (v−λ ) for all

k ≥ 1, we conclude the tableau T (fλ(c
′)) is periodic with period p and the

tableau T (−fλ(c
′)) is strictly pre-periodic. Thus there is a unique critical

point c̃ ∈ f−1
λ (fλ(c

′)) such that T (c̃) is periodic. For this tableau, there is an
integer d0 ≥ 0 such that for any d ≥ d0, 0 < l < p, the position (d, l) is not
critical. It’s easy to check that for any c′′ ∈ Cλ \ {c̃}, the tableau T (c′′) is
strictly pre-periodic. In particular, if p = 1 and T (v+

λ ) is periodic, then c̃ = c0;
if p = 1 and T (v−λ ) is periodic, then c̃ = cn+1.

5.5 Renormalizations

In this section, we discuss the renormalizations of McMullen maps from the
viewpoint of puzzle piece.

Definition 5.5.1. If there exist a critical point c of fλ, an integer p ≥ 1 and
two disks U and V containing c such that

εfp
λ : U → V

is a quadratic like map whose Julia set is connected (here ε ∈ {±1} is a
symbol), then we say fλ is p-renormalizable at c if ε = 1 and fλ is p-∗-
renormalizable at c if ε = −1. In the former case, the triple (fp

λ , U, V ) is
called a p-renormalization of fλ at c. In the latter case, the triple (−fp

λ , U, V )

is called a p-∗-renormalization of fλ at c.

In the following, we use Kc = {z ∈ U ; (εfp
λ)k(z) ∈ U,∀ k ≥ 0} =⋂

k≥0(εf
p
λ)−k(U) to denote the small filled Julia set of the (∗-)renormalization

(εfp
λ , U, V ). By straightening theorem of Douady and Hubbard [DH3], if

(εfp
λ , U, V ) is a p-(∗-)renormalization of fλ, then εfp

λ is conjugate by a quasi-
conformal map σ to a unique quadratic polynomial pµ(z) = z2 +µ in a neigh-
borhood of filled Julia set Kc. Let β be the β-fixed point (i.e. landing point
of the zero external ray) of pµ, and β′ be the other preimage of β. We call
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βc = σ−1(β) the β-fixed point of the renormalization (εfp
λ , U, V ). The other

preimage of βc under the renormalization is β′c = σ−1(β′) .
In this section, we always assume that the graph Gλ(θ1, · · · , θN) is admis-

sible.

5.5.1 Periodic critical tableau implies renormalization

Lemma 5.5.1. Suppose the critical tableau T (c) is pre-periodic.
1. If T (c) is non-critical, then fλ is critically finite.
2. If T (c) is critical, then fλ is either renormalizable or ∗-renormalizable.

Proof. Since T (c) is pre-periodic, there exist two integers l ≥ 0 and p ≥ 1

such that Pd(f
l+p
λ (c)) = Pd,l+p(c) = Pd,l(c) = Pd(f

l
λ(c)) for all d ≥ 0.

1. T (c) is non-critical. In this case, the tableaux T (f l
λ(c)) and T (f l+p

λ (c))

are also non-critical. By Lemma 5.7.1 (Notice that the proof of Lemma
5.7.1 is independent of Lemma 5.5.1), {f l+p

λ (c)} =
⋂

d≥0 Pd(f
l+p
λ (c)) =⋂

d≥0 Pd(f
l
λ(c)) = {f l

λ(c)}. Therefore, f l+p
λ (c) = f l

λ(c) and fλ is critically fi-
nite.

2. T (c) is critical. If n is odd, then by Lemma 5.4.8, there are exactly two
critical points ±c′ ∈ Cλ such that T (c′) and T (−c′) are periodic. Suppose the
period is p. Consider the tableau T (c′), there are two possibilities :

Case 1. There is an integer d0 ≥ 0 such that for any d ≥ d0, 0 <

l < p, the position (d, l) is not critical. Then fp
λ : Pd0+p(c

′) →
Pd0(c

′) is a quadratic-like map and {fkp
λ (c′); k ≥ 0} ⊂ Pd0+p(c

′). Thus
(fp

λ , Pd0+p(c
′), Pd0(c

′)) is a p-renormalization of fλ at c′. Since fλ is an odd
function, (fp

λ , Pd0+p(−c′), Pd0(−c′)) is a p-renormalization of fλ at −c′.
Case 2. p is even and there is an integer d0 ≥ 0 such that for any

d ≥ d0, 0 < l < p/2, the position (d, l) is not critical and for any d ≥ 0,
the position (d, p/2) is (−c′)-critical. Then −fp/2

λ : Pd0+p/2(c
′) → Pd0(c

′)

is a quadratic-like map with {(−1)kf
kp/2
λ (c′); k ≥ 0} ⊂ Pd0+p/2(c

′). Thus
(−fp/2

λ , Pd0+p/2(c
′), Pd0(c

′)) is a p/2-∗-renormalization of fλ at c′. It turns out
that (−fp/2

λ , Pd0+p/2(−c′), Pd0(−c′)) is a p/2-∗-renormalization of fλ at −c′.
If n is even, then by Lemma 5.4.8, there is a unique critical point c̃ ∈ Cλ

such that T (c̃) is periodic. Suppose the period is p. Then there is an integer
d0 ≥ 0 such that for any d ≥ d0, 0 < l < p, the position (d, l) is not critical.
Then fp

λ : Pd0+p(c̃) → Pd0(c̃) is a quadratic-like map and {fkp
λ (c̃); k ≥ 0} ⊂

Pd0+p(c̃). Thus (fp
λ , Pd0+p(c̃), Pd0(c̃)) is a p-renormalization of fλ at c̃. Since

fλ is an even function, (−fp
λ , Pd0+p(−c̃), Pd0(−c̃)) is a p-∗-renormalization of

fλ at −c̃.
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Remark 5.5.1. Lemma 5.5.1 also holds when the graph Gλ(θ1, · · · , θN) is
non-admissible. Indeed, in this case, we can use modified puzzle pieces to
define renormalizations.

Proposition 5.5.1. Suppose fλ has a non-repelling cycle in C, then fλ is
either renormalizable or ∗-renormalizable. Under this situation, there are three
possibilities:

1. If fλ is renormalizable and n is odd, then fλ has exactly two non-
repelling cycles in C.

2. If fλ is ∗-renormalizable and n is odd, then fλ has exactly one non-
repelling cycle in C.

3. If fλ is renormalizable and n is even, then fλ has exactly one non-
repelling cycle in C.

Proof. Let C = {z0, fλ(z0), · · · , f q
λ(z0) = z0} be the non-repelling cycle of fλ

in C. By Proposition 5.4.1, we can find an admissible graph Gλ(θ1, · · · , θN).
By Proposition 5.3.4, the cycle C avoid the graph Gλ(θ1, · · · , θN). Thus for
any z ∈ C and any integer d ≥ 0, the puzzle piece Pd(z) is well-defined.

We claim that there exist z ∈ C and a critical point c ∈ Cλ, such that
Pd(z) = Pd(c) for all d ≥ 0. Otherwise, the tableau T (z) is non-critical for any
z ∈ C. So there is an integer d0 ≥ 0 such that the map f q

λ : Pd0+q(z0) → Pd0(z0)

is conformal. By Schwarz lemma, |(f q
λ)′(z0)| > 1, which is a contradiction.

In this way, we can find a critical point c ∈ Cλ whose tableau T (c) is
periodic. By Lemma 5.5.1, fλ is either renormalizable or ∗-renormalizable.

To continue, suppose the period of T (c) is p, which is necessarily a divisor
of q. By Lemma 5.5.1, there are three possibilities:

(P1). n is odd and (fp
λ , Pd0+p(c), Pd0(c)) is a p-renormalization of fλ at c. In

this case, (fp
λ , Pd0+p(c), Pd0(c)) is quasiconformally conjugate to a polynomial

z 7→ z2 +µ. Since a quadratic polynomial has at most one non-repelling cycle
(See [CG] or [Sh1]), it turns out that C is the only non-repelling cycle contained
in
⋃

0≤j<p f
j
λ(Kc). On the other hand, −C is the only non-repelling cycle

contained in
⋃

0≤j<p f
j
λ(−Kc). Since there are exactly two periodic critical

tableaux in this case and (∪0≤j<pf
j
λ(Kc))∩ (∪0≤j<pf

j
λ(−Kc)) = ∅, we conclude

that fλ has exactly two non-repelling cycles in C.
(P2). n is odd and (−fp/2

λ , Pd0+p/2(c), Pd0(c)) is a p/2-∗- renormalization
of fλ at c. In this case, the cycle C meets both Kc and −Kc. Similar ar-
gument as above, one see that C is the only non-repelling cycle contained in⋃

0≤j<p f
j
λ(Kc). Since the cycle −C is also contained in

⋃
0≤j<p f

j
λ(Kc), it turns

out that C = −C.
(P3). n is even and (fp

λ , Pd0+p(c), Pd0(c)) is a p-renormalization of fλ at c.
In this case, T (c) is the only periodic critical tableau. Similar argument as
above, we see that C is the only non-repelling cycle in C .
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In the following, we discuss the case when fλ has an indifferent cycle of
multiplier e2πiθ. Douady [Dou1] conjectured that for any rational map, when-
ever it is linearizable (i.e. the map is conformally conjugate to an irrational
rotation) near an indifferent fixed point of multiplier e2πiθ, then θ must be
a Brjuno number. Here an irrational number θ of convergent pk/qk (ratio-
nal approximations obtained by the continued fraction expansion) is a Brjuno
number (denoted by B) if ∑

k≥1

log qk+1

qk
< +∞.

It follows from Cremer, Siegel and Brjuno that if θ ∈ B, then every germ
f(z) = e2πiθz +O(z2) is linearizable. Yoccoz [Yo] shows that if the quadratic
polynomial z 7→ e2πiθz + z2 is linearizable, then θ ∈ B. For general case,
Geyer [Gey1] shows that for any d ≥ 2, if z 7→ zd + c has an indifferent cycle
of multiplier e2πiθ near which the map is linearizable, then θ ∈ B. Based on
these results and Proposition 5.5.1, we establish immediately:

Proposition 5.5.2. Suppose fλ has an indifferent cycle of multiplier e2πiθ,
then fλ is linearizable near the indifferent cycle if and only if θ ∈ B.

5.5.2 Properties of renormalizations

In this section, we assume that the critical tableau T (c) is periodic with period
k. By Lemma 5.5.1, fλ is either k-renormalizable at c or k/2-∗-renormalizable
at c. Let (εfp

λ , Pd0+p(c), Pd0(c)) be the corresponding renormalization, where

(ε, p) =

{
(1, k), if fλ is k-renormalizable at c,
(−1, k/2), if fλ is k/2-∗-renormalizable at c.

The small filled Julia set Kc =
⋂

d≥0 Pd(c) =
⋂

d≥0 Pd(c).
If Kc ∩ ∂Bλ 6= ∅, we will show that there is a unique external ray in Bλ

accumulating on Kc. Before the proof, we need a classic result for quadratic
polynomials:

Lemma 5.5.2. Let pµ(z) = z2 +µ be a quadratic polynomial with a connected
filled Julia set K. If there is a curve δ ⊂ C \ K converging to x ∈ K and
pµ(δ) ⊃ δ, then x is the β-fixed point of pµ.

Here, a curve δ ⊂ C\K converges to x ∈ K means that δ can be parameter-
ized as δ : [0, 1) → C\K such that limt→1 δ(t) exists and limt→1 δ(t) = x ∈ K.
See [McM1] for a proof of Lemma 5.5.2. The conclusion also holds for
quadratic like maps.
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Lemma 5.5.3. Suppose the critical tableau T (c) is k-periodic and Kc∩∂Bλ 6=
∅, then

1. The small filled Julia sets Kc, fλ(Kc), · · · , fk−1
λ (Kc) are pairwise dis-

joint.
2. There is a unique external ray Rλ(t) in Bλ accumulating on Kc. This

external ray lands at βc ∈ Kc and the angle t is k-periodic.

Proof. 1. If f i
λ(Kc) ∩ f j

λ(Kc) 6= ∅ for some 0 ≤ i < j < k, then Kc ∩
fk+i−j

λ (Kc) 6= ∅. Thus Pd,k+i−j(c) = fk+i−j
λ (Pd+k+i−j(c)) = Pd(c) for all d ≥ 0.

This implies that the critical tableau T (c) is (k + i − j)-periodic, which is a
contradiction.

2. First note that fk
λ (Pd+k(c)) = Pd(c) for d ≥ 0. Since Kc ∩ ∂Bλ 6= ∅,

Pmk(c) ∩ Bλ is nonempty and bounded by two external rays, say Rλ(θ
−
m)

and Rλ(θ
+
m) with θ−m < θ+

m. Let Q(θ−m, θ
+
m) = Pmk(c) ∩Bλ, m ≥ 1. Since

fk
λ (Q(θ−m+1, θ

+
m+1)) = Q(θ−m, θ

+
m), we have

θ−m ≤ θ−m+1 ≤ · · · ≤ θ+
m+1 ≤ θ+

m, θ+
m − θ−m = nk(θ+

m+1 − θ−m+1).

Thus there is a common limit t = lim θ+
m = lim θ−m. Since θ−m ≤ t ≤ θ+

m for any
m, we have nkt ≡ t (mod Z). Thus t is a periodic angle and the external ray
Rλ(t) lands at a point z ∈ Kc ∩ ∂Bλ (This is because rational external rays
always land). Since Rλ(n

jt) lands at f j
λ(z) ∈ f j

λ(Kc)∩ ∂Bλ for 0 ≤ j < k and
the small filled Julia sets Kc, fλ(Kc), · · · , fk−1

λ (Kc) are pairwise disjoint, we
conclude that the angles t, nt, · · · , nk−1t are different from each other. Thus
t is k-periodic.

Suppose θ is another angle such that the external ray Rλ(θ) accumulating
on Kc. Then θ−m ≤ θ ≤ θ+

m for any m. Thus θ = lim θ+
m = lim θ−m = t.

To finish, we show z = βc. Since T (c) is k-periodic, fλ is either k-
renormalizable or k/2-∗-renormalizable. In the former case, fk

λ (Rλ(t)) =

Rλ(t). Thus by Lemma 5.5.2, z = βc. In the latter case, since Rλ(t) is
the unique external ray accumulating on Kc, we conclude Rλ(t + 1/2) =

−Rλ(t) is the unique external ray accumulating on −Kc. On the other
hand, fk/2

λ (Rλ(t)) is also an external ray accumulating on −Kc, we have
f

k/2
λ (Rλ(t)) = Rλ(t + 1/2) = −Rλ(t). In this case, −fk/2

λ (Rλ(t)) = Rλ(t).
Again by Lemma 5.5.2, z = βc.

5.6 A Criterion of Local Connectivity

In this section, we present a criterion to characterize the local connectivity of
the immediate basin of attraction. This criterion together with Yoccoz puzzle
techniques can be applied to study the local connectivity and higher regularity
of the boundary ∂Bλ.
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In the following discussion, let f be a rational map of degree at least two,
C(f) be the critical set of f and P (f) =

⋃
k≥1 f

k(C(f)) be the postcritical
set. Suppose that f has an attracting periodic point z0 and the immediate
basin B of z0 is simply connected. Let B(z, δ) = {x ∈ C; |x− z| < δ}.

Definition 5.6.1. We say f satisfies BD(i.e. bounded degree) condition on
∂B if for any u ∈ ∂B, there is a number εu > 0 such that for any integer
m ≥ 0 and any component Um(u) of f−m(B(u, εu)) intersecting with ∂B,
Um(u) is simply connected and the degree deg(fm : Um(u) → B(u, εu)) is
bounded by some constant D, which is independent of u,m and Um(u).

For the definition, here is a remark: since fm : Um(u) → B(u, εu) is a
proper map between two disks, we conclude by Maximum Principle that for
any disk W ⊂ B(u, εu) and any component V of f−m(W ) that lies inside
Um(u), V is also a disk.

The aim of this section is to prove the following:

Proposition 5.6.1. If f satisfies BD condition on ∂B, then
1. ∂B is locally connected.
2. If furthermore ∂B is a Jordan curve, then ∂B is a quasicircle.

The proof of Proposition 5.6.1 is based on Theorem 2.3.2.

Proof. By replacing f with fk, we assume z0 is a fixed point of f . By quasi-
conformal surgery, we assume z0 is a superattracting fixed point with local
degree d = deg(f : B → B) ≥ 2. Thus B contains no critical points other
that z0. By Möbius conjugation, we assume z0 = ∞.

Since f satisfies BD condition on ∂B, there exists a constant δ > 0

such that for any u ∈ ∂B, any integer m ≥ 0 and any component Um(u)

of f−m(B(u, δ)) that intersects with ∂B, Um(u) is simply connected and
deg(fm : Um(u) → B(u, δ)) ≤ D. In fact, we can choose δ as the Lebesgue
number of the family F = {B(u, εu);u ∈ ∂B}, which is an open covering of
the boundary ∂B.

The proof consists of four steps.
Step 1. Let Vm(z) be the component of f−m(B(z, δ/2)) contained in Um(z)

and intersecting with ∂B, then

lim
m→∞

sup
z∈∂B

diam(Vm(z)) = 0.

For else, there is a constant d0 ≥ 0 and two sequences {zk} ⊂ ∂B and
{`k} such that diam(V`k

(zk)) ≥ d0. For every k ≥ 1, choose a point yk ∈
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f−`k(zk) ∩ V`k
(zk). By passing to a subsequence, we assume yk → y∞ ∈ ∂B

and zk → z∞ ∈ ∂B. By Theorem 2.3.2, there is a constant C(D) such that

Shape(V`k
(zk), yk) ≤ C(D)Shape(B(zk, δ/2), zk) = C(D).

Since diam(V`k
(zk)) ≥ d0, V`k

(zk) contains a round disk centered at yk

of definite size. So there is a constant r0 = r0(d0, D) such that V`k
(zk) ⊃

B(y∞, r0) for large k. This means f `k(B(y∞, r0)) ⊂ B(zk, δ/2) ⊂ B(z∞, δ).
But this contradicts the fact that f `k(B(y∞, r0)) ⊃ J(f) when k is large.

Step 2. There are two constants L > 0 and ν ∈ (0, 1), such that for any
z ∈ ∂B and any k ≥ 1, diam(Vk(z)) ≤ Lνk.

By Step 1, there is an integer s > 0, such that diam(Vs(z)) < δ/4 for all
z ∈ ∂B. For each x ∈ ∂B and each integer k > 0, let Vks(x) be a component
of f−ks(B(x, δ/2)) intersecting with ∂B and xks ∈ Vks(x) ∩ f−ks(x). For 0 ≤
j ≤ k, let xjs = f (k−j)s(xks) and Uj be the component of f−js(B(x(k−j)s, δ/2))

containing xks. Then

xks ∈ Vks(x) = Uk ⊂ · · · ⊂ U0 = B(xks, δ/2).

For every 1 ≤ j < k, f js : Uj → B(x(k−j)s, δ/2) is a proper map of degree
≤ D. Since f js(Uj+1) is contained in B(x(k−j)s, δ/4),

mod(Uj \ Uj+1) ≥
1

D
mod(B(x(k−j)s, δ/2) \ f js(Uj+1)) ≥

log 2

2πD
,

mod(B(xks, δ/2) \ Vks(x)) ≥
∑

0≤j<k

mod(Uj \ Uj+1) ≥
k log 2

2πD
.

So there are two constants M > 0 and µ ∈ (0, 1) such that for any x ∈ ∂B,
diam(Vks(x)) ≤ Mµk. This implies that there are two constants L > 0 and
ν ∈ (0, 1) such that diam(Vk(x)) ≤ Lνk for all k ≥ 1.

Step 3. There exists a sequence of Jordan curves {γk : S → B} such that
γk converges uniformly to a continuous and surjective map γ∞ : S → ∂B,
where S = R/Z is the unit circle. Hence, ∂B is locally connected.

Recall that the Böttcher map φ : B → C \ D̄ defined by φ(z) =

lim
k→∞

(fk
λ (z))d−k

is a conformal isomorphism. It satisfies φ−1(rde2πidt) =

f(φ−1(re2πit)) for (r, t) ∈ (1,+∞) × S. Let `(R, t) = φ−1([ d
√
R,R]e2πit) for

(R, t) ∈ (1, 2) × S. By the boundary behavior of Poincaré metric, there is a
constant C > 0 such that for any(R, t) ∈ (1, 2)× S,

Eucl.length(`(R, t)) ≤ CHyper.length(`(R, t)) · H.dist(φ−1(RS), ∂B)

≤ C(log d)H.dist(φ−1(RS), ∂B) (→ 0 as R→ 1),
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where Hyper.length is the hyperbolic length in B and H.dist is the Hausdorff
distance in the sphere C̄. Thus we can choose R sufficiently close to 1 such
that for any t ∈ S, `(R, t) ⊂ B(z, δ/2) for some z ∈ ∂B. For k ≥ 0, define
a curve γk : S → B by γk(t) = φ−1(R1/dk

e2πit). Since fk(γk+q(t)) = γq(d
kt)

for q ≥ 0 and γ0(d
kt), γ1(d

kt) ∈ `(R, dkt) ⊂ B(z, δ/2) for some z ∈ ∂B, we
conclude that γk(t) and γk+1(t) lie in the same component of f−k(B(z, δ/2))

intersecting with ∂B. By Step 2,

max
t∈S

|γk+1(t)− γk(t)| = O(νk).

So {γk : S → B} is a Cauchy sequence, hence converges to a continuous map
γ∞ : S → ∂B. By construction, γ∞ is surjective.

Step 4. If furthermore ∂B is a Jordan curve, then ∂B is a quasi-circle.
Since ∂B is a Jordan curve, the Böttcher map φ : B → C \ D can be

extended to a homeomorphism φ : B → C \ D. Define a map ψ : S → ∂B by
ψ(ζ) = φ−1(ζ) for ζ ∈ S. Then f(ψ(ζ)) = ψ(ζd). Let ϕ = φ|∂B be the inverse
of ψ. Both ψ and ϕ are uniformly continuous. Thus for any sufficiently small
positive number ε, there are two small constants a(ε), b(ε) such that

∀ (ζ1, ζ2) ∈ S× S, |ζ1 − ζ2| < a(ε) ⇒ |ψ(ζ1)− ψ(ζ2)| < ε;

∀ (z1, z2) ∈ ∂B × ∂B, |z1 − z2| < b(ε) ⇒ |ϕ(z1)− ϕ(z2)| < a(ε).

Given two points z1, z2 ∈ ∂B, ∂B \ {z1, z2} consists of two components,
say E1 and E2. Let L(z1, z2) ∈ {E1, E2} be the section of ∂B such that
diam(L(z1, z2)) = min{diam(E1), diam(E2)}. Thus for any positive number
ε� diam(∂B), by uniform continuity, we have

|z1 − z2| < b(ε) ⇒ diam(L(z1, z2)) < ε. (5.1)

By Ahlfors’ characterization of quasicircle [Ahl], to prove that ∂B is a
quasicircle, it suffices to show that there is a constant C > 0 such that for any
z1, z2 ∈ ∂B with z1 6= z2, ∆(L(z1, z2); z1, z2) ≤ C. In fact, if |z1 − z2| ≥ ε for
some positive constant ε, then ∆(L(z1, z2); z1, z2) ≤ diam(∂B)/ε. So we just
need consider the case when |z1 − z2| is small. In the following, we assume
δ � diam(∂B) and |z1−z2| ≤ b(δ/2), it turns out that diam(L(z1, z2)) < δ/2.

Since f is expanding on ∂B, there is an integer N > 0 such that
fk(L(z1, z2)) = ∂B for all k ≥ N . So we can find a smallest integer ` ≥ 0,
such that

diam(f `(L(z1, z2))) < δ/2, diam(f `+1(L(z1, z2))) ≥ δ/2.
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On the other hand, there exist two points w1, w2 ∈ f `(L(z1, z2)) such that

diam(f `+1(L(z1, z2))) = |f(w1)− f(w2)| ≤
∫

[w1,w2]

|f ′(z)||dz|

≤ M |w1 − w2| ≤Mdiam(f `(L(z1, z2))),

where [w1, w2] is the straight segment connecting w1 with w2 and

M = max{|f ′(z)|; Eucl.dist(z, ∂B) ≤ δ/2}.

Thus we have

δ

2M
≤ diam(f `(L(z1, z2))) = diam(L(f `(z1), f

`(z2))) <
δ

2
.

By (5.1), there is a constant c(δ,M) > 0 such that |f `(z1)−f `(z2)| ≥ c(δ,M).
Applying Theorem 2.3.2 to the following situation (V1, U1) =

(U`(f
`(z1)), V`(f

`(z1))), (V2, U2) = (B(f `(z1), δ), B(f `(z1), δ/2)) and g = f `,
we conclude that there is a constant C(D) > 0 such that

∆(L(z1, z2); z1, z2) ≤ C(D)∆(f `(L(z1, z2)); f
`(z1), f

`(z2)) ≤
C(D)δ

2c(δ,M)
.

Thus for any x, y ∈ ∂B with x 6= y, the turning ∆(L(x, y);x, y) is bounded
by

max

{
diam(∂B)

b(δ/2)
,
C(D)δ

2c(δ,M)

}
.

Remark 5.6.1. Using the same argument as [CJY], one can show further
that if f satisfies BD condition on ∂B, then ∂B is a John domain.

The following proposition gives a criterion when f satisfies BD condition
on ∂B.

Proposition 5.6.2. If #(P (f)∩∂B) <∞ and all periodic points in P (f)∩∂B
are repelling, then f satisfies BD condition on ∂B.

Proof. The proof is based on the following claim.
Claim: For any u ∈ ∂B , there is a constant εu > 0 such that for any

m ≥ 0 and any component Um(u) of f−m(B(u, εu)) that intersects with ∂B,
Um(u) contains at most one critical point of fm.

The claim implies that Um(u) is simply connected by Riemann-Hurwitz
Formula. Since the sequence Um(u) → f(Um(u)) → · · · → fm−1(Um(u)) →
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B(u, εu) meets every critical point of f at most once, we conclude that
deg(fm : Um(u) → B(u, εu)) is bounded by D = Πc∈C(f)deg(f, c).

In the following,we prove the claim.
First note that every point in P (f)∩∂B is pre-periodic, we can decompose

∂B into three disjoint sets: X, Y and Z, where X = ∂B \P (f), Z is the union
of all repelling cycles in P (f) ∩ ∂B and Y = (P (f) ∩ ∂B) \ Z.

For any x ∈ X, choose a small number εx > 0 such that B(x, εx)∩P (f) =

∅. Then for any component Wm(x) of f−m(B(x, εx)) intersecting with ∂B,
fm : Wm(x) → B(x, εx) is a conformal map.

The set Y consists of all strictly pre-periodic points. Thus there is an
integer q ≥ 1 such that for any y ∈ Y , f−q(y) ∩ P (f) ∩ ∂B = ∅. For a open
set U in C̄ and a point u ∈ U , we use Compu(U) to denote the component
of U that contains u. For every y ∈ Y , choose εy > 0 small enough such
that for any x ∈ f−q(y) ∩ ∂B ⊂ X, Compx(f

−q(B(y, εy))) ⊂ B(x, εx) and
Compx(f

−q(B(y, εy))) contains at most one critical point of f q.
Finally, we deal with Z. For z ∈ Z, suppose z lies in a repelling cycle of

period p. Choose εz > 0 such that
(1) B(z, εz) is contained in the linearizable neighborhood of z and

Compz(f
−p(B(z, εz))) is a subset of B(z, εz),

(2) For every u ∈ (f−p(z) ∩ ∂B) \ {z} ⊂ X ∪ Y , Compu(f
−p(B(z, εz)))

contains at most one critical point of fp and Compu(f
−p(B(z, εz))) ⊂ B(u, εu).

One can easily verify that the collection of neighborhoods {B(u, εu), u ∈
∂B} are just as required.

Corollary 5.6.1. If f is critically finite, then f satisfies BD condition on
∂B.

Proof. Since f is critically finite, every periodic point of f is either repelling
or superattracting. This implies that #(P (f) ∩ ∂B) < ∞ and all periodic
points in P (f) ∩ ∂B are repelling. Thus by Proposition 5.6.2, f satisfies BD
condition on ∂B.

5.7 The boundary ∂Bλ is a Jordan curve

In this section, we will prove:

Theorem 5.7.1. For any n ≥ 3 and any complex parameter λ, if the Julia
set J(fλ) is not a Cantor set, then ∂Bλ is a Jordan curve.

An immediate corollary of the theorem is the following:

Corollary 5.7.1. Suppose fλ has no Siegel disk and the Julia set J(fλ) is
connected, then every Fatou component is a Jordan domain.
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For the higher regularity of ∂Bλ, we show

Theorem 5.7.2. Suppose the Julia set J(fλ) is not a Cantor set, then the
boundary ∂Bλ is a quasicircle if it contains neither parabolic point nor recur-
rent critical point.

The strategy of the proof is as follows:
First, consider the McMullen maps fλ with parameter λ ∈ H. If fλ is

critically finite, then the Julia set is locally connected. Else, by Proposition
5.4.1, we can find an admissible graph Gλ(θ1, · · · , θN). With respect to the
Yoccoz puzzle induced by this graph, there are two possibilities of the critical
tableaux:

Case 1: There is no periodic critical tableau. This case is discussed
in section 5.7.1 and the local connectivity of J(fλ) follows from Proposition
5.7.1. The idea of the proof is based on the combinatorial analysis for tableaux
introduced by Branner and Hubbard (see [BH], [M2]), together with ‘modified
puzzle piece’ techniques.

Case 2: There is a periodic critical tableau T (c). In this case, the
map fλ is either renormalizable or ∗-renormalizable. This case is discussed in
section 5.7.2. The local connectivity of ∂Bλ follows from Proposition 5.7.2.
The idea of the proof of Proposition 5.7.2 is to construct a closed curve sepa-
rating ∂Bλ from the small filled Julia set Kc.

In section 5.7.3, we deal with the real parameters λ ∈ R+.
In section 5.7.4, we improve the regularity of the boundary ∂Bλ. We first

include a proof of R.Devaney which claims that the local connectivity of ∂Bλ

implies that ∂Bλ is a Jordan curve. Then we show ∂Bλ is a quasicircle except
two specific cases.

In section 5.7.5, we present some corollaries.

5.7.1 No periodic critical tableau case

Recall that J0 is the set of all points on the Julia set J(fλ) whose orbits
eventually meet the graph Gλ(θ1, · · · , θN).

Lemma 5.7.1. Let z ∈ J(fλ) \ J0. If T (z) is non-critical, then End(z) :=⋂
d≥0 Pd(z) = {z}.

Proof. It suffice to prove End(fλ(z)) = {fλ(z)}. Since T (z) is non-critical,
there is an integer d0 ≥ 1 such that for any j > 0, the position (d0, j) is not
critical. Let {P̂ (i)

d0−1; 1 ≤ i ≤M} be the collection of all modified puzzle pieces
of depth d0 − 1, numbered so that P̂ (1)

d0−1 = P̂d0−1(v
+
λ ), P̂

(2)
d0−1 = P̂d0−1(v

−
λ ),

recall that we use P̂d(w) to denote the modified puzzle piece of Pd(w). Every
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modified puzzle piece of depth≥ d0 is contained in a unique modified puzzle
piece P̂ (i)

d0−1 of depth d0−1. Let disti(x, y) be the Poincaré metric of P̂ (i)
d0−1. For

2 < i ≤M , there are exactly 2n branches of f−1
λ on P̂ (i)

d0−1, say gi
1, g

i
2, · · · , gi

2n,
and each gi

k on P̂
(i)
d0−1 is univalent and carries P̂ (α)

d0
⊂⊂ P̂

(i)
d0−1 onto a proper

subset of some P̂ (j)
d0−1. It follows that there is a uniform constant 0 < ν < 1,

such that
distj(g

i
k(x), g

i
k(y)) ≤ νdisti(x, y)

for any x, y ∈ P̂ (α)
d0

⊂⊂ P̂
(i)
d0−1 and any 2 < i ≤M, 1 ≤ k ≤ 2n.

Let D be the maximum of Poincaré diameters of the modified puzzle pieces
of depth d0. For any integer h > 0, since the sequence

P̂d0+h(fλ(z)) → P̂d0+h−1(f
2
λ(z)) → · · · P̂d0+1(f

h
λ (z)) → P̂d0(f

h+1
λ (z))

contains no critical point, it follows that

Hyper.diam
(
P̂d0+h(fλ(z))

)
≤ Dνh

with respect to the Poincaré metric of P̂d0−1(fλ(z)). Thus we have⋂
d≥0 P̂d(fλ(z)) = {fλ(z)}. By the construction of modified puzzle piece,

Pd(fλ(z)) ⊂ P̂d(fλ(z)) ∪ Aλ for any d ≥ 0, thus End(fλ(z)) ⊂ {fλ(z)} ∪ Aλ.
Since End(fλ(z)) has no intersection with Aλ, End(fλ(z)) = {fλ(z)}.

Proposition 5.7.1. If T (c) is not periodic for any c ∈ Cλ, then the Julia set
J(fλ) is locally connected.

Proof. Note that T (c) is either critical or non-critical. First we prove End(c) =

{c} and End(z) = {z} for any z ∈ J(fλ) \ J0. Then we deal with the points
that lie in J0.

Case 1: T (c) is critical. Since the graph is admissible, we can find a
non-degenerate annulus Ad0(c). Consider the descendants of Rowc(d0). It’s
obvious that if Rowc(t) is a descendent in the k-th generation of Rowc(d0), the
annulus At(c) is non-degenerate with modulus mod(Ad0(c))/2

k. If Rowc(d0)

has at least 2k descendants in the k-th generation for each k ≥ 1, then each of
these contributes exactly mod(Ad0(c))/2

k to the sum
∑

d mod(Ad(c)). Hence∑
d mod(Ad(c)) = ∞, as required. On the other hand, if there are fewer

descendants in some generation, then one of them, say Rowc(m) must be an
only child, hence excellent by Lemma 5.4.7. Again by Lemma 5.4.7, we see
that

∑
d mod(Ad(c)) = ∞. Therefore in either case, End(c) = {c}.

Now, consider a point z ∈ J(fλ)\ (J0∪Cλ). If T (z) is non-critical, then by
Lemma 5.7.1, End(z) = {z}. If T (z) is critical, then for each d ≥ 1, there is a
smallest integer ld ≥ 0 such that both (d, ld) and (d, ld+1) are critical positions.
It follows that f ld

λ : Ad+ld(z) → Ad(c
′) is a conformal map for some c′ ∈ Cλ. In
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this case
∑

d mod(Ad(z)) ≥
∑

d mod(Ad+ld(z)) =
∑

d mod(Ad(c)) = ∞, hence
End(z) = {z}.

Case 2: T (c) is non-critical. It follows from Lemma 5.7.1 that End(c) =

{c}. For z ∈ J(fλ)\(J0∪Cλ), we assume T (z) is critical, for else End(z) = {z}
by Lemma 5.7.1. Suppose Ad0(c) is a non-degenerate annulus, and (d0 +

1, l1), (d0 + 1, l2), · · · are all critical positions in the (d0 + 1)-th row of the
tableau T (z). Since all critical tableaux are non-critical, there is a constant
D such that deg(f lk

λ : Pd0+lk(z) → Pd0,lk(z)) ≤ D for all k ≥ 1. Thus

mod(Ad0+lk(z)) ≥ D−1mod(Ad0(c))

for all k ≥ 1. Hence
∑

d mod(Ad(z)) ≥
∑

k mod(Ad0+lk(z)) = ∞ and
End(z) = {z}.

Points that lie in J0. For any z ∈ J0, the orbit z 7→ fλ(z) 7→ f 2
λ(z) 7→

· · · eventually meets the graph Gλ(θ1, · · · , θN). So the Euclidean distance
between the critical set Cλ and the orbit {fk

λ (z)}k≥0 is bounded below by
some positive number ε(z). In addition, for every d large enough, z lies in
the common boundary of exactly two puzzle pieces of depth d. We denote
these two puzzle pieces by P ′

d(z) and P ′′
d (z). In the previous argument, we

have already proved that End(c) = {c}, this implies Eucl.diam(Pd(c)) → 0 as
d→∞. Choose d0 large enough such that

Eucl.diam(Pd0(c)) < ε(z) ≤ Eucl.dist(Cλ, {fk
λ (z)}k≥0).

Then the orbit z 7→ fλ(z) 7→ f 2
λ(z) 7→ · · · avoids all the critical puzzle pieces

of depth d0. Let P ∗
d (z) = P ′

d(z) ∪ P ′′
d (z) for d large enough. Then the proof of

Lemma 5.7.1 applies equally well to this situation and
⋂

d P
∗
d (z) = {z} follows

immediately.
Connectivity of neighborhoods. Let

P ∗
d (z) =

{
Pd(z), if z ∈ J(fλ) \ J0,

P ′
d(z) ∪ P ′′

d (z), if z ∈ J0 and d is large.

By Lemma 5.4.2, for every z ∈ J(fλ) and every large integer d, the inter-
section P ∗

d (z) ∩ J(fλ) is a connected and compact subset of J(fλ). Thus
{P ∗

d (z) ∩ J(fλ)} forms a basis of connected neighborhoods of z. Since⋂
(P ∗

d (z) ∩ J(fλ)) = {z}, the Julia set is locally connected at z. Note that z
is arbitrarily chosen, J(fλ) is locally connected.

5.7.2 Periodic critical tableau case

Suppose the critical tableau T (c) is k-periodic for some k > 0. By the proof of
Lemma 5.5.1, fλ is either k-renormalizable at c or k/2-∗-renormalizable at c.
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Let (εfp
λ , Pd0+p(c), Pd0(c)) be the renormalization, where d0 is a large integer

and

(ε, p) =

{
(1, k), if fλ is k-renormalizable at c,
(−1, k/2), if fλ is k/2-∗-renormalizable at c.

The small filled Julia set of the renormalization (εfp
λ , Pd0+p(c), Pd0(c)) is de-

noted by Kc. Recall that βc is the β-fixed point of the renormalization and
β′c is the other preimage of βc under the map εfp

λ |Pd0+p(c).
Assume now Kc∩∂Bλ 6= ∅, then by Lemma 5.5.3, βc ∈ Kc∩∂Bλ and there

is a unique external ray, say Rλ(θ), landing at βc. The angle θ is of the form
m

2k−1
. It follows that β′c ∈ Kc ∩ ∂Tλ and there is a unique radical ray RTλ

(αθ)

in Tλ landing at β′c. The radical ray RTλ
(αθ) satisfies εfp

λ(RTλ
(αθ)) = Rλ(θ).

Let

K = Kc ∪Rλ(θ) ∪RTλ
(αθ) ∪ (−Kc) ∪ (−Rλ(θ)) ∪ (−RTλ

(αθ)).

The set K is a connected and compact subset of C̄. Note that −RTλ
(αθ) =

RTλ
(αθ + 1/2). Let ∆1 be the component of C̄ \ (K ∪ Bλ) that intersects

with QTλ
(αθ, αθ + 1/2) and ∆2 be the component of C̄ \ (K ∪ Bλ) that in-

tersects with QTλ
(αθ + 1/2, αθ), where we use QTλ

(θ1, θ2) to denote the set
{φTλ

(re2πit); 0 < r < 1, θ1 ≤ t ≤ θ2}. Since K ∪Bλ is connected and compact,
both ∆1 and ∆2 are disks. Let Zi be the component of C̄ \K that contains
∆i.

The aim of this section is to prove:

Proposition 5.7.2. Assume that Kc ∩ ∂Bλ 6= ∅, then for i ∈ {1, 2}, there
is a curve Li ⊂ ∆i ∪ {0} stemming from Tλ and converging to βc. More
precisely, Li can be parameterized as Li : [0,+∞) → ∆i ∪ {0} such that
Li(0) = 0,Li((0,+∞)) ⊂ ∆i and limt→+∞ Li(t) = βc.

Proof. Let Γ =
⋃

j≥0(±f
j
λ(Kc ∪ Rλ(θ))). By Lemma 5.5.3, any two different

elements in the set {±f j
λ(Kc ∪ Rλ(θ)); j ≥ 0} intersect only at the point ∞.

This implies U = C̄ \ Γ is a disk.
Step 1. There exists Gi : U → U ∩Zi, which is an inverse branch of εfp

λ ,
such that the sequence {Gk

i ; k ≥ 0} converges locally and uniformly in U to a
constant zi ∈ Kc.

Since U has no intersection with the critical orbits, its preimage f−1
λ (U)

has exactly 2n components, say V1, · · · , V2n. These components are arranged
symmetrically about the origin under the rotation z 7→ eπi/nz. For every
1 ≤ j ≤ 2n, fλ : Vj → U is a conformal map. Moreover, f−1

λ (U) ⊂ C̄ \K.
For 1 ≤ j ≤ p − 1, let Ωj be the component of f−1

λ (U) such that Ωj ∩
f j

λ(Kc) 6= ∅ and the inverse of fλ : Ωj → U is denoted by gj. For j = 0, let Ωi
0
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11/2
0

L
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1

2

Figure 5.10: Constructing two curves L1 and L2 that converge to βc, here
n = 3 and fλ is 1−renormalizable at c = c0.

be the component of f−1
λ (U) such that Ωi

0 ∩Kc 6= ∅ and Ωi
0 ⊂ Zi. The inverse

of fλ : Ωi
0 → U is denoted by gi

0 for i ∈ {1, 2}.
Now, we define

Gi(z) =

{
gi
0 ◦ g1 ◦ · · · ◦ gp−1(εz), z ∈ U if p ≥ 2,

gi
0(εz), z ∈ U if p = 1.

Since (εfp
λ , Pd0+p(c), Pd0(c)) is a p-(∗-)renormalization of fλ at c, we have

Gi(Pd0(c) ∩ U) ⊂ Pd0+p(c) ∩ Zi. The map Gi : U → U is not surjective,
thus by Denjoy-Wolff theorem(See [M1]), the sequence {Gk

i ; k ≥ 0} converges
locally and uniformly in U to a constant zi. It follows from Gi(Pd0(c) ∩ U) ⊂
Pd0+p(c) ∩ Zi that zi ∈ Kc.

Step 2. There exists a curve Ci ⊂ U ∩ (∆i ∪{0}) connecting 0 with Gi(0)

for i ∈ {1, 2}.
Since the graph Gλ(θ1, · · · , θN) is admissible, the filled Julia set Kc is

disjoint from the boundary of any puzzle piece. Thus for any α ∈ {τ s(θj); 1 ≤
j ≤ N, s ≥ 0}, Γ is disjoint from the cut ray Ωα

λ outside ∞. For any angle
α ∈ {τ s(θj); 1 ≤ j ≤ N, s ≥ 0} and any map g ∈ {g1

0, g
2
0, g1, · · · , gp−1}, by

Proposition 5.4.2, only one curve of g(ωα
λ \ {∞}), g(ω

α+1/2
λ \ {∞}) intersects

with ∂Bλ and the other curve connects 0 with a preimage of 0.
Fix an angle α ∈ {τ s(θj); 1 ≤ j ≤ N, s ≥ 0}, we define a curve family F

by
F = {εωα

λ \ {∞}; ε2n = 1 and εωα
λ ⊂ ∪j∈I\{0,n}Sj}.
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We construct the curve Ci by inductive procedure as following:
First, choose a curve ζp−1 ∈ F such that gp−1(ζp−1) ∩ ∂Bλ = ∅, and let

γp−1 = gp−1(ζp−1). Suppose that for some 2 ≤ j ≤ p − 1, we have already
constructed the curves γp−1, · · · , γj. Then we choose ζj−1 ∈ F such that
gj−1(ζj−1)∩ ∂Bλ = ∅ and ζj−1 ∩ γj = ∅, and let γj−1 = gj−1(ζj−1 ∪ γj). In this
way, we can construct a sequence of curves γp−1, γp−2, · · · , γ2, γ1 step by step
and each curve has no intersection with ∂Bλ, connecting 0 with some iterated
preimage of 0. By construction,

γ1 =
⋃

1≤j≤p−1

g1 ◦ · · · ◦ gj(ζj).

Now, we choose ζ i
0 ∈ F such that gi

0(ζ
i
0) ∩ ∂Bλ = ∅ and ζ i

0 ∩ γ1 = ∅, and
let

Ci =

{
gi
0(ζ

i
0 ∪ γ1) ∪ {0}, if p ≥ 2,

gi
0(ζ

i
0) ∪ {0}, if p = 1.

The curve Ci connects 0 with Gi(0) and Ci ⊂ U ∩ (∆i ∪ {0}), as required.
Step 3. The union Li =

⋃
j≥0G

j
i (Ci) is the curve contained in ∆i ∪ {0}

and converging to βc.
By construction, Gi(Li) ⊂ Gi(Li) ∪ Ci = Li and Li \ {0} ⊂ ∆i.
To finish, we show Li converges to βc. By step 1, the sequence {Gk

i ; k ≥ 0}
converges uniformly on any compact subset of U to a constant zi ∈ Kc. Since
Ci is a compact subset of U , the curve Li converges to zi ∈ Kc and Gi(zi) = zi.
Since εfp

λ(Li) ⊃ Li, we conclude zi = βc by Lemma 5.5.2.

Corollary 5.7.2. If T (c) is periodic for some c ∈ Cλ, then ∂Bλ is locally
connected.

Proof. We may assume that fλ is not geometrically finite, otherwise the Julia
set is locally connected (see [TY]). Thus fλ has no parabolic point.

If Kc ∩ ∂Bλ = ∅, then for all j ≥ 0, f j
λ(Kc) ∩ ∂Bλ = ∅. Since P (fλ) is

a subset of (
⋃

j≥0 f
j
λ(±fλ(Kc)))

⋃
{∞}, we conclude P (fλ) ∩ ∂Bλ = ∅. By

Proposition 5.6.1 and Proposition 5.6.2, ∂Bλ is locally connected.
If Kc ∩ ∂Bλ 6= ∅, then by Proposition 5.7.2, the closed curve L = L1 ∪

L2 ∪ {βc} separates Kc \ {βc} from ∂Bλ \ {βc}. In this case, for all j ≥ 0,
f j

λ(Kc)∩ ∂Bλ = {f j
λ(βc)}. Thus #(P (fλ)∩ ∂Bλ) <∞ and all periodic points

in P (fλ) ∩ ∂Bλ are repelling. Again by Proposition 5.6.1 and Proposition
5.6.2, ∂Bλ is locally connected.

5.7.3 Real case

In this section, we will deal with real parameters. By the symmetry of the
parameter plane, we just need consider λ ∈ R+ = (0,+∞). In this case, the
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Julia set J(fλ) is symmetric about the real axis. If Cλ ⊂ Aλ, by ‘The Escape
Trichotomy’ (Theorem 5.2.1), the Julia set J(fλ) is either a Cantor set, a
Cantor set of circles or a Sierpinski curve. The local connectivity of ∂Bλ is
already known in the latter two cases. In the following discussion, we assume
Cλ ∩ Aλ = ∅.

Lemma 5.7.2. Suppose λ ∈ R+ and Cλ∩Aλ = ∅, then fλ is 1-renormalizable
at c0 = 2n

√
λ.

Proof. Let U be the interior of (S0 ∪ S−(n−1)) \ {z ∈ Bλ ∪ Tλ;Gλ(z) ≥ 1}
and V = C̄ \ ({z ∈ Bλ;Gλ(z) ≥ n} ∪ [−∞, v−λ ]). One can easily verify that
fλ : U → V is a quadratic-like map. Since Cλ ∩ Aλ = ∅, the critical orbit
{fk

λ (c0); k ≥ 0} is contained in U ∩ R+. This implies that (fλ, U, V ) is a
1-renormalization of fλ at c0.

Let Kc0 =
⋂

k≥0 f
−k
λ (U) be the small filled Julia set of the renormalization

(fλ, U, V ), βc0 be the β−fixed point and β′c0 be the preimage of βc0 . It’s easy
to check that Kc0 is symmetric about the real axis and Kc0∩R+ is a connected
and closed interval.

Proposition 5.7.3. Kc0 ∩ ∂Bλ = {βc0}.

Proof. The idea of the proof is to construct a Jordan curve C that separates
Kc0 \ {βc0} from ∂Bλ \ {βc0}, similar as the proof of Proposition 5.7.2.

We first show that βc0 is the landing point of the zero external ray Rλ(0).
Note that rational external rays (i.e. external rays with a rational angle)
always land. Let z0 be the landing point of Rλ(0). Obviously, Rλ(0) ⊂ R+

and z0 is a fixed point of fλ. This implies z0 ∈ U ∩ R+ and the orbit of z0

does not escape from U , so z0 ∈ Kc0 . Since Rλ(0) is an fλ-invariant ray that
lands at z0, we conclude z0 = βc0 by Lemma 5.5.2.

Let K = Kc0 ∪ [βc0 ,+∞] ∪ (−Kc0) ∪ [−∞,−βc0 ]. One can easily verify
f−1

λ (K) =
⋃

ω2n=1 ω(Kc0 ∪ [0,+∞]). The set Y = C̄ \ K is a disk and its
preimage f−1

λ (Y ) consists of 2n components, which are symmetric about the
origin under the rotation z 7→ eiπ/nz. For each component X of f−1

λ (Y ),
fλ : X → Y is a conformal map. Let X0 be the component of f−1

λ (Y ) that is
contained in S0 and g be the inverse map of fλ : X0 → Y . By Denjoy-Wolff
theorem, the sequence of maps {gk; k ≥ 0} converges locally and uniformly in
Y to a constant, say x. Since g(Y ∩ V ) ⊂ X0 ∩ U , we conclude x ∈ Kc0 .

Let ∆ be the component of C̄ \ (Bλ ∪ Kc0 ∪ (−Kc0) ∪ R) that intersects
with Tλ and lies in the upper half plane.

Claim: There is a path L ⊂ ∆∪{0} stemming from Tλ and converging to
βc0. More precisely, L can be parameterized as L : [0,+∞) → ∆ ∪ {0} such
that L(0) = 0,L((0,+∞)) ⊂ ∆ and limt→+∞ L(t) = βc0
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Let p0 = 2n
√
−λ be the preimage of 0 that lies in S0 and γ0 = [0, p0] be

the segment connecting 0 with p0. Then γ0 ∩ (Kc0 ∪ ∂Bλ) = ∅. Indeed,
γ0 ∩ Kc0 = ∅ follows from the fact that fλ(γ0) ∩ Kc0 ⊂ iR ∩ Kc0 = ∅. In
the following, we show γ0 ∩ ∂Bλ = ∅. It suffices to show Bλ ∩D = ∅, where
D = {z ∈ C; |z| < 2n

√
λ}. Otherwise, Bλ ∩D 6= ∅ implies Bλ ∩ ∂D 6= ∅. Since

ϕ : z 7→ n
√
λ/z̄ maps Bλ onto Tλ and the restriction ϕ|∂D is the identity map,

we have Bλ ∩ ∂D = ϕ(Bλ ∩ ∂D) = Tλ ∩ ∂D. But this is a contradiction.
Note that g maps γ0 outside D and g(γ0) connects p0 with a preimage of p0

that lies inside S0. Let L =
⋃

k≥0 g
k(γ0). By construction, L∩(Kc0∪∂Bλ) = ∅

and L converges to x ∈ Kc0 . Since fλ(L) = L ∪ fλ(γ0) ⊃ L, we conclude
x = βc0 by Lemma 5.5.2.

Let C = L ∪ L∗ ∪ {βc0}, where L∗ = {z̄; z ∈ L}. C is a Jordan curve
separating Kc0 \ {βc0} from ∂Bλ \ {βc0}. The conclusion follows.

Remark 5.7.1. From the proof of Proposition 5.7.3, we conclude

∂Bλ ∩ R = {±βc0}, Kc0 ∩ R = [β′c0 , βc0 ], ∂Tλ ∩ R = {±β′c0}.

Corollary 5.7.3. Suppose λ ∈ R+ and Cλ ∩ Aλ = ∅, then ∂Bλ is locally
connected.

Proof. By Proposition 5.7.3, if n is odd, then P (fλ) ∩ ∂Bλ ⊂ (−Kc0 ∪Kc0) ∩
∂Bλ ⊂ {±βc0}; if n is even, then P (fλ) ∩ ∂Bλ ⊂ Kc0 ∩ ∂Bλ ⊂ {βc0}. If βc0

is a parabolic point, then fλ is geometrically finite, the local connectivity of
∂Bλ follows from [TY]. Else, by Proposition 5.6.1 and Proposition 5.6.2, ∂Bλ

is also locally connected.

5.7.4 Local connectivity implies higher regularity

Up to now, we have already proved that ∂Bλ is locally connected if the Julia
set is not a Cantor set. By the arguments of Devaney [D1], we prove the
following proposition which will lead to Theorem 5.1.1.

Proposition 5.7.4. If ∂Bλ is locally connected, then ∂Bλ is a Jordan curve.

Proof. Let W0 be the component of C − Bλ containing 0. It’s obvious that
∂W0 ⊂ ∂Bλ, Tλ ⊂ W0, ∂Tλ ⊂ W 0. By Lemma 5.2.1, eiπ/nW0 = W0.

Recall that Hλ(z) = n
√
λ/z, so Hλ(∂W0) ⊂ Hλ(∂Bλ) = ∂Tλ ⊂ W 0. Since

∂Bλ is locally connected, ∂W0 is locally connected. It follows that C−W 0 is
connected and Hλ(C−W 0) ⊂ W0.

Now we show f−1
λ (0) ⊂ W0. If not, f−1

λ (0) ∩ (C − W 0) 6= ∅. By the
symmetry of f−1

λ (0) and C − W 0, we have f−1
λ (0) ⊂ C − W 0. This will

contradict the fact that f−1
λ (0) = Hλ(f

−1
λ (0)) ⊂ Hλ(C−W 0) ⊂ W0.
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Since any point on ∂W0 can not be mapped into W0, we have f−1
λ (W0) ⊂

W0 and f−1
λ (W 0) ⊂ W 0. Take a point z ∈ ∂W0, we have ∂Bλ ⊂ J(fλ) =⋃

k≥0 f
−k
λ (z) ⊂ W 0 and ∂Bλ ⊂ ∂W0. Therefore ∂W0 = ∂Bλ.

Now we show that ∂Bλ is a Jordan curve. If two different external rays,
say Rλ(t1) and Rλ(t2), land at the same point p ∈ ∂Bλ, then Rλ(t1) ∪Rλ(t2)

decomposes ∂Bλ into two parts. It turns out that ∂W0 6= ∂Bλ, which is a
contradiction.

The aim of this section is to prove that ∂Bλ is a quasicircle in almost all
cases. Formally, we have the following

Theorem 5.7.3. Suppose the Julia set J(fλ) is not a Cantor set, then the
boundary ∂Bλ is a quasicircle if it contains neither parabolic point nor recur-
rent critical point.

Proof. By Theorem 1 and Proposition 5.6.1, it suffices to show that fλ satisfies
BD condition on ∂Bλ. First we deal with three special cases:

Case 1. The critical orbit escapes to infinity.
Case 2. The parameter λ ∈ R+ and ∂Bλ contains no parabolic point.
Case 3. The map fλ is critically finite.
In case 1, P (fλ)∩∂Bλ = ∅. By Proposition 5.6.2, fλ satisfies BD condition

on ∂Bλ. For case 2, by Proposition 5.7.4, either P (fλ) ∩ ∂Bλ = ∅ or P (fλ) ∩
∂Bλ = {βc} or P (fλ) ∩ ∂Bλ = {±βc}. In either case, βc is a repelling fixed
point of fλ. By Proposition 5.6.1, fλ satisfies BD condition on ∂Bλ. For case
3, fλ satisfies BD condition on ∂Bλ by Corollary 5.6.2.

In the remaining cases, we can use Yoccoz puzzle to study the higher
regularity of ∂Bλ. There are two remaining cases:

Case 4. ∂Bλ contains no critical point.
Case 5. Cλ ⊂ ∂Bλ and all critical points in Cλ are non-recurrent.
In either case, by Proposition 5.4.1, we can find an admissible graph

Gλ(θ1, · · · , θN). With respect to the Yoccoz puzzle induced by this graph,
we consider the critical tableaux. For case 4, there are two possibilities:

Case 4.1. There is a periodic critical tableau T (c).
Case 4.2. There is no periodic critical tableau.
For case 4.1, we conclude from Proposition 5.7.2 that #(P (fλ)∩∂Bλ) <∞.

Since ∂Bλ contains no parabolic point, all periodic points in P (fλ)∩ ∂Bλ are
repelling. Thus by Proposition 5.6.2, fλ satisfies BD condition on ∂Bλ.

For case 4.2, we have already shown that End(c) =
⋂

d≥0 Pd(c) = {c} for
c ∈ Cλ in the proof of Proposition 5.7.1. Thus we can choose d0 large enough
such that

Eucl.diam(Pd0(c)) < Eucl.dist(c, ∂Bλ).
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For d ≥ d0, let Ud be the union of all puzzle pieces of depth d that intersect
with ∂Bλ and Vd be the interior of Ud. For every u ∈ ∂Bλ, there is a number
εu > 0 such that B(u, εu) ⊂ Vd0 . For any m ≥ 0 and any component Um(u) of
f−m

λ (B(u, εu)) intersecting with ∂Bλ, Um(u) ⊂ Vd0+m ⊂ Vd0 . By the choice of
d0, the sequence Um(u) → · · · → fm−1

λ (Um(u)) → B(u, εu) meets no critical
point of fλ, thus fm

λ : Um(u) → B(u, εu) is a conformal map. So in this case,
fλ satisfies BD condition on ∂Bλ.

In the following, we deal with case 5. Again by Proposition 5.7.1, End(c) =

{c} for c ∈ Cλ. Thus in this case, one can verify that ∂Bλ contains no recurrent
critical point if and only if all critical tableaux are non-critical. By Lemma
5.5.1, fλ is critically finite. It follows from Corollary 5.6.1 that fλ satisfies
BD condition on ∂Bλ.

5.7.5 Corollaries

In this section, we present some corollaries of Theorem 5.1.1.

Proposition 5.7.5. If ∂Bλ contains a parabolic cycle, then the multiplier
of the cycle is 1 and the Julia set J(fλ) contains a quasiconformal copy of
quadratic Julia set of z 7→ z2 + 1/4.

Proof. Suppose C = {z0, fλ(z0), · · · , f q
λ(z0) = z0} is a parabolic cycle on ∂Bλ.

We will first consider the case λ ∈ R+, then deal with the case λ ∈ H.
First suppose λ ∈ R+. By Lemma 5.7.2 and Proposition 5.7.3, fλ is

1−renormalizable at c0 and P (fλ) ∩ ∂Bλ ⊂ (−Kc0 ∪ Kc0) ∩ ∂Bλ = {±βc0}.
Since a parabolic point must attract a critical point, we conclude that βc0 is
a parabolic fixed point of fλ. So (fλ, U, V ) is quasiconformally conjugate to
a quadratic polynomial z 7→ z2 + µ whose β−fixed point is also a parabolic
point, thus µ = 1/4. The conclusion follows in this case.

In the following, we deal with the case λ ∈ H. By Proposition 5.4.1,
we can find an admissible graph Gλ(θ1, · · · , θN). By Proposition 5.3.4, the
parabolic cycle C avoid the graph Gλ(θ1, · · · , θN). With respect to the Yoccoz
puzzle induced by this graph and by the similar argument as Corollary 5.5.1,
we conclude that there is a critical point c ∈ Cλ and a point z ∈ C such
that Pd(z) = Pd(c) for all d ≥ 0. Thus the critical tableau T (c) is periodic.
Suppose the period of T (c) is k. It is obvious that k is a divisor of q. By
Lemma 5.5.1, when d0 is large enough, the triple (εfp

λ , Pd0+p(c), Pd0(c)) is
either a k-renormalization of fλ at c (in this case, (ε, p) = (1, k)) or a k/2-
∗-renormalization of fλ at c (in this case, (ε, p) = (−1, k/2)). Moreover, the
small filled Julia set Kc = End(c) =

⋂
d≥0 Pd(c) and z ∈ Kc ∩ ∂Bλ.

On the other hand, by Lemma 5.5.3, there is a unique external ray
Rλ(t) landing at βc, which is the β-fixed point of the renormalization



5.7. THE BOUNDARY ∂Bλ IS A JORDAN CURVE 103

(εfp
λ , Pd0+p(c), Pd0(c)). Note that we have already proved that ∂Bλ is a Jordan

curve, the intersection ∂Bλ ∩ Pd(c) shrinks to a single point as d→∞. Thus
we have Kc ∩ ∂Bλ = {βc}. By the previous argument, βc = z.

By the straightening theorem of Douady and Hubbard,
(εfp

λ , Pd0+p(c), Pd0(c)) is quasi-conformally conjugate to a quadratic polyno-
mial pµ(z) = z2 + µ in a neighborhood of the small filled Julia set Kc. For
this quadratic polynomial, the β-fixed point is also a parabolic point, thus
µ = 1/4. This means that the Julia set J(fλ) contains a quasiconformal copy
of quadratic Julia set of z 7→ z2 + 1/4. Since the multiplier of the parabolic
point of z 7→ z2 + 1/4 if 1, it turns out that (εfp

λ)′(z) = 1, (fk
λ )′(z) = 1 and

(f q
λ)′(z) = 1.

Proposition 5.7.6. Suppose fλ has no Siegel disk and the Julia set J(fλ) is
connected, then every Fatou component is a Jordan domain.

Proof. By Proposition 5.7.4 and the fact Hλ(Bλ) = Tλ, we conclude that both
Tλ and Bλ are Jordan domains.

If the critical orbit tends to∞, then the Julia set is a Sierpinski curve which
is locally connected, and all Fatou components are quasidisks (By Proposition
5.6.1).

If the critical orbit remains bounded, then for any U ∈ P \ {Tλ, Bλ},
there is a smallest integer k ≥ 1 such that fk

λ : U → Tλ is a conformal
map. Thus if two radial rays RU(θ1) and RU(θ2) land at the same point,
then RTλ

(θ1) = fk
λ (RU(θ1)) and RTλ

(θ2) = fk
λ (RU(θ2)) also land at the same

point. This implies that U is also a Jordan domain. If there are other Fatou
components, then they are eventually mapped to a parabolic basin or an
attracting basin. By Proposition 5.5.1, the map is either renormalizable or
∗−renormalizable. It is known that every bounded Fatou component of a
quadratic polynomial(without Siegel disk) is a Jordan disk, it turns out that
all Fatou components of fλ are Jordan disks in this case.

Proposition 5.7.7. If fλ has a Cremer point, then the Cremer point cannot
lie on the boundary of any Fatou component. In other words, all Cremer points
are buried on the Julia set.

Proof. Suppose fλ has a Cremer point z, then the Fatou set F (fλ) =⋃
k≥0 f

−k
λ (Bλ). If z lies on the boundary of some Fatou component, then

after integrations, one sees that z ∈ ∂Bλ. By Theorem 5.1.1, there is a peri-
odic external ray Rλ(t) landing at z. But this is a contradiction since every
periodic external ray can only land at a parabolic point or a repelling point
(By Snail Lemma, see [M1]).
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5.8 Local connectivity of the Julia set J(fλ)

In this section, we study the local connectivity of the Julia set J(fλ). We will
prove the following

Theorem 5.8.1. Suppose fλ has no Siegel disk and the Julia set J(fλ) is
connected, then J(fλ) is locally connected in either of the following cases:

1. The critical orbit does not accumulate on the boundary ∂Bλ.
2. fλ is neither renormalizable nor ∗−renormalizable.
3. The parameter λ is real and positive.

The proof is based on the ‘Characterization of Local Connectivity’ (Propo-
sition 5.8.1, See [Wh]) and ‘Shrinking Lemma’ (Proposition 5.8.2, See [TY] or
[LM]), as follows

Proposition 5.8.1. A connected and compact set X ⊂ C is locally connected
if and only if it satisfies the following conditions:

1. Every component of C \X is locally connected.
2. For any ε > 0, there are at most finitely many components of C \ X

with spherical diameter greater than ε.

Proposition 5.8.2. Let f : C → C be a rational map and D be a topological
disk whose closure D has no intersection with the post-critical set P (f), then
either D is contained in a Siegel disk or a Herman ring, or for any ε > 0,
there are at most finitely many iterated preimages of D with spherical diameter
greater than ε.

Proof of Theorem 5.8.1.
1. If fλ is geometrically finite, then J(fλ) is locally connected (See [TY]).

Else, the Fatou set F (fλ) =
⋃

k≥0 f
−k
λ (Bλ). Since Bλ∩P (fλ) = ∅, we conclude

by Shrinking Lemma that for any ε > 0, there are at most finitely many iter-
ated preimages of Bλ with spherical diameter greater than ε. By Proposition
5.8.1, J(fλ) is locally connected.

2. If fλ is neither renormalizable nor ∗−renormalizable, then the parame-
ter λ ∈ H by Lemma 5.7.2. We may assume fλ is not critically finite, for else
the Julia set is locally connected. Thus by Proposition 5.4.1, we can find an
admissible graph. By Lemma 5.5.1, none of the critical tableaux is periodic.
The local connectivity of J(fλ) follows from Proposition 5.7.1.

3. (The notations here are the same as in Section 5.7.3) We just need
consider the case when fλ is not geometrically finite. In this case, the Fatou
set F (fλ) =

⋃
k≥0 f

−k
λ (Bλ). Note that for any z > 0, fλ(z) ≥ 2

√
zn · λ

zn =

2
√
λ = v+

λ . Thus {fk
λ (v+

λ ); k ≥ 0} ⊂ [v+
λ , βc0 ].
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If v+
λ = β′c0 , then one can easily verify that the triple (fλ, U, V ) is quasicon-

formally conjugate to the quadratic polynomial z 7→ z2− 2, which is critically
finite. So fλ is also critically finite and the Julia set is locally connected.

If v+
λ > β′c0 , then T λ ∩ [v+

λ , βc0 ] = ∅ by Remark 5.7.1. Since P (fλ) ⊂
[−βc0 , v

−
λ ] ∪ [v+

λ , βc0 ] ∪ {∞}, we have T λ ∩ P (fλ) = ∅. By Proposition 5.8.2,
for any ε > 0, there are at most finitely many iterated preimages of Tλ with
spherical diameter greater than ε. By Proposition 5.8.1, the Julia set is locally
connected. �





Chapter 6

Decomposition Theorem and
Thurston-type Theorems

6.1 Introduction

Let f : S2 → S2 be an orientation preserving branched covering of degree at
leat two. We denote by deg(f, x) the local degree of f at x ∈ S2. The critical
set Ωf of f is defined by

Ωf = {x ∈ S2; deg(f, x) > 1},

and the postcritical set Pf of f is defined by

Pf =
⋃
n≥1

fn(Ωf ).

We say that f is postcritically finite (also called ‘critically finite’) if Pf is
a finite set. Such a map is always called a Thurston map. For a Thurston
map, we define a function νf : S2 → N ∪ {∞} in the following way: For each
x ∈ S2, define νf (x) (may be ∞) as the least common multiple of the local
degrees deg(fn, y) for all n > 0 and all y ∈ S2 such that fn(y) = x. (Notice
that νf (x) = 1 if x /∈ Pf ). We call Of = (S2, νf ) the orbifold of f .

In 1980s, Thurston proved the following theorem:

Theorem 6.1.1. (Thurston) Let f : S2 → S2 be a critically finite branched
covering. Suppose that Of does not have signature (2, 2, 2, 2). Then f is
combinatorially equivalent to a rational function R if and only if for any f -
stable multicurve Γ, we have λ(Γ, f) < 1. The rational function R is unique
up to Möbius conjugation.

Here, the definitions of ‘multicurve’ and ‘combinatorially equivalent’ will
be presented below for a larger category of branched coverings, that covers
the postcritically finite cases. A detailed proof of Thurston’s theorem is given
by Douady and Hubbard [DH1].

Thurston’s theorem has connections with a number of related areas such
as Teichmuller theory, quasiconformal surgery, dynamics of several complex
variables, transversality, group theory, algorithm, etc.
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There are many applications of Thurston’s theorem. Here is an incom-
plete list: Geyer’s sharp bounds on the number of harmonic polynomial roots
[Gey2], Kiwi’s characterization of polynomial laminations [Kiwi] (using pre-
vious work of Bielefield-Fisher-Hubbard [BFH] and Poirier [Poi]), Mikulich’s
classification of postcritically finite Newton maps, Milnor-Thurston’s proof of
monotonicity of entropy for unimodal maps [MT], McMullen’s work on ratio-
nal quotients [McM1], Pilgrim-Tan’s cut-and-paste surgery along arcs ([PT1]),
Rees’ descriptions of parameter spaces [Rees2], Rees, Shishikura and Tan’s
studies on matings of polynomials ([Rees1],[ST], [Tan1], [Tan2]), ...

Over the years, there are several various attempts to generalize Thurston’s
theorem beyond postcritically finite rational maps. For example, David Brown
[Bro], supported by the previous work of Hubbard and Schleicher [HS], has
succeeded in extending the theory to the uni-critical polynomials with an
infinite postcritical set (but always with a connected Julia set), and pushed
it even further to the infinite degree case, namely the exponential maps. We
would also like to mention a recent work of Hubbard-Schleicher-Shishikura
[HSS]) extending Thurston’s theorem to postcritically finite exponential maps.
Cui-Tan[CT1] and Jiang-Zhang [JZ], independently, using different methods,
extend Thurston’s theorem to hyperbolic rational maps. Furthermore, Cui
and Tan [CT2] extend Thurston’s theorem to geometrically finite rational
maps. Meanwhile, Zhang [Zh2] extends Thurston’s theorem to a class of
rational maps with Siegel disks.

In this work, we aim to extend Thurston’s theorem to a large class of
branched covering, namely ‘non-parabolic’ branched covering. Roughly speak-
ing, a ‘non-parabolic’ branched covering is a proper branched covering for
which each critical point either has finite orbit or is attracted to an attracting
cycle, or is eventually mapped to the closure of some rotation domain. Before
we are going on, we shall define these objects first.

We may identify S2 with C.

Definition 6.1.1. (Rotation domain) We say 〈U0, · · · , Up−1〉 is a cycle of
rotation domain of f if

1. All Ui are disks or annuli, with disjoint closures and Jordan curve
boundaries.

2. f should induce conformal isomorphisms

U0

∼=−→ U1

∼=−→ · · ·
∼=−→ Up−1

∼=−→ Up = U0

and the return map fp : U0 → U0 is conformally conjugate to an irrational
rotation.

3. Each boundary cycle of ∂Uj contains at least one critical point of f .
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One may compare this definition with the definitions of Siegel disks and
Herman rings for rational maps ([M1]). Let P ′

f be the accumulation set of Pf .

Definition 6.1.2. (Attracting cycle) We say 〈z0, · · · , zp−1〉 is an attracting
cycle of f if 〈z0, · · · , zp−1〉 is contained in P ′

f , and f is holomorphic in a
neighborhood of this cycle with multiplier |(fp)′(z0)| < 1.

We remark that: A periodic cycle near which the map f is holomorphic and
attracting (i.e. the multiplier λ satisfies |λ| < 1) is not necessarily contained
in P ′

f . This kind of ‘attracting’ cycle may be artificial. This is one of the
differences between branched coverings and rational maps. Another impor-
tant and essential difference is, for an attracting cycle 〈z0, · · · , zp−1〉 ⊂ P ′

f ,
the immediate attracting basin A0 = ∪0≤i<pA0(zi) of 〈z0, · · · , zp−1〉 does
not necessarily contain a critical point, where A0(zi) is the component of
{z ∈ C; fpk(z) → zi as k → ∞} that contains zi. This case usually implies
the existence of Thurston obstructions.

Definition 6.1.3. (Non-parabolic map) We say that f is a non-parabolic
map if each critical point of f either has finite orbit or is attracted to an at-
tracting cycle, or is eventually mapped to the closure of some rotation domain.

Given a non-parabolic map f , let nRD(f) be the number of rotation disk
cycles, nRA(f) be the number of rotation annulus cycles and nA(f) be the
number of attracting cycles. By definition, we see that

nRD(f) + 2nRA(f) + nA(f) ≤ 2deg(f)− 2.

Let f be a non-parabolic map,

we call f

{
a Herman map, if nRA(f) > 0, nRD(f) ≥ 0 and nA(f) = 0,

a Siegel map, if nRA(f) = 0, nRD(f) > 0 and nA(f) = 0.

It’s obvious that a Thurston map is a non-parabolic map with nRA(f) =

nRD(f) = nA(f) = 0.

Definition 6.1.4. (Marked set) Let f be a non-parabolic map and Rf be
the union of all rotation domains of f . A marked set P is a compact set that
satisfies the following:

1. f(P ) ⊂ P .
2. P ⊃ Pf ∪Rf and P − (Pf ∪Rf ) is a finite set.

In the chapter, we always use a pair (f, P ), a branched covering together
with a marked set, to denote a non-parabolic map.
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Definition 6.1.5. (C-equivalence) Two non-parabolic maps (f, P ) and
(g,Q) are called combinatorially equivalent or ‘c-equivalent’ for short (resp.
q.c-equivalent), if there is a pair (φ, ψ) of homeomorphisms (resp. quasicon-
formal maps) of C such that

1. φ ◦ f = g ◦ ψ and φ(P ) = Q.
2. φ and ψ are holomorphic in Rf∪N , where Rf is the union of all rotation

domains of f (if any) and N is a neighborhood of all attracting cycles (if any).
If P ′

f contains no attracting cycle, we set N = ∅.
3. φ and ψ are isotopic rel P ∪N . That is, there is a continuous map H :

[0, 1]×C → C such that for any t ∈ [0, 1], H(t, ·) : C → C is a homeomorphism
(resp. quasiconformal map), H(0, ·) = φ,H(1, ·) = ψ and H(t, z) = φ(z) for
any t ∈ [0, 1] and any z ∈ P ∪N .

In this case, we say (f, P ) is c-equivalent (resp. q.c-equivalent) to (g,Q)

via (φ, ψ). Notice that a necessary condition for q.c-equivalence is that f is a
qusiregular map.

Multicurve and Thurston obstruction
Let (f, P ) be a non-parabolic map. A Jordan curve γ in C\P is called null-

homotopic (resp. peripheral) in C \P if one of its complementary components
contains no (resp. one) point of P , and called non-peripheral in C \ P if each
component of C \ γ contains at least two points of P .

We say that Γ = {γ1, · · · , γn} is a multicurve in C \ P if each γi is a non-
peripheral Jordan curve in C \ P , and they are mutually disjoint and no two
homotopic in C \ P . Its (f, P )-transition matrix WΓ = (aij) is defined by

aij =
∑
α∼γi

1

deg(f : α→ γj)
,

where the summation is taken over all the components α of f−1(γj) which are
homotopic to γi in C \ P .

A multicurve Γ in C\P is called (f, P )-stable if every component of f−1(γ)

for γ ∈ Γ is either null-homotopic, or peripheral, or homotopic in C \ P to a
curve δ ∈ Γ.

We say that a multicurve Γ is a Thurston obstruction of (f, P ) if Γ is
(f, P )-stable and the leading eigenvalue λ(Γ, f) of its transition matrix WΓ

satisfies λ(Γ, f) ≥ 1.
For convention, an empty set Γ = ∅ is always considered as a (f, P )-stable

multicurve with λ(Γ, f) = 0.
The main theorem of this chapter is:

Theorem 6.1.2. (Decomposition Theorem) Let (f, P ) be a non-parabolic
map, then there exist a (f, P )-stable multicurve Γ and a collection of Siegel



6.1. INTRODUCTION 111

maps or Thurston maps, say {(hk, Pk), k ∈ Λ}, where Λ is a finite index set,
such that

1. (Combinatorial part) (f, P ) has no Thurston obstructions if and only
if λ(Γ, f) < 1 and for each k ∈ Λ, (hk, Pk) has no Thurston obstructions.

2. (Surgery part) (f, P ) is q.c-equivalent to a rational map if and only if
λ(Γ, f) < 1 and for each k ∈ Λ, (hk, Pk) is q.c-equivalent to a rational map.

3. (Analytic part) (f, P ) is q.c-equivalent to a unique rational map up to
Möbius conjugation if and only if λ(Γ, f) < 1 and for each k ∈ Λ, (hk, Pk)

q.c-equivalent to a unique rational map up to Möbius conjugation.

From the viewpoint of ‘decomposition’, this theorem means that every non-
parabolic branched covering can be decomposed along a stable multicurve into
finitely many Siegel maps or Thurston maps, such that the combinatorics and
rational realizations of these resulting maps essentially dominate the origi-
nal one. These resulting maps can be viewed as the renormalizations of the
original map.

From the viewpoint of ‘reduction’, the theorem implies that Thurston-
type Theorems for every non-parabolic branched covering can be reduced to
Thurston-type Theorems for finitely many Siegel type branched coverings. In
particular, Thurston-type Theorems for rational maps with Herman rings can
be reduced to Thurston-type Theorems for rational maps with Siegel disks.

Remark 6.1.1. 1. The number of Siegel maps is bounded by nRD(f) +

2nRA(f).
2. In the surgery part of Theorem 6.1.2, we require that (f, P ) is a quasireg-

ular branched covering, and the pair of c-equivalences are quasiconformal.
This is simply because we want to apply Measurable Riemann Mapping The-
orem in our proof. In fact, this part can be restated as ‘(f, P ) is c-equivalent
to a rational map if and only if λ(Γ, f) < 1 and for each k ∈ Λ, (hk, Pk) is
c-equivalent to a rational map’ and the proof goes through without any diffi-
culty. The only modification of the proof is to replace the Measurable Riemann
Mapping Theorem by the Uniformization Theorem.

3. The condition λ(Γ, f) < 1 implies that if (hk, Pk) is a Thurston map
for some k ∈ Λ, then the signature of the orbifold of (hk, Pk) is not (2, 2, 2, 2).
Thus by Thurston’s Theorem, (hk, Pk) has no Thurston obstructions if and
only if (hk, Pk) is c-equivalent to a rational map.

4. Theorem 6.1.2 consists of four cases:
1). Γ = ∅, Λ = ∅. In this case, (f, P ) is c-equivalent to a unique rational

map up to Möbius conjugation. Hyperbolic polynomials with Cantor Julia sets
provide such examples.

2). Γ 6= ∅, Λ = ∅. In this case, (f, P ) has no Thurston obstructions
(or ‘is c-equivalent to a rational map’) if and only if λ(Γ, f) < 1. Such
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examples of rational maps can be found in the family of McMullen maps:
fn,λ(z) = zn + λ/zn with n ≥ 3 and λ suitably chosen such that J(fn,λ) is a
Cantor set of circles.

3). Γ = ∅, Λ 6= ∅. In this case, (f, P ) is a Herman map. See Example
6.2.1.

4). Γ 6= ∅, Λ 6= ∅. This is the general case.

The ‘Decomposition Theorem’ provides a mechanism to produce Thurston
type Theorems for non-parabolic maps. Thus it has many applications. For
example, it can reduce the Thurston-type Theorem for hyperbolic maps to
the so-called ‘Marked Thurston Theorem’ (this is the idea of Cui-Tan’s work
[CT1]), which is slightly stronger than Thurston’s original theorem, as follows:

Theorem 6.1.3. (Marked Thurston Theorem) Let (f, P ) be a Thurston
map. Suppose that Of does not have signature (2, 2, 2, 2). Then (f, P ) is
c-equivalent to a rational function (R,Q) if and only if for any (f, P )-stable
multicurve Γ, we have λ(Γ, f) < 1. The rational function (R,Q) is unique up
to Möbius conjugation.

The detailed proof the ‘Marked Thurston Theorem’ can be found in [BCT],
using the same idea as Douady-Hubbard’s original one.

As another application, the ‘Decomposition Theorem’ enables us to give
a characterization of a class of rational maps with Herman rings based on
Zhang’s work [Zh2] and the ‘Marked Thurston Theorem’, as follows:

Theorem 6.1.4. (Characterization of rational maps with Herman
rings) Let (f, P ) be a non-parabolic map, with only one rotation annulus cycle
which is of period one and has rotation number of bounded type, and without
rotation disk. Then (f, P ) is c-equivalent to a rational map (R,Q) if and only
if (f, P ) has no Thurston obstructions. Moreover, the Lebesgue measure of
the Julia set J(R) is zero, and (R,Q) is unique up to Möbius conjugation.

There is no reason to believe that the absence of Thurston obstruction
is always equivalent to rational realization for postcritically infinite branched
covering, even if the equivalence is true for hyperbolic case ([CT1], [JZ]),
some Siegel cases [Zh2] and Herman cases (Theorem 6.1.4). The mating of
two quadratic Siegel polynomials fθ(z) = z2 + cθ and f−θ(z) = z2 + c−θ, where
cα = e2πiα

2
(1 − e2πiα

2
), provides a non-parabolic map g = fθ t f−θ for which

the equivalence is false. As a supplement to the Decomposition Theorem,
following the same idea as Shishikura’s construction [Sh1] of rational maps
with prescribed numbers of non-repelling cycles and Herman rings, we can
construct many such examples by surgery.
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Theorem 6.1.5. Given nonnegative integers nA, nRD, nRA, d satisfying

nA + nRD + 2nRA ≤ 2d− 2, 1 ≤ nRA ≤ d− 2, nRD + nRA ≥ 2.

There exists a non-parabolic map (f, P ) of degree d, such that
1. nA(f) = nA, nRD(f) = nRD, nRA(f) = nRA, and the rotation number of

each rotation cycle is of bounded type.
2. (f, P ) has no Thurston obstructions.
3. (f, P ) is not c-equivalent to a rational map.

This chapter is organized as follows:
From Section 6.2 to Section 6.4, we prove the ‘combinatorial part’ and

‘surgery part’ of Theorem 6.1.2 for Herman maps. More precisely, in Section
6.2, we will decompose a Herman map into finitely many Siegel maps and
Thurston maps based on Shishikura’s ‘Herman ring-Siegel disk’ surgery. In
Section 6.3, we show the equivalence of absence of Thurston obstructions
between the original map and the resulting maps. In Section 6.4, we show the
equivalence of rational realizations between the original map and the resulting
maps.

From Section 6.5 to Section 6.7, we prove that a non-parabolic map with
nA(f) > 0 can be decomposed along a stable multicurve into finitely many
Herman maps, Siegel maps and Thurston maps whose combinatorics and ra-
tional realizations essentially dominate the original one. The proof is based
on Cui-Tan’s repelling system theory. The decomposition procedure, ‘combi-
natorial part’ and ‘surgery part’ are discussed in Section 6.5, Section 6.6 and
Section 6.7, respectively.

In Section 6.8, we prove the ‘combinatorial part’ and ‘surgery part’ of
Theorem 6.1.2.

In Section 6.9, we discuss the renormalizations of rational maps and prove
the ‘analytic part’ of Theorem 6.1.2.

In Section 6.10, we give many applications of Theorem 6.1.2. These include
characterizations of hyperbolic rational maps and a class of rational maps with
Siegel disks. As another application, we prove a Thurston-type theorem for a
class of rational maps with Herman rings.

In Section 6.11, as a supplement to the Decomposition Theorem, we show
that for postcritically infinite non-parabolic maps, no Thurston obstruction
does not always imply rational realization. We construct many such examples
by surgery.

Definitions and Notations:
1. Given a collection of Jordan curves C (not necessarily a multicurve)

in C − P . For any integer k ≥ 0, we denote by f−k(C) the collection of all
components δ of f−k(γ) for γ ∈ C. Set ∪C := ∪γ∈Cγ.
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2. Let A = (aij) be a n × n real matrix. The Banach norm ‖A‖ of A is
defined to be either

∑
|aij| or (

∑
|aij|2)1/2 according to different situations.

The spectral radius sp(A) of A is defined by sp(A) := lim n
√
‖An‖.

3. Given two multicurves Σ1 and Σ2 in C − P . We say that Σ1 is ho-
motopically contained in Σ2, denoted by Σ1 ≺ Σ2, if each curve α ∈ Σ1 is
homotopic in C− P to some curve β ∈ Σ2. We say that Σ1 is identical to Σ2

up to homotopy, if Σ1 ≺ Σ2 and Σ2 ≺ Σ1.
4. Let D and Ω be two planar domains and f : D → Ω be a quasiregular

map, the Beltrami coefficient µf of f is defined by µf = ∂f
∂z
/∂f

∂z
.

5. We use #E to denote the cardinality of the set E. The characteristic
function χE : E → {0, 1} is defined by

χE(z) =

{
1, if z ∈ E,
0, if z /∈ E.

6.2 Decompositions of Herman maps

In the following three sections we will prove the following theorem:

Theorem 6.2.1. (Herman=multicurve+Siegel+Thurston) Let (f, P ) be
a Herman map, then there exist a (f, P )-stable multicurve Γ and a collection
of Siegel maps or Thurston maps, say {(hk, Pk), k ∈ Λ}, where Λ is a finite
index set, such that

1. (f, P ) has no Thurston obstructions if and only if λ(Γ, f) < 1 and for
each k ∈ Λ, (hk, Pk) has no Thurston obstructions.

2. (f, P ) is q.c-equivalent to a rational map if and only if λ(Γ, f) < 1 and
for each k ∈ Λ, (hk, Pk) is q.c-equivalent to a rational map.

In this section, we will decompose a Herman map into finitely many Siegel
maps and Thurston maps along a collection of f -periodic Jordan curves and
their suitably chosen preimages. The method we use here is called ‘Herman-
Siegel’ surgery which is pioneered by Shishikura [Sh1].

Let (f, P ) be a Herman map, A be the collection of all rotation annuli of
f and ∪A :=

⋃
A∈AA be the union of all these annuli. For each A ∈ A, we

choose an analytic curve γA ⊂ A such that γA ∩ f(P −∪A) = ∅ (This implies
that γA avoids the postcritical points and the images of other marked points)
and f(γA) = γf(A). It’s obvious that if fp(A) = A, then fp(γA) = γA.

Let Γ0 = {γA;A ∈ A}, we first show that Γ0 can generate a unique (f, P )-
stable multicurve up to homotopy.

Lemma 6.2.1. Given a choice of Γ0, there is a (f, P )-stable multicurve Γ

such that:
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• (Invariant) For any γ ∈ Γ, we have f(γ) ∈ Γ ∪ Γ0.
• (Maximal) Γ represents all homotopy classes of non-peripheral curves of

∪k≥1f
−k(Γ0)− Γ0 in C− P .

Moreover, the multicurve Γ is unique up to homotopy.

Proof. First, there is a multicurve Γ1 in C−P such that Γ1 ⊂ f−1(Γ0)−Γ0 and
Γ1 represents all homotopy classes of non-peripheral curves of f−1(Γ0)− Γ0.

Such Γ1 is not uniquely chosen. But any two such multicurves are identical
up to homotopy, thus they have the same number of curves.

For n ≥ 2, we define Γn inductively in the following way:
• Γn ⊂ f−1(Γn−1).
• Γ1 ∪ · · · ∪ Γn is a multicurve in C− P .
• Γ1 ∪ · · · ∪ Γn represents all homotopy classes of non-peripheral curves of

f−n(Γ0)− Γ0.
Since any two different curves in ∪k≥1f

−k(Γ0)− Γ0 are disjoint and P has
finitely many components, we conclude that ∪k≥1f

−k(Γ0) − Γ0 has finitely
many homotopy classes of non-peripheral curves in C− P . It turns out that
#(Γ1 ∪ · · · ∪ Γn) is uniformly bounded above by some constant C(P ). Thus
there is an integer N ≥ 0 such that ΓN 6= ∅ and ΓN+1 = ΓN+2 = · · · = ∅. (It
can happen that N = 0, see Example 6.2.1.)

We set Γ = ∅ if N = 0 and Γ = ∪1≤j≤NΓj if N ≥ 1. By the choice
of N , Γ is a (f, P )-stable multicurve. By construction, for any γ ∈ Γ, we
have f(γ) ∈ Γ ∪ Γ0. The homotopy classes of Γ is uniquely determined by
those of non-peripheral curves of ∪k≥1f

−k(Γ0) − Γ0. So Γ is unique up to
homotopy.

Here we give an example to show that Γ can be an empty set.

Example 6.2.1. (Γ = ∅) The example is borrowed from Shishikura’s paper
[Sh1]. Let

f(z) =
eiα

z

( z − r

1− rz

)2

,

where α ∈ R and 0 < r < 1/5. We may assume that α is properly chosen such
that f has a fixed Herman ring H containing the unit circle S, with bounded
type rotation number (Remark: in this case, each boundary component of H
is a quasicircle containing a critical point of f). There are two other critical
points: r and 1/r, which are eventually mapped to a repelling cycle of period
two, and f(r) = f 3(r) = 0, f2(r) = f(1/r) = ∞. We choose Γ0 = {S}. Let
P = H∪Pf = H∪{0,∞}. Since each component of C−H is a disk containing
exactly one point in the marked set P , the set Γ is necessarily empty.
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Let Σ = Γ0 ∪Γ. In the following, we will use Σ to decompose the complex
sphere C into finitely many pieces. We define

S = {U ; U is a connected component of C− ∪Σ},
E = {V ; V is a connected component of C− ∪f−1(Σ)}.

Each element of S (resp. E) is called an S-piece (resp. E-piece). Given an
S-piece S (resp. E-piece E), let ∂(S) (resp. ∂(E)) be the collection of all
boundary curves of S (resp. E). One should notice that ∂S and ∂(S) are
different notations, they satisfy ∂S = ∪∂(S).

The following facts are easy to verify:
• Every E-piece E is contained in a unique S-piece and f(E) ∈ S.
• For every S-piece S, we have #(S ∩ P ) + #∂(S) ≥ 3.
• For each curve γ ∈ Σ, there exist exactly two S-pieces, say S+

γ and S−γ ,
that share γ as a common boundary component.

 
             

    
 
 

 

 
 
 
 

• p1

E1

S1

E2

S2

E3

S3

• p3

• q3

E4

S4

• p4

• q4

Figure 6.1: Four examples: Ei (shadow region) is parallel to Si. pi, qi are
marked points in P . Here, S1 is an annulus with one marked point, S2 has
three boundary curves and contains no marked point, both S3 and S4 are disks
with two marked points.

Let S be an S-pieces, T is a connected and closed subset of S, we say T
is parallel to S if ∂T ∩ P = ∅ and each component of S \ T is either
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• an annulus contained in S − P , or
• a disk that contains at most one point of P .
Notice that if T is parallel to S andA is an annular component of S\T , then

one boundary curve of A is on S and #(T ∩P )+#∂(T ) ≥ #(S∩P )+#∂(S).
Here is an important property of the S-pieces:

Lemma 6.2.2. For every S-piece S, there is a unique E-piece, say ES, parallel
to S.

Proof. The proof is based on the ‘maximal’ property of the (f, P )-stable mul-
ticurve Γ. We omit the details.

We define a map

f∗ :

{
S → S,
S 7→ f(ES).

Since there are finitely many S-pieces, every S-piece is eventually periodic
under the map f∗.

For each curve γ ∈ ∂(S), there is a unique boundary curve βγ ∈ ∂(ES)

such that either βγ = γ, or βγ and γ bound an annulus in S − P . We define
three sets ∂0(S), ∂1(S), ∂2(S) as follows:

∂0(S) = {γ ∈ ∂(S); γ ∈ Γ0},
∂1(S) = {γ ∈ ∂(S); γ 6= βγ},
∂2(S) = {γ ∈ ∂(S); γ = βγ} − Γ0.

Lemma 6.2.3. If ∂0(S) 6= ∅, then we have:
1. For any γ ∈ ∂0(S), γ = βγ.
2. S is f∗-periodic.
3. #∂0(S) = #∂0(f∗(S)).

Proof. 1. Notice that every component of S − ES is either a disk containing
at most one point in P , or an annulus in C− P . It follows that if γ ∈ ∂0(S),
then γ ⊂ P and γ = βγ.

2. Take γ ∈ ∂0(S). Then there is a rotation annulus Aγ ∈ A containing
γ. Then from 1 we see that S ∩ Aγ = ES ∩ Aγ. This implies f(S ∩ Aγ) =

f∗(S) ∩ f(Aγ). Let k ≥ 1 be the period of Aγ. Then we have S ∩ Aγ =

fk(S ∩ Aγ) = fk
∗ (S) ∩ fk(Aγ) = fk

∗ (S) ∩ Aγ. Thus fk
∗ (S) = S. So S is

f∗-periodic, and the period of S is a divisor of k.
3. It follows from 1 that if γ ∈ ∂0(S), then f(γ) ∈ ∂0(f∗(S)). So

#∂0(S) ≤ #∂0(f∗(S)) ≤ · · · . Since S is f∗-periodic (by 2), we have
#∂0(S) = #∂0(f∗(S)).
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It follows from Lemma 6.2.3 that ∂i(S), i ∈ {0, 1, 2} are mutually disjoint
and ∂(S) = ∂0(S) t ∂1(S) t ∂2(S).

Remark 6.2.1. Suppose ∂0(S) 6= ∅. For each γ ∈ ∂0(S), let per(γ) be the
period of γ. From Lemma 6.2.3 we see that the f∗-period of S is a devisor
of gcd{per(γ); γ ∈ ∂0(S)}. In particular, if gcd{per(γ); γ ∈ ∂0(S)} = 1,
then f∗(S) = S and for every γ ∈ ∂0(S) and every integer k ≥ 0, we have
fk(γ) ∈ ∂0(S).

For example, suppose that (f, P ) has two cycles of rotation annuli whose
periods are different prime numbers, say p and q. If ∂0(S) 6= ∅, then #∂0(S)

takes only four possible values: 1, p, q and p+ q.

6.2.1 Marked disk extension

For each S-piece S, we denote by C(S) the Riemann sphere containing S. We
always consider that different S-pieces are embedded into different copies of
Riemann spheres.

In the following, we will extend f |ES
to a quasiregular branched covering

HS : C(S) → C(f∗(S)) such that deg(HS) = deg(f |ES
). To do this, we need to

define the map HS : C(S)−ES → C(f∗(S))−f∗(S) such that HS|∂ES
= f |∂ES

.
We will define HS component by componet.

Notice that each component of C(S) − ES is a disk. Let U be such a
component with boundary curve γ.

We first deal with the case when γ ∈ ∂0(S). In this case, there is a
rotation annulus Aγ containing γ. Let k ≥ 1 be the period of Aγ. Let
φ0 : S ∩ Aγ → AR := {z ∈ C; 1 < |z| < R} be the conformal map such that
φ0f

kφ−1
0 (z) = e2πiθz for z ∈ AR. For 1 ≤ j ≤ k − 1, we define a conformal

map from f j(S ∩ Aγ) onto AR by φj = φ0f
k−j|fj(S∩Aγ). Then we have the

following commutative diagram

S ∩ Aγ

φ0

��

f // f(S ∩ Aγ)
f //

φ1

��

· · · // fk−1(S ∩ Aγ)
f //

φk−1

��

S ∩ Aγ

φ0

��
AR

z 7→e2πiθz
// AR id

// · · · // AR id
// AR

Let DR = {z ∈ C; |z| < R}. For 0 ≤ j < k, we consider the disk ∆j

obtained by gluing f j(S ∩ Aγ) and DR via the map φj. The disk ∆j inherits
a natural complex structure from DR since φj is holomorphic.
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γ6

γ7

γ5

f∗

•γ4
γ2

S

ES
•

Ef∗(S)

f∗(S)

γ1

γ3

γ6•

γ7

•

γ5

•γ4 •γ2•
ES

• Ef∗(S)

γ1
•

γ3•

C(S) C(f∗(S))

HS

Figure 6.2: Marked disk extension. Here ∂S = γ1 ∪ γ2 ∪ γ3 ∪ γ4, ∂f∗(S) =

γ5 ∪ γ6 ∪ γ7. Marked points are labeled by ‘•’.

The map Hfj
∗(S) : ∆j → ∆j+1 defined by

Hfj
∗(S)(z) =


f(z), z ∈ f j(S ∩ Aγ), 0 ≤ j < k,

e2πiθz, z ∈ D, j = 0,

z, z ∈ D, 1 ≤ j < k.

is a holomorphic extension of f |E
f

j
∗(S)

along the boundary curve f j(γ) ∈
∂0(f

j
∗ (S)). We call (∆j, 0) a holomorphic marked disk of Hfj

∗(S). This con-
struction allows us to define the extensions of f |ES

, · · · , f |E
fl−1
∗ (S)

(where l is
the f∗-period of S) along the curves in ∂0(S) ∪ · · · ∪ ∂0(f

l−1
∗ (S)) at the same

time.
Now, we consider the case when γ = ∂U /∈ ∂0(S). Notice that either U is a

disk in S containing at most one point of P , or it contains a unique component
V of C(S) − S. In the former case, if U contains a marked point p ∈ P , we
get a marked disk (U, p); if U ∩ P = ∅, we don’t mark any point in U . In the
latter case, we mark a point p ∈ V and get two marked disks (U, p) and (V, p).

Now we extend f |ES
to U in the following fashion:
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We require that HS maps U onto (W, q) with deg(HS|U) = deg(f |∂U),
where (W, q) is the unique marked disk of C(f∗(S))− f∗(S) whose boundary
curve is f(∂U). If U contains a marked point p, we require further H(p) = q

and the local degree of HS at p is equal to deg(f |∂U). Else, we require that q
is the only possible critical value (This implies that U contains at most one
ramification point of HS).

In this way, for each S-piece S, we can get an extension HS : C(S) →
C(f∗(S)) of f |ES

. Let D(S) be the union of all holomorphic marked disks of
HS. Notice that if ∂0(S) = ∅, then D(S) = ∅. Set

P (S) = (P ∩ S) ∪ {all marked points in C(S)− S} ∪D(S).

We call (C(S), P (S)) a marked sphere of C(S). By the construction of HS,
we see that HS(P (S)) ⊂ P (f∗(S)).

Notice that every S-piece is eventually periodic under the map f∗. Let n
be the number of all f∗-cycles of S-pieces. These cycles are listed as follows:

Sν 7→ f∗(Sν) 7→ · · · 7→ fpν−1
∗ (Sν) 7→ fpν

∗ (Sν) = Sν , 1 ≤ ν ≤ n,

where Sν is a representative of the ν-th cycle and pν is the period of Sν .
Set

hν = Hfpν−1
∗ (Sν) ◦ · · · ◦Hf∗(Sν) ◦HSν , Pν = P (Sν), 1 ≤ ν ≤ n.

Then hν : C(Sν) → C(Sν) is a branched covering with hν(Pν) ⊂ Pν .
These resulting maps (h1, P1), · · · , (hn, Pn) can be considered as the renor-

malizations of the original map (f, P ). There are three types of them:
• ∂0(Sν) 6= ∅ or Sν contains at least one rotation disk of (f, P ). In this

case, (hν , Pν) has at least one cycle of rotation disks, so (hν , Pν) is a Siegel
map. Moreover, a curve γ ∈ ∂0(Sν) contained in a rotation annulus of f
with period p and rotation number θ becomes a periodic curve contained in a
rotation disk of hν , with period p/pν and rotation number θ. One may verify
that the number of these resulting Siegel maps is at least two, and bounded
above by 2nRA(f) + nRD(f).

• ∂0(Sν) = ∅, Sν contains no rotation disk of (f, P ) and deg(hν) > 1. In
this case, Pν is a finite set and (hν , Pν) is a Thurston map.

• ∂0(Sν) = ∅, Sν contains no rotation disk of (f, P ) and deg(hν) = 1. In
this case, (hν , Pν) is a homeomorphism of C(Sν) and hν(Pν) = Pν . So every
point of Pν is periodic. Moreover, for any S ∈ {Sν , f∗(Sν), · · · , fpν−1

∗ (Sν)}, we
have #∂(ES) = #∂(S).

Let Λ be the index set consisting of all ν ∈ {1, · · · , n} such that deg(hν) >

1. That is, for each ν ∈ Λ, (hν , Pν) is either a Siegel map or a Thurston map.
Let Λ∗ = {1, · · · , n} − Λ.
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We use the following notation to record the decomposition procedure:

Dec(f, P ) =

( ⊕
ν∈Λ∪Λ∗

(hν , Pν)

)
Γ

.

Lemma 6.2.4. If λ(Γ, f) < 1, then
1. For any 1 ≤ ν ≤ n, every point in (C(Sν) − Sν) ∩ Pν is eventually

mapped to either the center of some rotation disk or a periodic critical point
of (hν , Pν).

2. Λ∗ = ∅.
3. If (hν , Pν) is a Thurston map, then the signature of the orbifold of

(hν , Pν) is not (2, 2, 2, 2).

Proof. Since hν((C(Sν)−Sν)∩Pν) ⊂ (C(Sν)−Sν)∩Pν and (C(Sν)−Sν)∩Pν

is a finite set, every point in (C(Sν)−Sν)∩Pν is eventually periodic under the
map (hν , Pν). Let z0 be a periodic point in (C(Sν)− Sν) ∩ Pν with period k.
Suppose that z0 is not the center of rotation disk, and let β be the boundary
curve of Sν that encloses z0. Then there is a unique component of h−k

ν (β),
denoted by α, such that α ⊂ Sν and α is homotopic to β in C(Sν)−Pν . Thus

deg(hk
ν , z0) = deg(hk

ν : α→ β) = deg(fkpν : α→ β) ≥ λ(Γ, f)−kpν > 1.

This implies that z0 lies in a critical cycle and deg(hν) > 1. It follows that
Λ∗ = ∅ and there is no (2, 2, 2, 2)-type Thurston map among (hν , Pν), ν ∈
Λ.

A multicurve Γ = {γ1, · · · , γk} is called a Levy cycle of (f, P ), if for each
1 ≤ i ≤ k, f−1(γi) has a component αi−1 homotopic to γi−1 in C − P (set
γ0 = γk) and deg(f : αi−1 → γi) = 1.

Corollary 6.2.1. If Λ∗ 6= ∅, then λ(Γ, f) ≥ 1 and Γ contains a Levy cycle of
(f, P ).

Proof. If Λ∗ 6= ∅, then λ(Γ, f) ≥ 1 follows from Lemma 6.2.4. Take some
ν ∈ Λ∗, the boundary multicurve ∂(Sν) contains a submulticurve {γ1, · · · , γk}
labeled in the way that for any i ∈ [1, k], h−1

ν (γi) is homotopic to γi−1 (γ0 :=

γk) in C − P . In particular, α := h−k
ν (γk) is homotopic to γk in C − P . So

there exist two integers 0 ≤ m < n ≤ kpν such that fm(α) is homotopic to
fn(α) in C− P and {fk(α);m < k ≤ n} is a multicurve in C− P . Since Γ is
(f, P )-stable, there is a submulticurve Γ∗ ⊂ Γ identical to {fk(α);m < k ≤ n}
up to homotopy. One may verify that Γ∗ is a Levy cycle of (f, P ).

To end this section, we give a concrete example to illustrate how the de-
composition procedure works:
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Example 6.2.2. We still consider the rational map f defined as in Example
6.2.1. Recall that f has a fixed Herman ring containing the unit circle S.
Suppose f−1(S) = S ∪ γ1 ∪ γ2, where γ1 (resp. γ2) is a Jordan curve in the
connected component D0 (resp. D∞) of C−H containing 0 (resp. ∞). One
may deduce that γ1 encloses 0 and γ2 encloses ∞. Let Dγ1

0 (resp. Dγ2
∞) be

the disk neighborhood of 0 (resp. ∞) whose boundary curve is γ1 (resp. γ2).
Notice that r ∈ D0 −Dγ1

0 and 1/r ∈ D∞ −Dγ2
∞.

One may check both f−1(γ1) and f−1(γ2) consist of two components. We
denote f−1(γ1) = γ4 ∪ γ5, where γ4 ⊂ Dγ2

∞ and γ4 encloses ∞, γ5 ⊂ D0 −Dγ1

0

and γ5 encloses the critical point r. Correspondingly, We denote f−1(γ2) =

γ3 ∪ γ6, where γ3 ⊂ Dγ1

0 and γ3 encloses 0, γ6 ⊂ D∞ − Dγ2
∞ and γ6 encloses

the critical point 1/r.
Let Dγ3

0 (resp. Dγ4
∞) be the disk neighborhood of 0 (resp. ∞) whose

boundary curve is γ3 (resp. γ4). We choose two points p and q, with
p ∈ Dγ3

0 and q ∈ Dγ4
∞. We modify the mappings f |Dγ3

0
: Dγ3

0 → Dγ2
∞ and

f |Dγ4∞
: Dγ4

∞ → Dγ1

0 , by ϕ : Dγ3

0 → Dγ2
∞ and ψ : Dγ4

∞ → Dγ1

0 , respectively, such
that ϕ|γ3 = f |γ3 , ψ|γ4 = f |γ4 , ϕ(0) = ∞, ϕ(p) = q, ψ(∞) = p, ψ(q) = 0. Then
we define a new branched covering

h(z) =


ϕ(z), z ∈ Dγ3

0 ,

ψ(z), z ∈ Dγ4
∞,

f(z), z ∈ C−Dγ3

0 ∪Dγ4
∞.

Then the postcritical set Ph of h is ∂H ∪ {0, p, q,∞} and (h, P ) is a Herman
map, where P = Ph ∪ H. The curves γi, i ∈ [1, 4] are all non-peripheral in
C− P .

According to the decomposition procedure, Γ = {γ1, γ2} and Σ =

{S, γ1, γ2}. There are four S-pieces: S1, S2, S3, S4, and h∗(S1) = S1, h∗(S2) =

S2, h∗(S3) = S4, h∗(S4) = S3. So there are three h∗-periodic cycles, we denote
the resulting map associating with Si, i = 1, 2, 3 by (hi, Pi).

One may check the resulting maps (h1, P1) and (h2, P2) are both degree
two Siegel maps, c-equivalent to z 7→ e2πiθ(z − 1)2/z. Moreover, (h3, P3) is a
homeomorphism, satisfying h3(0) = p, h3(p) = 0.

The (h, P )-transition matrix of Γ is(
0 1

1 0

)
.

Thus Γ is a Levy cycle. It follows that (h, P ) is not c-equivalent to a
rational map (To see this, one may use ‘modulus argument’ or apply Theorem
6.4.2).
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6.3 Combinatorial part

The aim of this section is to prove the following:

Theorem 6.3.1. Let (f, P ) be a Herman map, and

Dec(f, P ) =

( ⊕
ν∈Λ∪Λ∗

(hν , Pν)

)
Γ

.

Then (f, P ) has no Thurston obstructions if and only if λ(Γ, f) < 1 and for
each ν ∈ Λ, (hν , Pν) has no Thurston obstructions.

Notice that if (f, P ) has no Thurston obstructions or λ(Γ, f) < 1, then
Λ∗ = ∅ (See Lemma 6.2.4).

The proof of the ‘sufficiency’ of Theorem 6.3.1 is based on the decom-
position of (f, P )-stable multicurves. We will show that every (f, P )-stable
multicurve contains an ‘essential’ submulticurve (see Lemma 6.3.1), and ev-
ery such essential submulticurve can be decomposed into a ‘Γ-part’ multicurve
together with a (hν , Pν)-stable multicurve for each ν ∈ [1, n]. Moreover, the
leading eigenvalues of their transition matrices satisfy the so-called ‘reduction
identity’ (Theorem 6.3.2).

To prove the ‘necessity’ of Theorem 6.3.1, we will show that every (hν , Pν)-
stable multicurve Σ can generate a (f, P )-stable multicurve C with λ(Σ, hν) ≤
λ(C, f)pν .

Lemma 6.3.1. (Essential submulticurve) Let Σ0 be a (f, P )-stable mul-
ticurve, then there is a (f, P )-stable multicurve Σ, such that

1. Σ is homotopically contained in Σ0.
2. Each curve of Σ is contained in the interior of some S-piece.
3. λ(Σ, f) = λ(Σ0, f).

Proof. For n ≥ 1, we define a multicurve Σn inductively in the following way:
Σn ⊂ f−1(Σn−1) and Σn represents all homotopy classes of non-peripheral
curves of f−1(Σn−1). Since Σ0 is a (f, P )-stable multicurve, all Σn are (f, P )-
stable, and Σn is homotopically contained in Σn−1. Let Wn be the (f, P )-
transition matrix of Σn for n ≥ 0, then

Wn =

(
Wn+1 ∗
O O

)
.

Thus λ(Σ0, f) = λ(Σ1, f) = λ(Σ2, f) = · · · . By the construction of Γ,
there is an integer N ≥ 0 such that Γ ⊂ f−N(Γ0), where Γ0 is the choice
of a collection of f -periodic curves in the rotation annuli (see the previous
section). Since ∪Γ0 has no intersection with ∪Σ0, we conclude that f−n(∪Γ0)
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has no intersection with f−n(∪Σ0) for all n ≥ 1. Thus when n ≥ N , we have
∪Γ ⊂ f−n(∪Γ0) and each curve of Σn is contained in the interior of some
S-piece. The proof is completed if we set Σ = Σn for some n ≥ N .

Theorem 6.3.2. (Decomposition of stable multicurve) Let C be a (f, P )-
stable multicurve. Suppose that each curve of C is contained in the interior of
some S-piece. Let

CΓ = {γ ∈ C; γ is homotopic to a curve of Γ},
Σν = {γ ∈ C − CΓ; γ is contained in Sν}, ν ∈ Λ ∪ Λ∗ = [1, n].

Then CΓ is a (f, P )-stable multicurve, Σν is a (hν , Pν)-stable multicurve for
each ν ∈ [1, n], and we have the following reduction identity:

λ(C, f) = max
{
λ(CΓ, f), p1

√
λ(Σ1, h1), · · · , pn

√
λ(Σn, hn)

}
.

Remark 6.3.1. In Theorem 6.3.2, the multicurve Σν can be viewed as a
multicurve of (hν , Pν), this is because under the inclusion map ιν : Sν ↪→
C(Sν), the set ιν(Σν) := {ιν(γ); γ ∈ Σν} is a multicurve in C(Sν) − Pν. We
still use Σν to denote the multicurve ιν(Σν) if there is no confusion.

One may show directly that if Λ∗ 6= ∅, then for any ν ∈ Λ∗,

λ(Σν , hν) =

{
1, if Σν 6= ∅,
0, if Σν = ∅.

This observation can simplify the reduction identity.

Proof. The fact that CΓ is (f, P )-stable is easy to verify since both Γ and C are
(f, P )-stable. Let Σk

ν = {γ ∈ C−CΓ; γ is contained in fk
∗ (Sν)} for 0 ≤ k ≤ pν .

It’s obvious that Σ0
ν = Σpν

ν = Σν . Since C is (f, P )-stable, each non-peripheral
component of f−1(γ) for γ ∈ Σk+1

ν (0 ≤ k < pν) is homotopic in C−P to either
a curve α ∈ CΓ, or a curve β ∈ Σk

ν , or a curve δ contained in a non-periodic
S-piece.

By the definition of the marked set P (fk
∗ (Sν)), one can verify that the set

Σk
ν is a multicurve in C(fk

∗ (Sν)) − P (fk
∗ (Sν)). Moreover, each curve γ ∈ CΓ

contained in fk
∗ (Sν) and homotopic (in C−P ) to a boundary curve of fk

∗ (Sν) is
peripheral in C(fk

∗ (Sν))−P (fk
∗ (Sν)). Thus for 0 ≤ k < pν , each non-peripheral

component of H−1
fk
∗ (Sν)

(γ) for γ ∈ Σk+1
ν is homotopic to a curve δ ∈ Σk

ν in
C(fk

∗ (Sν)) − P (fk
∗ (Sν)). It follows that each non-peripheral component of

h−1
ν (γ) for γ ∈ Σν is homotopic to a curve δ ∈ Σν in C(Sν)− Pν . This means

Σν is a (hν , Pν)-stable multicurve.
In the following, we will prove the ‘reduction identity’. Let WCΓ

be the (f, P )-transition matrix of CΓ. We define Cs := {γ ∈ C −
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CΓ; γ is contained in a strictly preperiodic S-piece} with (f, P )-transition
matrix Ws. Let Cν = Σ0

ν ∪ · · ·∪Σpν−1
ν with (f, P )-transition matrix Wν . Then

the (f, P )-transition matrix WC of C has the following block decomposition:

WC =


WCΓ

∗ ∗ · · · ∗
O Ws ∗ · · · ∗
O O W1 · · · ∗
...

...
... . . . ...

O O O · · · Wn

 .

It follows that λ(C, f) = max
{
λ(CΓ, f), λ(Cs, f), λ(C1, f), · · · , λ(Cn, f)

}
.

By the definition of Cs, there is an integer M > 0 such that for any γ ∈ Cs

and any component α of f−M(γ), α is either null-homotopic, or peripheral, or
homotopic to a curve δ ∈ CΓ in C−P . This implies WM

s = 0 and λ(Cs, f) = 0.
So we have

λ(C, f) = max
{
λ(CΓ, f), λ(C1, f), · · · , λ(Cn, f)

}
.

Notice that the (f, P )-transition matrix Wν of Cν has the form

Wν =


O B0 O · · · O

O O B1 · · · O
...

...
... . . . ...

O O O · · · Bpν−2

Bpν−1 O O · · · O

 ,

where Bj is a nj × nj+1 matrix, nj is equal to the number of curves in Σj
ν for

0 ≤ j ≤ pν − 1. By a direct calculation,

W pν
ν =


B0B1 · · ·Bpν−1 O · · · O

O B1B2 · · ·B0 · · · O
...

... . . . ...
O O · · · Bpν−1B0 · · ·Bpν−2

 .

For a square matrix A = (aij), we use the norm ‖A‖ =
√∑

|aij|2. Then
for any k ≥ 1, we have

‖(W pν
ν )k‖2 = ‖(B0B1 · · ·Bpν−1)

k‖2 + · · ·+ ‖(Bpν−1B0 · · ·Bpν−2)
k‖2.

It follows from Lemma 6.3.2 that

sp(Wν)
pν = sp(B0B1 · · ·Bpν−1) = · · · = sp(Bpν−1B0 · · ·Bpν−2).
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On the other hand, one can verify that the (hν , Pν)-transition matrix of
Σν is B0B1 · · ·Bpν−1. It follows from Perron-Frobenius Theorem that

λ(Σν , hν) = sp(B0B1 · · ·Bpν−1) = sp(Wν)
pν = λ(Cν , f)pν .

Finally we have

λ(C, f) = max
{
λ(CΓ, f), p1

√
λ(Σ1, h1), · · · , pn

√
λ(Σn, hn)

}
.

Lemma 6.3.2. Let Bν be a nν × nν+1 real matrix for 1 ≤ ν ≤ k, nk+1 = n1,
then

sp(B1B2 · · ·Bk) = sp(B2B3 · · ·B1) · · · = sp(BkB1 · · ·Bk−1).

Proof. For a square matrix A = (aij), we define a norm ‖A‖ :=
√∑

|aij|2.
The basic property of this norm is ‖AB‖ ≤ ‖A‖‖B‖. First we assume n1 =

· · · = nk, then for any 1 ≤ ν ≤ k,

sp(B1B2 · · ·Bk) = lim
n→∞

n
√
‖(B1B2 · · ·Bk)n‖

= lim
n→∞

n
√
‖(B1 · · ·Bν−1)(BνBν+1 · · ·Bν−1)n−1(Bν · · ·Bk)‖

≤ lim
n→∞

n
√
‖B1 · · ·Bν−1‖‖(BνBν+1 · · ·Bν−1)n−1‖‖Bν · · ·Bk‖

= sp(BνBν+1 · · ·Bν−1).

The same argument leads to the other direction of the inequality. In the
following, we deal with the general case. Choose n ≥ max{n1, · · · , nk}, for
any 1 ≤ ν ≤ k, we define a n× n matrix B̂ν by

B̂ν =

(
Bν Onν×(n−nν+1)

O(n−nν)×nν+1 O(n−nν)×(n−nν+1)

)
,

where we use Op×q to denote the p × q zero matrix. Then by the above
argument, sp(B̂1B̂2 · · · B̂k) = sp(B̂νB̂ν+1 · · · B̂ν−1). On the other hand,

B̂νB̂ν+1 · · · B̂ν−1 =

(
BνBν+1 · · ·Bν−1 Onν×(n−nν)

O(n−nν)×nν O(n−nν)×(n−nν)

)
.

This implies that ‖(B1B2 · · ·Bk)
n‖ = ‖(B̂1B̂2 · · · B̂k)

n‖ for all n ≥ 1. So

sp(B1B2 · · ·Bk) = sp(B̂1B̂2 · · · B̂k) = sp(B̂νB̂ν+1 · · · B̂ν−1) = sp(BνBν+1 · · ·Bν−1).
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Proof of Theorem 6.3.1 .
Sufficiency. Let C be a (f, P )-stable multicurve in C−P . The multicurves

CΓ,Σ1, · · · ,Σn are the subsets of C defined as in Theorem 6.3.2. We may
assume that each curve γ ∈ C is contained in the interior of some S-piece by
Lemma 6.3.1. If λ(Γ, f) < 1 (notice that this implies Λ∗ = ∅ by Lemma 6.2.4)
and (hν , Pν) has no Thurston obstructions for each ν ∈ Λ, then by Theorem
6.3.2, we have

λ(C, f) = max
{
λ(CΓ, f), p1

√
λ(Σ1, h1), · · · , pn

√
λ(Σn, hn)

}
≤ max

{
λ(Γ, f), p1

√
λ(Σ1, h1), · · · , pn

√
λ(Σn, hn)

}
< 1.

This means (f, P ) has no Thurston obstructions.
Necessity. Suppose that (f, P ) has no Thurston obstructions. Then

λ(Γ, f) < 1 and Λ∗ = ∅. Let Σ be a (hν , Pν)-stable multicurve in C(Sν)− Pν .
Up to homotopy, we may assume that each curve γ ∈ Σ is contained in the in-
terior of Sν , so Σ can be considered as a multicurve in C−P . In the following,
we will use Σ to generate a (f, P )-stable multicurve C.

For k ≥ 0, let Λk ⊂ f−k(Σ) be a multicurve in C − P , representing all
homotopy classes of non-peripheral curves in f−k(Σ). We claim that

For any α ∈ Λi, β ∈ Λj with 0 ≤ i < j, if α is not homotopic to β in
C− P , then α and β are homotopically disjoint.

In fact, the claim is obviously true in either of the following cases:
1. The curves α and β are contained in two different S-pieces.
2. Either α or β is homotopic a curve in Γ.
So in the following discussion, we assume that α and β are contained in

the same S-piece S, and neither is homotopic to a boundary curve of S. We
assume further that they intersect homotopically. In this case, one may check
that both f i(α) and f i(β) are contained in f i

∗(S) = Sν , but neither of f i(α)

and f i(β) is homotopic to a boundary curve of Sν . So f i(β) is contained in the
unique component of f i−j(Sν) that is parallel to Sν . This implies i ≡ j mod pν .
Since f j(β) ∈ Σ and Σ is (hν , Pν)-stable, we have that f i(β) is homotopic in
C − P to either a curve of Σ or a curve of Γ. But neither is possible due to
our assumption. This ends the proof of the claim.

For k ≥ 0, we define a collection of Jordan curves Ck such that Σ ⊂ Ck ⊂
Λ0 ∪ · · · ∪ Λk and Ck represents all homotopy classes of non-peripheral curves
in Λ0 ∪ · · · ∪Λk. It follows from the above claim that we can consider Ck as a
multicurve in C−P up to homotopy. Notice that Ck is homotopically contained
in Ck+1, we have #Ck ≤ #Ck+1. Since P has finitely many components, #Ck

is uniformly bounded above for all k. So there is an integer N ≥ 0, such that
#Cn = #CN for all n ≥ N .
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Let C = CN , then C is a (f, P )-stable multicurve by the choice of N . Let
CΓ = {γ ∈ C; γ is homotopic to a curve in Γ}, one may verify that Σ = {γ ∈
C − CΓ; γ is contained in Sν}. By Theorem 6.3.2,

λ(Σ, hν) ≤ λ(C, f)pν < 1.

Thus (hν , Pν) has no Thurston obstructions. �

6.4 Surgery part: Gluing holomorphic models

The aim of this section is to prove the following:

Theorem 6.4.1. Let (f, P ) be a Herman map, and

Dec(f, P ) =

( ⊕
ν∈Λ∪Λ∗

(hν , Pν)

)
Γ

.

Then (f, P ) is q.c-equivalent to a rational map if and only if λ(Γ, f) < 1 and
for each ν ∈ Λ, (hν , Pν) is q.c-equivalent to a rational map.

The proof of Theorem 6.4.1 is based on the quasiconformal surgery.
In Section 6.4.1, we prove the necessity of Theorem 6.4.1. The idea is as

follows: we use the rational realization of (f, P ), say (R,Q), to generate the
partial holomorphic models of (hν , Pν), ν ∈ Λ. The partial holomorphic model
of (hν , Pν) takes the form Rpν |Eν , where Eν is a multi-connected domain in
the Riemann sphere C. The holomorphic map Rpν |Eν can be extended to a
Siegel map or Thurston map, say (gν , Qν), q.c-equivalent to (hν , Pν). The map
(gν , Qν) can be made holomorphic outside a neighborhood of the boundary
∂Eν . In the final step, we apply quasiconformal surgery to make the map
(gν , Qν) globally holomorphic and get a rational realization of (hν , Pν).

In Section 6.4.2, we prove the sufficiency of Theorem 6.4.1 assuming Γ =

∅. This part is the inverse procedure of Section 6.4.1. We use the rational
realizations of (hν , Pν), ν ∈ Λ to generate the partial holomorphic models for
(f, P ). These partial holomorphic models can be glued along Σ = Γ0 in a
suitable fashion into a branched covering (g,Q), holomorphic in most part of
C and q.c-equivalent to (f, P ). Finally, we apply quasiconformal surgery to
make the map (g,Q) globally holomorphic.

In Section 6.4.3, we prove the sufficiency of Theorem 6.4.1 in the more
general case Γ 6= ∅. The idea of reconstruction of the rational realization
of (f, P ) via gluing the rational realizations of (hν , Pν), ν ∈ Λ is essentially
the same as that in Section 6.4.2. But this setion provides very interesting
and technical flavor because of the algebraic condition λ(Γ, f) < 1. In most
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part of this section, we deal with this condition and shows that this algebraic
condition is equivalent to the Grötzsch inequality in the homorphic setting.
Thus it enables us to glue the partial homorphic models of (f, P ) along Σ in
a suitable fashion into a branched covering (g,Q), holomorphic in most part
of C and q.c-equivalent to (f, P ). The last step is similar to the previous
sections, it is a quasiconformal surgery procedure.

6.4.1 Rational realizations can descend

Theorem 6.4.2. (Marked McMullen Theorem) Let R be a rational map,
M be a closed set containing the postcritical set PR and R(M) ⊂ M . Let Γ

be a multicurve in C −M . Then λ(Γ, R) ≤ 1. If λ(Γ, R) = 1, then either
R is postcritically finite whose orbifold has signature (2, 2, 2, 2); or R is
postcritically infinite, and Γ includes a curve contained in a periodic Siegel
disk or Herman ring.

We remark that the definition of the multicurve in C−M is similar to the
definition of the multicurve in C − P . The ‘Marked McMullen Theorem’ is
slightly stronger than McMullen’s original result [McM1], but the proof goes
through without any problem.

Proof of the necessity of Theorem 6.4.1 Suppose that (f, P ) is q.c-
equivalent to a rational map (R,Q) via a pair of quasiconformal maps (φ0, φ1).
Then the (f, P )-stable multicurve Γ in C− P induces a (R,Q)-stable multic-
urve φ0(Γ) := {φ0(γ); γ ∈ Γ} in C − Q. Since the marked set Q contains all
possible Siegel disks and Herman rings of R, it follows from Theorem 6.4.2
that λ(Γ, f) = λ(φ0(Γ), R) < 1.

Notice that λ(Γ, f) < 1 implies Λ∗ = ∅ by Lemma 6.2.4. In the following,
we will show that for each ν ∈ Λ, (hν , Pν) is q.c-equivalent to a rational map.

Let H0 : [0, 1] × C → C be an isotopy between φ0 and φ1 rel P . That is,
H0 : [0, 1]×C → C is a continuous map such that H0(0, ·) = φ0, H0(1, ·) = φ1

and H0(t, z) = φ0(z) for all (t, z) ∈ [0, 1] × P . Moreover, for any t ∈ [0, 1],
H0(t, ·) : C → C is a quasiconformal map. Then there is a unique lift of H0,
say H1, such that H0(t, f(z)) = R(H1(t, z)) for all (t, z) ∈ [0, 1] × C, with
basepoint H1(0, ·) = φ1. Set φ2 = H1(1, ·). Inductively, for any k ≥ 1, let
Hk+1 be the unique lift of Hk such that Hk(t, f(z)) = R(Hk+1(t, z)) for all
(t, z) ∈ [0, 1] × C, and Hk+1(0, ·) = φk+1. Set φk+2 = Hk+1(1, ·). In this way,
we can get a sequence of quasiconformal maps φ0, φ1, φ2, · · · , such that the
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following diagram commutes.

· · · f // (C, P )
f //

φ3

��

(C, P )
f //

φ2

��

(C, P )
f //

φ1

��

(C, P )

φ0

��
· · ·

R
// (C, Q)

R
// (C, Q)

R
// (C, Q)

R
// (C, Q)

One can verify that for any k ≥ 0, φk+1 is isotopic to φk rel f−k(P ).
Fix some ν ∈ Λ, let Dν be the union of all rotation disks of (hν , Pν)

intersecting ∂Sν . We set Dν = ∅ if ∂0(Sν) = ∅.
Choose a large integer ` > 0 such that ∪Γ ⊂ f−`+pν (P ). Then we ex-

tend φ`|Sν to a quasiconformal map Φ : C(Sν) → C. We require that Φ is
holomorphic in Dν if Dν 6= ∅.

Notice that there is a unique component Eν of f−pν (Sν) parallel to Sν . By
the choice of `, ∂Eν ⊂ f−pν (∪Γ) ⊂ f−`(P ), so φ`+pν and φ` are isotopic rel
f−`(P ). In particular, φ`+pν |∂Eν = φ`|∂Eν = Φ|∂Eν .

Denote the components of C(Sν) − (Eν ∪ Dν) by {Uj; j ∈ I}, where I
is a finite index set. Each Uj is a disk, containing at most one point in Pν .
For any j ∈ I, let Vj b Uj be a disk such that Vj ∩ Pν = Uj ∩ Pν and
Uj \ Vj ⊂ f−`(P ) \ P . By Measurable Riemann Mapping Theorem, there is a
quasiconformal homeomorphism Ψj : Vj → Φ(Vj) whose Beltrami coefficient
satisfies µΨj

(z) = µΦ◦hν (z) for z ∈ Vj. If Uj contains a point p ∈ Pν , we
further require that Ψj(p) = Φ(p).

We can construct a quasiconformal map Ψ : C(Sν) → C by

Ψ(z) =


Φ(z), z ∈ Dν ,

φ`+pν (z), z ∈ Eν ,

Ψj(z), z ∈ Vj, j ∈ I,
q.c interpolation, z ∈ Uj \ Vj, j ∈ I.

One may verify that Φ is homotopic to Ψ rel Pν . Thus (hν , Pν) is c-
equivalent to (gν , Qν) := (Φ ◦ hν ◦Ψ−1,Φ(Pν)) via (Φ,Ψ). Moreover, (gν , Qν)

is holomorphic outside Ψ(∪j∈I(Uj \ Vj)).
In the following, we will construct a (gν , Qν)-invariant complex structure.

For each j ∈ I, we may assume that the annulus Uj \ Vj is thin enough such
that for k > 1 large enough, gk

ν (Ψ(Uj \ Vj)) is contained either in a rotation
disk of gν , or in a neighborhood of a periodic critical point near which gν is
holomorphic. Let kj ≥ 1 be the first integer such that gν is holomorphic in
g

kj
ν (Ψ(Uj \ Vj)). Define a complex structure in Ψ(Uj \ Vj) by pulling back

the standard complex structure in g
kj
ν (Ψ(Uj \ Vj)) via g

kj
ν . Then we define

a complex structure in g−k
ν (Ψ(∪j∈I(Uj \ Vj))) by pulling back the complex
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structure in Ψ(∪j∈I(Uj \ Vj)) via gk
ν for all k ≥ 0 and define the standard

complex structure elsewhere. In this way, we get a (gν , Qν)-invariant complex
structure σ. The Beltrami coefficient µ of σ satisfies ‖µ‖∞ < 1 since (gν , Qν)

is holomorphic outside Ψ(∪j∈I(Uj \ Vj)).
By Measurable Riemann Mapping Theorem, there is a quasiconformal map

ζ : C → C whose Beltrami coefficient is µ. Let fν = ζ ◦ gν ◦ ζ−1, then fν is a
rational map and (hν , Pν) is q.c-equivalent to (fν , ζ ◦Φ(Pν)) via (ζ ◦Φ, ζ ◦Ψ).
See the following commutative diagram.

C(Sν)
Ψ //

hν

��

C
ζ //

gν

��

C
fν

��
C(Sν) Φ

// C ζ
// C

6.4.2 Promotion of rational realizations when Γ = ∅

Proof of the sufficiency of Theorem 6.4.1, assuming Γ = ∅
Since Γ = ∅, for each S-piece S, we have ∂(S) = ∂0(S) ⊂ Γ0, where Γ0

is the collection of (f, P )-periodic curves defined in Section 6.2. It follows
from Lemma 6.2.3 that S is f∗-periodic. So each S-piece is f∗-periodic, and
S can be written as {f j

∗ (Sν); 0 ≤ j < pν , ν ∈ Λ}. Moreover, any two S-pieces
contained in the same f∗-cycle have the same number of boundary curves.

Suppose that (hν , Pν) is c-equivalent to a rational map (Rν , Qν) via a pair
of quasiconformal maps (Φν ,Ψν) for ν ∈ Λ = [1, n].

Step 1: Getting partial holomorphic models. For each S-piece S,
there exist a pair of quasiconformal maps (ΦS,ΨS) : C(S) → C and a rational
map RS such that the following diagram commutes:

C(S)
HS //

ΨS

��

C(f∗(S))

Φf∗(S)

��

C RS

// C

It suffices to show that for each f∗-cycle 〈Sν , · · · , fpν−1
∗ (Sν)〉, there exist a

sequence of quasiconformal maps ΨSν , Φfk
∗ (Sν), 0 ≤ k < pν and a sequence of
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rational maps Rfk
∗ (Sν), 0 ≤ k < pν such that the following diagram commutes

C(Sν)
HSν //

ΨSν

��

C(f∗(Sν))
Hf∗(Sν )//

Φf∗(Sν )

��

C(f 2
∗ (Sν)) //

Φ
f2∗ (Sν )

��

· · · // C(fpν−1
∗ (Sν))

H
f

pν−1
∗ (Sν )//

Φ
f

pν−1
∗ (Sν )

��

C(Sν)

ΦSν

��

C RSν

// C Rf∗(Sν )

// C // · · · // C R
f

pν−1
∗ (Sν )

// C

The constructions of the two sequences of maps are as follows: First,
we set ΦSν = Φν and ΨSν = Ψν . By Measurable Riemann Mapping Theo-
rem, there is a quasiconformal map Φfpν−1

∗ (Sν) : C(fpν−1
∗ (Sν)) → C such that

Φ∗
fpν−1
∗ (Sν)

(σ0) = (ΦSν ◦ Hfpν−1
∗ (Sν))

∗(σ0), where σ0 is the standard complex
structure. Then Rfpν−1

∗ (Sν) = ΦSν ◦Hfpν−1
∗ (Sν) ◦ Φ−1

fpν−1
∗ (Sν)

is a rational map.
Inductively, for i = pν−2, · · · , 1, we can get a quasiconformal map Φf i

∗(Sν) :

C(f i
∗(Sν)) → C such that Rf i

∗(Sν) = Φf i+1
∗ (Sν) ◦ Hf i

∗(Sν) ◦ Φ−1
f i
∗(Sν)

is a rational
map.

Finally, we set RSν = Φf∗(Sν) ◦ HSν ◦ Ψ−1
Sν

. Then Rν = Rfpν−1
∗ (Sν) ◦ · · · ◦

Rf∗(Sν) ◦RSν . Hence RSν is also a rational map.
Set Ψf i

∗(Sν) = Φf i
∗(Sν) for 1 ≤ i < pν . Then the pair of quasiconformal maps

(Φf i
∗(Sν),Ψf i

∗(Sν)) and the rational map Rf i
∗(Sν)(0 ≤ i < pν) are as required.

Step 2: Gluing holomorphic models. For each S-piece S, recall that
ES is the unique E-piece parallel to S. Since Γ = ∅, each boundary curve of S is
also a boundary curve of ES. So each component of S−ES is a disk, containing
at most one point in P . Let {Uk; k ∈ IS} be the collection of all components
of S \ ES, where IS is the finite index set induced by S. For any k ∈ IS, let
Vk b Uk be a disk such that Vk ∩ P = Uk ∩ P and Uk \ Vk ⊂ f−1(P ) \ P .
By the Measurable Riemann Mapping Theorem, there is a quasiconformal
homeomorphism φk : Vk → ΨS(Vk) whose Beltrami coefficient satisfies

µφk
(z) =

∑
E3E⊂Uk

χE(z)µΦf(E)◦f (z), z ∈ Vk.

Here the summation is taken over all the E-pieces contained in Uk. If Vk

contains a point p ∈ P , we further require that φk(p) = ΦS(p).
Now we define a quasiconformal homeomorphism ψS : S → ΦS(S) by

ψS(z) =


ΨS(z), z ∈ ES,

φk(z), z ∈ Vk, k ∈ IS,
q.c interpolation, z ∈ Uk \ Vk, k ∈ IS.

Define a quasiconformal map Θ : C → C by Θ|S = ψ−1
S ◦ΦS for all S ∈ S.

The map Θ is isotopic to the identity map rel P . Let Φ : C → C be a
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quasiconformal map such that

µΦ(z) =
∑
S∈S

χS(z)µΦS
(z), z ∈ C.

Let Ψ = Φ ◦Θ−1. The pair of quasiconformal maps (Φ,Ψ) can be consid-
ered as the gluing of (ΦS|S,ΨS|S)S∈S . In this way, (f, P ) is q.c-equivalent to
the Herman map (g,Q) := (Φ ◦ f ◦Ψ−1,Φ(P )) via (Φ,Ψ).

Step 3: Applying quasiconformal surgery. We first show that the
Herman map (g,Q) is holomorphic in most parts of C. In fact, it is holomor-
phic outside X := Ψ(∪S∈S ∪k∈IS

(Uk \ Vk)). To see this, we fix some S-piece
S. The restriction g|Ψ(ES) can be decomposed into

g|Ψ(ES) = (Φ ◦ Φ−1
f(ES)) ◦ (Φf(ES) ◦ f ◦Ψ−1

S )|ΨS(ES) ◦ (ΦS ◦ Φ−1)|Ψ(ES).

For any k ∈ IS, any E-piece E ⊂ Uk, the restriction g|Ψ(Vk∩E) can be
decomposed into

g|Ψ(Vk∩E) = (Φ ◦ Φ−1
f(E)) ◦ (Φf(E) ◦ f ◦ φ−1

k )|φk(Vk∩E) ◦ (ΦS ◦ Φ−1)|Ψ(Vk∩E).

In either case, each factor of the decompositions of g is holomorphic in
its domain of definition. So g|S is holomorphic outside Ψ(∪k∈IS

(Uk \ Vk)). It
follows that (g,Q) is holomorphic outside X.

Let RA be the union of all rotation annuli of g. Then one can check that
X ⊂ g−1(RA) \RA. Let σ0 be the standard complex structure in C. Define a
g-invariant complex structure σ by

σ =

{
(gk)∗(σ0), in g−k(RA) \ g−k+1(RA), k ≥ 1,

σ0, in C− ∪k≥1(g
−k(RA) \ g−k+1(RA)).

Since g is holomorphic outside X, the Beltrami coefficient µ of σ satisfies
‖µ‖∞ < 1. By Measurable Riemann Mapping Theorem, there is a quasicon-
formal map ζ : C → C such that ζ∗(σ0) = σ. Let R = ζ ◦ g ◦ ζ−1, then R is a
rational map and (f, P ) is c-equivalent to (R, ζ ◦ Φ(P )) via (ζ ◦ Φ, ζ ◦Ψ). �

6.4.3 Promotion of rational realizations when Γ 6= ∅
This is the technical part. We assume in this section that Γ 6= ∅, λ(Γ, f) < 1

and for each ν ∈ Λ = [1, n], the map (hν , Pν) is q.c-equivalent to a rational
map, we will show that (f, P ) is q.c-equivalent to a rational map.

To begin with, we recall a result on non-negative matrix. Let W be a
non-negative square matrix (i.e. each entry is a nonnegative real number).
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It’s known from Perron-Frobenius Theorem that the spectral radius of W is
an eigenvalue of W , named the leading eigenvalue. Let v = (v1, · · · , vn)t ∈ Rn

be a vector, we say v > 0 if for each i, vi > 0. The following Lemma can be
found in [CT1], Lemma A.1.

Lemma 6.4.1. Let W be a non-negative square matrix with leading eigenvalue
λ. Then λ < 1 iff there is a vector v > 0 such that Wv < v.

With the help of Lemma 6.4.1, we turn to our discussion. First, λ(Γ, f) < 1

implies Wv < v, where W is the (f, P )-transition matrix of Γ and v ∈ RΓ is
a positive vector. That is, there is a positive function v : Γ → R+ such that
for any γ ∈ Γ,

(Wv)(γ) =
∑
β∈Γ

∑
α∼γ

v(β)

deg(f : α→ β)
< v(γ),

where the second summation is taken over all components α of f−1(β) homo-
topic to γ in C− P .

  

 

 

 
 
 

S+
γ γ

f

S−γ S−f(γ)
f(γ)

S+
f(γ)

Figure 6.3: Orientation and labeling

Recall that for each curve γ ∈ Σ, there exist exactly two S-pieces, say S+
γ

and S−γ , such that S+
γ ∩ S−γ = γ. For each curve γ ∈ Σ, we can associate an

orientation such that f preserves the orientation. We may assume that the
notations S+

γ and S−γ are chosen such that S+
γ lies on the left side of γ and

S−γ lies on the right side of γ.
Here, we borrow some notations from Lemma 6.2.1. Recall that Γ0 is

the collection of the (f, P )-periodic curves that generates Γ, and Γn = {γ ∈
Γ;n is the first integer such that fn(γ) ∈ Γ0} for n ≥ 1.
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One may verify that if δ ∈ f−1(Γ) is homotopic to a curve γ ∈ Γ in C−P ,
then δ is necessarily contained in S+

γ ∪ S−γ . Moreover, if γ ∈ Γ1, then δ 6= γ;
if γ ∈ Γk for some k ≥ 2, it can happen that δ = γ.

In the following, for each curve γ ∈ Γ =
⋃

n≥1 Γn, we will associate two
positive numbers ρ(S+

γ , γ) and ρ(S−γ , γ) inductively.
For γ ∈ Γ1, we choose two positive numbers ρ(S+

γ , γ) and ρ(S−γ , γ) such
that

ρ(S+
γ , γ) + ρ(S−γ , γ) = 1,∑

β∈Γ

∑
α∼γ,α⊂Sω

γ

v(β)

deg(f : α→ β)
< v(γ)ρ(Sω

γ , γ), ω ∈ {±}.

Suppose that for each curve α ∈ Γ1 ∪ · · · ∪Γk, we have already chosen two
numbers ρ(S+

α , α) and ρ(S−α , α). Then for γ ∈ Γk+1 (notice that f(γ) ∈ Γk),
we can find two positive numbers ρ(S+

γ , γ) and ρ(S−γ , γ) such that:

ρ(S+
γ , γ) + ρ(S−γ , γ) = 1,

v(f(γ))

deg(f |γ)
ρ(Sω

f(γ), f(γ))+
∑
β∈Γ

∑
α∼γ,α⊂Sω

γ \γ

v(β)

deg(f : α→ β)
< v(γ)ρ(Sω

γ , γ), ω ∈ {±}.

In fact, we can take

ρ(Sω
γ , γ) =

v(f(γ))

deg(f |γ)
ρ(Sω

f(γ), f(γ)) +
∑
β∈Γ

∑
α∼γ,α⊂Sω

γ \γ

v(β)

deg(f : α→ β)∑
β∈Γ

∑
α∼γ

v(β)

deg(f : α→ β)

, ω ∈ {±}.

Potentials
Let D be the unit disk. A marked disk is a pair (∆, a) with ∆ an open

hyperbolic disk in C and a ∈ ∆ a marked point. An equipotential γ of
the marked disk (∆, a) is a Jordan curve that is mapped to a round circle
with center zero under a conformal isomorphism φ : ∆ → D with φ(a) = 0.
The potential $(γ) of γ is defined to be mod(A(∂∆, γ)), the modulus of
the annulus between ∂∆ and γ. One may check that these definitions are
independent of the choice of the Riemann mapping φ.

Suppose that (f, P ) is either a Thurston rational map or a Siegel rational
map, with a non-empty Fatou set. Recall that P is a marked set contain-
ing the poscritical set Pf . Then each periodic Fatou component is either a
superattracting domain or a Siegel disk. If f has a superattracting Fatou
component D, then every Fatou component ∆ which is eventually mapped
onto D can be marked by the unique eventually periodic point a ∈ ∆. We
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call (∆, a) a I-type marked disk of f . Notice that every equipotential in a
superattracting Fatou component corresponds to a round circle in Böttcher
coordinates. If f has a Siegel disk D, then it is known that the boundary ∂D
is contained in the postcritical set Pf . Let z0 be the center of the Siegel disk
D, the intersection P ∩ (D−{z0}) is either empty or consists of finitely many
(f, P )-periodic Jordan curves. Let D0 ⊂ D be the component of C−(P \{z0})
containing z0. For any k ≥ 0 and any component ∆ of f−k(D0), one can verify
that ∆ is a disk and there is a unique point a ∈ ∆ ∩ f−k(z0). We call (∆, a)

a II-type marked disk of (f, P ).
A positive function
For each curve γ ∈ Σ, we associate a very thin annular neighborhood Aγ

of γ. The annulas Aγ is chosen as follows: If γ ∈ Γ0, then Aγ is a proper
subset of the rotation annulus containing γ such that f(Aγ) = Af(γ) and
Aγ ∩ f(P − ∪A) = ∅. If γ ∈ Γk for some k ≥ 1, then Aγ is the component of
f−k(Afk(γ)) containing γ.

We define

S? = {U ; U is a connected component of C− ∪γ∈ΣA
γ},

E? = {V ; V is a connected component of C− f−1(∪γ∈ΣA
γ)}.

Each element of S? (resp. E?) is called an S?-piece (resp. E?-piece). We will
use S? (resp. E?) to denote an S?-piece (resp. E?-piece). Notice that for
each S-piece S (resp. E-piece E), there is a unique S?-piece (resp. E?-piece)
contained in S (resp. E), we denote this piece by S? (resp. E?). Similarly
as in Section 6.2, we can define ES? , the unique E?-piece contained in S?

and parallel to S?. The map f∗ : S? → S? is defined by f∗(S
?) = f(ES?).

Moreover, the notations ∂(E?), ∂(S?), ∂0(S
?), ∂1(S

?), ∂2(S
?), C(S?) and the

marked disk extension HS? : C(S?) → C(f∗(S
?)) are defined similarly. Let

h?
ν = Hfpν−1

∗ (S?
ν ) ◦ · · · ◦Hf∗(S?

ν ) ◦HS?
ν
, P ?

ν = P (S?
ν), 1 ≤ ν ≤ n.

One can see that this modification doesn’t change the combinatorics and ra-
tional realizations of the maps (hν , Pν), 1 ≤ ν ≤ n. That is to say

• (hν , Pν) has no Thurston obstructions if and only if (h?
ν , P

?
ν ) has no

Thurston obstructions.
• (hν , Pν) is c-equivalent to a rational map if and only if (h?

ν , P
?
ν ) is c-

equivalent to a rational map.
The virtue of this modification is that we can construct deformations in a

neighborhood of each curve γ ∈ Σ. This will be seen in the last step of the
proof of Theorem 6.4.1 when we apply the quasiconformal surgery to glue all
holomorphic models together to obtain a rational realization of (f, P ).
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S

β2 α4

γ4

β4S?

α1

β1

γ1

α2

γ2

α3

β3

γ3

Figure 6.4: A S-piece S with boundary ∂S = γ1 ∪ γ2 ∪ γ3 ∪ γ4. S contains a
S?-piece S?, whose boundary curves are β1, β2, β3 and α4.

For each curve γ ∈ Σ, let αγ, βγ be the two boundary curves of Aγ. Define

Σ? = {αγ, βγ; γ ∈ Σ}, Γ? = {αγ, βγ; γ ∈ Γ}, Γ?
k = {αγ, βγ; γ ∈ Γk}, k ≥ 0.

We define a map π : Σ? → Σ by π(α) = γ if α is a boundary curve of Aγ. It’s
obvious that for each curve γ ∈ Σ, π−1(γ) = {αγ, βγ}. For each curve γ ∈ Σ?,
let Sγ (resp. S?

γ) be the unique S-piece (resp. S?-piece) that contains γ.

Now we define a positive function σt : Σ? → R+, where t is a positive
parameter, as follows:

First suppose γ ∈ Γ?. In this case, γ ∈ ∂1(S
?
γ) ∪ ∂2(S

?
γ). If γ ∈ ∂1(S

?
γ), we

define
σt(γ) = t · ρ(Sγ, π(γ)) · v(π(γ)).

If γ ∈ ∂2(S
?
γ), we define

σt(γ) =


σt(f(γ))

deg(f |γ)
, if S?

γ ∈ S? − {S?
1 , · · · , S?

n},

t · ρ(Sγ, π(γ)) · v(π(γ)), if S?
γ ∈ {S?

1 , · · · , S?
n}.

Now we consider γ ∈ Γ?
0. In this case, there is an integer p ≥ 0 such that

fp(γ) ∈ ∂0(S
?
k) for some k ∈ {1, · · · , n}. Then fp(γ) is contained in a rotation

disk of (h?
k, P

?
k ), say D, with the center a. Notice that there is an annulus

A ⊂ ∆ such that:
• the inner boundary of A is fp(γ),
• the outer boundary of A is a (h?

k, P
?
k )-periodic curve in the marked set

P ?
k ,
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• A ∩ P ?
k = ∅.

We define σt(γ) to be the modulus of A. By definition, σt(γ) = σt(f(γ)) =

· · · . In this way, for all curves γ ∈ Σ?, the quantity σt(γ) is well defined.

Lemma 6.4.2. When t is large enough, the function σt : Σ? → R+ satisfies:
1. For any γ ∈ Γ?, σt(γ) ≤ t · ρ(Sγ, π(γ)) · v(π(γ)).
2. For every γ ∈ Σ, suppose that π−1(γ) = {αγ, βγ}. Then

σt(αγ) + σt(βγ) ≤

{
tv(γ), if γ ∈ Γ,

mod(Aγ), if γ ∈ Γ0,

where Aγ is the rotation annulus of (f, P ) that contains γ if γ ∈ Γ0.
3. For every γ ∈ Γ?, if γ ∈ ∂1(S

?
γ), then we have the following inequality:

∑
β∈Γ?

∑
α∼γ,α⊂S?

γ

σt(β)

deg(f : α→ β)
< σt(γ)

where the second summation is taken over all components of f−1(β) contained
in S?

γ and homotopic to γ in C− P .

Proof. 1. Notice that if γ ∈ Γ?, then γ ∈ ∂1(S
?
γ) ∪ ∂2(S

?
γ). If γ ∈ ∂1(S

?
γ)

or S?
γ ∈ {S?

1 , · · · , S?
n}, then by definition, σt(γ) = tρ(Sγ, π(γ))v(π(γ)). Now

suppose γ ∈ ∂2(S
?
γ) and S?

γ ∈ S?−{S?
1 , · · · , S?

n}. Let p ≥ 1 be the first integer
such that fp

∗ (S
?
γ) ∈ {S?

1 , · · · , S?
n}. There is a largest number k ∈ {0, · · · , p}

such that f j(γ) ∈ ∂2(f
j
∗ (S

?
γ)) for 0 ≤ j < k. Thus we have

σt(γ) =
σt(f(γ))

deg(f |γ)
= · · · = σt(f

k(γ))

deg(fk|γ)
.

If fk(γ) ∈ ∂0(f
k
∗ (S?

γ)), then σt(f
k(γ)) is a constant independent of t, thus

σt(γ) ≤ tρ(Sγ, π(γ))v(π(γ)) when t is large.
If fk(γ) ∈ ∂1(f

k
∗ (S?

γ)), then

σt(γ) =
t · ρ(Sfk(γ), π(fk(γ))) · v(π(fk(γ)))

deg(fk|γ)
.

By the choice of the numbers {ρ(S+
γ , γ), ρ(S

−
γ , γ); γ ∈ Γ}, we see that for

any curve β ∈ Γ− Γ1 = ∪n≥2Γn,

v(f(β))ρ(Sω
f(β), f(β))

deg(f |β)
< v(β)ρ(Sω

β , β), ω ∈ {±}.
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Since for each γ ∈ Γ?, deg(f |γ) = deg(f |π(γ)), we have that

σt(γ) <
tρ(Sfk−1(γ), π(fk−1(γ)))v(π(fk−1(γ)))

deg(fk−1|γ)
< · · ·

<
tρ(Sf(γ), π(f(γ)))v(π(f(γ)))

deg(f |γ)
< tρ(Sγ, π(γ))v(π(γ)).

If fk(γ) ∈ ∂2(f
k
∗ (S?

γ)), in this case, we have k = p by the choice of k and

σt(γ) =
tρ(Sfp(γ), π(fp(γ)))v(π(fp(γ)))

deg(fp|γ)
.

With the same argument as above, we have σt(γ) < tρ(Sγ, π(γ))v(π(γ)).
2. It follows from 1 and the definition of σt.
3. ∑

β∈Γ?

∑
α∼γ,α⊂S?

γ

σt(β)

deg(f : α→ β)

=
∑
β∈Γ?

∑
α∼γ,α⊂S?

γ\γ

σt(β)

deg(f : α→ β)
+
σt(f(γ))

deg(f |γ)

≤
∑
β∈Γ?

∑
α∼γ,α⊂S?

γ\γ

σt(β)

deg(f : α→ β)
+
tρ(Sf(γ), π(f(γ)))v(π(f(γ)))

deg(f |γ)
(By 1)

=
∑
δ∈Γ

∑
ζ∈π−1(δ)

∑
α∼γ,α⊂S?

γ\γ

σt(ζ)

deg(f : α→ ζ)
+
tρ(Sf(γ), π(f(γ)))v(π(f(γ)))

deg(f |γ)

=
∑
δ∈Γ

∑
α∼π(γ),α⊂Sγ\π(γ)

∑
ζ∈π−1(δ) σt(ζ)

deg(f : α→ δ)
+
tρ(Sf(γ), π(f(γ)))v(π(f(γ)))

deg(f |γ)

≤
∑
δ∈Γ

∑
α∼π(γ),α⊂Sγ\π(γ)

tv(δ)

deg(f : α→ δ)
+
tρ(Sf(γ), π(f(γ)))v(π(f(γ)))

deg(f |γ)
(By 2)

< tρ(Sγ, π(γ))v(π(γ)) = σt(γ). (By the choice of the number ρ)

Holomorphic Models

We first decompose S? into S?
0 t S?

1 t · · · , where

S?
0 = {f j

∗ (S
?
ν); 0 ≤ j < pν , 1 ≤ ν ≤ n},

S?
k = {S? ∈ S?; k is the first integer such that fk

∗ (S?) ∈ S?
0}, k ≥ 1.

It’s obvious that S?
0 consists of all f∗-periodic S?-pieces.
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Lemma 6.4.3. (Pre holomorphic models) Suppose that (h?
ν , P

?
ν ) is q.c-

equivalent to a rational map (Rν , Qν) via a pair of quasiconformal maps
(Φν ,Ψν) for 1 ≤ ν ≤ n. Then for each S?-piece S?, there exist a pair of
quasiconformal maps (ΦS? ,ΨS?) : C(S?) → C and a rational map RS? such
that ΦS? is isotopic to ΨS? rel P (S?) and the following diagram commutes:

C(S?)
HS?//

ΨS?

��

C(f∗(S
?))

Φf∗(S?)

��

C RS?

// C

Proof. Using the same argument as the proof of the sufficiency of Theorem
6.4.1 (see Section 6.4.2, step 1), one can show that for any 1 ≤ ν ≤ n and
any 0 ≤ k < pν , there exist a quasiconformal map Φfk

∗ (S?
ν ) and a rational map

Rfk
∗ (S?

ν ) such that the following diagram commutes

C(S?
ν)

HS?
ν //

ΨS?
ν
=Ψν

��

C(f∗(S
?
ν))

Hf∗(S?
ν ) //

Φf∗(S?
ν )

��

· · · // C(fpν−1
∗ (S?

ν))
H

f
pν−1
∗ (S?

ν )//

Φ
f

pν−1
∗ (S?

ν )

��

C(S?
ν)

ΦS?
ν
=Φν

��

C RS?
ν

// C Rf∗(S?
ν )

// · · · // C R
f

pν−1
∗ (S?

ν )

// C

We set Ψfk
∗ (S?

ν ) = Φfk
∗ (S?

ν ) for 0 < k < pν .
For each S? ∈ S?

1 , notice that f∗(S?) ∈ S?
0 , we pull back the standard

complex structure of C to C(S?) via Φf∗(S?) ◦ HS? and integrate it to get a
quasiconformal map ΦS? : C(S?) → C. Then RS? := Φf∗(S?) ◦HS? ◦ Φ−1

S? is a
rational map. We set ΨS? = ΦS? .

By the inductive procedure, for each S?
n-piece (n = 2, 3, · · · ), we can get a

pair of quasiconformal maps (ΦS? ,ΨS?) and a rational map RS? , as required.

Lemma 6.4.4. (Holomorphic model for periodic pieces) Fix a periodic
piece S? ∈ S?

0 . Let p be the period of S?. Then for any large parameter t > 0,
there exist a pair of quasiconformal maps (Φt

S? ,Ψt
S?) : C(S?) → C such that

1. Ψt
S? is isotopic to Φt

S? rel P (S?).
2. Φt

f∗(S?) ◦ f ◦ (Ψt
S?)−1|Ψt

S? (ES? ) = RS?|Ψt
S? (ES? ), where RS? is defined in

Lemma 6.4.3.
3. The return map fi := Rf i−1

∗ (S?) ◦ · · · ◦ RS? ◦ Rfp−1
∗ (S?) ◦ · · · ◦ Rf i

∗(S
?) is

either a Siegel map or a Thurston map.
4. For each i ≥ 0 and each curve γ ∈ ∂(f i

∗(S
?)), let βγ be the unique

boundary curve of Ef i
∗(S

?) such that either γ = βγ, or γ and βγ bound an
annulus in S?−P . Then both Φt

f i
∗(S

?)(γ) and Ψt
f i
∗(S

?)(βγ) are equipotentials in
the same marked disk of fi, with potentials
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$(Φt
f i
∗(S

?)(γ)) = σt(γ), $(Ψt
f i
∗(S

?)(βγ)) =
σt(f(βγ))

deg(f |βγ )
.

Proof. For each ν ∈ [1, n] and each i ≥ 0, the critical values of Hf i
∗(S

?
ν )

are contained in P (f i+1
∗ (S?

ν)) and Hf i
∗(S

?
ν )(P (f i

∗(S
?
ν))) ⊂ P (f i+1

∗ (S?
ν)). Let

(Φf i
∗(S

?
ν ),Ψf i

∗(S
?
ν )) : C(f i

∗(S
?
ν)) → C be the quasiconformal maps constructed

in Lemma 6.4.3. Since ΦS?
ν

is isotopic to ΨS?
ν

rel P ?
ν = P (S?

ν), there is
a quasiconformal map φfpν−1

∗ (S?
ν ) : C(fpν−1

∗ (S?
ν)) → C isotopic to Φfpν−1

∗ (S?
ν )

rel P (fpν−1
∗ (S?

ν)) and ΨS?
ν
◦ Hfpν−1

∗ (S?
ν ) = Rfpν−1

∗ (S?
ν ) ◦ φfpν−1

∗ (S?
ν ). Inductively,

there is a sequence of quasiconformal maps φf i
∗(S

?
ν ) : C(f i

∗(S
?
ν)) → C for

i = pν − 2, · · · , 1, such that φf i
∗(S

?
ν ) is isotopic to Φf i

∗(S
?
ν ) rel P (f i

∗(S
?
ν)) and

the following diagram commutes:

C(f∗(S
?
ν))

Hf∗(S?
ν )//

φf∗(S?
ν )

��

C(f 2
∗ (S

?
ν))
H

f2∗ (S?
ν ) //

φ
f2∗ (S?

ν )

��

· · · // C(fpν−1
∗ (S?

ν))
H

f
pν−1
∗ (S?

ν )//

φ
f

pν−1
∗ (S?

ν )

��

C(S?
ν)

ΨS?
ν

��

C Rf∗(S?
ν )

// C R
f2∗ (S?

ν )

// · · · // C R
f

pν−1
∗ (S?

ν )

// C

This diagram together with the diagram in Lemma 6.4.3 implies that for
any 1 ≤ i < pν , the map Hf i−1

∗ (S?
ν ) ◦ · · · ◦ HS?

ν
◦ Hfpν−1

∗ (S?
ν ) ◦ · · · ◦ Hf i

∗(S
?
ν )

is q.c-equivalent to fi = Rf i−1
∗ (S?

ν ) ◦ · · · ◦ RS?
ν
◦ Rfpν−1

∗ (S?
ν ) ◦ · · · ◦ Rf i

∗(S
?
ν ) via

(Φf i
∗(S

?
ν ), φf i

∗(S
?
ν )). Notice that fi(φf i

∗(S
?
ν )(P (f i

∗(S
?
ν)))) ⊂ φf i

∗(S
?
ν )(P (f i

∗(S
?
ν))), so

fi is either a Siegel map or a Thurston map.
The relation fi+1 ◦ Rf i

∗(S
?
ν ) = Rf i

∗(S
?
ν ) ◦ fi with fpν = Rν (here, Rν is the

rational map defined in Lemma 6.4.3) means that Rf i
∗(S

?
ν ) is a semi-conjugacy

between fi+1 and fi, so their Julia sets satisfy J(fi) = R−1
f i
∗(S

?
ν )

(J(fi+1)). One
can check that Rf i

∗(S
?
ν ) maps the marked disks of fi onto the marked disks of

fi+1, and maps the equipotentials of fi to the equipotentials of fi+1.
In the following, we will construct a pair of quasiconformal maps

(Φt
S? ,Ψt

S?) : C(S?) → C that satisfy the required properties.

Step 1: Construction of Φt
S?

ν
and Φt

fpν−1
∗ (S?

ν )
. We first modify ΦS?

ν
to

a new quasiconformal map Φt
S?

ν
: C(S?

ν) → C such that Φt
S?

ν
is isotopic to ΦS?

ν

rel P (S?
ν), and for each curve γ ∈ ∂(S?

ν), the curve Φt
S?

ν
(γ) is the equipotential

in a marked disk of fpν = Rν with potential $(Φt
S?

ν
(γ)) = σt(γ).

Then, we lift Φt
S?

ν
via Rfpν−1

∗ (S?
ν ) and Hfpν−1

∗ (S?
ν ) and get a quasiconformal

map Φ̂t
fpν−1
∗ (S?

ν )
isotopic to Φfpν−1

∗ (S?
ν ) rel P (fpν−1

∗ (S?
ν)). See the following com-

mutative diagram:
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C(fpν−1
∗ (S?

ν))
H

f
pν−1
∗ (S?

ν )//

Φ̂t

f
pν−1
∗ (S?

ν )
(∼Φ

f
pν−1
∗ (S?

ν )
)

��

C(S?
ν)

Φt
S?

ν
(∼ΦS?

ν
)

��

C R
f

pν−1
∗ (S?

ν )

// C

Now, we modifyHfpν−1
∗ (S?

ν ) to another marked disk extension of f |E
f

pν−1
∗ (S?

ν )
,

say Ĥfpν−1
∗ (S?

ν ), such that for each curve γ ∈ ∂1(f
pν−1
∗ (S?

ν)), the curve
Φt

S?
ν
(Ĥfpν−1

∗ (S?
ν )(γ)) is an equipotential in some marked disk of fpν = Rν .

Since γ ∈ ∂1(f
pν−1
∗ (S?

ν)), the potential of Φt
S?

ν
(Ĥfpν−1

∗ (S?
ν )(γ)) should be

larger than $(Φt
S?

ν
(f(βγ))) = σt(f(βγ)). It follows from Lemma 6.4.2

that deg(f |βγ )σt(γ) > σt(f(βγ)) when t is large. So we designate
$(Φt

S?
ν
(Ĥfpν−1

∗ (S?
ν )(γ))) to be deg(f |βγ ) · σt(γ).

Since both Hfpν−1
∗ (S?

ν ) and Ĥfpν−1
∗ (S?

ν ) are marked disk extensions of
f |E

f
pν−1
∗ (S?

ν )
, there is a quasiconformal map ξpν−1 : C(fpν−1

∗ (S?
ν)) →

C(fpν−1
∗ (S?

ν)) isotopic to the identity map rel Efpν−1
∗ (S?

ν ) ∪ P (fpν−1
∗ (S?

ν)) such
that Ĥfpν−1

∗ (S?
ν ) = Hfpν−1

∗ (S?
ν ) ◦ ξpν−1.

We set Φt
fpν−1
∗ (S?

ν )
= Φ̂t

fpν−1
∗ (S?

ν )
◦ ξpν−1. It’s obvious that Φt

S?
ν
◦ Ĥfpν−1

∗ (S?
ν ) =

Rfpν−1
∗ (S?

ν ) ◦ Φt
fpν−1
∗ (S?

ν )
.

Step 2: Construction of Φt
f i
∗(S

?
ν ) for i = pν−2, · · · , 1 and Ψt

S?
ν
. By the

same argument as in Step 1, we can lift Φt
fpν−1
∗ (S?

ν )
via Rfpν−2

∗ (S?
ν ) and Hfpν−2

∗ (S?
ν )

and get a map Φ̂t
fpν−2
∗ (S?

ν )
isotopic to Φfpν−2

∗ (S?
ν ) rel P (fpν−2

∗ (S?
ν)). Then

we modify Hfpν−2
∗ (S?

ν ) to another marked disk extension of f |E
f

pν−2
∗ (S?

ν )
, say

Ĥfpν−2
∗ (S?

ν ) = Hfpν−2
∗ (S?

ν )◦ξpν−2, where ξpν−2 : C(fpν−2
∗ (S?

ν)) → C(fpν−2
∗ (S?

ν)) is a
quasiconformal map isotopic to the identity map rel Efpν−2

∗ (S?
ν )∪P (fpν−2

∗ (S?
ν)),

such that for each γ ∈ ∂1(f
pν−2
∗ (S?

ν)), the curve Φt
fpν−1
∗ (S?

ν )
(Ĥfpν−2

∗ (S?
ν )(γ)) is an

equipotential of fpν−1 with potential

$(Φt
fpν−1
∗ (S?

ν )
(Ĥfpν−2

∗ (S?
ν )(γ))) = deg(f |βγ )σt(γ).

We set Φt
fpν−2
∗ (S?

ν )
= Φ̂t

fpν−2
∗ (S?

ν )
◦ ξpν−2.

Inductively, we can get a sequence of new marked disk extensions
Ĥf i

∗(S
?
ν ), i = pν − 1, · · · , 0, and a sequence of quasiconformal maps Φt

f i
∗(S

?
ν ), i =

pν − 1, · · · , 1, Ψt
S?

ν
such that the following diagram commutes
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C(S?
ν)

ĤS?
ν //

Ψt
S?

ν
��

C(f∗(S
?
ν))̂

Hf∗(S?
ν ) //

Φt
f∗(S?

ν )

��

· · · // C(fpν−1
∗ (S?

ν))
Ĥ

f
pν−1
∗ (S?

ν )//

Φt

f
pν−1
∗ (S?

ν )

��

C(S?
ν)

Φt
S?

ν
��

C RS?
ν

// C Rf∗(S?
ν )

// · · · // C R
f

pν−1
∗ (S?

ν )

// C

Moreover, for each i ∈ [0, pν−1] and each curve γ ∈ ∂1(f
i
∗(S

?
ν)), we require

$(Φt
f i+1
∗ (S?

ν )
(Ĥf i

∗(S
?
ν )(γ))) = deg(f |βγ )σt(γ).

Finally, we set Ψt
f i
∗(S

?
ν ) = Φt

f i
∗(S

?
ν ) for 1 ≤ i ≤ pν − 1.

Step 3: Prescribed potentials. In this step, we will show that for
each 0 ≤ i ≤ pν − 1 and each curve γ ∈ ∂(f i

∗(S
?
ν)),

$(Φt
f i
∗(S

?
ν )(γ)) = σt(γ), $(Ψt

f i
∗(S

?
ν )(βγ)) =

σt(f(βγ))

deg(f |βγ )
. (6.1)

Notice that for each curve γ ∈ ∂(S?
ν)∪∪0<i<pν∂0(f

i
∗(S

?
ν)), the first equation

of (6.1) holds by the evaluation of $.
If γ ∈ ∂1(f

i
∗(S

?
ν)) for some 0 < i < pν , then by construction,

Φt
f i+1
∗ (S?

ν )
(Ĥf i

∗(S
?
ν )(γ)) is an equipotential in a marked disk (∆i+1, a) of fi+1.

Since Φt
f i+1
∗ (S?

ν )
◦ Ĥf i

∗(S
?
ν )(γ) = Rf i

∗(S
?
ν ) ◦ Φt

f i
∗(S

?
ν )(γ), we conclude that Φt

f i
∗(S

?
ν )(γ)

is also an equipotential of some marked disk of fi, denoted by (∆i, b). Then
Rf i

∗(S
?
ν ) : ∆i − {b} → ∆i+1 − {a} is a covering map of degree deg(f |βγ ). The

potential of Φt
f i
∗(S

?
ν )(γ) satisfies (Here, we use A(α, β) to denote the annulus

bounded by α and β)

$(Φt
f i
∗(S

?
ν )(γ)) = mod

(
A(∂∆i,Φ

t
f i
∗(S

?
ν )(γ))

)
= mod

(
A(∂∆i+1,Φ

t
f i+1
∗ (S?

ν )
(Ĥf i

∗(S
?
ν )(γ)))

)
/deg(f |βγ )

= $(Φt
f i+1
∗ (S?

ν )
(Ĥf i

∗(S
?
ν )(γ)))/deg(f |βγ )

= σt(γ).

Now we consider γ ∈ ∂2(f
i
∗(S

?
ν)) for some 0 < i < pν . In this case, by the

same argument as above, we can see that

$(Φt
f i
∗(S

?
ν )(γ)) =

$(Φt
f i+1
∗ (S?

ν )
(f(γ)))

deg(f |γ)
.
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By the definition of σt, for γ ∈ ∂2(f
i
∗(S

?
ν)), we have

σt(γ) =
σt(f(γ))

deg(f |γ)
.

Based on this observation, we conclude by induction that $(Φt
f i
∗(S

?
ν )(γ)) =

σt(γ).
To finish, we show that the second equation of (6.1) holds. Since for each

i ∈ [0, pν − 1] and each curve γ ∈ ∂(f i
∗(S

?
ν)), the curve Φt

f i+1
∗ (S?

ν )
(f(βγ)) is an

equipotential, it follows from the relation

Φt
f i+1
∗ (S?

ν )
◦ f ◦ (Ψt

f i
∗(S

?
ν ))

−1|Ψt
fi∗(S?

ν )
(E

fi∗(S?
ν )

) = Rf i
∗(S

?
ν )|Ψt

fi∗(S?
ν )

(E
fi∗(S?

ν )
)

that Ψt
f i
∗(S

?
ν )(βγ) is also an equipotential. Using a similar argument as above,

we obtain

$(Ψt
f i
∗(S

?
ν )(βγ)) =

$(Φt
f i+1
∗ (S?

ν )
(f(βγ)))

deg(f |βγ )
=
σt(f(βγ))

deg(f |βγ )
.

The proof is completed.

Now, we deal with the strictly pre-periodic S?-pieces. Let S? ∈ S?
k

for some k ≥ 1. Then fk
∗ (S?) is a f∗-periodic S?-piece. Notice that for

0 ≤ i < k, Hf i
∗(S

?)(P (f i
∗(S

?))) ⊂ P (f i+1
∗ (S?)) and each critical value of

Hf i
∗(S

?) is contained in P (f i+1
∗ (S?)), we have that Rf i

∗(S
?)◦Φf i

∗(S
?)(P (f i

∗(S
?))) ⊂

Φf i+1
∗ (S?)(P (f i+1

∗ (S?))) and every critical value of Rfk−1
∗ (S?) ◦ · · · ◦ RS? is con-

tained in Φfk
∗ (S?)(P (fk

∗ (S?))) = Φt
fk
∗ (S?)

(P (fk
∗ (S?))), here Rf i

∗(S
?) and Φf i

∗(S
?)

are defined in Lemma 6.4.3. For any marked point a ∈ P (S?)∩ (C(S?)−S?),
the point Rfk−1

∗ (S?) ◦ · · · ◦RS?(ΦS?(a)) is the center of some marked disk (∆, q)

of some fj, where fj is a return map defined in Lemma 6.4.4. The component
∆ΦS? (a) of (Rfk−1

∗ (S?) ◦ · · · ◦RS?)−1(∆) that contains ΦS?(a) is also a disk. We
call (∆ΦS? (a),ΦS?(a)) a marked disk of Rfk−1

∗ (S?) ◦ · · · ◦RS? .
By the same argument as in the proof of Lemma 6.4.4, we can show that

Lemma 6.4.5. For any k ≥ 1, any S? ∈ S?
k and any large parameter t > 0,

there exist a pair of quasiconformal maps Φt
S? = Ψt

S? : C(S?) → C such that
1. Φt

f∗(S?) ◦ f ◦ (Ψt
S?)−1|Ψt

S? (ES? ) = RS?|Ψt
S? (ES? ), where RS? is defined in

Lemma 6.4.3.
2. For each curve γ ∈ ∂(S?), let βγ be the unique curve in ∂(ES?) homo-

topic to γ in C− P . Then both Φt
S?(γ) and Φt

S?(βγ) are equipotentials in the
same marked disk of Rfk−1

∗ (S?) ◦ · · · ◦RS?, with potentials

$(Φt
S?(γ)) = σt(γ), $(Φt

S?(βγ)) =
σt(f(βγ))

deg(f |βγ )
.
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We decompose E? into E?
ess t E?

A t E?
D, where

• E?
ess = {ES? ;S? ∈ S?}, it consists of all E?-pieces parallel to some S?-

piece;
• E?

A is the collection of all E?-pieces E? contained essentially in an annular
component of S? − ES? for some S?-piece S? (Here ‘essential’ means at least
one boundary curve of E? is non-peripheral in C− P );

• E?
D = E? − (E?

ess t E?
A). One may verify that each E?

D-piece is contained
in a disk component of S? − ES? for some S?-piece S?.

 

 
 
 
 

 

 

S?

E?
0

E?
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E?
1

E?
2

E?
3

E?
6

•
E?

5

γ1

γ2

γ3

Figure 6.5: Different types of E?-pieces: Here, S? is a S?-piece with boundary
∂S? = γ1 ∪ γ2 ∪ γ3. E?

0 is a E?
ess-piece. E?

5 and E?
6 are E?

A-pieces. E?
1 , E

?
2 , E?

3

and E?
4 are E?

D-pieces.

In the following, for every E?
A-piece E?, we will construct a holomorphic

model for f |E? . Given an E?
A-piece E?, first notice that E? has no intersection

with the marked set P . As we did before, we also associate a Riemann sphere
C(E?) for E?. We mark a point in each component of C(E?) − E?, and let
P (E?) be the collection of all these marked points. We can get a marked disk
extension of f |E? , say HE? : C(E?) → C(f(E?)), such that HE?|E? = f |E? ,
HE?(P (E?)) ⊂ P (f(E?)) and all critical values (if any) ofHE? are contained in
P (f(E?)). Let Φt

E? : C(E?) → C be a quasiconformal map such that RE? :=

Φt
f(E?) ◦ HE? ◦ (Φt

E?)−1 is holomorphic. We remark that if we change Φt
f(E?)

to another quasiconformal map Φt1
f(E?) isotopic to Φt

f(E?) rel P (f(E?)), then
we can modify Φt

E? to a new map Φt1
E? , isotopic to Φt

E? rel P (E?), such that
RE? = Φt1

f(E?) ◦HE? ◦ (Φt1
E?)−1. This means that once we get the holomorphic

map RE? , we can always assume that it is independent of the parameter t.
We set Ψt

E? = Φt
E? .

Notice that the E?
A-piece E? has exactly two boundary curves α and



146
CHAPTER 6. DECOMPOSITION THEOREM AND THURSTON-TYPE

THEOREMS

β which are non-peripheral and homotopic to each other in C − P . By
the choice of Φt

S? for S? ∈ S?, both Φt
f(E?)(f(α)) and Φt

f(E?)(f(β)) are
equipotentials in the marked disks of some fj (defined in Lemma 6.4.4)
or some Rfk−1

∗ (S?) ◦ · · · ◦ RS? . We denote the marked disk that contains
Φt

f(E?)(f(α)) (resp. Φt
f(E?)(f(β))) by (∆a, a) (resp. (∆b, b)). It can happen

that (∆a, a) = (∆b, b). Let ∆α (resp. ∆β) be the component of R−1
E?(∆a) (resp.

R−1
E?(∆b)) that contains Φt

E?(α) (resp. Φt
E?(β)). Then ∆α (resp. ∆β) contains

a marked point in P (E?), say zα (resp. zβ). The marked disks (∆α, zα) and
(∆β, zβ) are called the marked disks of RE? . They are independent of the
choice of t. Clearly, Φt

E?(α) is an equipotential in the marked disk (∆α, zα)

and Φt
E?(β) is an equipotential in the marked disk (∆β, zβ), with potentials

$(Φt
E?(α)) =

$(Φt
f(E?)(f(α)))

deg (f |α)
=
σt(f(α))

deg(f |α)
,

$(Φt
E?(β)) =

$(Φt
f(E?)(f(β)))

deg (f |β)
=
σt(f(β))

deg(f |β)
.

We denote by A(E?) ⊂ C(E?) the annulus bounded by α and β. By
Reversed Grötzsch Inequality (See Theorem 2.2.3, also Lemma B.1 in [CT1]),
there is a constant C(E?), independent of the parameter t, such that

mod(Φt
E?(A(E?))) ≤ σt(f(α))

deg(f |α)
+
σt(f(β))

deg(f |β)
+ C(E?).

+  

 
 
 
 

 

 

 

S?

E?
0

E?
1

E?
2 γβγ

γ1

γ2

γ3

Figure 6.6: A S?-piece S? with boundary ∂S? = γ ∪ γ1 ∪ γ2 ∪ γ3. Here, E?
0 is

the E?
ess-piece parallel to S?, E?

1 and E?
2 are two E?

A-pieces between γ and βγ.

For any S?-piece S? and any γ ∈ ∂1(S
?), let Aγ

S? be the annulus bounded
by γ and βγ. By the construction of Φt

S? ,Ψt
S? : C(S?) → C, both Φt

S?(γ)
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and Ψt
S?(βγ) are equipotentials. We denote the annulus between Φt

S?(γ) and
Ψt

S?(βγ) by At(S?, γ). It’s obvious that

mod(At(S?, γ)) = $(Φt
S?(γ))−$(Ψt

S?(βγ)) = σt(γ)−
σt(f(βγ))

deg(f |βγ )
.

Then we have the following

Lemma 6.4.6. (Large parameter implies Grötzsch inequality) When
t is large enough, for any S?-piece S? and any γ ∈ ∂1(S

?), we have∑
E?

A3E?⊂Aγ
S?

mod(Ψt
E?(A(E?))) < mod(At(S?, γ)),

where the summation is taken over all the E?
A-pieces contained in Aγ

S?.

Proof. It suffices to show that when t is large enough,

∑
E?

A3Ê⊂Aγ
S?

(
σt(f(αE?))

deg(f |αE? )
+
σt(f(βE?))

deg(f |βE? )
+C(E?)

)
+
σt(f(βγ))

deg(f |βγ )
< t·ρ(Sγ, π(γ))·v(π(γ)),

where αE? and βE? are the boundary curves of E?, homotopic to γ in C− P .
One can verify that

∑
E?

A3E?⊂Aγ
S?

(
σt(f(αE?))

deg(f |αE? )
+
σt(f(βE?))

deg(f |βE? )

)
+
σt(f(βγ))

deg(f |βγ )
=
∑
β∈Σ?

∑
α∼γ,α⊂S?

γ

σt(β)

deg(f : α→ β)
.

Since Σ? = Γ?
0 ∪ Γ?, we can decompose the summation into two parts:

I =
∑
β∈Γ?

∑
α∼γ,α⊂S?

γ

σt(β)

deg(f : α→ β)
, II =

∑
β∈Γ?

0

∑
α∼γ,α⊂S?

γ

σt(β)

deg(f : α→ β)
.

It follows from the proof of Lemma 6.4.2 that I ≤ tω(γ), where

ω(γ) :=
ρ(Sf(γ), π(f(γ)))v(π(f(γ)))

deg(f |γ)
+
∑
δ∈Γ

∑
π(γ)∼α⊂Sγ\π(γ)

v(δ)

deg(f : α→ δ)
,

if f(γ) ∈ Γ? (or equivalently γ ∈ Γ?
2 ∪ Γ?

3 ∪ · · · ); and

ω(γ) :=
∑
δ∈Γ

∑
π(γ)∼α⊂Sγ\π(γ)

v(δ)

deg(f : α→ δ)
,
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if f(γ) ∈ Γ?
0 (or equivalently γ ∈ Γ?

1).
For the second term, we have

II ≤
∑
A∈A

∑
α∈f−1(Γ0)\Γ0

mod(A)

deg(f |α)
,

where A is the collection of all rotation annuli of (f, P ), Γ0 is the collection
of (f, P )-invariant curves defined in Section 6.2.

So if we choose t large enough such that for any γ ∈ ∪S?∈S?∂1(S
?),∑

E?∈E?
A

C(E?) +
∑
A∈A

∑
α∈f−1(Γ0)\Γ0

mod(A)

deg(f |α)
< t
(
ρ(Sγ, π(γ)) · v(π(γ))− ω(γ)

)
,

then the conclusion follows (notice that by the choice of the number ρ, we
have ρ(Sγ, π(γ)) · v(π(γ))− ω(γ) > 0 for all γ ∈ Γ?).

Now, we are ready to complete the proof of Theorem 6.4.1. Here is a
fact used in the proof, which is equivalent to the Grötzsch inequality, and we
will state it as follows. Let A,B ⊂ C be two annuli. We say that B can
be embedded into A essentially and holomorphically if there is a holomorphic
injection φ : B → A such that φ(B) separates the two boundary components
of A.

Fact Let A,A1, · · · , An ⊂ C be annuli, then A1, · · · , An can be embedded
into A essentially and holomorphically such that the closures of the images of
Ai’s are mutually disjoint if and only if

n∑
i=1

mod(Ai) < mod(A).

Proof of the sufficiency of Theorem 6.4.1, assuming Γ 6= ∅
The idea of the proof is to glue the holomorphic models together along the

stable multicurve Γ. Here is the detailed proof:
Recall that for each S?-piece S?, we use S to denote the S-piece that

contains S?. For each curve γ ∈ Σ, Aγ is the annular neighborhood of γ such
that Aγ avoids P ∪ f(P − ∪A) and f(Aγ) = Af(γ), where A is the collection
of all rotation annuli of (f, P ).

For each S?-piece S?, we extend Φt
S? : S? → Φt

S?(S?) to a quasiconformal
homeomorphism ΦS : S → ΦS(S) such that ΦS is holomorphic in (S − S?) ∩
(∪A).

We first choose t large enough such that Lemma 6.4.6 holds. In this case,
one can embedded Ψt

E?(E?) holomorphically into the interior of ΦS(S) for
each E?

A-piece E? contained in S according to the original order of their



6.4. SURGERY PART: GLUING HOLOMORPHIC MODELS 149

non-peripheral boundary curves so that the embedded images are mutu-
ally disjoint. In other words, there is a quasiconformal homeomorphism
ψS : S → ΦS(S) such that

• ψS|∂S = ΦS|∂S and ψS is isotopic to ΦS rel ∂S ∪ (S ∩ P ). Moreover
ψS|S∩(∪A) = ΦS|S∩(∪A).

• ψS|ES? = Ψt
S?|ES? , where ES? is the unique E?-piece parallel to S?.

• For each curve γ ∈ ∂1(S), ΦS(S ∩ Aγ) = ψS(S ∩ Aγ).
• For every E?

A-piece E? with E? ⊂ S, the map Ψt
E? ◦ ψ−1

S is holomorphic
in ψS(E?).

We define a subset EA of E by EA = {E;E? ∈ E?
A}. Let D(S) be the

collection of all disk components of S−ES∪(∪EA3E⊂SE), here ES is the unique
E-piece parallel to S. For each D ∈ D(S), we construct a quasiconformal
homeomorphism ζD : D → ψS(D), whose Beltrami coefficient satisfies

µζD
(z) =

∑
E3E⊂D

χE(z)µΦf(E)◦f (z),

here the summation is taken over all E-pieces contained in D. We further
require ζD(p) = ψS(p) if D contains a marked point p ∈ P .

Let ΓS be the collection of all boundary curves of ∪D∈D(S)D. For each
γ ∈ ΓS, notice that f(γ) ∈ Σ. Let Aγ be the component of f−1(Af(γ)) that
contains γ. It’s obvious that Aγ is an annular neighborhood of γ. We define
a quasiconformal homeomorphism ΨS : S → ΦS(S) by

ΨS(z) =


ζD(z), z ∈ D,D ∈ D(S),

ψS(z), z ∈ S − (∪D∈D(S)D) ∪ (∪γ∈ΓS
Aγ),

q.c interpolation, z ∈ ∪γ∈ΓS
Aγ − ∪D∈D(S)D.

The map ΨS satisfies:
• ΨS|∂S = ΦS|∂S and ΨS is isotopic to ΦS rel ∂S ∪ (S ∩ P ). Moreover

ΨS|S∩(∪A) = ΦS|S∩(∪A).
• For every E?

ess∪E?
A-piece E? ⊂ S, the map Φf(E) ◦f ◦Ψ−1

S is holomorphic
in ΨS(E?).

• For every E-piece E ⊂ ∪D∈D(S)D, the map Φf(E) ◦f ◦Ψ−1
S is holomorphic

in ΨS(E).
Now, we define a quasiconformal map Θ : C → C by Θ|S = Ψ−1

S ◦ ΦS for
all S ∈ S. It’s obvious that Θ is isotopic to the identity map rel P . Moreover,
for each curve γ ∈ Γ, we have Θ(γ) = γ and Aγ ⊂ Θ−1(Aγ). Let Φ : C → C
be a quasiconformal map whose Beltrami coefficient satisfies

µΦ(z) =
∑
S∈S

χS(z)µΦS
(z), z ∈ C.
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Set Ψ = Φ ◦ Θ−1. Then (f, P ) is q.c-equivalent to the Herman map
(g,Q) := (Φ ◦ f ◦Ψ−1,Φ(P )) via (Φ,Ψ).

One can verify that g is holomorphic outside X := Ψ(∪γ∈Γ∪(∪S∈SΓS)A
γ).

To see this, notice that if E? ∈ E?
ess ∪ E?

A and E? is contained in some S-piece
S, then the decomposition

g|Ψ(E?) = (Φ ◦ Φ−1
f(E)) ◦ (Φf(E) ◦ f ◦Ψ−1

S ) ◦ (ΦS ◦ Φ−1)|Ψ(E?)

implies that g is holomorphic in Ψ(E?) since each factor is holomorphic. If
E ∈ E and E ⊂ D ∈ D(S), then

g|Ψ(E) = (Φ ◦ Φ−1
f(E)) ◦ (Φf(E) ◦ f ◦ ζ−1

D ) ◦ (ΦS ◦ Φ−1)|Ψ(E),

so g is holomorphic in Ψ(E).
The last step is to apply quasiconformal surgery. For each curve γ ∈ Γ,

let ι(γ) be the first integer p ≥ 1 such that fp(γ) ∈ Γ0 and L = maxγ∈Γ ι(γ).
One may verify by induction that for any j ≥ 1,

g−j(Ψ(∪A)) = Ψ((Θ ◦ f)−j(∪A)) ⊃ Ψ(∪γ∈Γ,ι(γ)≤jA
γ).

In particular, g−L−1(Ψ(∪A)) ⊃ X. Let σ0 be the standard complex struc-
ture in C. Define a (g,Q)-invariant complex structure σ by

σ =

{
(gk)∗(σ0), in g−k(Ψ(∪A)) \ g−k+1(Ψ(∪A)), k ≥ 1,

σ0, in C− ∪k≥1(g
−k(Ψ(∪A)) \ g−k+1(Ψ(∪A))).

Since (g,Q) is holomorphic outside X, the Beltrami coefficient µ of σ
satisfies ‖µ‖∞ < 1. By Measurable Riemann Mapping Theorem, there is a
quasiconformal map ζ : C → C such that ζ∗(σ0) = σ. Let R = ζ ◦ g ◦ ζ−1,
then R is a rational map and (f, P ) is q.c-equivalent to (R, ζ ◦ Φ(P )) via
(ζ ◦ Φ, ζ ◦Ψ). �

6.5 Decomposition part II

In the following three sections, we will prove the following:

Theorem 6.5.1. Let (f, P ) be a non-parabolic map with nA(f) > 0, then there
exist a (f, P )-stable multicurve Y and a finite collection of Herman maps, or
Siegel maps, or Thurston maps, say {(hk, Pk), k ∈ Λ}, such that

1. (f, P ) has no Thurston obstructions if and only if λ(Y , f) < 1 and for
each k ∈ Λ, (hk, Pk) has no Thurston obstructions.

2. (f, P ) is q.c-equivalent to a rational map if and only if λ(Y , f) < 1 and
for each k ∈ Λ, (hk, Pk) is q.c-equivalent to a rational map.
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This theorem can be read as
Non-parabolic=multicurve+Herman+Siegel+Thurston.
The proof of Theorem 6.5.1 is based on Cui-Tan’s repelling system theory

[CT1].

6.5.1 The hole-filling operator

Let (f, P ) be a non-parabolic map with nA(f) > 0.
A bordered surface S $ C is the Riemann sphere C minus at most finitely

many open quasidisks whose closures are mutually disjoint. The set of all
boundary curves of S is denoted by ∂(S).

Let S be a bordered surface with ∂S ∩ P = ∅. The topological complexity
of S with respect to the marked set P is defined by

TP (S) = #∂(S) + #(S ∩ P ).

We say S is of disk type if S is a closed disk containing at most one point
in P ; of annular type if S is a closed annulus disjoint from P . Otherwise, we
say S is of complex type. One may verify that S is of complex type if and only
if TP (S) ≥ 3.

A surface puzzle S = S1 t · · · t Sk is a finite union of disjoint bordered
surfaces. Each Si is called an S-piece.

Let S be a bordered surface. We define D(S) by

D(S) = {U ;U is a component of C− S with #(U ∩ P ) ≤ 1}.

The hole-filling of S, denoted by H(S), is defined by

H(S) = S ∪ (∪V ∈D(S)V ).

The hole-filling of the surface puzzle S = S1 t · · · t Sk, denoted by H(S), is
defined by

H(S) =
⋃

1≤j≤k

H(Sj).

One can verify that the hole-filling operator satisfies the following proper-
ties:

1. Let S1 and S2 be two bordered surfaces. If S1 ⊂ S2, then H(S1) ⊂
H(S2). If S1 b S2, then H(S1) b H(S2).

2. Let S1 and S2 be two disjoint bordered surfaces. Then either H(S1) ∩
H(S2) = ∅, or H(S1) b H(S2), or H(S2) b H(S1).

3. For any bordered surface S, we have f−1 ◦ H(S) ⊂ H ◦ f−1(S) and
H ◦H(S) = H(S).
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E •p

S S

H(E)

Figure 6.7: The hole-filling of E (Suppose that each boundary curve of S is
non-peripheral in C− P ).

6.5.2 Surface puzzle of constant complexity

Now, we denote by A(f) the union of all attracting cycles of f in P ′
f . For

each point z ∈ A(f), there is a small disk neighborhood Uz of z such that
1. ∂Uz is a quasicircle, and ∂Uz ∩ P = ∅.
2. f−1(C− ∪z∈A(f)Uz) is contained in the interior of C− ∪z∈A(f)Uz.
3. f is holomorphic in ∪z∈A(f)Uz.
Let S0 = C − ∪z∈A(f)Uz. For n ≥ 1, we define the surface puzzle Sn

inductively in the following way:

Sn = H ◦ f−1(Sn−1) = · · · = (H ◦ f−1)n(S0).

One can verify by induction that Sn+1 b Sn for all n ≥ 0.

Definition 6.5.1. (Parallel) Let S,E be two bordered surfaces, with E b S

and S is of complex type. We say that E is parallel to S if each component
of S − E is either a disk containing at most one point in P or an annulus
containing no point in P (notice that in the latter case, one boundary curve
of the annulus is on ∂S and the other is on ∂E).

Notice that if S is of complex type and E is parallel to S, then TP (E) ≥
TP (S) ≥ 3. This means E is also of complex type.

Definition 6.5.2. (Constant complexity) Let S = S1t· · ·tSk be a surface
puzzle with f−1(S) b S and ∂S ∩ P = ∅. We say S is of constant complexity,
if either there is no complex type S-piece, or every complex type S-piece S

contains a f−1(S)-piece E which is parallel to S.
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One may compare with [CT1] for the definitions of ‘hole-filling’, ‘paral-
lel’ and ‘constant complexity’. However, our definitions on these objects are
slightly different from Cui-Tan’s original ones, in order to make Theorem 6.6.2
sharp.

 

 
 
 
 

 

 

E2
E1

f

f

•p

S

E2
E1

f

f

•p •q

S

Figure 6.8: f−1(S) = E1 ∪E2 (two shadow regions). In the left, E1 is parallel
to S and S is of constant complexity. In the right, neither E1 nor E2 is parallel
to S, so S is not of constant complexity.

Proposition 6.5.1. When n is large enough, Sn is of constant complexity.

Proof. 1. We claim that: for every n ≥ 0, and every annular type or complex
type Sn-piece S, all boundary curves of S are non-peripheral in C− P .

It’s obvious for n = 0. So we just consider the case when n ≥ 1. Let S be
a Sn-piece, either of annular type or of complex type. Since the hole-filling
of two disjoint bordered surfaces either are disjoint or one contains the other,
we conclude that there is a unique f−1(Sn−1)-piece T such that S = H(T ).
Notice that the hole-filling operator satisfies H ◦H = H, we have S = H(S).
This implies all boundary curves of S are non-peripheral in C− P .

2. For every n ≥ 0, one can verify that Sn∩P has finitely many connected
components, and Sn+1 ∩ P ⊂ Sn ∩ P . We can choose n0 large enough such
that for all n ≥ n0, the number of connected components of Sn ∩ P remains
constant.

3. For any n ≥ 0, let kn be the number of homotopy classes of non-
peripheral curves of ∪0≤j≤n∂Sj in C− P . It’s obvious that kn ≤ kn+1. Since
∂S0 ∪ (S0 ∩ P ) has finitely many components, there exists n1 ≥ n0, such that
for all n ≥ n1, kn = kn1 .

4. By the choice of n1, for any n > n1 and any non-peripheral curve γ of
∂Sn+1, there is a curve α ⊂ ∪0≤j≤n1∂Sj homotopic to γ in C−P . Let A(γ, α)
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be the annulus bounded by γ and α. First notice that there is a unique Sn+1-
piece, say Sn+1, containing γ as a boundary curve. The piece Sn+1 is either of
annular type or of complex type. Since Sn+1 b Sn, there is a unique Sn-piece
Sn containing Sn+1 as a proper subset. The piece Sn is either of annular type
or of complex type. By 1, each boundary curve of Sn is non-peripheral in
C− P . It follows that there is a unique boundary curve β of Sn contained in
A(γ, α). Moreover, β is homotopic to γ in C − P , and the annulus A(γ, β)

bounded by γ and β is contained in Sn.
Claim: Every complex type Sn-piece Sn contains at most one complex

type Sn+1-piece, say Sn+1. Each component of Sn − Sn+1 is an annulus.
To see this, let Sn+1 and S ′n+1 be two Sn+1-pieces contained in Sn with Sn+1

of complex type. By the previous argument, each component of Sn − Sn+1 is
an annulus in C − P . So there exist γn ⊂ ∂Sn and γn+1 ⊂ ∂Sn+1 such that
S ′n+1 ⊂ A(γn, γn+1) ⊂ C−P , where A(γn, γn+1) is the annulus bounded by γn

and γn+1. This implies that S ′n+1 is either of disk type or of annular type.
Let cn be the number of complex type Sn-pieces for n ≥ 0. Notice that

every complex type Sn+1-piece is contained in a unique complex type Sn-piece,
we have that for n > n1, cn+1 ≤ cn. So there is n2 ≥ n1 such that for all
n ≥ n2, cn = cn2 .

To finish, we show that for any n ≥ n2, Sn is of constant complexity. Let
Sn be a complex type Sn-piece. Then there is a unique Sn+1-piece Sn+1 that
is parallel to Sn. Since cn = cn+1, there is a unique f−1(Sn)-piece, say T , such
that Sn+1 = H(T ). We have

Sn − T = (Sn − Sn+1) ∪ (Sn+1 − T ) = (Sn − Sn+1) ∪ (∪V ∈D(T )V ).

This means that T is parallel to Sn.

From the proof of Proposition 6.5.1, we see that when n ≥ n2, Sn is of
constant complexity. Fix some n ≥ n2, the surface puzzle S = Sn satisfies:

• For each annular type or complex type S-piece S, each boundary curve
γ of S is non-peripheral in C− P .

• For every complex type S-piece S, there is a unique f−1(S)-piece ES

parallel to S. And f(ES) is also a complex type S-piece.
Let SD be the union of all disk type S-pieces, SA the union of all annular

type S-pieces and SC the union of all complex type S-pieces. If SC 6= ∅, then
for every SC-piece S, there is a unique f−1(S)-piece ES parallel to S, and
f(ES) is also a complex type S-piece. We define a map f∗ from all SC-pieces
to themselves by

f∗(S) = f(ES),

where ES is the unique f−1(S)-piece that is parallel to S. Since SC has finitely
many components, every SC-piece is eventually periodic under f∗.
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Let Y ⊂ {all boundary curves of SA∪SC} be a multicurve that represents
all homotopy classes of boundary curves of SA∪SC in C−P . Such multicurve
Y is unique up to homotopy.

The constant complexity of S implies:

Lemma 6.5.1. The multicurve Y is (f, P )-stable.

6.5.3 Marked disk extension

We assume in this section that SC 6= ∅. This section is an analogue of Section
6.2. For each SC-piece S, we denote by C(S) the Riemann sphere containing
S. We always assume that different SC-pieces are embedded into different
copies of Riemann spheres.

Since each component Ui of C(S)−ES either is contained in S or contains
a unique component Vj of C(S) − S. In the former case, if Ui contains a
marked point p ∈ P , then we get a marked disk (Ui, p); else, we don’t mark
any point in Ui. In the latter case, we mark a point p ∈ Vj ⊂ Ui, and get two
marked disks (Vj, p) and (Ui, p).

We define

P (S) = (P ∩ S) ∪ {all marked points in C(S)− S}.

We call (C(S), P (S)) a marked sphere of S.
Now we extend f |ES

to a branched covering HS : C(S) → C(f∗(S)). For
each component Ui of C(S)− ES, we define HS|Ui

in the following way:
a). If Ui contains a marked point p ∈ P (S), then HS maps the marked disk

(Ui, p) to the marked disk (Wj, q). Here Wj is the component of C(f∗(S)) −
f∗(S) whose boundary curve is f(∂Ui). We require further that HS(p) = q

and p is the only possible critical point, with local degree deg (f |∂Ui
).

b). If Ui contains no marked point in P (S), then HS maps Ui to the
marked disk (Wj, q), such that deg(HS|Ui

) = deg(f |∂Ui
) and q is the only

possible critical value. Here, Wj is the component of C(f∗(S))− f∗(S) whose
boundary curve is f(∂Ui).

In this way, for each SC-piece S, we can get an extension HS of f |ES
. It

satisfies HS(P (S)) ⊂ P (f∗(S)).
Notice that every SC-piece is eventually periodic under the map f∗. We

list all periodic SC-pieces in the following:

Sν 7→ f∗(Sν) 7→ · · · 7→ fpν−1
∗ (Sν) 7→ fpν

∗ (Sν) = Sν , 1 ≤ ν ≤ n,

where n is the number of f∗-periodic cycles, Sν is a representative in the ν-th
cycle and pν is the period of the piece Sν .
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Set

hν = Hfpν−1
∗ (S) ◦ · · · ◦Hf∗(S) ◦HS, Pν = P (Sν), 1 ≤ ν ≤ n.

Then hν : C(Sν) → C(Sν) is a branched covering with hν(Pν) ⊂ Pν . There
are four types of the resulting map (hν , Pν):

• Sν contains at least one rotation annulus of (f, P ). In this case, (hν , Pν)

has at least one cycle of rotation annulus, and each boundary cycle of which
contains at least one critical point of hν . So (hν , Pν) is a Herman map.

• Sν contains no rotation annulus of (f, P ) but contains at least one rota-
tion disk of (f, P ). In this case, (hν , Pν) has at least one cycle of rotation disk
whose boundary cycle contains at least one critical point of hν . So (hν , Pν) is
a Siegel map.

• Sν contains neither rotation annulus nor rotation disk of (f, P ) and
deg(hν) > 1. In this case, (hν , Pν) is a Thurston map.

• Sν contains neither rotation annulus nor rotation disk of (f, P ) and
deg(hν) = 1. In this case, (hν , Pν) is a homeomorphism and all points in Pν

are periodic.
Let Λ be the index set consisting of all ν ∈ {1, · · · , n} such that deg(hν) >

1. For each ν ∈ Λ, (hν , Pν) is either a Herman map, or a Siegel map, or
a Thurston map. Let Λ∗ be the set of all indices ν ∈ {1, · · · , n} such that
deg(hν) = 1.

We use the following notation to record the decomposition procedure:

Dec0(f, P ) =

( ⊕
ν∈Λ∪Λ∗

(hν , Pν)

)
Y

.

By the same argument as Lemma 6.2.4, one may show that if λ(Y , f) < 1,
then the following holds:

1. For any 1 ≤ ν ≤ n, every point in (C(Sν) − Sν) ∩ Pν is eventually
mapped to a periodic critical point of (hν , Pν).

2. Λ∗ = ∅.
3. If (hν , Pν) is a Thurston map, then the signature of the orbifold of

(hν , Pν) is not (2, 2, 2, 2).

6.6 Combinatorial part II

In this section, we will prove

Theorem 6.6.1. Let (f, P ) be a non-parabolic map with nA(f) > 0. and

Dec0(f, P ) =

( ⊕
ν∈Λ∪Λ∗

(hν , Pν)

)
Y

.
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Then (f, P ) has no Thurston obstructions if and only if λ(Y , f) < 1 and for
each ν ∈ Λ, (hν , Pν) has no Thurston obstructions.

Here is the idea of the proof:
We first show that any (f, P )-stable multicurve induces a (F,Q)-stable

multicurve (Here, (F,Q) is a suitable restriction of (f, P ), which will be called
a ‘repelling system’ of (f, P ), see Section 6.6.1), and vice versa. These two
multicurves have the same leading eigenvalues of their respective transition
matrices. This implies that (f, P ) has no Thurston obstructions if and only if
(F,Q) has no Thurston obstructions (see Theorems 6.6.2 and 6.6.3).

We then show that every (F,Q)-stable multicurve can be decomposed into
a ‘Y-part’ and a (hν , Pν)-stable multicurve for each ν ∈ Λ ∪ Λ∗. Conversely,
every (hν , Pν)-stable multicurve can generate a (F,Q)-stable multicurve. This
enables us to prove that (F,Q) has no Thurston obstructions if and only if
λ(Y , f) < 1 and for each ν ∈ Λ, the map (hν , Pν) has no Thurston obstructions
(Theorems 6.6.4 and 6.6.5).

Then Theorem 6.6.1 follows by combining the above two steps.

6.6.1 Multicurves for repelling system

Let B = f−1(S) b S, F = f |B, Q = S ∩ P . We call (F,Q) a repelling system
of (f, P ).

A Jordan curve γ ⊂ S \Q is called null-homotopic (resp. peripheral, non-
peripheral) in S \ Q if it is null-homotopic (resp. peripheral, non-peripheral)
in C \ P .

We say that Γ = {γ1, · · · , γn} is a multicurve in S \Q if each γi is a non-
peripheral Jordan curve in S \Q, and they are mutually disjoint and no two
homotopic in S \Q. Its (F,Q)-transition matrix WΓ = (aij) is defined by

aij =
∑
α∼γi

1

deg(F : α→ γj)
,

where the summation is taken over all components α of F−1(γj) homotopic
to γi in S \Q.

Notice that if two Jordan curves are homotopic in S \ Q, then they are
necessarily homotopic in C \ P . But the converse is not true.

A multicurve Γ in S\Q is called (F,Q)-stable if each component of F−1(γ)

for γ ∈ Γ is either null-homotopic or peripheral, or homotopic to a curve of Γ

in S \Q.
We say a multicurve Γ in S \Q is a Thurston obstruction of (F,Q) if Γ is

(F,Q)-stable and the leading eigenvalue λ(Γ, F ) of its transition matrix WΓ

satisfies λ(Γ, F ) ≥ 1.
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Figure 6.9: Suppose that the annulus A(γ1, γ2) bounded by γ1 and γ2 contains
no point in P , then γ1 and γ2 are homotopic in C − P . But they are not
homotopic in S \Q .

For convention, an empty set Γ = ∅ is also considered as a (F,Q)-stable
multicurve with λ(Γ, F ) = 0.

Lemma 6.6.1. Given two different S-pieces S1 and S2, each is either of
annular type or of complex type. If there are two non-peripheral curves
γi ⊂ Si, i = 1, 2, homotopic to each other in C − P , then γi is homotopic
in Si to a boundary curve of Si, i = 1, 2.

Proof. We consider the annulus A(γ1, γ2) bounded by γ1 and γ2. Since γ1 is
homotopic to γ2 in C−P , we have that A(γ1, γ2)∩P = ∅. Since Si is either of
annular type or of complex type, each boundary curve of Si is non-peripheral in
C−P . This implies that the closure of A(γ1, γ2) necessarily contains a unique
boundary curve of Si, i = 1, 2. The conclusion follows immediately.

Given a (f, P )-stable multicurve Γ, suppose that each curve γ ∈ Γ is
contained in SA∪SC . Obviously, Γ is not necessarily a (F,Q)-stable multicurve
in S−Q. But we can use Γ to generate a (F,Q)-stable multicurve as follows:

Take a non-peripheral curve γ ∈ f−1(Γ) that is not homotopic to any
curve of Γ in S − Q (if any), then γ is contained in some SA ∪ SC-piece, say
S. Since Γ is (f, P )-stable, there is a curve δ ∈ Γ, homotopic to γ in C− P .
We conclude by Lemma 6.6.1 that there is a unique boundary curve β(γ) of
S such that γ is homotopic to β(γ) in S −Q. We define

Γ1 = Γ ∪ {β(γ); γ ∈ f−1(Γ) is non-peripheral
and not homotopic to any curve of Γ in S−Q}.
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For n > 1, we define Γn inductively in the following way: Let Σn be the
set of all non-peripheral curves in f−n(Γ) that are not homotopic to any curve
of Γn−1 in S−Q. For each γ ∈ Σn, let β(γ) be the unique boundary curve of
S homotopic to γ in S−Q. Notice that given two different curves γ1, γ2 ∈ Σn,
it may happen β(γ1) = β(γ2). We define

Γn = Γn−1 ∪ {β(γ); γ ∈ Σn}.

One may verify that for each n ≥ 1, the set Γn is a multicurve in S−Q. Since
∂SA ∪ ∂SC ∪ (SC ∩ P ) has finitely many components, there exists a positive
integer N such that #Γn = #ΓN for all n ≥ N . We define G(Γ) = ΓN . By
the choice of N , one can verify that G(Γ) is a (F,Q)-stable multicurve. We
call G(Γ) a (F,Q)-stable multicurve generated by Γ.

Now, let Σ be a (F,Q)-stable multicurve. We define an equivalent relation
for the curves in Σ: α ∼ β if α and β are homotopic in C − P . In this way,
we can decompose Σ into finitely many equivalent classes Σ1 t · · · t Σk. For
each equivalent class Σj, we choose a representative γj ∈ Σj. We define a
multicurve π(Σ) as follows:

π(Σ) = {γ1, · · · , γk}.

It’s easy to check that π(Σ) is a (f, P )-stable multicurve.

Theorem 6.6.2. For any (f, P )-stable multicurve Γ, suppose that each curve
γ ∈ Γ is contained in S, then λ(Γ, f) = λ(G(Γ), F ). Conversely, for any
(F,Q)-stable multicurve Σ, we have λ(Σ, F ) = λ(π(Σ), f).

Proof. For any (f, P )-stable multicurve Γ, we decompose G(Γ) as follows:
G(Γ) = ∪γ∈ΓΓγ, where Γγ = {δ ∈ G(Γ); δ is homotopic to γ in C − P}. Let
WΓ = (aαβ) be the (f, P )-transition matrix of Γ and WG(Γ) = (bξη) be the
(F,Q)-transition matrix of G(Γ). Then

aαβ =
∑

δ∈Λαβ

1

deg(f : δ → β)
, bξη =

∑
ζ∈Ωξη

1

deg(F : ζ → η)
,

where Λαβ is the collection of components of f−1(β) which are homotopic
to α in C − P and Ωξη is the collection of components of F−1(η) which are
homotopic to ξ in S−Q.

We claim that for any α, β ∈ Γ and any η ∈ Γβ,

aαβ =
∑
ξ∈Γα

bξη.
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To prove this, we first assume η = β. One may check that

∪ξ∈ΓαΩξβ = {δ ⊂ F−1(β) is homotopic to a curve of Γα in S−Q}
⊂ {δ ⊂ F−1(β) is homotopic to α in C− P} = Λαβ.

Conversely, for any curve δ ⊂ F−1(β) which is homotopic to α in C−P , since
G(Γ) is (F,Q)-stable, there is a curve ξ ∈ G(Γ), homotopic to δ in S − Q.
This implies Λαβ ⊂ ∪ξ∈ΓαΩξβ. So we have ∪ξ∈ΓαΩξβ = Λαβ and

aαβ =
∑

δ∈∪ξ∈ΓαΩξβ

1

deg(f : δ → β)
=
∑
ξ∈Γα

∑
δ∈Ωξβ

1

deg(F : δ → β)
=
∑
ξ∈Γα

bξη.

If η 6= β, we can replace η by β in Γ. This replacement doesn’t change the
transition matrix WΓ. So the claim holds.

Now for any p × q real matrix A = (aij), we define ‖A‖ =
∑

ij |aij|. It’s
obvious that if p = q, then ‖A‖ is the Banach norm of A. In the following,
we will show that:

There exist two constants C2 ≥ C1 > 0 such that for all n ≥ 1,

C1‖W n
Γ ‖ ≤ ‖W n

G(Γ)‖ ≤ C2‖W n
Γ ‖.

To prove this relation, we make a block decomposition of WG(Γ): WG(Γ) =

(Wαβ)α,β∈Γ, where Wαβ is the (α, β)-th block. Moreover, Wαβ is a #Γα×#Γβ

matrix, whose entries are bξη, ξ ∈ Γα, η ∈ Γβ. One can verify that

‖Wαβ‖ =
∑
ξ∈Γα

∑
η∈Γβ

bξη = #Γβ · aαβ.

We set C1 = min{#Γγ; γ ∈ Γ}, C2 = max{#Γγ; γ ∈ Γ}. Then we have

‖WG(Γ)‖ =
∑

α,β∈Γ

‖Wαβ‖ =
∑

α,β∈Γ

#Γβaαβ

{
≥ C1‖WΓ‖,
≤ C2‖WΓ‖.

For any n ≥ 1, the (α, β)-th block of W n
G(Γ) is

∑
α1,··· ,αn−1

Wαα1Wα1α2 · · ·Wαn−1β.

One can prove by induction that∥∥∥ ∑
α1,··· ,αn−1

Wαα1Wα1α2 · · ·Wαn−1β

∥∥∥ = #Γβ ·
∑

α1,··· ,αn−1

aαα1aα1α2 · · · aαn−1β.

It follows that

‖W n
G(Γ)‖ =

∑
α,β∈Γ

#Γβ ·
∑

α1,··· ,αn−1

aαα1aα1α2 · · · aαn−1β

{
≥ C1‖W n

Γ ‖,
≤ C2‖W n

Γ ‖.
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The proof of the claim is completed. This implies

sp(WΓ) = lim
n→∞

n

√
‖W n

Γ ‖ = lim
n→∞

n

√
‖W n

G(Γ)‖ = sp(WG(Γ)).

By Perron-Frobenius Theorem, λ(Γ, f) = λ(G(Γ), F ). The second statement
follows from the same argument.

6.6.2 Reduction of no Thurston obstructions

We first prove the following

Theorem 6.6.3. (f, P ) has no Thurston obstructions if and only if (F,Q)

has no Thurston obstructions.

Proof. Let Γ be a (f, P )-stable multicurve. Using the same argument as in
Lemma 6.3.1, we can show that there is a (f, P )-stable multicurve Γ∗, such
that

• Γ∗ is homotopically contained in Γ.
• Each curve of Γ∗ is contained in a S-piece.
• λ(Γ∗, f) = λ(Γ, f).
The multicurve Γ∗ can generate a (F,Q)-stable multicurve G(Γ∗). By

Theorem 6.6.2, λ(G(Γ∗), F ) = λ(Γ∗, f) = λ(Γ, f). Thus that (F,Q) has no
Thurston obstructions implies that (f, P ) has no Thurston obstructions.

On the other hand, given a (F,Q)-stable multicurve Σ, the set π(Σ) is
a (f, P )-stable multicurve, and λ(Σ, F ) = λ(π(Σ), f). Thus if (f, P ) has no
Thurston obstructions, then (F,Q) has no Thurston obstructions either.

Definition 6.6.1.

We say that (F,Q) is


a disk-covering, if SC = SA = ∅,
an annular-covering, if SC = ∅ but SA 6= ∅,
a complex-covering, if SC 6= ∅.

Notice that if F : (E, Q) → (S, Q) is a disk-covering or an annular-
covering, then (f, P ) has no rotation domains.

Let B be a multicurve of (F,Q), consisting of all homotopy classes the
boundary curves of SA ∪ SC in S−Q. In fact, B can be written as

B = {γ ∈ ∂(S);S is an SC-piece} ∪ {γS;S is an SA-piece},

where γS is a boundary curve of S if S is an SA-piece (notice that for each
annular piece S, B contains only one boundary curve of S).

Lemma 6.6.2. The multicurve B is (F,Q)-stable and λ(B, F ) = λ(Y , f).



162
CHAPTER 6. DECOMPOSITION THEOREM AND THURSTON-TYPE

THEOREMS

Proof. The constant complexity of S implies that B is (F,Q)-stable. Notice
that Y is identical to π(B) up to homotopy. The equality λ(B, F ) = λ(Y , f)

follows from Theorem 6.6.2.

Theorem 6.6.4. (Decomposition of stable multicurve) Suppose that
(F,Q) is a complex-covering and let Υ be a (F,Q)-stable multicurve. We
define

ΥB = {γ ∈ Υ; γ is homotopic to a curve δ ∈ B in S−Q},
Σν = {γ ∈ Υ−ΥB; γ is contained in Sν}, ν ∈ Λ ∪ Λ∗ = [1, n].

Then ΥB is a (F,Q)-stable multicurve, Σν is a (hν , Pν)-stable multicurve for
1 ≤ ν ≤ n, and we have the following identity:

λ(Υ, F ) = max
{
λ(ΥB, F ), p1

√
λ(Σ1, h1), · · · , pn

√
λ(Σn, hn)

}
.

The proof of Theorem 6.6.4 is the same as that of Theorem 6.3.2, we omit
the details.

Suppose that (F,Q) is a complex-covering. For each 1 ≤ ν ≤ n, let Σν

be a (hν , Pν)-stable multicurve. Up to homotopy, we may assume that each
curve of Σν is contained in Sν .

In the following, we will use Σ1, · · · ,Σn to generate a (F,Q)-stable multi-
curve.

Let Γk ⊂ F−k(Σ1 ∪ · · · ∪ Σn) be a multicurve in S − Q, such that Γk

represents all homotopy classes of non-peripheral curves of F−k(Σ1∪· · ·∪Σn).

Lemma 6.6.3. For any pair of curves γi ∈ Γi, γj ∈ Γj with 0 ≤ i < j, if γi

is not homotopic to γj in S−Q, then γi and γj are homotopically disjoint.

Proof. Since γi is not homotopic to γj in S−Q, either γi and γj are contained
in two different SA ∪ SC-pieces, or γi and γj are contained in the same SC-
piece, say S. If we are in the former case, then the proof is done. So we just
consider the latter case. In this case, if one of the curves γi, γj is homotopic
to a boundary curve of S, then they are obviously homotopically disjoint.

We assume that neither of γi, γj is homotopic to a boundary curve of S. We
further assume by contradiction that γi and γj intersect homotopically. There
is ν ∈ [1, n] such that f i(γi) and f i(γj) are contained in Sν . Moreover, neither
of f i(γi), f

i(γj) is homotopic to a boundary curve of Sν . It follows that f i(γj)

is contained in the unique F i−j(S1∪· · ·∪Sn)-piece that is parallel to Sν . This
implies i ≡ j mod pν , where pν is the f∗-period of Sν . Since Σν is (hν , Pν)-
stable, f i(γj) is homotopic to either a curve δ ∈ Σν , or a boundary curve of Sν .
But neither is possible since f i(γj) intersects f i(γi) ∈ Σν homotopically.
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It follows from Lemma 6.6.3 that for any k ≥ 1, there is a multicurve ∆k

in S−Q such that Σ1∪ · · ·∪Σn ⊂ ∆k and ∆k represents all homotopy classes
of non-peripheral curves in Γ0 ∪ · · · ∪ Γk. Obviously, ∆k is homotopically
contained in ∆k+1. Since ∂SA∪∂SC ∪(SC ∩P ) has finitely many components,
there exists a positive integer N such that #∆k = #∆N for all k ≥ N .

By the choice of N , the set ∆N is a (F,Q)-stable multicurve. We denote
∆N by GF (Σ1, · · · ,Σn) since it is generated by Σ1, · · · ,Σn. We define

BF (Σ1, · · · ,Σn) = {γ ∈ GF (Σ1, · · · ,Σn); γ is homotopic to a curve of B in S−Q}.

Obviously BF (Σ1, · · · ,Σn) is a (F,Q)-stable multicurve. One may check
that for all ν ∈ [1, n],

Σν = {γ ∈ GF (Σ1, · · · ,Σn)− BF (Σ1, · · · ,Σn); γ ⊂ Sν}.

Theorem 6.6.1 is essentially equivalent to the following:

Theorem 6.6.5. We have that
1. If (F,Q) is a disk-covering, then (f, P ) has no Thurston obstructions.
2. If (F,Q) is an annular-covering, then (f, P ) has no Thurston obstruc-

tions if and only if λ(Y , f) < 1.
3. If (F,Q) is a complex-covering, then (f, P ) has no Thurston obstruc-

tions if and only if λ(Y , f) < 1 and for each k ∈ Λ, (hk, Pk) has no Thurston
obstructions.

Proof. 1. Since (F,Q) is a disk-covering, any (F,Q)-stable multicurve X is an
empty set. So we have λ(X , F ) = 0 and (F,Q) has no Thurston obstructions.
It follows from Theorem 6.6.3 that (f, P ) has no Thurston obstructions either.

2. For any (F,Q)-stable multicurve X , X is homotopically contained in B.
So λ(X , F ) ≤ λ(B, F ). This implies that (F,Q) has no Thurston obstructions
if and only if λ(B, F ) < 1. It follows from Lemma 6.6.2 and Theorem 6.6.3
that (f, P ) has no Thurston obstructions if and only if λ(Y , f) < 1.

3. The ‘sufficiency’ follows from Theorem 6.6.3 and 6.6.4. We just prove
the ‘necessity’. We may assume that (F,Q) has no Thurston obstructions
by Theorem 6.6.3. It follows immediately λ(B, F ) < 1 and Λ∗ = ∅. Let
Σν be a (hν , Pν)-stable multicurve for ν ∈ Λ = [1, n]. By homotopic defor-
mations, we may assume that each curve of Σν is contained in the piece Sν .
Let GF (Σ1, · · · ,Σn) be the (F,Q)-stable multicurve generated by Σ1, · · · ,Σn.
Again by Theorem 6.6.4, for each ν ∈ Λ,

λ(Σν , hν) ≤ λ(GF (Σ1, · · · ,Σn), F )pν < 1.

So (hν , Pν) has no Thurston obstructions for each ν ∈ Λ.
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6.7 Surgery part II

The section is a sketch of Cui-Tan’s work [CT1], with slight modifications.
In the pervious section, we call (F,Q) a repelling system of (f, P ). In this

section, to begin with, we give a more general definition of repelling systems:

Definition 6.7.1. We say that a map H : U → V is a repelling system, if
• Both U and V are surface puzzles, with U b V;
• The map H maps every U-piece U properly onto a V-piece V as a

quasiregular map;
• The orbit {Hn(c);n ≥ 0} of every critical point c of H is disjoint from

the boundary of U.

Notice that in the definition, we don’t require that H(U) = V.
For example, a polynomial-like map is a repelling system.
Let C(H) be the critical set of the repelling system H : U → V, the

postcritical set P (H) is defined as the closure of {Hn(c) ∈ V; c ∈ C(H), n ≥
1}. A marked set of the repelling system H : U → V is a compact set
M ⊂ V such that H(M ∩ U) ⊂ M and M − P (H) is a finite set. We will
use H : (U,M) → (V,M) to denote a marked repelling system. If there is no
confusion, the marked repelling system H : (U,M) → (V,M) is also denoted
by (H,M).

Definition 6.7.2. We say that two marked repelling systems H1 : (U1,M1) →
(V1,M1) and H2 : (U2,M2) → (V2,M2) are q.c-equivalent if there is a pair
of quasiconformal homeomorphisms Φ,Ψ : V1 → V2, such that

• Ψ(U1) = U2, Ψ(M1) = M2;
• Ψ is isotopic to Φ rel ∂V1 ∪M1;
• Φ ◦H1 = H2 ◦Ψ.

In this case, we say that (H1,M1) is q.c-equivalent to (H2,M2) via (Φ,Ψ).
Let H : (U,M) → (V,M) be a marked repelling system. We say that a

U-piece U is of disk type, if one boundary curve of U bounds a disk ∆U such
that U ⊂ ∆U ⊂ V and ∆U contains at most one point in M .

Let U0 the union of all disk type U-pieces. A repelling system H1 :

(U1,M1) → (V1,M1) is called a sub-marked repelling system of (H,M), if
U1 is the union of some U-pieces, V1 is the union of some V-pieces, and
M1 = V1 ∩M .

Lemma 6.7.1. Let H : (U,M) → (V,M) be a marked repelling system
and H1 : (U1,M1) → (V1,M1) be a sub-marked repelling system of (H,M),
with U −U1 ⊂ U0. Then (H,M) is q.c-equivalent to a holomorphic marked
repelling system if and only if (H1,M1) is q.c-equivalent to a holomorphic
marked repelling system.
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Proof. Suppose that (H,M) is q.c-equivalent to a holomorphic marked re-
pelling system via (Φ,Ψ), then (H1,M1) is q.c-equivalent to a holomorphic
marked repelling system via (Φ|V1 ,Ψ|V1).

On the other hand, suppose that (H1,M1) is q.c-equivalent to a holo-
morphic marked repelling system via (Φ1,Ψ1). We first extend Φ1 to a qua-
siconformal map Φ : V → Φ(V) ⊂ C. Then we define a qusiconformal
homeomorphism Ψ : V → Φ(V) isotopic to Φ rel ∂V ∪M , as follows:

Given a V-piece V , if V is a disk containing at most one point in M , then
we choose a closed disk V ′ such that V ∩U b V ′ b V and V ′ ∩M = V ∩M .
By Measurable Riemann Mapping Theorem, there is a q.c homeomorphism
ϕ : V ′ → Φ(V ′) with Beltrami coefficient:

µϕ(z) =
∑

U⊂V ∩U

χU(z)µΦ◦F (z),

where the summation is taken over all U-pieces contained in V . We further
require that ϕ(p) = Φ(p) if V contains a marked point p ∈M .

We define a quasiconformal map Ψ : V → Φ(V ) by

Ψ(z) =


Φ(z), z ∈ ∂V,
ϕ(z), z ∈ V ′,

q.c interpolation, z ∈ V − V ′.

Now, suppose that V is either an annulus or #∂(V )+#(V ∩M) ≥ 3. Let
U(V ) be the collection of all (U−U1)-pieces that are contained in V . Notice
that for U1, U2 ∈ U(V ), either ∆U1 ∩∆U2 = ∅ or one of ∆Ui

contains another.
We denote all components of ∪U∈U(V )∆U by {Di}i∈ΛV

, where ΛV is an index
set induced by V . We thicken each Di a little bit along the boundary ∂Di to
get a larger disk Ui. Take a quasiconformal homeomorphism φi : Di → ψ(Di)

(here, we set ψ = Ψ1 if V ⊂ V1 and ψ = Φ if V ⊂ V −V1) such that

µφi
(z) =

∑
U(V )3U⊂Di

χE(z)µΦ◦F (z).

We further require that φi(p) = Φ(p) if Di contains a marked point p ∈ M .
Now, we define

Ψ(z) =


ψ(z), z ∈ V − ∪i∈ΛV

Ui,

φi(z), z ∈ Di, i ∈ ΛV ,

q.c interpolation, z ∈ ∪i∈ΛV
(Ui −Di).

In this way, we can construct a quasiconformal map Ψ : V → Φ(V),
isotopic to Φ rel ∂V ∪M . One may verify that (H,M) is q.c-equivalent to a
holomorphic marked repelling system via (Φ,Ψ).
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Let (f, P ) be a non-parabolic map with nA(f) > 0, and (F,Q) the marked
repelling system of (f, P ) defined in Section 6.6.1.

Theorem 6.7.1. (f, P ) is q.c-equivalent to a rational map if and only if (F,Q)

is q.c-equivalent to a holomorphic marked repelling system.

Proof. Suppose that (f, P ) is q.c-equivalent to a rational map (R,M) via
(φ0, φ1), then we can construct a sequence of quasiconformal maps φn, n ≥ 0

such that Rφn+1 = φnf and φn is isotopic to φn+1 rel f−n(P ∪ N), where N
is a neighborhood of all attracting cycles of (f, P ) in P ′

f . By the construction
of the repelling system F : (E, Q) → (S, Q), when n is large enough, C −
S ⊂ f−n(N), thus φn+1 and φn are identical on the boundary ∂S. We set
Φ = φn|S,Ψ = φn+1|S for such large n. Then (F,Q) is q.c-equivalent to the
holomorphic marked repelling system R|Ψ(E) : (Ψ(E),Ψ(Q)) → (Ψ(S),Ψ(Q))

via (Φ,Ψ).
Sufficiency. It follows from [CT1], Proposition 2.4.

Theorem 6.7.2. Suppose that (f, P ) is a quasiregular map, then
1. If (F,Q) is a disk-covering, then (f, P ) is q.c-equivalent to a rational

map. This rational map is unique up to Möbius conjugation.
2. If (F,Q) is an annular-covering, then (f, P ) is q.c-equivalent to a ra-

tional map (R,M) if and only if λ(Y , f) < 1. The rational realization (R,M)

is unique up to Möbius conjugation.
3. If (F,Q) is a complex-covering, then (f, P ) is q.c-equivalent to a rational

map if and only if λ(Y , f) < 1 and for each k ∈ Λ, (hk, Pk) is q.c-equivalent
to a rational map.

Proof. 1. If (F,Q) is a disk-covering, then all E-pieces are of disk type. It fol-
lows from Lemma 6.7.1 that (F,Q) is q.c-equivalent to a holomorphic marked
repelling system. By Theorem 6.7.1, (f, P ) is q.c-equivalent to a rational map,
say (R,M). The uniqueness of the rational realization follows from Lemma
6.9.2 below and the fact that J(R) has zero Lebesgue measure.

2. Let EA be the union of all E-pieces E which are contained essentially
in the SA-pieces (here, ‘essentially’ means that E separates the two boundary
curves of some SA-piece). One may verify that EA b SA and each EA-piece
is mapped properly onto some SA-piece. Let G = F |EA

, then G : EA → SA is
a repelling system.

One may check that B is also a stable multicurve for G : EA → SA, with
λ(B, G) = λ(B, F ). Since λ(B, F ) < 1, it follows from Lemma 6.2 in [CT1]
that G : EA → SA is q.c-equivalent to a holomorphic repelling system. Notice
that each (E − EA)-piece is of disk type, we deduce by Lemma 6.7.1 that
(F,Q) is q.c-equivalent to a holomorphic marked repelling system.
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By Theorem 6.7.1, (f, P ) is q.c-equivalent to a rational map, say (R,M).
The uniqueness of the rational realization follows from Lemma 6.9.2 and

the fact that J(R) has zero Lebesgue measure.
3. The ‘necessity’ part is essentially the same as the proof of ‘necessity’ of

Theorem 6.4.1 (See Section 6.4.1). The ‘sufficiency’ part is essentially due to
Cui Guizhen and Tan Lei [CT1]. Even if they deal only with maps without
rotation domains, their proof applies equally well to our situations. For more
details, one may refer Cui-Tan’s paper ([CT1], Section 7 ‘Proof of Theorem
5.4 for a cycle of complex pieces’ and Section 8 ‘Proof of Theorem 5.4’)

6.8 Proof of Theorem 6.1.2, the first two parts

Let (f, P ) be a non-parabolic map. Notice that if (f, P ) itself is a Siegel map
or a Thurston map, then Theorem 6.1.2 follows immediately (We may take
Γ = ∅, and the resulting map as (f, P ) itself). If (f, P ) is a Herman map
or a non-parabolic map without rotation annulus, then Theorem 6.1.2 follows
from Theorem 6.2.1 and Theorem 6.5.1.

So in the following, we need only consider the case when nA(f) >

0, nRD(f) ≥ 0 and nRA(f) > 0. By Theorem 6.5.1, there is a (f, P )-stable
multicurve Γ0, and finitely many branched coverings (hk, Pk), k ∈ Λ, each is
either a Herman map, or Siegel map, or Thurston map, such that

• (f, P ) has no Thurston obstructions if and only if λ(Γ0, f) < 1 and for
each k ∈ Λ, (hk, Pk) has no Thurston obstructions.

• (f, P ) is q.c-equivalent to a rational map if and only if λ(Γ0, f) < 1 and
for each k ∈ Λ, (hk, Pk) is q.c-equivalent to a rational map.

Suppose that there are exactly n Herman maps in the resulting maps.
We may relabel them such that (h1, P1), · · · , (hn, Pn) are Herman maps. By
Theorem 6.2.1, for each k ∈ [1, n], there is a decomposition

Dec(hk, Pk) =

( ⊕
j∈Λk∪Λ∗k

(hk,j, Pk,j)

)
Σk

,

such that: (hk, Pk) has no Thurston obstructions if and only if λ(Σk, hk) < 1

and for each j ∈ Λk, (hk,j, Pk,j) has no Thurston obstructions; (hk, Pk) is q.c-
equivalent to a rational map if and only if λ(Σk, hk) < 1 and for each j ∈ Λk,
(hk,j, Pk,j) is q.c-equivalent to a rational map.

Now let (F,Q) be the repelling system of (f, P ) defined as in Section
6.6.1. We may assume that for each k ∈ [1, n], each curve of Σk is con-
tained in the S-piece Sk. In this way, Σk can be considered as a multic-
urve of (F,Q). We use Σ1, · · · ,Σn to generate a (f, P )-stable multicurve
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GF (Σ1, · · · ,Σn) (see Section 6.6.2). Let Γ1 = π ◦ GF (Σ1, · · · ,Σn), then
Γ1 is a (f, P )-stable multicurve. We decompose Γ1 into two submulticurves
Γ1,0 := {γ ∈ Γ1; γ is homotopic to a curve in Γ0} and Γ1,1 = Γ1 − Γ1,0. One
may check that Γ1,0 is (f, P )-stable and the (f, P )-transition matrix W1 (resp.
W1,0, W1,1) of Γ1 (resp. Γ1,0, Γ1,1) satisfies:

W1 =

(
W1,0 ∗
O W1,1

)
.

Thus we have λ(Γ1, f) = max{λ(Γ1,0, f), λ(Γ1,1, f)}.
Define Γ = Γ0 ∪ Γ1,1. Then Γ is a (f, P )-stable multicurve and

λ(Γ, f) = max{λ(Γ0, f), λ(Γ1,1, f)} = max{λ(Γ0, f), λ(Γ1, f)}.

By Theorem 6.6.2 ,

λ(GF (Σ1, · · · ,Σn), F ) = λ(Γ1, f),

λ(BF (Σ1, · · · ,Σn), F ) = λ(π ◦ BF (Σ1, · · · ,Σn), f).

Since π ◦ BF (Σ1, · · · ,Σn) is homotopically contained in Γ0, we have λ(π ◦
BF (Σ1, · · · ,Σn), f) ≤ λ(Γ0, f). It follows from Theorem 6.6.4 that

λ(Γ, f) = max
{
λ(Γ0, f), p1

√
λ(Σ1, h1), · · · , pn

√
λ(Σn, hn)

}
.

This implies λ(Γ, f) < 1 if and only if λ(Γ0, f) < 1 and for each k ∈ [1, n],
λ(Σk, hk) < 1.

The proof is completed if we take the (f, P )-stable multicurve as Γ and
the resulting maps as (hk,j, Pk,j), k ∈ [1, n], j ∈ Λk and (hk, Pk), k ∈ Λ− [1, n].

6.9 Analytic part

In this section, we will discuss the rational-like maps, renormalizations of
rational maps and prove the analytic part of Theorem 6.1.2.

6.9.1 Rational-like maps

A rational-like map g : U → V is a proper and holomorphic map between
two multi-connected domains such that U ⊂ V ⊂ C and the complementary
set C − X of X ∈ {U, V } consists of finitely many topological disks. In our
discussion, we always assume V 6= C and the degree of g is at least two. The
filled Julia set is defined by K(g) =

⋂
n≥1 g

−n(V ), the Julia set is defined by
J(g) = ∂K(g). The filled Julia set K(g) is not necessarily a full set. This
implies that J(g) is not necessarily connected even if K(g) is connected.
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Two rational-like maps g1 and g2 are hybrid equivalent if there is a quasi-
conformal conjugacy φ between g1 and g2, defined in a neighborhood of their
respective filled Julia sets, such that ∂φ = 0 on K(g1). We call φ a hybrid
conjugacy between g1 and g2. These definitions are simply the generalizations
of Douady-Hubbard’s definitions of polynomial-like maps.

The following is an analogue of Douady-Hubbard’s straightening theorem
for polynomial-like maps.

Theorem 6.9.1. (Straightening Theorem) Let g : U → V be a rational-
like map of degree d ≥ 2, then

1. The map g is hybrid equivalent to a rational map R of degree d.
2. If K(g) is connected, then g is hybrid equivalent to a rational map R of

degree d, which is postcritically finite outside φ(K(g)). Here φ is the hybrid
conjugacy. Such R is unique up to Möbius conjugation.

Remark 6.9.1. 1. A rational-like map g : U → V can be hybrid equivalent
to a rational map of degree greater than d.

2. Even if K(g) is connected, the rational-like map g can be hybrid equiv-
alent to a rational map of degree greater than d, which is postcritically finite
outside φ(K(g)). Such example can be found in the family of rational maps:
fλ(z) = zn + λ/zn, n ≥ 3, where λ is a complex parameter. We denote by Bλ

the immediate attracting basin of ∞. We assume that each critical point of
the form 2n

√
λ has an orbit meeting an attracting cycle other than ∞. In this

case, the Julia set is connected since the map is postcritically finite, and fλ is
strictly expanding on ∂Bλ. There is an annular neighborhood A of ∂Bλ such
that fλ|A : A → fλ(A) is a proper map of degree n. (Such annulus can be
chosen as the union of puzzles pieces that intersect with ∂Bλ, see the previous
chapter). The rational-like map fλ|A can be hybrid equivalent to the power
map z 7→ zn, whose degree is lower than that of fλ.

3. If K(g) is connected and C − K(g) consists of two components, then
there are two annuli U ′, V ′ such that K(g) ⊂ U ′ ⊂ V ′ ⊂ V and the restriction
g|U ′ : U ′ → V ′ is a rational-like map. One may show that K(g) is a quasicircle
by quasiconformal surgery.

Proof. 1. The proof is a standard surgery procedure. By shrinking V a little
bit, we may assume that each boundary curve of U and V is a quasicircle. We
then extend g : U → V to a quasiregular branched covering G : C → C such
that G is holomorphic in C−V and G maps each component Uk of C−U onto
a connected component Vj of C − V , with degree equal to deg (g|∂Uk

). Such
extension keeps the degree. By pulling back the standard complex structure
σ0 on C− V via G, we get a G-invariant complex structure
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σ =

{
(Gk)∗(σ0), in G−k(C− V ), k ≥ 1,

σ0, in K(g).

The Beltrami coefficient µ of σ satisfies µ|K(g) = 0 and ‖µ‖∞ < 1. Let φ
solve the Beltrami equation ∂φ = µ∂φ. Then R = φ ◦ G ◦ φ−1 is a rational
map and φ is a hybrid conjugacy between g and R.

2. By a hole-filling process, we can find a suitable restriction g|U ′ : U ′ → V ′

of g with K(g) b U ′ b V ′ b V such that
a). All postcritical points of g|U ′ in V ′ are contained in K(g).
b). Each connected component of V ′ − U ′ is either an annulus or a disk.
Notice that such V ′ can be chosen arbitrarily close to the filled Julia set

K(g). (To see this, one may replace V ′ by g−k(V ′) for some large k, and a),
b) still holds.)

In this way, each component Ui of C − U ′ either is contained in V ′ or
contains a unique component Vj of C − V ′. In the former case, we mark a
point p ∈ Ui and get a marked disk (Ui, p); in the latter case, we mark a point
p ∈ Vj, and get two marked disks (Vj, p) and (Ui, p). We extend g|U ′ to a
quasiregular branched covering G : C → C such that

a). For each component Ui of C − U ′, G maps the marked disk (Ui, p) to
the marked disk (Vk, q), where Vk is the component of C−V ′ whose boundary
is g(∂Ui). We require that G(p) = q and p is the only possible critical point,
with local degree equal to deg (g|∂Ui

).
b). We further require that G is holomorphic in C− V ′.
By pulling back the standard complex structure on C−V ′, we can get a G-

invariant complex structure whose Beltrami coefficient µ satisfies µ|K(g) = 0

and ‖µ‖∞ < 1. Let φ solve the Beltrami equation ∂φ = µ∂φ. Then f =

φ◦G◦φ−1 is a rational map, postcritically finite outside φ(K(g)), as required.
To prove the uniqueness, we need investigate some mapping properties of

R, a rational map of degree d, to which g|U ′ is hybrid equivalent via φ, and
postcritically finite outside φ(K(g)). We assume V ′ is sufficiently close to
K(g) such that φ is defined on V ′. Then g|U ′ induces a suitable restriction
R|φ(U ′). Let X1 be the collection of all components of C − φ(K(g)) which
intersect with the boundary curves of φ(V ′) and X2 be the collection of all
components of C−φ(K(g)) which intersect with the boundary curves of φ(U ′).
It’s obvious that X1 ⊂ X2. Since the degree of R is equal to d (This is very
important), we have that

{U is a component of R−1(X);X ∈ X1} = X2.

Thus for each X ∈ X2, R(X) ∈ X2. This implies that each X ∈ X2 is
eventually periodic under the map R. Let X ∈ X2 be a periodic element, with
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period p. Since R is poscritically finite outside φ(K(g)), Rp|X : X → X is
proper and each critical point in X has finite orbit. Thus Rp|X is conformally
conjugate to z 7→ zd, where d = deg(Rp|X) ≥ 2 (For a proof of this fact, see
[DH2] Lemma 4.1). It follows that for all X ∈ X2, the proper map R|X : X →
R(X) has only one possible critical point, which is eventually mapped to a
superattracting cycle. Base on these observations, we are now ready to prove
the uniqueness part of the theorem.

Suppose that R1 and R2 are two rational maps of degree d, both are hy-
brid equivalent to g|U ′ and poscritically finite outside φ1(K(g)) and φ2(K(g)),
respectively. Here, φi is a hybrid conjugacy between g|U ′ and Ri, i = 1, 2.
We assume that V ′ is sufficiently close to K(g) such that φi is defined on U ′.
Then g|U ′ induces two restrictions Ri|φi(U ′), i = 1, 2 and a hybrid conjugacy
φ = φ2 ◦φ−1

1 between them. One can construct a pair of quasiconformal maps
ϕ0, ϕ1 : C → C such that

a). ϕ0 ◦R1 = R2 ◦ ϕ1 on C.
b). ϕ0, ϕ1 are isotopic rel φ1(K(g)) ∪ PR1 and ϕ0|φ1(U ′) = ϕ1|φ1(U ′) =

φ|φ1(U ′).
c). ϕ0, ϕ1 are holomorphic and identical in a neighborhood N of all super-

attracting cycles of R1 in C− φ1(K(g)).
By Thurston algorithm, there is a sequence of quasiconformal maps

{ϕn, n ≥ 0} such that ϕn ◦ R1 = R2 ◦ ϕn+1 and ϕn is isotopic to ϕn+1 rel
R−n

1 (φ1(U
′) ∪ PR1 ∪ N). The quasiconformal map ϕn satisfies ∂ϕn = 0 on

φ1(K(g)) ∪ R−n
1 (N). The sequence {ϕn} has a limit quasiconformal map

ϕ = limϕn. Since the Lebesgue measure of C− φ1(K(g)) ∪R−n
1 (N) tends to

zero as n → ∞, the map ϕ satisfies ∂ϕ = 0 outside a zero measure set. It is
in fact a holomorphic conjugacy between R1 and R2.

6.9.2 Renormalizations of rational maps

Let f be a rational map. Its Julia set, critical set and postcritical set are
denoted by J(f), Ωf and Pf , respectively. Let P ′

f be the accumulation set of
Pf . A Julia component is a connected component of J(f).

We say fp is renormalizable if there exist two multi-connected domains
U, V such that fp : U → V is a rational-like map of degree at least two,
and the filled Julia set K(fp|U) is connected. The triple (fp, U, V ) is called
a renormalization of f . A renormalization (fp, U, V ) is of annular type if
C−K(fp|U) consists of two components (In this case, K(fp|U) is necessarily
a quasicircle and we may assume that U, V are annuli, see Remark 6.9.1). By
Theorem 6.9.1, the rational-like map fp : U → V is hybrid equivalent to a
unique rational map R via some quasiconformal map φ, such that deg(R) =

deg(fp|U) and R is postcritically finite outside φ(K(fp|U)). Such R is called
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the canonical straightening map of fp : U → V .
In this section, we will prove:

Theorem 6.9.2. (Renormalization) Let f be a rational map of degree at
least two. Suppose that J(f) ∩ Pf is contained in finitely many Julia compo-
nents and P ′

f contains attracting cycles. Then f admits finitely many non-
annular type renormalizations (fpi , Ui, Vi), i ∈ Λ (Λ is a finite index set) which
satisfy

1. For every i ∈ Λ, Vi contains no attracting cycles of f in P ′
f .

2. The Julia set J(f) has zero Lebesgue measure (resp. carries no in-
variant line fields) if and only if for each i ∈ Λ, J(fpi|Ui

) has zero Lebesgue
measure (resp. carries no invariant line fields).

Remark 6.9.2. Theorem 6.9.2 also holds when f is a rational-like map.

The proof is based on the following ([McM1]):

Theorem 6.9.3. (Ergodic or attracting) Let f be a rational map of degree
at least two, then either

• J(f) = C and the action of f on C is ergodic, or
• the spherical distance d(fn(z), Pf ) → 0 for almost every z ∈ J(f) as

n→∞.

Proof of Theorem 6.9.2. Let A(f) be the union of all attracting cycles of f in
P ′

f . For each point z ∈ A(f), there is a disk neighborhood Uz of z such that
1. ∂Uz is a quasicircle, and ∂Uz ∩ Pf = ∅.
2. f−1(C− ∪z∈A(f)Uz) is contained in the interior of C− ∪z∈A(f)Uz.
Let S0 = C− ∪z∈A(f)Uz, P = Pf . For n ≥ 1, we define the surface puzzle

Sn inductively in the following way:

Sn = H ◦ f−1(Sn−1) = · · · = (H ◦ f−1)n(S0).

Since J(f) ∩ Pf is contained in finitely many Julia components, the same
proof as Lemma 6.5.1 yields that when n is large enough, Sn is of constant
complexity. We set S = Sn for such large n and E = f−1(S). Let SD,SA,SC

be the union of all disk pieces, annular pieces and complex pieces of S, re-
spectively.

If SC = ∅, then each S-piece is either of disk type or of annular type.
In this case, Pf ∩ J(f) is a finite set. This implies that the map f has
neither indifferent cycles nor rotation domains. So the orbit of every point
z ∈ Pf ∩ J(f) meets a repelling cycle. It follows that the Julia set J(f) has
Lebesgue measure zero. The conclusion follows if we set Λ = ∅.
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If SC 6= ∅, then each SC-piece is eventually periodic under the map f∗. We
list all f∗-periodic cycles of SC-pieces in the following:

Sν 7→ f∗(Sν) 7→ · · · 7→ fpν−1
∗ (Sν) 7→ fpν

∗ (Sν) = Sν , 1 ≤ ν ≤ n,

where n is the number of f∗-periodic cycles, Sν is a representative in the ν-th
cycle and pν is the period of the piece Sν . For i ∈ [1, n], let Vi = Si, and Ui be
the unique component of f−pi(Si) that is parallel to Vi (Recall that ‘parallel’
means each component of Vi−Ui is either a disk containing at most one point
in P , or an annulus in C − P containing a boundary curve of Vi). Then
(fpi , Ui, Vi), i ∈ [1, n] are the renormalizations of f . (To see this, one should
prove that deg(fpi|Ui

) ≥ 2, this follows from the fact λ(∂(Vi), f
pi|Ui

) < 1, with
the same argument as Lemma 6.2.4.)

We claim that
The Lebesgue measure of J(f) is zero if and only if for each i ∈ [1, n], the

Lebesgue measure of J(fpi|Ui
) is zero.

Let EC be the collection of all E-pieces that are parallel to the SC-pieces.
EAD = {D;D is an E-piece contained in SA ∪ SD ∪ (SC − ∪E∈EC

E)}. Each
element E ∈ EAD contains at most one point in the postcritical set Pf . Let
E = EC ∪ EAD. For each E ∈ E , the boundary of E is contained in the Fatou
set F (f).

Notice that J(f) ⊂
⋂

k≥0 f
−k(∪E∈EE), we can define an itinerary map by:

iter :

{
J(f) → EN,

z 7→ (E0(z), E1(z), E2(z), · · · ).

where Ek(z) is the unique element in E that contains fk(z).
For simplicity, we denote Ji = J(fpi|Ui

) for i ∈ [1, n]. Given a point
z ∈ J(f) with itinerary iter(z) = (E0(z), E1(z), E2(z), · · · ), one can verify
that z ∈

⋃
k≥0 f

−k(J1∪· · ·∪Jn) if and only if there is an integer N (depending
on z) such that for all k ≥ N , Ek(z) ∈ EC . Moreover,

⋃
k≥0 f

−k(J1 ∪ · · · ∪ Jn)

contains all possible parabolic cycles, Cremer cycles and the boundaries of
rotation domains, together with their preimages.

This implies that if z ∈ J(f) −
⋃

k≥0 f
−k(J1 ∪ · · · ∪ Jn), then there exists

a sequence of integers {nj; j ≥ 1} such that Enj
∈ EAD for all j ≥ 0. We

consider the sequence {Fj(z); j ≥ 1}, where Fj(z) = Enj
(z). It contains a

subsequence {Fji
(z); i ≥ 1} that satisfies either of the following three cases:

1. Fji
(z) ∩ Pf = ∅ for all i ≥ 1.

2. For all i ≥ 1, Fji
(z) ∩ Pf 6= ∅ and Fji

(z) contains a point in Pf which
is contained either in the Fatou set or in the grand orbit of a repelling cycle.

3. For all i ≥ 1, Fji
(z) ∩ Pf 6= ∅ and Fji

(z) contains a point in Pf whose
orbit accumulates at P ′

f ∩ J(f).
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In the first two cases, one may easily check that lim sup d(fn(z), Pf ) > 0.
In the last case, the set {Fji

(z); i ≥ 1} can be rewritten as {E1, · · · , Em},
which is a finite subset of EAD. Since each Ek is contained either in a disk
component of SC − ∪E∈EC

E or in a SD-piece, there is an integer M > 0 such
that f−M(E1∪· · ·∪Em)∩Pf = ∅. If lim sup d(fn(z), Pf ) = 0, then there exists
a sequence of integers {`j} such that d(f `j(z), (E1 ∪ · · · ∪ Em) ∩ Pf ) → 0 as
j →∞. It follows that f `j−M(z) ∈ f−M(E1∪· · ·∪Em) for all large j. Since the
boundary of each component of f−M(E1∪· · ·∪Em) is contained in the Fatou set
F (f), there is an integer ε(z) > 0 such that d(f `j−M(z), Pf ) ≥ ε(z) for all large
j, which is contradiction. So in this case, we also have lim sup d(fn(z), Pf ) > 0.

Thus, for any z ∈ J(f)− ∪k≥0f
−k(J1 ∪ · · · ∪ Jn), we have

lim sup d(fn(z), Pf ) > 0.

It follows from Theorem 6.9.3 that the Lebesgue measure of J(f) −
∪k≥0f

−k(J1 ∪ · · · ∪ Jn) is zero. This means Leb(J(f)) = 0 if and only if
for each k ∈ Λ, Leb(Jk) = 0.

Now we set Λ as the indices i ∈ {1, ..., n} such that the renormalization
(fpi , Ui, Vi) is not of annular type.

1. Notice that the Julia set of an annular type renormalization is a quasi-
circle, whose Lebesgue measure is zero. It follows that Leb(J(f)) = 0 if and
only if for each k ∈ Λ, Leb(Jk) = 0.

2. Suppose that J(f) carries an invariant line field. That is, there is a
measurable Beltrami differential µ supported on a positive measure subset E
of J(f) such that f ∗µ = µ a.e, and |µ| = 1 on E. Let µk = µ|Jk

for k ∈ Λ.
It follows from 1 that there exists ` ∈ Λ such that Leb(J` ∩ E) > 0, then
µ` is an invariant line field for fp` |U`

since (fp` |U`
)∗µ` = µ`. On the other

hand, suppose that µ` is an invariant line field for fp` |U`
, then the Beltrami

differential defined by µ = (fk)∗µ` on f−k(J`), k ≥ 1 is an invariant line field
for f . �

Remark 6.9.3. (Hyperbolic rational maps) It follows from Theorem 6.9.1
and Theorem 6.9.2 that: For every hyperbolic rational map f , either

• each Julia component is a single point or a quasicircle, or
• It admits finitely many rational maps f1, · · · , fn as renormalizations,

and for each 1 ≤ i ≤ n, 3 ≤ #Pfi
<∞.

Let f be a rational map of degree d that satisfies the condition of Theorem
6.9.2. Here is a question concerning the number #Λ of non annular type
renormalizations of f , posed by Cui Guizhen and Tan Lei:

Question 6.9.1. (Cui-Tan) Is there a constant C = C(d) depending on d,
such that #Λ ≤ C(d)?
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The answer is yes if f is a polynomial. In fact, we can take C(d) = d− 1

in the polynomial case. However, for general rational maps, we don’t know
much.

6.9.3 Herman-Siegel renormalization

In [Sh1], Shishikura developed a surgery which transfers a rational map with
Herman rings into finitely many rational maps with Siegel disks. These re-
sulting maps can be considered as the renormalizations of the original map.
However, we will see in the following that this kind of renormalization does
not fit our definition in Section 6.9.2.

To begin with, we restate the ‘Herman-Siegel surgery’ following Shishikura.
Let f be a rational map with Herman rings. For our purpose, we assume that
Pf ∩ J(f) is contained in finitely many Julia components (This assumption
enables us to obtain a stable multicurve).

Let A be the collection of all Herman rings of f . For each A ∈ A, we
choose an analytic curve γA ⊂ A such that γA ∩ Pf = ∅ and f(γA) = γf(A).
Let Γ0 = {γA;A ∈ A}, P = Pf ∪∪A∈AA. By the same argument as in Lemma
6.2.1, we can use Γ0 to generate a (f, P )-stable multicurve Γ such that:

1. For any γ ∈ Γ, f(γ) ∈ Γ ∪ Γ0.
2. Γ represents all homotopy classes of non-peripheral curves of

∪k≥1f
−k(Γ0)− Γ0 in C− P .

Here, we follow the notations in Section 6.2. Recall that S is the set of all
closures of connected components of C−∪(Γ∪Γ0), E is the set of all closures
of connected components of C − ∪f−1(Γ ∪ Γ0). For each S ∈ S, let ES ∈ E
be the unique E-piece that is parallel to S. We define a map f∗ : S → S
by f∗(S) = f(ES). Since there are finitely many S-pieces, every S-piece is
eventually periodic under the map f∗.

We list all periodic cycles of S-pieces in the following:

Sν 7→ f∗(Sν) 7→ · · · 7→ fpν−1
∗ (Sν) 7→ fpν

∗ (Sν) = Sν , 1 ≤ ν ≤ n,

where Sν is a representative of the ν-th cycle and pν is the period of Sν .
For i ∈ [1, n], let Vi = Si and Ui be the unique component of f−pi(Si) that

is contained in Si and parallel to Si. The triple (fpi , Ui, Vi) can be considered
as a renormalization of f . In general, Ui is not contained in the interior of Vi

(For example, if there is a boundary curve γ ∈ ∂(Vi) such that γ ∈ Γ0, then γ
is necessarily a boundary curve of Ui). For this reason, we call (fpi , Ui, Vi) a
Herman-Siegel (HS for short) renormalization of f .

We should show that deg(fpi|Ui
) ≥ 2 for all i ∈ [1, n]. If deg(fpi|Ui

) = 1

for some i ∈ [1, n], then #∂(Ui) = #∂(Vi). There are two possibilities:



176
CHAPTER 6. DECOMPOSITION THEOREM AND THURSTON-TYPE

THEOREMS

a). ∂(Vi)−Γ0 6= ∅. In this case, for each curve γ ∈ ∂(Vi)−Γ0, (fpi|Ui
)−1(γ)

is a curve in ∂(Ui)− Γ0. Conversely, each curve α ∈ ∂(Ui)− Γ0 is homotopic
to a curve in ∂(Vi) − Γ0. Thus ∂(Vi) − Γ0 contains a Levy cycle of fpi . But
this contradicts Theorem 6.4.2.

b). ∂(Vi) − Γ0 = ∅. In this case, Ui = Vi and f(Ui) = Ui. This implies
that Ui is contained in the Fatou set of f , which is again a contradiction.

So in either case, deg(fpi|Ui
) ≥ 2.

The filled Julia set of the HS renormalization (fpi , Ui, Vi) is defined by
K(fpi|Ui

) =
⋂

k≥0(f
pi|Ui

)−k(Ui), and the Julia set is defined by J(fpi|Ui
) =

K(fpi|Ui
) ∩ J(f) (Notice that ∂K(fpi|Ui

) is not a reasonable definition of the
Julia set because ∂K(fpi|Ui

) may contain a curve in the Herman ring of f).
One may check that K(fpi|Ui

) is connected. Moreover, if ∂(Vi)∩Γ0 = ∅, then
K(fpi|Ui

) is contained in the interior of Vi and J(fpi|Ui
) = ∂K(fpi|Ui

).
We say (fpi , Ui, Vi) is hybrid equivalent to a rational map R, if there is

a qusiconformal map φ defined in a neighborhood N of K(fpi|Ui
) such that

N ⊂ Ui, ∂φ = 0 on K(fpi|Ui
) and φ ◦ fpi|N = R ◦ φ. Notice that ∂N may

intersect with ∂K(fpi|Ui
).

Theorem 6.9.4. (HS Renormalization) Let f be a rational map with Her-
man rings, assume that Pf ∩ J(f) is contained in finitely many Julia compo-
nents. Let (fpi , Ui, Vi), i ∈ [1, n] be all the HS renormalizations defined as
above. Then

1. For each i ∈ [1, n], the HS renormalization (fpi , Ui, Vi) is hybrid equiv-
alent to a rational map Ri of degree deg(fpi|Ui

) which is postcritically finite
outside φ(K(fpi|Ui

)). Here φ is the hybrid conjugacy. Such Ri is unique up
to Möbius conjugation.

2. The Julia set J(f) has zero Lebesgue measure (resp. carries no invari-
ant line fields) if and only if for each i ∈ [1, n], the Julia set J(fpi|Ui

) has zero
Lebesgue measure(resp. carries no invariant line fields).

The proof of the first statement follows from the same line as Theorem
6.9.1, the proof of the second statement is essentially the same as the proof of
Theorem 6.9.2. We omit the details here.

6.9.4 Q.c-equivalence vs Möbius conjugation

Lemma 6.9.1. (Q.c-equivalence implies q.c-conjugacy) Let (f, P ) and
(g,Q) be two non-parabolic rational maps, and J(f) 6= C. If (f, P ) and (g,Q)

are q.c-equivalent via a pair of q.c maps (φ0, φ1), then they are q.c conjugate.
That is, there is a quasiconformal map φ, holomorphic in the Fatou set F (f),
such that φf = gφ.
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Proof. By the definition of q.c-equivalence, φ0 and φ1 are holomorphic and
identical in the union of all rotation domains R of f (if any) and a neighbor-
hood NA of all attracting cycles in P ′

f (if any).
If f has a superattracting cycle 〈z0, z1, · · · , zp−1〉 ⊂ Pf − P ′

f , then we can
modify φ0 and φ1 such that they are holomorphic and identical near these
superattracting cycles. The modification is as follows:

First, notice that for any ζ ∈ 〈z0, z1, · · · , zp−1〉, φ0(ζ)(= φ1(ζ)) is a super-
attracting point of g. We can choose a neighborhood Uζ of ζ (resp. Vφ0(ζ) of
φ0(ζ)), a Böttcher coordinate Bf

ζ : Uζ → D (resp. Bg
φ0(ζ) : Vφ0(ζ) → D), such

that the following diagram commutes:

Uζ

Bf
ζ //

f
��

D

z 7→z
dζ

��

Vφ0(ζ)

Bg
φ0(ζ)oo

g

��
Uf(ζ)

Bf
f(ζ)

// D Vφ0(f(ζ))
Bg

φ0(f(ζ))

oo

where dζ is the local degree of f at ζ. By a suitable choice of the neighborhoods
Uζ and a suitable choice of the Böttcher coordinates, we can modify φ0, φ1

such that φ0|Uζ
= φ1|Uζ

= (Bg
φ0(ζ))

−1 ◦ Bf
ζ . A suitable modification elsewhere

guarantees φ0f = gφ1.
In this way, φ0 and φ1 can be made holomorphic in a neighborhood NSA of

all superattracting cycles in Pf − P ′
f (if any). Then we construct a sequence

of q.c maps {φn;n ≥ 0} by φnf = gφn+1 so that φn is isotopic to φn+1

rel f−n(P ∪ NA ∪ NSA). The sequence φn has a unique limit φ, which is
holomorphic in ∪n≥0f

−n(R ∪NA ∪NSA) = F (f), as required.

Lemma 6.9.2. Suppose that the non-parabolic map (f, P ) is q.c-equivalent to
a rational map (R,Q) with J(R) 6= C . Then the rational realization (R,Q)

is unique up to Möbius conjugation if and only if J(R) carries no invariant
line field.

Proof. It’s obvious that if J(R) carries an invariant line field, then the rational
realization (R,Q) is not unique up to Möbius conjugation. Conversely, let
(R1, Q1) be another rational realization of (f, P ). Then it follows from Lemma
6.9.1 that (R,Q) and (R1, Q1) are q.c conjugate via some q.c map φ, which is
holomorphic in F (R). This implies R∗µφ = µφ on J(R). Since J(R) carries
no invariant line field, µφ = 0 almost everywhere on C. This implies that φ is
a Möbius transformation.

Proof of the analytic part of Theorem 6.1.2. It follows from Theorem 6.9.2
Theorem 6.9.4 and Lemma 6.9.2. �
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Q.c-equivalence is a special case of c-equivalence. It follows that the rigid-
ity of c-equivalence always implies the rigidity of q.c-equivalence.On the other
hand, c-equivalences between two non-parabolic rational maps without rota-
tion domains can always be promoted to q.c-equivalences, this is because the
pair of c-equivalences are holomorphic in a neighborhood of all attracting cy-
cles. For two non-parabolic rational maps with Siegel disks, to the author’s
knowledge, whether the promotion works depends on the boundary regularity
of the Siegel disks.

It’s known from Gaofei Zhang [Zh1] that the boundary of every bounded
type Siegel disk of a rational map must be a quasicircle containing at least
one critical point.

In [Zh2], Zhang showed that given a rational map R with a fixed Siegel disk
and postcritically finite outside this Siegel disk, then the Lebesgue measure
of the Julia set J(R) is zero. He told the author that his method also works
for more general case:

Given a rational map R with Siegel disks, all with bounded type rotation
numbers and postcritically finite outside these Siegel disks, then the Julia set
J(R) has zero Lebesgue measure.

Based on Zhang’s Theorems and Theorems 6.9.4, we have

Theorem 6.9.5. (Rigidity) Let (f, P ) be a non-parabolic rational map with
rotation domains(i.e. Siegel disk or Herman ring), and the rotation number
of each rotation domain is of bounded type, then the Lebesgue measure of the
Julia set J(f) is zero. Thus if two such rational maps are c-equivalent, then
they are conformally conjugate.

6.10 Applications

Besides of the independent interest, Theorem 6.1.2 enables us to extend
Thurston’s Theorem beyond postcritically finite cases, and give characteri-
zations of hyperbolic rational maps, and rational maps with rotation domains
(Siegel disks and Herman rings).

6.10.1 Characterization of hyperbolic rational maps

Theorem 6.10.1. (Cui-Tan [CT1], Jiang-Zhang [JZ]) Let (f, P ) be a
non-parabolic map without rotation domains. Then (f, P ) is c-equivalent to a
rational map (R,Q) if and only if (f, P ) has no Thurston obstructions. The
rational map (R,Q) is unique up to Möbius conjugation.
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Remark 6.10.1. In fact, the family of non-parabolic rational maps without
rotation domains is slightly larger than the family of hyperbolic rational maps.
It is conjectured to be dense in the parameter space.

Proof. The proof here in fact follows from Cui-Tan’s original one [CT1]. If
(f, P ) is a disk covering or annular covering, then the proof is done by The-
orem 6.6.5 and Theorem 6.7.2. Else, by the Decomposition Theorem, (f, P )

admits finitely many decompositions (hk, Pk), k ∈ [1, n] along some stable
multicurve Γ. Since (f, P ) has no rotation domains, all of these resulting
maps are Thurston maps. If (f, P ) has no Thurston obstructions, then each
resulting map has no Thurston obstructions and the signature of its orbifold
is not (2, 2, 2, 2) (Lemma 6.2.4). By Marked Thurston Theorem, all (hk, Pk)

have rational realizations, so does (f, P ). The uniqueness of the rational re-
alization of (f, P ) follows from Lemma 6.9.2 the fact that any such rational
realization has a Julia set of zero Lebesgue measure.

6.10.2 Characterization of rational maps with Siegel
disks

For rational maps with Siegel disks, Zhang [Zh2] proved the following:

Theorem 6.10.2. (Zhang) Let (f, P ) be a non-parabolic map, with only one
rotation disk cycle which is of period one and has rotation number of bounded
type, and without rotation annulus. Then (f, P ) is c-equivalent to a rational
map (R,Q) if and only if (f, P ) has no Thurston obstructions. Moreover, the
Lebesgue measure of the Julia set J(R) is zero, and (R,Q) is unique up to
Möbius conjugation.

Zhang’s Theorem requires that the non-parabolic map has only one rota-
tion disk, and it is postcritically finite outside the rotation disk. It’s possible
to generalize Zhang’s Theorem to a more general setting without the assump-
tions of

• the postcritical finiteness outside the rotation disks, and
• the number of rotation disk cycles.
But for compensation, we usually need a separate condition for these ro-

tation disks.
For a non-parabolic map (f, P ) with nA(f) > 0, let A be the union of all

attracting cycles. The filled Julia set Kf of f is defined by

Kf = {z ∈ C; lim sup d(fn(z),A) > 0},

where d(·, ·) is the spherical distance. Kf is a compact subset of C.



180
CHAPTER 6. DECOMPOSITION THEOREM AND THURSTON-TYPE

THEOREMS

Theorem 6.10.3. Let (f, P ) be a non-parabolic map, with nA(f) >

0, nRD(f) > 0 and nRA(f) = 0. Suppose that the rotation numbers of all
rotation disk cycles are of bounded type, and all rotation disks are contained
in different components of the filled Julia set Kf . Then (f, P ) is c-equivalent
to a rational map (R,Q) if and only if (f, P ) has no Thurston obstructions.
Moreover, the Lebesgue measure of the Julia set J(R) is zero, and (R,Q) is
unique up to Möbius conjugation.

Proof. By the Decomposition Theorem, (f, P ) admits finitely many decom-
positions (hk, Pk), k ∈ [1, n]. Since different rotation disks are contained in
different components of the filled Julia set Kf , each resulting Siegel map has
only one rotation disk cycle, of period one and with bounded type rotation
number (Thus the number of these Siegel maps is nRD(f)). Then the conclu-
sion follows from the Decomposition Theorem, Thurston’s Theorem, Zhang’s
Theorem and Theorem 6.9.2.

6.10.3 Characterization of rational maps with Herman
rings

As another application, we can give a characterization of a class of rational
maps with Herman rings, as follows:

Theorem 6.10.4. Let (f, P ) be a non-parabolic map, with only one rotation
annulus cycle which is of period one and has rotation number of bounded
type, and without rotation disks. Then (f, P ) is c-equivalent to a rational
map (R,Q) if and only if (f, P ) has no Thurston obstructions. Moreover, the
Lebesgue measure of the Julia set J(R) is zero, and (R,Q) is unique up to
Möbius conjugation.

Proof. By the decomposition procedure, (f, P ) admits finitely many decom-
positions (hk, Pk), k ∈ [1, n]. Two are Siegel maps and the rest are Thurston
maps. The theorem follows from the Decomposition Theorem, Thurston’s
Theorem, Zhang’s Theorem and Theorem 6.9.4.

We can further generalize Thurston’s Theorem to rational maps with many
Herman ring cycles but satisfying ‘sperate configuration’.

Let (f, P ) be a Herman map, A be the collection of all rotation annuli of
f . For each A ∈ A, we associate an analytic curve γA such that γA ∩ Pf = ∅
and f(γA) = γf(A). Let Γf = {γA;A ∈ A}. We call Γf a (f, P )-invariant
curve system.
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Definition 6.10.1. (Sperate configuration) We say that a Herman map
(f, P ) satisfies ‘sperate configuration’, if there is a (f, P )-invariant curve sys-
tem Γf such that for any two different rotation annuli Aα and Aβ, there is a
curve γαβ ∈ ∪k≥1f

−k(Γf ) that separates Aα and Aβ.

Theorem 6.10.5. Let (f, P ) be a Herman map without rotation disk cycle
and the rotation numbers of all rotation annuli cycles are of bounded type.
Suppose (f, P ) satisfies sperate configuration. Then (f, P ) is c-equivalent to
a rational map (R,Q) if and only if (f, P ) has no Thurston obstructions.
Moreover, the Lebesgue measure of the Julia set J(R) is zero, and (R,Q) is
unique up to Möbius conjugation.

Proof. By the decomposition procedure, (f, P ) admits finitely many decompo-
sitions (hk, Pk), k ∈ [1, n]. The sperate configuration implies that each Siegel
map has only one rotation disk cycle, of period one and with bounded type ro-
tation number. The theorem then follows from the Decomposition Theorem,
Marked Thurston Theorem, Zhang’s Theorem and Theorem 6.9.4.

6.11 No Thurston obstructions vs rational real-
ization

In this section, we will exhibit many examples of non-parabolic maps which
have no Thurston obstructions but are not c-equivalent to rational maps. By
Theorem 6.10.1, such non-parabolic map necessarily has at least one cycle of
rotation domain. We first construct a Siegel map by mating two quadratic
Siegel polynomials and show that it has no Thurston obstructions but is not
c-equivalent to a rational map. Then we will use it to construct more such
non-parabolic maps by surgery.

We begin with the definition of the mating of two quadratic polynomials.
The notations here follow from [YaZ]. Let c© denote the complex plane C
compactified by adjoining a circle of directions at infinity {∞ · e2πit; t ∈ R/Z}
with the natural topology. Each fi = z2 + ci extends continuously to a copy
of c©i, acting as the squaring map z 7→ z2 on the circle at infinity. Gluing
the disks c©i together via the equivalence relation ∼∞ identifying the point
∞ · e2πit ∈ c©1 with ∞ · e−2πit ∈ c©2, we obtain a 2-sphere ( c©1 t c©2)/ ∼∞.
The well-defined map f1 t f2 on this sphere given by fi on c©i is a degree 2
branched covering of the sphere with an invariant equator. We shall refer to
this map as the formal mating of f1 and f2.

For any quadratic polynomial z 7→ e2πiθz + z2, we can conjugate it to the
normal form

fθ(z) = z2 + cθ, cθ =
e2πiθ

2

(
1− e2πiθ

2

)
.
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We may assume that θ is an irrational number of bounded type. It’s known
that fθ has a Siegel disk whose boundary is a quasicircle containing the critical
point 0. The mating f = fθ t f−θ is a Siegel map. Let Dθ and D−θ be two
rotation disks of f , where Dθ (resp. D−θ ) inherits the complex structure of
the Siegel disk of fθ (resp. f−θ).

Lemma 6.11.1. The Siegel map (f, P ) := (fθ t f−θ, Dθ ∪ D−θ) has no
Thurston obstructions but is not c-equivalent to a rational map.

Remark 6.11.1. One the other hand, given two irrational numbers θ1 and θ2

of bounded type, with θ1 + θ2 6= 0 mod Z, Yampolsky and Zakeri [YaZ] proved
that the mating fθ1 t fθ2 is c-equivalent to a unique quadratic rational map up
to Möbius conjugation.

Proof. Let Γ be a (f, P )-stable multicurve. If Γ is non-empty, then Γ necessar-
ily consists of one curve γ ⊂ C−Dθ ∪D−θ. Consider the annulus A bounded
by γ and the boundary of the rotation disk Dθ. The preimage f−1(A) is an
annulus B, and deg(f : B → A) = 2. One boundary curve of B is a figure
eight curve while the other boundary curve δ of B is the preimage of γ, and
deg(f : δ → γ) = 2. Since δ is homotopic to γ in C − P , we have that
λ(Γ, f) = 1

2
. Thus (f, P ) has no Thurston obstructions.

If (f, P ) is c-equivalent to a rational map, say (R,Q). Then (R,Q) has
three fixed points. Two fixed points are the centers of Siegel disks, with
multipliers e2πiθ and e−2πiθ. The third fixed point is necessarily a repelling
fixed point, since a quadratic rational map has at most two non-repelling
cycles. We denote the multiplier of the repelling fixed point by λ. Then by
holomorphic index formula ([M1]),

1

1− e2πiθ
+

1

1− e−2πiθ
+

1

1− λ
= 1.

It follows that λ = ∞, which is a contradiction.

In the following, we will use the Siegel map (fθtf−θ, Dθ∪D−θ) to produce
more non-parabolic maps without Thurston obstructions but not c-equivalent
to rational maps.

Theorem 6.11.1. Given nonnegative integers nA, nRD, nRA, d satisfying

nA + nRD + 2nRA ≤ 2d− 2, 1 ≤ nRA ≤ d− 2, nRD + nRA ≥ 2.

There exists a non-parabolic map (f, P ) of degree d, such that
1. nA(f) = nA, nRD(f) = nRD, nRA(f) = nRA, and the rotation number of

each rotation cycle is of bounded type.
2. (f, P ) has no Thurston obstructions.
3. (f, P ) is not c-equivalent to a rational map.
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The idea of the proof of Theorem 6.11.1 is to glue some well-chosen rational
maps with the Siegel map (f, P ) defined as in Lemma 6.11.1. To obtain these
rational maps as candidates, we need a result of Shishikura ([Sh1]):

Theorem 6.11.2. (Shishikura) Given nonnegative integers nAB, nPB, nSD,
nHR, ncremer and d satisfying

nAB + nPB + nSD + 2nHR + ncremer ≤ 2d− 2, nHR ≤ d− 2,

there exists a rational function f of degree d, such that the numbers of at-
tracting cycles, parabolic cycles, Siegel disk cycles, Herman ring cycles and
Cremer cycles are nAB, nPB, nSD, nHR and ncremer, respectively.

Proof of Theorem 6.11.1
We first consider the case nRD ≥ 1. Then Shishikura’s Theorem and qua-

siconformal surgery guarantee the existence of a non-parabolic rational map
g with (nA(g), nRD(g), nRA(g), deg(g)) = (nA, nRD, nRA − 1, d− 1). Choose a
Siegel disk cycle D0 7→ D1 7→ · · · 7→ Dp = D0 of g. For each Di we choose an
analytic curve γi ⊂ Di such that g(γi) = γi+1 and the disk ∆i ⊂ Di bounded
by γi contains at most one point in the postcritical set Pg (Notice that the
only possible point in ∆i ∩ Pg is necessarily the center of the Siegel disk Di).
Let θ be the rotation number of the Siegel disks cycle.

We consider the Siegel map (Sθ, Pθ) := (fθtf−θ, Dθ∪D−θ). We can view it
as the composition of p maps Sθ = fp−1◦· · ·◦f0 with fi : Ci → Ci+1, 0 ≤ 1 ≤ p

and f0 = Sθ, f1 = · · · = fp−1 = id,Cp = C0. Let δ0 be a Sθ-invariant curve in
D−θ and δi = fi ◦ · · · ◦ f0(δ0) for 1 ≤ i ≤ p− 1. We cut ∆0 ∪ · · · ∪∆p−1 off for
g and cut the disk Ui ⊂ fi ◦ · · · ◦ f0(D−θ) bounded by δi for fi, 0 ≤ i ≤ p− 1.
Then we glue each fi|Ci−Ui

with g|C−∆0∪···∪∆p−1
along the boundary curves δi

and γi. We can assume that
a). The gluing procedure preserves the complex structure of the rotation

domains.
b). The center of the rotation disk fi ◦ · · · ◦ f0(D−θ) replace the center of

the Siegel disk Di.
In this way, we get a non-parabolic map f with

(nA(f), nRD(f), nRA(f), deg(f)) = (nA(g), nRD(g), nRA(g) + 1, deg(g) + 1) =

(nA, nRD, nRA, d), as required.
Now we consider the case nRD = 0. In this case, nRA ≥ 2. First, it follows

from Shishikura’s Theorem that there is a non-parabolic rational map g with

(nA(g), nRD(g), nRA(g), deg(g)) =

{
(nA, 1, nRA − 2, d− 2), if nA = 0, 1,

(nA − 1, 1, nRA − 2, d− 2), if nA ≥ 2.

Let θ be the rotation number of the Siegel disk cycle of g. We mate the Siegel
map (Sθ, Pθ) = (fθ t f−θ, Dθ ∪D−θ) with the quadratic Siegel polynomial f−θ
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in the following way: Cut the Sθ-fixed disk ∆θ b Dθ off for Sθ and cut the
f−θ-fixed disk Uθ b D−θ off for f−θ, then we glue Sθ|C−∆θ

and f−θ|C−Uθ
along

the boundary curves ∂∆θ and ∂Uθ. We get a Herman map (Hθ, Qθ). This
Herman map has one fixed rotation disk with rotation number −θ and one
rotation annulus with rotation number θ. Moreover, deg(Hθ) = deg(Sθ) +

deg(f−θ) − 1 = 3. By performing the same mating procedure as above, we
can mate (g, Pg) with (Hθ, Qθ) and obtain a non-parabolic map (f, P ) with
(nA(f), nRD(f), nRA(f), deg(f)) = (nA(g), nRD(g) + nRD(Hθ) − 2, nRA(g) +

nRA(Hθ) + 1, deg(g) + deg(Hθ) − 1) = (nA(g), 0, nRA, d). If nA = 0, 1, then
nA(g) = nA, then map (f, P ) is as required; if nA ≥ 2, then nA(f) = nA − 1.
In this case, notice that the superattracting fixed point ∞ of f−θ descends to
a ‘superattracting’ cycle of (f, P ), we can change this superattracting cycle
of (f, P ) to be locally holomorphic and attracting whose multiplier satisfies
0 < |λ| < 1 by quasiconformal surgery and get the required map.

To finish, we will show that in either case, (f, P ) has no Thurston obstruc-
tions but is not c-equivalent to a rational map. By Decomposition Theorem,
there is a (f, P )-stable multicurve Γ and finitely many Siegel maps or Thurston
maps (hk, Pk), k ∈ [1, n] whose combinatorics and rational realizations domi-
nate the original one. The construction of (f, P ) guarantees that

• The (f, P )-stable multicurve Γ is in fact a stable multicurve of
g|C−∆0∪···∪∆p−1

. So it follows from Marked McMullen Theorem that λ(Γ, f) =

λ(Γ, g) < 1.
• One of the resulting maps of (hk, Pk), k ∈ [1, n] is the Siegel map

(Sθ, Pθ) = (fθ t f−θ, Dθ ∪D−θ) while the rest resulting maps all have rational
realizations.

Then by the Decomposition Theorem, (f, P ) has no Thurston obstructions
but is not c-equivalent to a rational map.



Bibliography

[Ahl] L. V. Ahlfors. Lectures on quasiconformal mappings , volume 38 of
University Lecture Series, Amer. Math. Soc., 2006. (Cited on pages 40
and 90.)

[AY] M. Aspenberg and M. Yampolsky.Mating non-renormalisable quadratic
polynomials, Comm. Math. Phys. 287 (2009), 1-40. (Cited on page 33.)

[Ast] K. Astala. Area distortion of quasiconformal mappings. Acta Math,
173:37-60. (Cited on page 17.)

[BFH] B. Bielefield, Y. Fisher, J. H. Hubbard, The classification of critically
preperiodic polynomials as dynamical systems. Jour. Amer. Math. Soc.
5, 721-762 (1992) (Cited on pages 5 and 108.)

[BH] B. Branner and J. H. Hubbard, The iteration of cubic polynomials,
Acta Math. 169(1992), 229-325. (Cited on pages 2, 51, 80 and 93.)

[Bro] D. Brown, Thurston equivalence without postcritical finiteness for a
family of polynomial and exponential mappings. Manuscript (Cited on
pages 5 and 108.)

[BCT] X. Buff, G. Cui, L. Tan. Teichmüller spaces and holomorphic dynamics.
Handbook of Teichmüller theory, Vol. III, ed. Athanase Papadopoulos,
EMS, 2011. (Cited on page 112.)

[BE] X. Buff and A. Epstein. A parabolic Pommerenke-Levin-Yoccoz inequal-
ity. Fundamenta Mathematicae,72,(2002),249-289. (Cited on page 11.)

[CG] L. Carleson and T. Gamelin, Complex Dynamics, Springer-Verlag, New
York, 1993. (Cited on page 85.)

[CJY] L. Carleson, P. Jones, and J.-C. Yoccoz, Julia and John, Bol. Soc.
Brasil mat.(N.S.) 25(1994), 1-30. (Cited on pages 2, 51 and 91.)

[C] G. Cui. Dynamics of rational maps, topology, deformation and bifur-
cation. Preprint. 2002. (Cited on page 12.)

[CT1] G. Cui, L. Tan. A characterization of hyperbolic rational maps, Invent
math. DOI 10.1007/s00222-010-0281-8 (Cited on pages 5, 6, 12, 108,
112, 134, 146, 151, 153, 164, 166, 167, 178 and 179.)



186 BIBLIOGRAPHY

[CT2] G. Cui, L. Tan. Hyperbolic-parabolic deformations of rational maps.
Manuscript in preparation (Cited on pages 5 and 108.)

[CJ] G. Cui and Y. Jiang. Geometrically finite and semi-rational branched
coverings of the two-sphere, Trans. Amer. Math. Soc., to appear (Not
cited.)

[DDI] B. Derrida, L. De Seze, C. Itzykson. Fractal structure of zeros in hier-
archinal models, J. Stat. Phys. 33, 559-569 (1983). (Cited on pages 7
and 31.)

[D1] R. Devaney, Cantor Webs in the Parameter and Dynamical Planes of
Rational Maps, Fields Institute Communications, 53(2008), 105-123.
(Cited on pages 2, 51 and 100.)

[D2] R. Devaney, Intertwined Internal Rays in Julia Sets of Rational Maps,
Fund. Math. 206(2009), 139-159. (Cited on pages 2, 51, 58 and 61.)

[DK] R. Devaney and L. Keen, Complex Dynamics: Twenty Five Years After
the Appearance of the Mandelbrot Set. American Mathematical Society,
Contemporary Math 396, 2006. (Cited on pages 2, 3, 51 and 52.)

[DLU] R. Devaney, D. Look and D. Uminsky, The Escape Trichotomy for
Singularly Perturbed Rational Maps, Indiana University Mathematics
Journal 54(2005), 1621-1634. (Cited on pages 2, 51 and 55.)

[DS] T. C. Dinh and N. Sibony, Sur les endomorphisms holomorphes per-
mutables, Math. Annalen 324 (2002), 33-70. (Cited on page 24.)

[Dou1] A. Douady, Disques de Siegel et anneaux de Herman, Sém. Bourbaki
39 (1986¨C1987), 151¨C172. (Cited on page 86.)

[Dou2] A. Douady, Topological entropy of unimodal maps. In: Proceedings of
the NATO Adv. Study Inst. on Real and Complex Dynamical Systems.
NATO ASI Series, vol. 464 (1993) (Cited on page 5.)

[Dou3] A. Douady. Systèmes dynamiques holomorphes. Séminaire Bourbaki,
Volume 1982-83, exposé no. 599, Astérisque, 105-106, 1983, 39-63.
(Not cited.)

[DH1] A. Douady, J.H. Hubbard, A proof of Thurston’s topological character-
ization of rational functions. Acta Math. 171, 263-297 (1993) (Cited
on pages 5 and 107.)



BIBLIOGRAPHY 187

[DH2] A. Douady and J. H. Hubbard,Etude dynamique des polynômes com-
plexes, Publications mathématiques d’Orsay, 1984. (Cited on pages 2,
18, 36, 51 and 171.)

[DH3] A. Douady and J. H. Hubbard, On the dynamics of polynomial-like
mappings, Ann. Sci. École Norm. Sup. 18(1985), 287-343. (Cited on
pages 31 and 83.)

[Eps] A.L. Epstein,Transersality in holomorphic dynamics (Preliminary Ver-
sion). (Not cited.)

[Ere] A. Eremenko, Some functional equations connected with iteration of
rational functions, Algebra and Analysis 1 (1989), 102-116 (Russian).
Leningrad Math. J. 1 (1990), 905-919 (English). (Cited on page 24.)

[EL] A. Eremenko, M. Lyubich. The dynamics of analytic transformations,
Leningrad Math. J. 1, 563-634 (1990). (Cited on pages 7 and 31.)

[GJW] F. Gardiner, Y. Jiang, Z. Wang. Holomorphic motions and related
topics, Geometry of Riemann Surfaces, London Mathematical Society
Lecture Note Series, No. 368, 2010, 156-193 (Cited on page 17.)

[Gey1] L. Geyer, Linearizability of saturated polynomials, Preprint, 2004.
(Cited on page 86.)

[Gey2] L. Geyer, Sharp bounds for the valence of certain harmonic polyno-
mials. Proc. Amer. Math. Soc. 136 (2008), no. 2, 549-555. (Cited on
page 108.)

[G] S. Godillon, Construction de fractions rationnelles à dynamique pre-
scrite, Thesis, Université de Cergy-Pontoise, 2010. (Not cited.)

[F] O. Foster. Lectures on Riemann Surfaces. Springer-Verlag, New York,
Heidelberg, Berlin, 1981. (Cited on page 44.)

[GS] J. Graczyk and G. Swiatek, The Real Fatou Conjecture, Ann. of Math.
Studies 144, Princeton Univ. Press, Princeton, NJ (1998). (Cited on
pages 2 and 51.)

[HL] B. Hu, B. Lin. Yang-Lee zeros, Julia sets, and their singularity spectra,
Phys. Review A 39, 4789-4796 (1989). (Cited on page 48.)

[Hu] J. H. Hubbard, Local connectivity of Julia sets and bifurcation loci:
three theorems of J.-C. Yoccoz, in Topological Methods in Modern
Mathematics, 467-511 (L. R. Goldberg and A. V. Phillips, eds.), Pub-
lish or Perish Houston, TX, 1993. (Cited on pages 2, 51 and 80.)



188 BIBLIOGRAPHY

[HS] J.H. Hubbard, D. Schleicher, The spider algorithm, complex dynamical
systems. In: Devaney, R. (ed.) The Mathematics behind the Mandel-
brot and Julia Sets. Proceedings of Symposia in Applied Mathemat-
ics, vol. 49, pp. 155-180. AMS, Providence (1994) (Cited on pages 5
and 108.)

[HSS] J.H. Hubbard, D. Schleicher, M. Shishikura, Exponential Thurston
maps and limits of quadratic differentials. Jour. Amer. Math. Soc. 22,
77-117 (2009) (Cited on pages 5 and 108.)

[JZ] Y. Jiang, G. Zhang, Combinatorial characterization of sub-hyperbolic
rational maps. Adv. Math. 221, 1990-2018 (2009) (Cited on pages 5,
6, 108, 112 and 178.)

[KL] J. Kahn, M. Lyubich, Quasi-Additivity Law in Conformal Geometry.
Ann. Math. 169( 2009), 561-193. (Cited on page 14.)

[Kiwi] J. Kiwi, Real laminations and the topological dynamics of complex poly-
nomials. Adv. Math. 184(2), 207-267 (2004) (Cited on pages 2, 5, 51
and 108.)

[Ly] M. Lyubich, Dynamics of quadratic polynomials, I-II, Acta Math.
178(1997), 185-297. (Cited on pages 2 and 51.)

[LM] M. Lyubich and Y. Minsky, Laminations in holomorphic dynamics, J.
Differential Geom. 47(1997), 17-94. (Cited on page 104.)

[McM1] C. McMullen, Complex Dynamics and Renormalization, Ann. of
Math. Studies 135, Princeton Univ. Press, Princeton, NJ, 1994. (Cited
on pages 5, 7, 18, 23, 24, 27, 28, 49, 86, 108, 129 and 172.)

[McM2] C. McMullen. The Mandelbrot set is universal. In: The Mandelbrot
set, Theme and Variations, edited by Tan Lei, 1-17, London Math. Soc.
Lecture Note Ser., No 274, Cambridge University Press, Cambridge,
2000. (Cited on page 32.)

[McM3] C. McMullen. Automorphisms of rational maps. In Holomorphic
Functions and Moduli I, pages 31-60. Springer-Verlag, 1988. (Cited
on page 53.)

[M1] J. Milnor, Dynamics in One Complex Variable, Vieweg, 1999, 2nd
edition, 2000. (Cited on pages 2, 27, 97, 103, 109 and 182.)



BIBLIOGRAPHY 189

[M2] J. Milnor, Local Connectivity of Julia Sets: Expository Lectures, in
The Mandelbrot Set, Theme and Variations (Tan Lei, ed.), London
Math. Soc. Lecture Note Series 274, 67-116, Cambridge Univ. Press,
Cambridge, 2000. (Cited on pages 2, 3, 51, 52, 78, 80 and 93.)

[M3] J. Milnor, On Lattes maps, in Dynamics on the Riemann sphere: A
Bodil Branner Festschrift, Eds. P.G. Hjorth and C.L. Peterson, Euro-
pean Mathematical Society, 2006, 9-43. (Cited on page 24.)

[MT] J. Milnor and W. Thurston, On iterated maps of the interval, in Dy-
namical systems (College Park, MD, 1986-87), 465-563, Lecture Notes
in Math., 1342, Springer, Berlin, 1988. (Cited on page 108.)

[O] A. Osbaldestin. 1/s-expansion for generalized dimensions in a hierar-
chical s-state Potts model. J. Phys. A 28, 5951-5962 (1995). (Cited on
pages 7, 31 and 48.)

[P] C. L. Petersen, Local connectivity of some Julia sets containing a circle
with an irrational rotation, Acta Math. 177(1996), 163-224. (Cited on
pages 5 and 108.)

[Pi] K. Pilgrim, Combinations of Complex Dynamical Systems. Lecture
Notes in Mathematics, vol. 1827. Springer, Berlin (2003). (Not cited.)

[PT1] K. Pilgrim, L. Tan, Combining rational maps and controlling obstruc-
tions. Erg. Th. and Dyn. Sys. 18(1), 221-245 (1998) 27. (Cited on
pages 5 and 108.)

[PT2] K. Pilgrim, L. Tan, Rational maps with disconnected Julia set.
Astérisque 261, 349-384 (2000) 28. (Not cited.)

[PQRTY] W. Peng, W. Qiu, P. Roesch, L. Tan and Y. Yin,A tableau app-
proach of the KSS nest, Conformal geometry and dynamics(AMS elec-
tronic journal), 14(2010), 35-67. (Cited on page 80.)

[Poi] A. Poirier, On postcritically finite polynomials, part I: critical portraits.
Stony Brook IMS preprint 1993/5. math.DS/9305207 29. (Cited on
pages 5 and 108.)

[QG] J. Qiao, J. Gao. Jordan domain and Fatou set concerning diamond-like
hierarchical models, Nonlinearity, 40, 119-131(2007). (Cited on pages 7
and 31.)

[QL] J. Qiao, Y. Li. On connetivity of Julia sets of Yang-Lee zeros, Comm.
Math. Phys. 222,319-326 (2001). (Cited on pages 7, 31, 32 and 42.)



190 BIBLIOGRAPHY

[QY] W. Qiu and Y. Yin, Proof of the Branner-Hubbard conjecture on Can-
tor Julia sets, Science in China(Series A) 52(2009), 45-65. (Cited on
page 80.)

[Rees1] M. Rees, Realization of matings of polynomials as rational maps of
degree two. Manuscript (1986) (Cited on pages 5 and 108.)

[Rees2] M. Rees, Views of parameter space: topographer and resident,
Astérisque 288 (2003) (Cited on pages 5 and 108.)

[Rees3] M. Rees, Components of degree two hyperbolic rational maps. Invent.
Math., 100 (1990), 357-382. (Cited on page 33.)

[RvS] L. Rempe and S. van Strien, Absence of line fields and Mañé’s theorem
for non-recurrent transcendental functions. Trans. Amer. Math. Soc.
363 (2011) 203-228. (Cited on page 25.)

[Ritt] J. F. Ritt, Permutable rational functions, Trans. Amer. Math. Soc. 25
(1923), 398-448. (Cited on page 24.)

[Ro1] P. Roesch,On local connectivity for the Julia set of rational maps: New-
ton’s famous example, Ann. of Math. 168 (2008), 1-48. (Cited on
pages 2, 3, 4, 51, 53 and 80.)

[Ro2] P. Roesch. On capture zones for the family f(z) = z2 + λ/z2, in Dy-
namics on the Riemann sphere: A Bodil Branner Festschrift, Eds. P.G.
Hjorth and C.L. Peterson, European Mathematical Society, 2006, 121-
129. (Cited on page 36.)

[Ro3] P. Roesch. Topologie locale des méthodes de Newton cubiques. PhD
Thesis, Ecole normale supérieure de Lyon. 1997. (Cited on page 36.)

[RY] P. Roesch and Y. Yin, Bounded critical Fatou components are Jordan
domains, for polynomials. ArXiv 0909.4598v2. (Cited on page 80.)

[Ru] D. Ruelle, Repellers for real analytic maps. Erg. Th. & Dyn.
Sys(1982),2,99-107. (Cited on page 18.)

[Sh1] M. Shishikura, On the quasiconformal surgery of rational functions,
Ann. Sci. École Norm. Sup. 20(1987) 1-29. (Cited on pages 6, 85, 112,
114, 115, 175 and 183.)

[Sh2] M. Shishikura, Trees associated with the configuration of Herman rings,
Ergod. Th. Dynam. Sys. 9(1989), p.543-560. (Not cited.)



BIBLIOGRAPHY 191

[ST] M. Shishikura, L. Tan, A family of cubic rationalmaps and matings
of cubic polynomials. Exp. Math. 9, 29-53 (2000) (Cited on pages 5
and 108.)

[Slo] Z. Slodkowski. Holomorphic motions and polinomial hulls. Proc. Amer.
Math. Soc. 111, 347-355,1991. (Cited on pages 17, 46, 49 and 50.)

[Smi] S. Smirnov. Dimension of quasicircles. Acta Math. 205, 189-197(9),
2010. (Cited on pages 17 and 49.)

[Tan1] L. Tan, Matings of quadratic polynomials. Erg. Th and Dyn. Syst. 12,
589-620 (1992) (Cited on pages 5 and 108.)

[Tan2] L. Tan, Branched coverings and cubic Newton maps. Fund. Math.
154(3), 207-260 (Cited on pages 5 and 108.)

[TY] L. Tan and Y. Yin, Local connectivity of the Julia set for geometrically
finite rational maps, Science in China (Serie A) 39 (1996), 39-47. (Cited
on pages 2, 51, 98, 100 and 104.)

[T] V. Timorin. External boundary of M2, Proceedings of conference ded-
icated to Milnor’s 75th birthday, Proceedings of the Fields Institute
53 (2006), 225-267. (Cited on page 33.)

[W] X. Wang. Rational maps admitting meromorphic invariant line fields.
Bull. Aust. Math. Soc. (2009), 80: 454-461. (Cited on page 25.)

[WQY] X. Wang, W. Qiu, Y. Yin. Local connectivity of Julia set: McMullen
maps. Submitted. (Not cited.)

[WQYQG] X. Wang, W. Qiu, Y. Yin, J. Qiao, J. Gao. Connectivity of the
Mandelbrot set for the family of renormalization transformations. Sci
China Math. 2010, 53(3): 849-862. (Cited on page 33.)

[Wh] G. Whyburn, Analytic Topology, AMS Colloq. Publ. 28, 1942. (Cited
on page 104.)

[Yin] Y. Yin. On the Julia sets of quadratic rational maps. Complex vari-
ables. 18, 141-147,1992. (Cited on page 33.)

[YZ] Y. Yin and Y. Zhai, No invariant line fields on Cantor Julia sets,
Forum Math. 22(2010), 75-94. (Not cited.)

[YaZ] M. Yampolsky and S. Zakeri, Mating Siegel quadratic polynomials. J.
AMS. 14(1), 25-78. (Cited on pages 181 and 182.)



192 BIBLIOGRAPHY

[Yo] J.-C. Yoccoz, Petits diviseurs en dimension 1, Astérisque No. 231
(1995), 3-88. (Cited on page 86.)

[Zhai] Y. Zhai, Dynamics of rational maps with Cantor Julia sets, Thesis(in
Chinese), Zhejiang University. 2008 (Cited on page 14.)

[Zh1] G. Zhang, All bounded type Siegel disks of rational maps are quasi-
disks, Inventiones Mathematicae, pp. 1-46, 2011. (Cited on page 178.)

[Zh2] G. Zhang, Dynamics of Siegel rational maps with prescribed combina-
torics. arxiv:0811.3043v1. (Cited on pages 5, 6, 108, 112, 178 and 179.)


	Acknowledgement
	Main theorems
	Abstract
	Dynamics of McMullen maps
	Decomposition theorem and Thurston-type theorems
	Other topics

	Background materials
	Spherical derivative
	The modulus of an annulus
	Distortion Theorems
	Quasiconformal maps
	Holomorphic motion
	Extremal quasiconformal conjugacy

	On meromorphic invariant line fields
	Introduction
	Proof of the Main Theorem

	A Non-escape Locus
	Introduction
	Critical points and capture domains
	Proof of Theorem 4.1.1
	Proof of Theorem 4.1.2

	Dynamics of McMullen maps
	Introduction
	Preliminaries and Notations
	Cut Rays in the Dynamical Plane
	A Cantor set on the unit circle
	Cut rays

	Puzzles, Graphs and Tableaux
	The Yoccoz Puzzle
	Admissible graphs
	Modified puzzle piece
	Tableaux

	Renormalizations
	Periodic critical tableau implies renormalization
	Properties of renormalizations

	 A Criterion of Local Connectivity
	The boundary B is a Jordan curve
	No periodic critical tableau case
	Periodic critical tableau case
	Real case
	Local connectivity implies higher regularity
	Corollaries

	Local connectivity of the Julia set J(f)

	Decomposition Theorem and Thurston-type Theorems
	Introduction
	Decompositions of Herman maps
	Marked disk extension

	Combinatorial part
	Surgery part: Gluing holomorphic models
	Rational realizations can descend
	Promotion of rational realizations when =
	Promotion of rational realizations when =

	Decomposition part II
	The hole-filling operator
	Surface puzzle of constant complexity
	Marked disk extension

	Combinatorial part II
	Multicurves for repelling system
	Reduction of no Thurston obstructions

	Surgery part II
	Proof of Theorem 6.1.2, the first two parts
	Analytic part
	Rational-like maps
	Renormalizations of rational maps
	Herman-Siegel renormalization
	Q.c-equivalence vs Möbius conjugation

	Applications
	Characterization of hyperbolic rational maps
	Characterization of rational maps with Siegel disks
	Characterization of rational maps with Herman rings

	No Thurston obstructions vs rational realization

	Bibliography

