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Abstract

We investigate two combinatorial models for polynomial dynamics: Hubbard
trees and kneading sequences. We consider abstract versions of unicritical
and cubic Hubbard trees and study their interdependence with kneading
sequences. This gives structure to the set of Hubbard trees, from which we
derive results on the structure of the unicritical and cubic connectedness
loci.

The manuscript is divided into two parts. The first part is motivated
by the dynamics of unicritical polynomials pc : C → C, z 7→ zd + c, where
d ≥ 2 and c ∈ C. We show that (unicritical) Hubbard trees and (unicritical)
kneading sequences are two equivalent concepts. Indeed, we develop an al-
gorithm to construct a Hubbard tree from a given ⋆- or preperiodic kneading
sequence (a ⋆-periodic kneading sequence is a periodic sequence containing
the symbol ⋆). This yields a bijection between the set of (equivalence classes

of) Hubbard trees and the set Σ♯
d of ⋆- and preperiodic kneading sequences.

Furthermore, we give a characterization of admissible kneading sequences
in Σ♯

d, that is of kneading sequences that are generated by some unicritical
polynomial. First we give a topological criterion for Hubbard trees to be ad-
missible and then, using this result, we find a purely combinatorial criterion
for the admissibility of elements in Σ♯

d.

On the parameter level, we introduce a partial order “<” on Σ⋆
d :=

{0, . . . , d − 1}N ∪ {⋆-periodic sequences} ⊃ Σ♯
d, which is based on compar-

ing Hubbard trees. Roughly speaking, a Hubbard tree T̃ is smaller than a
Hubbard tree T if it is represented by a periodic orbit in T . Transitivity
of “<” follows from a forcing relation on periodic orbits between compara-
ble Hubbard trees (indeed, we can force periodic orbits in a more general
context). As our main result in parameter space, we give a complete descrip-
tion of the structure of Σ⋆

d by showing that this set is structured like a tree.
We determine the locus of non-admissible kneading sequences in the space
(Σ♯

d, <), answering a question of Kauko. Thus, we can apply our results to
the Multibrot sets Md; we provide a new proof for the Branch Theorem,
which asserts that branching in Md can only happen at postcritically finite
parameters.

The motor of our study of Σ⋆
d are results on the structure of periodic
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iv ABSTRACT

and precritical points in Hubbard trees: a periodic orbit is represented by
a single point, its characteristic point. Our results on the arrangements of
characteristic and precritical points allow us to take advantage of the 1-to-1
correspondence between kneading sequences and Hubbard trees.

We conclude the unicritical part by discussing alternative approaches to
define a partial order for the set of Hubbard trees which does not rely on
kneading sequences. Finally, we compare the Σ⋆

d for different degrees d and

show that there are
(d′−1

d−1

)
ways to embed Σ⋆

d into Σ⋆
d′ for any d′ ≥ d.

The second part of this thesis focuses on cubic polynomials. We again
define Hubbard trees and kneading sequences in an abstract way and investi-
gate their interaction. The main difficulty lies in the existence of two critical
points. As a consequence, the itinerary of a (characteristic) periodic or a
critical point x does not always encode the mutual location of the points in
orb(x). Still, we show that there is an injection from the set of (equivalence
classes of) Hubbard trees into the set of kneading sequences. We show by
way of example that this map is not surjective.

We follow the successful strategy of the unicritical case to link Hubbard
trees and kneading sequences in order to gain information about the param-
eter space. For this, we first explore the dynamical properties of a Hubbard
tree. We put an emphasis on fixed and periodic points and show that ev-
ery periodic orbit contains at least one characteristic point. This yields a
classification of the behavior of arms at periodic points under their first re-
turn maps. Using these results, we give a topological criterion for a cubic
Hubbard tree to be realizable by a cubic polynomial.

On the parameter level, we define a partial order “<” on hyperbolic
Hubbard trees. For the transitivity of “<”, it is crucial to have a forcing
relation on orbits between Hubbard trees. We first consider the set Hµ

consisting of hyperbolic Hubbard trees whose critical point c2 has itinerary
µ. We show that orbit forcing is always possible for combinatorially related
Hubbard trees of disjoint type in Hµ. Under one further assumption, this
statement extends to all elements of Hµ. As a consequence, “<” is indeed
a partial order on this set. Furthermore we show that in Hµ, the set of
Hubbard trees smaller than a given one is linearly ordered. These results
can be applied to families of cubic polynomials.

We generalize the obtained results to arbitrary Hubbard trees of disjoint
type: we give sufficient conditions that guarantee orbit forcing on these
Hubbard trees. Without these conditions, orbit forcing might or might not
be possible (we provide examples for both cases). Where orbit forcing holds,
we can again define a partial order.
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at the Institut Henri Poincaré (Paris) and at the Fields Institute (Toronto),
and would like to thank both institutes for their hospitality. In this context,
I would like to thank especially Andrien Douady and Mikhail Lyubich for
their invitations. I am grateful to International University Bremen, the
Marie-Curie Fellowship Association and the Konrad-Adenauer-Stiftung for
their support.

Finally, I would like to express my special thanks to my fiancé Johannes
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Chapter 1

Introduction

The topic of our work is symbolic dynamics for complex polynomials. We
investigate and compare properties of Hubbard trees and kneading sequen-
ces for unicritical polynomials (Part I) and cubic polynomials (Part II). We
define them in an abstract way so that not all Hubbard trees and kneading
sequences are generated by polynomials. In both settings, we give necessary
and sufficient conditions under which a Hubbard tree is realizable by a (not
necessarily unique) polynomial. In the unicritical case, we give a combina-
torial criterion so that one can read off from a kneading sequence whether
it is generated by a polynomial.

Our goal in both parts is to explore the parameter spaces, i.e., the set
of all Hubbard trees. In the unicritical part, our main result on this level
is the Branch Theorem, which provides a complete description of the space
of all Hubbard trees, or equivalently of all kneading sequences. We deter-
mine the locus of non-admissible kneading sequences. Therefore, our Branch
Theorem also describes how postcritically finite parameters are arranged in
the connectedness loci of unicritical polynomials. Finally, we investigate
the relation between parameter spaces of unicritical polynomials of differ-
ent degrees in combinatorial terms. To gain information about the cubic
parameter space, we discuss under what conditions a periodic orbit can be
forced from one Hubbard tree into another. We define a partial order on the
set of Hubbard tree for which orbit forcing holds.

Our work is set on a very abstract level and can be regarded more gen-
erally as a work in low-dimensional dynamics, or more precisely a work
on tree maps (compare various articles by Baldwin and Alsedà et al., e.g.
[A, Ba]). However, the motivation of our discussion is holomorphic dynam-
ics. In Sections 1.1–1.3, we give a brief overview of important tools and
results in polynomial dynamics. We summarize properties of the connect-
edness loci of unicritical and cubic polynomials. It might be helpful to keep
them in mind, especially for our discussion of unicritical Hubbard trees and
kneading sequences in Part I. Furthermore, we give a short introduction to
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2 CHAPTER 1. INTRODUCTION

combinatorial methods in polynomial dynamics, focusing on Hubbard trees
and kneading sequences. In their original definitions Hubbard trees and
kneading sequences are always generated by postcritically finite polynomi-
als. We use these original definitions as basis for our abstract definitions.
Section 1.4 gives an overview of the structure of this manuscript. There, we
also describe our results in more detail.

1.1 Dynamics of Complex Polynomials

We assume familiarity with holomorphic iteration theory, in particular with
the following concepts: Fatou-, Julia- and filled-in Julia sets; (attracting,
repelling and indifferent) periodic, preperiodic and critical points; basins of
attraction, Fatou components and the multiplier of a periodic orbit. For an
introduction to holomorphic dynamics, we refer to [M3].

Let us recall some terminology and results which are more specific to
polynomial dynamics and which relate our work to holomorphic iteration
theory. To determine the dynamical behavior of a polynomial, it is impor-
tant to know the behavior of its critical points. For example, the filled-in
Julia set K(p) of a polynomial p is connected if and only if none of the
critical points of p escape to infinity. Note that every polynomial of degree
d has exactly d − 1 critical points, counting multiplicities. If there is just
one critical point, which then has multiplicity d − 1, we call the polyno-
mial unicritical following Milnor. Every unicritical polynomial of degree d
is affinely conjugate to one of the form z 7→ zd + c with c ∈ C. Note that the
conjugacy is only unique up to a (d− 1)-st root of unity, which explains the
(d − 1)-fold rotation symmetry of the parameter space of this family. If all
critical points are contained in attractive basins of the polynomial p, then p
is called hyperbolic. Postcritically finite polynomials are polynomials p for
which the postcritical set P := {p◦n(c) : n ∈ N, c is critical} is finite. Note
that we denote by N the set of positive integers and N0 = N∪ {0} is the set
of non-negative integers. Every critical point c of a postcritically finite poly-
nomial is either periodic or preperiodic. The dynamics of such polynomials
is completely encoded in the behavior of the critical orbits [D2, DH, Po1].

Let us now concentrate on the case when K(p) is connected for a poly-
nomial p of degree d. There is a unique Riemann map, i.e. a conformal
isomorphism ϕp : C \ K(p) −→ C \ D such that ϕp(z)/z → 1 as z → ∞.
Moreover, ϕp(p(z)) = ϕp(z)

d, that is, the Riemann map conjugates the dy-
namics of p on the complement of K(p) to z 7→ zd on the complement of
the closed unit disk D. An external ray at angle θ, written as Rθ, is the
preimage of the radial line {re2πiθ : r > 1} under ϕp. External rays foliate
the complement of K(p) and p(Rθ) = Rd·θ. We say that a ray Rθ lands if
limr→1 ϕ

−1
p (re2πiθ) ∈ J(p) exists. By work of Carathéodory, ϕ−1

p extends to
a continuous map to the boundary if and only if ∂K(p) = J(p) is locally
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connected. In this case, all external rays land and conversely, every point in
J(p) is the landing point of an external ray. Note that then, ϕ−1

p |S1 semi-
conjugates multiplication of angles in S1 = R/Z by d to the dynamics of p
on J(p). It is known that rays at rational angles always land; the landing
points are periodic or preperiodic points [M4, S1].

1.2 The Connectedness Loci of Unicritical and Cu-

bic Polynomials

In this section, we give an overview of properties of the connectedness loci
of unicritical and cubic polynomials.

Let us start with the family {z 7→ zd + c : c ∈ C} of unicritical polyno-
mials of degree d. Its parameter space is the complex plane. Following [LS],
we call its connectedness locus the Multibrot set of degree d and denote it
by Md. For d = 2, M2 is the well known Mandelbrot set. The following
results go back to [DH] for the quadratic case, for degree d > 2, see [E].

Let us start by looking at Md from the outside: by the Riemann map-
ping theorem, there is a conformal isomorphism ΦMd

: C \Md −→ C \ D.
One defines external rays for the parameter space exactly the same way as
it is done for the dynamical plane (see Section 1.1). These rays, which are
usually called parameter rays to distinguish them from external rays in the
dynamical plane, foliate the complement of Md. Looking at Md from the
inside, we first encounter hyperbolic components. These are connected com-
ponents of the set {c ∈ Md : z 7→ zd + c has an attracting periodic orbit}.
The period of the attracting orbit is constant throughout any hyperbolic
component; thus one can speak of the period of a hyperbolic component.
It is well known that for any hyperbolic component W , the multiplier map
µW : W −→ D is a degree d − 1 branched covering, ramified over 0, which
extends continuously to the boundary. A sector of a hyperbolic component
is the image of D under a branch of µ−1

W . The point µ−1
W (0) is called the

center of the hyperbolic component and is the unique parameter in W for
which the critical point is periodic. There is a unique parameter cW ∈ ∂W
where two parameter rays land and separate the hyperbolic component from
the origin. These two rays are always periodic (i.e., their angles in S1 are
periodic under multiplication by d) and µW (cW ) = 1. This special parame-
ter in ∂W is called the root of W . The other d− 2 preimages of 1 under µW

are the co-roots of W . At each of them exactly one periodic parameter ray
lands. Each co-root lies on the boundary of no other hyperbolic component
than W . The root cW is contained in the boundary of at most one further
hyperbolic component W ′. If it is not, then W is called primitive. If it is,
then W is a satellite component of W ′; we say that W bifurcates from W ′.
Note that in this case, the period of W is a strict multiple of the period
of W ′. At every parameter c ∈ ∂W with µW (c) = e2πip/q, p/q ∈ Q/Z in
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lowest terms, exactly two parameter rays land. Moreover, c is the root of a
satellite component of W , which sometimes is called the p/q-satellite of W .
The wake of W is the open region in C that is separated from the origin by
cW and the two parameter rays landing at cW . A p/q-subwake of W is the
wake of the p/q-satellite component.

Another set of parameters which play an important role for the structure
of Md are the Misiurewicz points. A Misiurewicz point is a parameter
c ∈ Md for which the critical point of z 7→ zd + c is preperiodic under
iteration. Every Misiurewicz point c is the landing point of a finite, positive
number of parameter rays with preperiodic angles. Together with c, they
partition C into a finite set of open regions. Each of them except the one
which contains the origin is called a subwake of the Misiurewicz point c. The
wake of c is the union of all its subwakes together with the parameter rays
in between them.

Hyperbolic components and Misiurewicz points reveal a lot of the struc-
ture of the Multibrot sets: for any two hyperbolic components or Misiurewicz
points A1, A2, either one is contained in a subwake of the other, or there
is another hyperbolic component or Misiurewicz point B such that A1 and
A2 are contained in two different subwakes of B. This result, known as the
Branch Theorem, is proven by Doudy and Hubbard in [DH, XXII.3] for the
Mandelbrot set. A proof for arbitrary degree can be found in [S2]. The
importance of this theorem is not only that it asserts that all branch points
in the Multibrot sets are postcritically finite (if one thinks of branching at
a hyperbolic component as a branching that happens at its center); it also
is a crucial step in proving that local connectivity implies density of hyper-
bolicity. In fact, Schleicher uses the Branch Theorem to show that local
connectivity and triviality of fibers are equivalent [S2, Corollary 4.6].

Now let us take a look at the cubic parameter space. Since up to affine
conjugacy, every cubic polynomial can be written in the Branner-Hubbard
form as pa,b(z) = z3−3a2z+b, this space is of complex dimension two. By the
seminal work of Branner and Hubbard [BH1, BH2], the connectedness locus
C3 is compact, connected and cellular, i.e. its complement in R4 ∪{∞} is an
open topological cell. The complement C2 \ C3, the escape locus, comprises
all polynomials such that at least one of the two critical points c1, c2 escapes
to infinity. Let c2 be the one of higher escape rate, i.e. the one that has larger
potential h. Then the escape locus is partitioned by the sets Sρ := {pa,b :
h(c2) = log(ρ)}, which are homeomorphic to S3. They in turn are foliated
by so-called turning curves, which are either simple closed curves or infinite
curves whose closure is a torus or a dyadic solenoid. Any two polynomials on
a turning curve are quasi-conformally conjugate [Br]. Observe that turning
curves are the analogous concept to equipotential lines in the uniciritcal case
while stretching rays correspond to external rays. Both are used to study
the cubic connectedness locus from the outside. Nakane and co-authors deal
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with the landing properties of stretching rays in several papers, cf. [KN].
The escape locus can also be partitioned into the following two regions: the
shift locus S3 where both critical points escape, and the set of parameters
where exactly one critical point escapes. The latter region has been studied
intensely in [BH2]. For the shift locus, [BDK] shows that there is a surjective
map from the fundamental group π1(S3) onto the automorphism group Aut3
of the one-sided shift acting on Σ3. Aut3 is the set of all homeomorphisms
on Σ3 that commute with the shift and Σ3 is the set of one-sided infinite
sequences over a three letter alphabet. The Julia set of every polynomial
pa,b in S3 is a Cantor set and the action of pa,b on it is conjugate to the
action of the left shift on Σ3; thus the name shift locus.

So far, there is no description of C3 from the inside. There has been
some effort to describe one-dimensional slices of C3. This was started by
Milnor in a draft circulated in 1991 [M5]. He suggests to consider slices Sn,
n ∈ N, consisting of polynomials that have one periodic critical point of exact
period n. Building on this work, the thesis of Faught [Fa] investigates the
slice S1. Using Yoccoz’ puzzle technique, he gives a complete description of
C3∩S1. Except for this result, not much is known about the slices Sn. To our
knowledge, it is still open whether the curves Sn are always connected and
what their genus is. It is known, however, that the genus tends to infinity
as n → ∞ [M5]. One noteworthy fact about the cubic connectedness locus
is that it is not locally connected as shown by Lavaurs (unpublished). This
also holds for the real slice of the cubic connectedness locus, cf. [M1] and
[EY].

In [M2], it is shown that every hyperbolic component of C3 has a unique
center, i.e., for each hyperbolic component there is a unique parameter pair
(a, b) such that pa,b is postcritically finite. This paper builds on Rees’ meth-
ods to study hyperbolic components of rational maps of degree two. We will
discuss in the next section that every postcritically finite polynomial gener-
ates a Hubbard tree that characterizes it completely. So proving structural
properties for the set of Hubbard trees gives structure to the cubic connect-
edness locus. This is the approach we pursue in Part II of this manuscript.

1.3 Combinatorics in Holomorphic Dynamics

The goal in holomorphic dynamics is to classify different dynamical behav-
ior. In this process, combinatorial models are very important since they
extract the essential features of a given dynamical system. Very often they
are more convenient to study than the actual dynamical systems. So a pos-
sible working plan is the following: given a family of dynamical systems
(in our case, unicritical or cubic polynomials), distinguish different dynam-
ics in combinatorial terms. Then structure the parameter space according
to the different combinatorics. This yields a partition into combinatorial
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classes. To gain information about the actual structure of the parameter
space, one has to investigate the different combinatorial classes. If they are
all singletons, which is known as combinatorial rigidity, then the structure
of the combinatorial classes corresponds to parameter space. If combinato-
rial classes are not trivial, one has to investigate what kind of dynamical
systems are contained in a class.

The groundbreaking work of Douady and Hubbard [DH] shows that the
dynamics of polynomials, including the geometry of their Julia sets, can be
understood in terms of combinatorics. In particular, they show that the
dynamics of any polynomial whose critical points are all preperiodic is char-
acterized by the behavior of the critical orbits. This result was extended
to all postcritically finite polynomials by Poirier [Po1, Po2]. So in this
situation, combinatorial rigidity is guaranteed and our investigation of com-
binatorial models will give structure to the parameter space of (unicritical
and cubic) polynomials. Note that Henriksen shows that in general, rigidity
fails for cubic polynomials: there are two cubic polynomials which generate
the same rational lamination, a combinatorial model described below, yet
they are not topologically conjugate [H].

Let us give a brief overview of the various combinatorial concepts used
to describe polynomial dynamics. Each of them is more natural than the
others for certain types of polynomials. Recall from Section 1.1 that the
complement of the filled-in Julia set is foliated by external rays if it is con-
nected. Furthermore, if the Julia set is locally connected then all rays land;
this induces a semi-conjugacy between the the map ϑ 7→ dϑ on S1 = R/Z
and the dynamics on the Julia set, where d is the degree of the polynomial.
Let us define an equivalence relation on S1 by setting θ ∼ θ′ if the rays at
angle θ and θ′ land together. This equivalence relation is called a rational
lamination [McM] and gives rise to the pinched disk model of the filled-in
Julia set [D2]. This concept was extended by Kiwi to all polynomials that
do not have an indifferent periodic orbit; in particular, the Julia set is not
required to be locally connected. This equivalence relation is called a real
lamination [Ki2]. Closely related to it is the quadratic invariant lamination
defined by Thurston as a model for the dynamics of quadratic polynomials.
He pioneered the concept of laminations in [T], where he defines lamina-
tions on an abstract level and investigates their properties. In particular,
he shows that the set of all laminations is a lamination again, the so-called
quadratic minor lamination QML. Recently, using laminations, Blokh and
Oversteegen showed that there are polynomials whose Julia sets contain
branch points with infinite forward orbit, a question that had been open for
about 20 years [BO].

There are two further combinatorial invariants that are defined via ex-
ternal rays: orbit portraits and critical portraits. An orbit portrait for an
n-periodic point z is the set Θ = {Θ1, . . . ,Θn}, where Θi is the collec-
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tion of angles of external rays landing at f◦i(z). Orbit portraits have been
successfully used to prove structural statements about the dynamical and
parameter planes of polynomials [M4, Ki1]. This approach was pioneered
by Goldberg and Milnor in [GM] by their definition of fixed point portraits.
They relate this concept to critical portraits, which were introduced and
explored by Fisher for polynomials whose critical points are all preperiodic
[Fi]. Similar to an orbit portrait, a critical portrait is a collection of sets Θi

of angles; however, the sets Θi are defined via external rays landing at the
critical points ci. Building upon this work, it is proven in [BFH] that poly-
nomials whose critical points are all preperiodic are characterized by their
critical portraits. Poirier extended this result to the set of all postcritically
finite polynomials [Po1].

The remainder of this section is devoted to the two concepts of Hubbard
trees and kneading sequences. We discuss them in more detail because
they are at the core of the work at hand. From now on, we only consider
postcritically finite polynomials. Hubbard discovered in the early 80s that
the filled-in Julia set of every postcritically finite polynomial contains a
special topological tree, its Hubbard tree. According to [DH], the Hubbard
tree of such a polynomial is the smallest forward invariant set that contains
all critical orbits. Let us first consider polynomials whose critical points
are all preperiodic. In this case, the filled-in Julia set is a dendrite and
thus uniquely arcwise connected. The Hubbard tree is exactly the convex
hull of the points on the critical orbits, taken within the filled-in Julia set.
If however at least one of the critical points is periodic, we have to add
an additional condition so that the Hubbard tree is uniquely defined: let
us consider each periodic critical point and its Fatou component separately.
Analogous to the construction of external rays, every such Fatou component
U can be foliated by internal rays Rθ, starting at the critical point and
landing at the boundary. This foliation can be chosen such that f◦n(Rθ) =
Rdθ, where n is the exact period of U and d is the degree of f◦n|U . Taking
preimages induces a foliation on all Fatou components. If we now require
that any arc connecting two points in the Hubbard tree may intersect at
most two internal rays per Fatou component, then the Hubbard trees for all
postcritically finite polynomials are uniquely defined.

Douady and Hubbard augment Hubbard trees with the so-called sec-
ondary or angle information so that they characterize polynomials with
all critical points preperiodic [DH, Chapter VI]. These statements are ex-
tended to all postcritically finite polynomials in [Po2]: Poirier reduces the
problem to finding a bijection between his abstract Hubbard trees and crit-
ical portraits. An essential step to show that critical portraits characterize
postcritically finite polynomials is the introduction of critically marked poly-
nomials; these are postcritically finite polynomials with associated sets of
angles for each critical point: take any Fatou-component U which contains
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a periodic critical value p(c), say of exact period n. Pick a ray landing at
some z ∈ ∂U with p◦n(z) = z. For a preperiodic critical point c, choose a
ray landing at p(c). In either case, pull this ray back by p. The preimage
rays landing at c form the angle set associated to the critical point c. If
there are critical orbit relations, one has to be more careful when choosing
the ray, see [Po1, Section I.2]. These sets of rays partition C (if extended by
internal rays where necessary). The rays also partition the Hubbard tree.
We will use this partition to interpret a Hubbard tree in the sense of Douday
and Hubbard as a Hubbard tree according to our definition.

Our definition extends Hubbard trees in the sense of Bruin and Schleicher
who have lifted the concept of quadratic Hubbard trees to an abstract level:

Definition 1.3.1 (Hubbard trees). [BS, Definition 3.2] A Hubbard tree
(T, f) is a topological tree T together with a continuous and surjective map
f : T → T and a distinguished point c0, the critical point, with the following
properties:

(i) f is at most 2-to-1 and f is locally 1-to-1 on T \ {c0},

(ii) all endpoints of T are on the critical orbit,

(iii) c0 is periodic or preperiodic,

(iv) if x 6= y are branch points or in orb(c0), then ∃ n ≥ 0 such that
c0 ∈ f◦n([x, y]).

Note in particular that these Hubbard trees are not embedded into the
plane. In some sense, they are a purified version of Douady’s and Hubbard’s
definition. This makes their investigation easier. Another advantage is that
this is the perfect definition to match another combinatorial concept, namely
kneading sequences.

Kneading sequences come from real dynamics and were introduced in
[MT] to study iterated interval maps. They have the following extension to
complex dynamics, cf. [LS]. Let us again restrict to the quadratic case. Fix
any θ ∈ S1 = R/Z. Then the itinerary τ(ϑ) = (τi(ϑ))∞i=1 of ϑ ∈ S1 with
respect to θ is given by

τi(ϑ) =





0 2i−1(ϑ) ∈ ]θ2 ,
θ+1
2 [

1 if 2i−1(ϑ) ∈ ]θ+1
2 , θ

2 [

⋆ 2i−1(ϑ) ∈ {θ
2 ,

θ+1
2 }

.

The kneading sequence of θ, usually denoted by ν(θ), is the itinerary τ(θ)
with respect to θ.

Let us connect this definition to the dynamics of postcritically finite
quadratic polynomials pc. If the critical point is preperiodic, then the criti-
cal value c is the landing point of an external ray Rθ; if it is periodic of exact
period n and U denotes the critical-value Fatou component, then there is
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an external ray Rθ that lands at the unique fixed point of f◦n in ∂U . This
immediately implies that the kneading sequence of θ encodes the dynamics
of the critical value. In the preperiodic case, the corresponding parameter
ray Rθ lands at the parameter c, in the periodic case it is part of the ray
pair that lands at the root of the hyperbolic component whose center is
c. (This statement is part of the correspondence principle for dynamic and
parameter rays [L, E].) Moreover, all rays landing at the same Misiurewicz
point (or at the root of the same hyperbolic component) define the same
kneading sequence. So, we can speak of the kneading sequence associated
to a Misiurewicz point or to a hyperbolic component. Since all rational rays
land, there is a 1-to-1 correspondence between the set {ν(θ) : θ ∈ Q/Z}
and the set of hyperbolic components and Misiurewicz points up to symme-
tries of M2. Note that analogous statements also hold for the unicritical
case of arbitrary degree d ≥ 2; in particular, we get a bijection (again up
to symmetries) between the set of hyperbolic components and Misiurewicz
points of Md and the set of kneading sequences in {0, . . . , d−1, ⋆}N that are
generated by rational angles, where angle doubling is replaced by the map
ϑ 7→ dϑ.

Again in [BS], one finds an abstract version of kneading sequences for
the quadratic case: a kneading sequence is any element of the set

Σ⋆
2 := {ν ∈ {0, 1}N : ν1 = 1} ∪ {ν is ⋆-periodic} ,

where a ⋆-periodic sequence is a sequence of the form 1ν2 . . . νn−1⋆ or equals
⋆. The notation ν1 · · · νn means that the word ν1 · · · νn is repeated periodi-
cally.

Penrose, who investigated topological models for quadratic Julia sets and
the Mandelbrot set by gluing itineraries and kneading sequences together,
noted that not all such kneading sequences come from (quadratic) polyno-
mials [Pe]. This means that not all of them are generated by a rational
angle according to the definition above. This problem was also mentioned
in [Ke], where the two concepts of laminations and kneading sequences (for
the quadratic setting) are linked. In [BS], one finds a complete characteri-
zation of kneading sequences that are generated by quadratic polynomials.
We call such kneading sequences admissible. Similarly, Hubbard trees that
are realizable by polynomials are called admissible.

In [Kau2], Kauko investigates the space of kneading sequences of degree
d by studying the equivalent concept of internal addresses (cf. see Lemma
2.3.3.) She finds a class of kneading sequences which are not admissible,
however leaves open if every non-admissible kneading sequence is contained
in this class. We answer this in the affirmative in Proposition 3.3.14.
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1.4 Outline of the Thesis

The present work is an extension of the manuscript [BS]. There, Bruin
and Schleicher review various methods in symbolic dynamics for quadratic
polynomials and also discuss (old and new) algorithms how to go from one
concept to the other. A central part of their work is to lift the concepts
of Hubbard trees and kneading sequences to an abstract level and to in-
vestigate their properties. In particular, they give a purely combinatorial
characterization of all admissible (quadratic) kneading sequences and define
a partial order on the set of kneading sequences, which turns this set into a
model for the Mandelbrot set. Moreover, they investigate biaccessible points
from a measure theoretical point of view and show that the set of admissible
kneading sequences has positive 1

2 -1
2 product measure.

There are two natural extensions to their work: the first one is to stick to
the existence of exactly one critical point but to allow that it has arbitrary
multiplicity; in a second direction of extension, one allows for two critical
points (counted with their multiplicities). The first one yields combinatorial
models for uncritical polynomials and the Multibrot sets, the second one
for general cubics. We deal with both extensions, omitting the measure
theoretical part of Bruin’s and Schleicher’s work. Part I is devoted to the
unicritical case, Part II to the cubic case. Both parts are to a large extent
independent from each other (some definitions of Part I are repeated in Part
II).

The dynamics and the structure of the parameter spaces of unicritical
polynomials are fairly well understood (see the discussion in Section 1.2).
Although not all techniques of the quadratic setting (e.g. Yoccoz’ methods
to prove local connectivity) carry over in a 1-to-1 fashion to the general
unicritical case, the relation to quadratic polynomials is very close. Thus,
our main results in Part I are to find necessary and sufficient conditions for
kneading sequences to be admissible and, secondly, to give structure to the
set of all kneading sequences; in particular, we determine the locus of non-
admissible sequences. As a corollary of this discussion, we derive structural
properties of the Multibrot sets: our results provide a new combinatorial
proof of the Branch Theorem [DH, XXII.3], see also page 4.

In contrast to the unicritical situation, there are still many open ques-
tions about the cubic connectedness locus C3. In particular, there is no
description of C3 from the inside. Our work with Hubbard trees provides a
first step into this direction.

Summary

In more detail, our thesis is structured the following way. Each of the
two parts is subdivided into a section about the dynamical plane, where
properties of individual Hubbard trees and kneading sequences are discussed,
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and one section about the parameter plane, where we compare different
Hubbard trees (or kneading sequences). In the unicritical setting, we devote
Section 3.5 to the comparison of Σ⋆

d for different degrees d (recall that Σ⋆
d is

the set of all kneading sequences of degree d).
In Section 2.1, we introduce the concept of Hubbard trees and discuss

their basic properties. In particular, we prove that every periodic orbit in a
Hubbard tree has a unique distinguished point, the so-called characteristic
point. Its existence is crucial for our definition of a partial order on Σ⋆

d.
Propositions 2.1.21 and 2.1.23 characterize the behavior of arms at periodic
points under the first return map.

In Section 2.2, we define equivalence classes of Hubbard trees and dis-
cuss the concept of minimal Hubbard trees introduced in [Ka]. These are
Hubbard trees with restricted possibilities for their dynamics: in a minimal
Hubbard tree, any two (pre-)periodic points have distinct itineraries and the
critical orbit is locally attracting if it is periodic. We show that every equiv-
alence class of Hubbard trees contains a minimal representative. Since we
are interested in classifying equivalence classes, the existence of a minimal
representative with its purified dynamics is very convenient.

In Section 2.3, we introduce kneading sequences, our second combinato-
rial tool of interest, and link it with the concept of Hubbard trees. One of our
main results is Corollary 2.3.22, which says that there is a bijection between
the set of ⋆- and preperiodic kneading sequences and the set of equivalence
classes of Hubbard trees. In particular, we give an algorithm how to con-
struct a Hubbard tree from a given kneading sequence. Most work goes into
verifying that the defined dynamics turns the obtained topological tree into
a Hubbard tree.

Section 2.4 deals with the question of admissibility. More precisely, we
give topological conditions on Hubbard trees and combinatorial conditions
on kneading sequences that are necessary and sufficient for their admissibil-
ity.

We start the discussion of the parameter plane in Section 3.1 with in-
troducing lower and upper kneading sequences. These are special elements
of Σ0

d = {0, . . . , d− 1}N associated to a given ⋆-periodic kneading sequence.
They can be used to distinguish different types of ⋆-periodic kneading se-
quences: primitive, bifurcation and backward bifurcation sequences. The
first two objects correspond to the two different types of hyperbolic com-
ponents, namely primitive and satellite components as introduced on page
3. While bifurcation and primitive kneading sequences might be admissi-
ble or not, backward bifurcation sequences never are: they correspond to a
branching off into (a higher level of) non-admissibility.

In Section 3.2, we investigate the arrangements of characteristic points
in a Hubbard tree (Theorem 3.2.1). Another important result in this section
is that given two Hubbard trees T1,T2, under certain conditions, T1 contains
a characteristic point of itinerary τ if and only if T2 contains a character-
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istic point of itinerary τ (this is Proposition 3.2.3 on orbit forcing). These
two results form a combinatorial analog to the correspondence principle of
dynamic and parameter rays for Multibrot sets.

Building upon this work, we structure the set Σ⋆
d in Section 3.3: we

first define a partial order on ⋆- and preperiodic kneading sequences, which
we extend in Section 3.3.4 to all elements of Σ⋆

d. Using this order, we de-
termine the locus of non-admissible kneading sequences. This answers a
question posed by Kauko in [Kau2]. Our main result of the discussion on
the parameter level completely describes the structure of Σ⋆

d:

Theorem 3.3.20 (Branch Theorem for Σ⋆
d). Let ν 6= ν̃ ∈ Σ⋆

d. Then either
ν < ν̃, or ν̃ < ν, or there is a unique µ ∈ Σ⋆

d such that [⋆, ν]∩ [⋆, ν̃] = [⋆, µ].
Moreover, µ is either preperiodic or µ ∈ {µ⋆,Ai(µ

⋆),A(µ⋆)} for some ⋆-
periodic kneading sequence µ⋆.

We conclude the section on parameter space by discussing alternative
approaches to define a partial order on Hubbard trees. More precisely, we
concentrate on finding a partial order that does not rely on kneading se-
quences. We know of regions in the cubic connectedness locus where the
presented strategy to use itineraries of characteristic points and kneading
sequences to define a partial order cannot be applied to. It turns out that
possible approaches to go around this problem have their flaws as well and
cause difficulties already in the unicritical case. This is addressed in Section
3.4.

The last section in the unicritical case is devoted to a comparison of Σ⋆
d

for different degrees d. In particular, we show that there is an embedding
ι : Σ⋆

d −→ Σ⋆
d′ for any 1 < d ≤ d′. We also show that a non-admissible

kneading sequence cannot become admissible when interpreted as a kneading
sequence of higher degree.

The cubic part starts in Section 4.1, where we define a (cubic) Hubbard
tree to be a triple (T, f,P) consisting of a topological tree T , a tree map f :
T → T and a partition P of T which meet certain conditions. The conditions
on P are motivated by properties of Hubbard trees in the sense of Douady
and Hubbard, see Section 4.1.2. In Sections 4.1.3–4.1.5, we determine basic
properties of (cubic) Hubbard trees and discuss four fundamentally different
types. Again the investigation of periodic orbits reveals a lot about the
dynamics of Hubbard trees: we show in Proposition 4.1.20 that each periodic
orbit contains one or two characteristic points and exploit this result to
characterize the behavior of arms at periodic points under the first return
map in Section 4.1.7. Observe that every branch point of a Hubbard tree is
preperiodic.

In Section 4.1.8, we address the question of admissibility: we provide
necessary and sufficient conditions under which a Hubbard tree is admissible.
In this section, we also introduce equivalence classes of Hubbard trees.

As a next step towards our investigation of the parameter space, we
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associate to each Hubbard tree its kneading sequence, i.e. the tupel consisting
of the itineraries of the two critical values, see Section 4.2. Theorem 4.2.7
proves that two Hubbard trees generate the same kneading sequence if and
only if they are equivalent. We give an example of a kneading sequence that
is not generated by a Hubbard tree. Recall that in the unicritical case, there
was a bijection between equivalence classes of Hubbard trees and kneading
sequences.

In Section 4.3, we introduce minimal Hubbard trees. We define them in
a slightly more general way than in the unicritical case. As a basis for our
discussion of a forcing relation between Hubbard trees, we determine the
fixed-point sets of minimal Hubbard trees and show under which conditions
which preimages of a characteristic point exist. We illustrate the various
possibilities by examples.

In Chapter 5, we define a partial order “<” on hyperbolic Hubbard trees,
which is based on kneading sequences and itineraries. Transitivity of “<”
follows from a forcing relation between combinatorially related Hubbard
trees. We first restrict ourselves to the set Hµ comprising all hyperbolic
Hubbard trees whose critical values c2 have itinerary µ (Section 5.1.1). We
show that forcing is always possible for Hubbard trees in Hµ of disjoint type.
Under one further assumption, the statement on orbit forcing extends to all
Hubbard trees in Hµ, which allows us to define a partial order for this set.
We prove that in Hµ, the set of all Hubbard trees smaller than a Hubbard
tree T is linearly ordered. We give examples of families of cubic polynomials
which our results can be applied to, including the family studied by Faught
[Fa].

Section 5.1.2 considers arbitrary Hubbard trees of disjoint type. We give
sufficient conditions under which orbit forcing from a Hubbard tree into
another one is always possible. By way of examples we show that without
these conditions, forcing might or might not be possible. We define a partial
order on the set of Hubbard trees where orbit forcing is possible. We give
an example that in this situation, the set of smaller Hubbard trees is not
linearly ordered.

In the last Section 5.2, we discuss whether the partial order defined so
far can be extended to a larger set of Hubbard trees. We present examples
which suggest that this is possible; however, this would require a different
approach of defining a partial order.
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Part I

The Unicritical Case

15





Chapter 2

The Dynamical Plane

2.1 Hubbard Trees

We start this section by recalling some definitions from topology. A con-
nected and simply connected metric space T is called a tree if it can be
written as the finite union of closed intervals. We call x ∈ T an endpoint,
inner point or branch point of T according as T \{x} consists of one, two or
at least three connected components. The connected components of T \{x}
are called global arms at x. The global arm at x containing y ∈ T is denoted
by Gx(y). A local arm L at x is a suitable representative of the germ of a
global arm G at x. In particular, given a map f : T → T on a tree T and
given any n ∈ N, the local arm L associated to a global arm G of x is a
small enough interval ]x, p[⊂ G such that f◦n|L is a homeomorphism onto
its image. We say that a local arm L at x is pointing to y ∈ T if its global
arm contains the point y. We denote this local arm by Lx(y).

Let x1, . . . , xn ∈ T be n pairwise distinct points of the tree T . We denote
the connected hull of these n points in T by [x1, . . . , xn]. This set is a tree
itself, indeed it is a subtree of T . For n = 2, [x, y] equals the unique arc in
T connecting x and y. The arc without its endpoints is denoted by ]x, y[,
and [x, y[ is the arc containing the endpoint x but not the endpoint y.

An n-od, n ≥ 3, is a tree T with exactly one branch point b such that
T \ {b} falls into exactly n connected components. We allow that an n-od
is lacking some or all of its endpoints. A 3-od is usually called a triod. For
the purpose of our discussion, we weaken the definition of a triod: consider
the connected hull of any three distinct points x, y, z ∈ T . The set [x, y, z] is
either homeomorphic to the letter “Y”, i.e., it is a triod in the above sense,
or it is an interval. In both cases, we call the set [x, y, z] a triod. More
precisely, we say that [x, y, z] is a non-degenerate triod if it is homeomorphic
to the letter “Y”. It is a degenerate triod with x in the middle if [x, y, z] is
homeomorphic to an interval and x is in the interior of [x, y, z].

17
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2.1.1 Expanding Trees

The following definition of expanding trees is the straightforward adaption
of the definition of quadratic Hubbard trees in [BS, Chapter 3] to arbitrary
degree d ≥ 2.

Definition 2.1.1 (Expanding trees). An expanding tree of degree d ≥ 2 is
a tuple (T, f)d consisting of a topological tree T with one distinguished point
c0, the critical point, and a continuous surjective map f : T −→ T such that
the following are satisfied:

(i) The critical point c0 is preperiodic or periodic.

(ii) All endpoints of T are contained in orb(c0).

(iii) f : T −→ T is at most d-to-1.

(iv) f is locally injective at any point p 6= c0.

(v) (Expansivity) If V := {v ∈ T : v is a branch point or v ∈ orb(c0)},
then for all x 6= y ∈ V , there is an n ∈ N0 such that c0 ∈ f◦n([x, y]).

Following [BS], an element of the set V is called a marked point. This
set corresponds to the set of vertices defined in [Po2]. Two marked points
v, ṽ ∈ V are adjacent if ]v, ṽ[∩V = ∅.

Let (T, f)d be an expanding tree. A point p ∈ T is called periodic of
period n if there is an n ∈ N such that f◦n(p) = p. The number n is called
exact period of p if n is the smallest positive integer with this property.
We say that a point is n-periodic if it is periodic of exact period n. The
point p is preperiodic if p is not periodic, yet there is a smallest integer
l > 0 such f◦l(p) is periodic. The integer l is called the preperiod of p. The
orbit of a periodic point is usually called cycle. If a cycle C contains the
critical point, then we say that C is critical. Any expanding tree contains
at most one critical cycle. The image f(c0) =: c1 of the critical point is
called the critical value. We extend this notation to the whole critical orbit:
f◦i(c0) =: ci for all i ∈ N0. Observe that ci = ci mod n for all i ∈ N0 if c0 is
n-periodic, and for all i ≥ l > 1 if c0 is preperiodic of preperiod l and the
periodic part has exact period n. We sometimes use this notation also for
non-critical cycles (especially when labeling points in pictures).

A point ξ is called precritical if there is a k > 0 such that f◦k−1(ξ) = c0.
If k is the smallest number with this property, then we call k the step of the
precritical point ξ and write step(ξ) = k, i.e., step(ξ) indicates how many
iteration steps it takes until ξ is mapped onto the critical value. Observe
that according to this definition, the critical point c0 is precritical of step
one both for periodic and preperiodic c0. The critical point is the unique
precritical point with step equal to one. We call a point p ∈ T (pre-)critical
if it is either critical or strictly precritical. Similarly, p is non-(pre-)critical
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if p is neither critical nor strictly precritical. If ξ and ξ′ are precritical
with step(ξ) = step(ξ′), then there is precritical point ξ′′ ∈ ]ξ, ξ′[ with
step(ξ′′) < step(ξ).

Finally, let us define the image of a local arm. If Lx is a local arm of x
which is represented by the interval ]x, p[, then its image f(Lx) is the local
arm at f(x) which intersects f(]x, p[). We say Lx is periodic of exact period
k (or k-periodic) if x is n-periodic and k is the smallest number such that
f◦kn(Lx) = Lx. The set {f◦jn(Lx) : j ∈ N0} is called a cycle of local arms.
The length of a cycle of local arms equals the number of its elements.

The following lemma describes some basic properties of expanding trees.

Lemma 2.1.2 (Properties of expanding trees). For any expanding tree
(T, f)d, the following are true:

(i) The critical value f(c0) is an endpoint of T and f(c0) is not a fixed
point of f . Any local arm at c0 is mapped to the unique local arm at
f(c0) and the set T \{c0} consists of at most d connected components.

(ii) All branch points of T are periodic or preperiodic.

(iii) For any non-(pre-)critical periodic point p, the number of arms at
f◦i(p) equals the number of arms at p for all i ∈ N0. If p is a non-
(pre-)critical preperiodic point, then the number of arms at f◦i(p) can
be at most larger than the number of arms at p.

(iv) f |[x,y] is injective if and only if c0 6∈ ]x, y[. Thus, the expansivity condi-
tion implies that for any x 6= y ∈ V , f◦n|[x,y] is not injective for some
n ∈ N unless at least one of the endpoints x, y is (pre-)critical and the
critical point is periodic.

Any unicritical postcritically finite polynomial generates a unique ex-
panding tree (compare Proposition 2.2.8). However, not every expanding
tree can be realized by a polynomial as Figure 2.1 shows. The expanding
tree pictured there has a periodic non-(pre-)critical branch point x1 with
two cycles of local arms of different lengths (namely of length one and two).
An expanding tree generated by a polynomial p comes from a Hubbard tree
in the sense of Douady and Hubbard which lives in the complex plane so
that the first return map preserves the cyclic order of local arms at periodic
non-(pre-)critical branch points (because p◦i is injective in a neighborhood
U ⊂ C of such points). Consequently, for any periodic non-(pre-)critical
branch point, we have that all cycles of local arms have equal length. We
will give necessary and sufficient condition for expanding trees to be realiz-
able by some postcritically finite unicritical polynomial in Section 2.4.

In general, there may be several polynomials which are not affinely con-
jugate yet generate the same expanding tree (cf. Figure 2.2). This is because
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Figure 2.1: An expanding tree of degree three which cannot be generated
by any polynomial. The periodic branch point x1 has two cycles of local
arms of different lengths. The different cycles are illustrated by differently
thick lines. The dotted lines indicate a possible partition which turns the
expanding tree into a Hubbard tree according to Definition 2.1.3. Hence,
this figure is also an example for a non-admissible Hubbard tree.

expanding trees do not come with an embedding into the plane; in particu-
lar, they do neither specify a combinatorial rotation number for the cycles
of local arms at non-(pre-)critical branch points nor do they specify what
mutual location the global arms of the critical point have. However, if the
Hubbard trees in the sense of [DH] of two unicritical polynomials have the
same underlying topological tree but different combinatorial rotation num-
bers for some branch point, then these polynomials are not affinely conju-
gate; compare e.g. the Hubbard tree of the rabbit and of the anti-rabbit in
the Mandelbrot set. The same is true for higher degree postcritically finite
unicritical polynomials which generate the same topological tree but whose
global arms at the critical point lie at different internal angles of their Fatou
components. In parameter space, this means that the two polynomials in
question lie in subwakes of different sectors of some hyperbolic component.
Douady and Hubbard give necessary and sufficient conditions, the so-called
secondary or angle information of a Hubbard tree, which allow to distinguish
all postcritically finite polynomials by their Hubbard trees.

2.1.2 Basic Properties of Hubbard Trees

Definition 2.1.3 (Hubbard trees). A unicritical Hubbard tree (T, f,P)d
is an expanding tree (T, f)d together with a partition P of T that has the
following property:

P is the set of labeled connected components of T \ {c0} plus {c0}. The
non-trivial elements are denoted by Ti with 0 ≤ i < d and are labeled in such
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a way that f(c0) ∈ T0 and no index appears twice. The singleton {c0} gets
assigned the label ⋆.

Observe that given an expanding tree (T, f)d, two different labelings of
its connected components T \{c0} define two different partitions P and thus,
two different Hubbard trees, see Figure 2.2. When we picture a Hubbard
tree, we order its subtrees Ti so that the indices are monotonously increasing
in a counterclockwise way. We also indicate empty elements Ti of P.

We call the triple (T, f,P)d a unicritical Hubbard tree because T con-
tains a unique critical point with respect to f . In general, a Hubbard tree of
degree d in the sense of [DH] has d−1 critical points counting multiplicities,
i.e., it can have up to d− 1 distinct critical points. Since we only deal with
unicritical Hubbard trees in the first part of this manuscript, we skip the
term “unicritical” and just speak of Hubbard trees in the following.

Hubbard trees in the sense of Definition 2.1.3 do not provide the full
secondary information that is necessary to distinguish non-conjugate poly-
nomials by their Hubbard trees [DH, Chapter VI]: we do not specify a cyclic
order on the local arms of non-(pre-)critical branch points. So just as for
expanding trees, there might be several postcritically finite polynomials of
degree d that generate (T, f,P)d. However, with Definition 2.1.3, we are now
able to distinguish polynomials which lie in subwakes of different sectors of
some hyperbolic component. This is illustrated in Figure 2.2. For Hubbard
trees of degree d which are generated by some polynomial, the requirement
that f(c0) ∈ T0 implies that we only regard one sector S of the main hyper-
bolic component of Md. That is, every such (non-trivial) Hubbard tree is
generated by some postcritically finite polynomial contained in a subwake
of the sector S.

Remark 2.1.4 (Trivial Hubbard tree). The triple ({c0}, id, {⋆})d is also
a Hubbard tree according to Definition 2.1.3. It corresponds to the main
hyperbolic component of Md; so it makes sense to include this degenerate
case in the definition of unicritical Hubbard trees. However sometimes,
this very special situation gives rise to counterexamples to our statements.
In such cases, we always assume that (T, f,P)d 6= ({c0}, id, {⋆})d without
explicitly stating this in the hypothesis. We call ({c0}, id, {⋆})d the trivial
Hubbard tree.

Definition 2.1.5 (Itinerary). The itinerary of a point z ∈ T is the infinite
sequence τ(z) = (τi(z))

∞
i=1 ∈ {0, . . . , d− 1, ⋆}N given by

τi(z) =

{
j if f◦i−1(z) ∈ Tj , j ∈ {0, . . . , d− 1}
⋆ if f◦i−1(z) = c0

.

If τ is periodic of period n then τ is composed of an infinite repetition
of a finite word τ1 · · · τn of length n. We write τ = τ1 · · · τn.
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Figure 2.2: The first picture shows M4, the second one is an enlargement
of the framed region. The following pictures show the Julia sets of the
centers of the hyperbolic components labeled by (1) to (3) (in this order).
The critical point is label by ⋆, the critical value by • and all other points
on the critical orbit by ◦. Next to each Julia set is its Hubbard tree in
the sense of Definition 2.1.3. The first two Hubbard trees are equal because
Definition 2.1.3 does not capture the cyclic order at non-(pre-)critical branch
points unlike Hubbard trees in the sense of Douady and Hubbard. The third
Hubbard tree is distinct from the previous ones. This illustrates that our
version of Hubbard trees contains some but not all secondary information.

Remark 2.1.6 (Combinatorial expansivity). It follows immediately that
the action of f on z commutes with the action of the standard left shift σ
on τ(z), i.e., τ(f(z)) = σ(τ(z)). Furthermore, for any i ∈ N0, τi(x) 6= τi(y)
if and only if c0 ∈ [f◦i(x), f◦i(y)]. And if f◦i(x) 6= c0 6= f◦i(y), then this
is equivalent to f |[f◦i(x),f◦i(y)] is not injective. This allows us to formulate
the expansivity condition of Definition 2.1.1 in the language of symbolic
dynamics: if x 6= y are marked points then τ(x) 6= τ(y).

Lemma 2.1.7 (Itineraries of limit points). Let (T, f,P)d be a Hubbard tree
and x ∈ T be non-(pre-)critical. If {xk}k∈N is a sequence of points converg-
ing to x then τ(xk) → τ(x) as k → ∞.

Proof. Since there are only finitely many precritical points of any fixed step,
the sequence τ(xk) does converge, say to τ . By possibly taking a subse-
quence, we can assume that for all k ≥ k0, the first k0 entries of τ(xk) and
τ coincide. Fix any m ∈ N and pick a neighborhood U of x so that U con-
tains no precritical point of step at most m + 1. Since x is not precritical,
the itineraries of all points in U have the same first m entries. There is an
M > m such that xj ∈ U for all j > M and therefore, τm(xj) = τm(x) for
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all j > M . On the other hand, we have τm(xj) = τm for all j > M and thus
τm = τm(x).

Definition 2.1.8 (Points of equal itinerary). Let τ ∈ {0, . . . , d− 1, ⋆}N and
(T, f,P)d a Hubbard tree. Then we define the subset Tτ of T to be the set of
all points with itinerary τ , i.e. Tτ := {x ∈ T : τ(x) = τ}.

Lemma 2.1.9 (Properties of Tτ ). Let (T, f,P)d, τ and Tτ be as above. If
Tτ 6= ∅, then Tτ is either a point, an interval or an n-od (which might lack
some of its endpoints).

Moreover, if τ is n-periodic then the map f◦n|Tτ : Tτ → Tτ is a home-
omorphism. For all x ∈ ∂Tτ , the point x is periodic of period kn > 0 and
either τ(x) = τ or x ∈ orb(c0).

Proof. First observe that the symbol ⋆ is contained in τ(x) if and only if x
is eventually mapped on the critical point. In this case, there is at most one
point with itinerary τ(x) by expansivity and because for any 0 ≤ i < d, f |Ti

is a homeomorphism onto its image. Thus Tτ(x) is a point or empty. Now
suppose that τ = j1j2 · · · such that all ji ∈ {0, . . . , d− 1} and that Tτ 6= ∅.
Let us first show that Tτ is connected. It is enough to show that for any
two points x, y ∈ Tτ , the connecting arc [x, y] is contained in Tτ . Since T
is uniquely arcwise connected, x, y ∈ Tj1 implies that [x, y] ∈ Tj1. Thus,
f |[x,y] is injective and f([x, y]) = [f(x), f(y)]. By repeating the argument,
f([x, y]) ∈ Tj2. Inductively we get that f◦n([x, y]) = [f◦n(x), f◦n(y)] ∈ Tjn

for all n, and by Remark 2.1.6, τn(z) = jn for all z ∈ [x, y] and n ∈ N. By
expansivity, Tτ contains at most one branch point, and hence is an n-od.

For the second statement we can restrict ourselves to the case that τ
does not contain the symbol ⋆. Clearly, f◦n|Tτ is continuous, injective and
f◦n(Tτ ) ⊂ Tτ . If f◦n(Tτ ) 6= Tτ then there is an x ∈ ∂T such that f◦n(x) ∈
T̊τ . Thus there is an open interval I containing x such that f◦n(I) ⊂ Tτ .
If I is sufficiently small and x is not (pre-)critical then all points p ∈ I
have itinerary τ , in contradiction to the definition of Tτ . If however x is
(pre-)critical then I \ {x} ⊂ Tτ , contradicting that Tτ is connected. Hence
f◦n|Tτ is surjective. If x ∈ ∂Tτ is not (pre-)critical then x ∈ Tτ . We have
already seen that f◦n(x) ∈ ∂Tτ . Since f◦n|Tτ extends to a homeomorphism
on Tτ and since Tτ has only finitely many boundary points, x must be
periodic of period kn.

2.1.3 Periodic Itineraries and Periodic Points

We start this section by investigating the set of fixed points of Hubbard
trees.

Lemma 2.1.10 (Fixed points). Let (T, f,P)d be a Hubbard tree. Then T0

contains a unique fixed point α and α ∈ ]c0, f(c0)[. If the critical value is
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Figure 2.3: The pictured situation leads to |orb(b)| = ∞.

not eventually mapped to a fixed point, then α is the unique fixed point of
T . Otherwise, there is a unique 0 < j0 < d such that Tj0 contains further
fixed points. In this case Tj0 =]c0, f

◦i(c0)] and f◦i(c0) = f◦i+1(c0) for some
i > 1.

The fixed point α is called the alpha-fixed point of (T, f,P)d.

Proof. If the three points c0, f(c0), f
◦2(c0) form a degenerate triod, then

f(c0) is an endpoint and the claim follows by the Intermediate Value the-
orem. Otherwise consider the behavior of the branch point b of the triod
[c0, f(c0), f

◦2(c0)] under f : the point f(b) is contained in ]f(c0), f
◦2(c0)[. If

f(b) ∈ ]b, f◦2(c0)[ then |orb(b)| = ∞, and if f(b) ∈ ]b, f(c0)[ then |orb(b)| =
∞, too, unless f◦2(b) = b. But this last possibility contradicts expansivity
because then c0 6∈ f◦i([b, f(b)]) for all i ∈ N0. Thus b is fixed.

Now let α ∈ ]c0, f(c0)[ be fixed and suppose that there was another
fixed point p ∈ T0. Let C be the component of T \ {α} which contains
p. Then C 6⊂ Gα(c0) and since f |T0 is a homeomorphism onto its image,
f(C) ⊂ C. This again yields an immediate contradiction to expansivity
unless C contains exactly one endpoint e and e is fixed by f . For degree
reasons, e 6= f(c0) and thus, α is a branch point. But this means that for
the two marked points α and e, c0 6∈ f◦n([α, e]) for all n ∈ N.

Now suppose that there is a j0 6= 0 such that p0 ∈ Tj0 is fixed. Then
Lp0(c0) is fixed under f . Let i > 1 such that p0 ∈ ]f◦i(c0), c0[⊂ Tj0. Since f
is locally injective at p0 we have that for all n ≥ 0 the iterate f◦(i+n)(c0) ∈
Tj0. Now expansivity implies that f◦i(c0) = f◦i+1(c0) and Tj0 = ]c0, f

◦i(c0)].

The following two statements are immediate corollaries of Lemma 2.1.10.

Corollary 2.1.11 (Existence of further fixed points). Let (T, f,P)d be a
Hubbard tree. Then there is an element Tj0 6= T0 of P which contains a fixed
point if and only if τ(c0) = ⋆τ1 . . . τlj0 for some j0 ∈ {1, 2, . . . , d− 1}.
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Corollary 2.1.12 (Preimage in T0). Every point p ∈ ]α, f(c0)[ has a pre-
image p0 ∈ ]c0, α[.

Now, we turn to arbitrary periodic points. Unless stated otherwise, we
always assume that the period of a periodic point is at least two. We start
by comparing the exact period of periodic points to the exact period of
their itineraries. In particular, we show that if a Hubbard tree contains
a periodic point of itinerary τ then it always contains a periodic point of
itinerary τ whose exact period coincides with the one of its itinerary. This
fact guarantees that the minimal Hubbard trees introduced in Section 2.2
are well-defined.

Lemma 2.1.13 ((Pre-)periodic points and itineraries). Let (T, f,P)d be a
Hubbard tree and p ∈ T be a periodic point of period n. Then the itinerary
τ of p is periodic, too, and its period divides n.

If a point p ∈ T is preperiodic then so is its itinerary τ . The preperiod
of p coincides with the one of τ .

Proof. Obviously, if p is n-periodic, then τ = (τi)i∈N is periodic of period at
most n. Let m ≤ n be the exact period of τ . If the greatest common divisor
(m,n) = 1, then for any 0 < k ≤ n there is an N such that N ≡ 1 (mod m)
and N ≡ k (mod n) by the Chinese Remainder theorem. Thus, τ1 = τk for
all k ∈ N and m = 1, which clearly divides n. If (m,n) = q > 1, then there
are two integers m̂, n̂ such that m̂q = m, n̂q = n. Now (m̂, n̂) = 1 and thus
for any i ∈ N, there is an N̂ such that N̂ ≡ 0 (mod m̂) and N̂ ≡ i (mod n̂).
So,

∃ k, l : km̂ = i+ ln̂ ⇐⇒ ∃ k, l : j + k(m̂q) = j + iq + l(n̂q)

⇐⇒ ∃N : N ≡ j (mod m), N ≡ (j + iq) (mod n).

But this implies that for all i, j ∈ N, we have τj = τj+iq, i.e. τ is periodic of
period q. This means that m = q and thus, m divides n.

Now let p be preperiodic. By way of contradiction, suppose that τ and
p have preperiods of different lengths. Clearly, the preperiod of τ cannot be
longer than the one of p. By iterating p, we can assume that τ is periodic
whereas p has preperiod of length k > 0. Let m be the exact period of
τ and n the exact period of f◦k(p). We are going to show that there is
a j0 such that τk = τk+j0n. This implies that the two points f◦k−1(p)
and f◦k−1+j0n(p) are contained in some Ti ⊂ T . By the choice of n, k,
f◦k(p) = f◦k+j0n(p), and thus f |Ti

is not injective, a contradiction. Since τ
is m-periodic, τk = τk+jm for all j ∈ N. So it suffices to show that there are
j0, j1 ∈ N such that j0n + k = j1m + k. If (m,n) = 1, then this is true by
the Chinese Remainder theorem. If (m,n) = q, then the reasoning above
shows that the period of τ equals q, i.e. m = q. Hence m|n and there is an
l > 0 such that lm = n. Setting j0 = 1 and j1 = l proves the claim.
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Lemma 2.1.14 (Period of points and itineraries). Let (T, f,P)d be a Hub-
bard tree. The exact period and preperiod of any marked point equals the
exact period and preperiod of its itinerary.

If z ∈ T is periodic such that its period is greater than the exact period
of τ(z), then there is a periodic point z′ such that τ(z) = τ(z′) and the exact
periods of z′ and τ(z′) are equal.

Proof. Let z be a marked point and τ(z) its itinerary. Suppose that z is
m-periodic and mτ is the exact period of τ(z). If m = kmτ for some k > 1
then the two distinct marked points z, f◦mτ (z) have the same itinerary,
contradicting the expansivity condition. Now suppose that z is preperiodic
with preperiod of length l and let lτ be the length of the preperiod of τ(z).
Then l ≥ lτ and if l > lτ , we get the same contradiction as for the periodic
case using the two distinct points f◦lτ (z), f◦lτ+mτ (z).

To prove the second part, suppose that z is a periodic, non-marked point
and m > mτ . Consider the connected set Tτ(z) that consists of all points
of T which have the same itinerary as z. If Tτ(z) contains a branch point,
then this point is marked and hence must have period mτ as we just have
seen. Otherwise Tτ(z) is a (not necessarily closed) interval with endpoints
z1, z2. Since Tτ(z) contains only points that share the same itinerary and
since it is maximal with respect to this property, we get that f◦n|[z1,z2] is
a homeomorphism onto its image for all n and f◦mτ ([z1, z2]) ⊂ [z1, z2]. If
f◦mτ reverses orientation on [z1, z2] or maps this interval strictly into itself,
then there is a fixed point in ]z1, z2[ of f◦mτ . So the only remaining case
is that at least one of the endpoints, say z1, is fixed by f◦mτ . But since
f◦jmτ |[z1,z2] is a homeomorphism (onto its image) for all j, this implies that
the orbit of z is infinite.

One can actually say more about the relation between the period of a
periodic point and the period of its itinerary.

Lemma 2.1.15 (Length of periodic orbits). Let τ be a periodic itinerary
of exact period n generated by a point of the Hubbard tree (T, f,P)d. Then
there exists exactly one l ∈ N such that the period of any periodic point in
T with itinerary τ is either n or ln.

We will see later in Proposition 2.1.23 that there are at most two disjoint
cycles of local arms at any periodic point and if there are two, then (at least)
one of the two cycles is trivial, i.e. consists of one fixed local arm. The first
part of this proposition is needed to show uniqueness of l. So the logically
correct place to put Lemma 2.1.15 would be after Proposition 2.1.23. We
state the lemma already here because its content belongs to this section.
(Note that Lemma 2.1.15 is not used to prove Proposition 2.1.23.)

Knowing Proposition 2.1.23, we can explain the number l: the subtree
Tτ contains at most one periodic point b ∈ Tτ of period n such that not all
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of its local arms are fixed under f◦n. If such a point b does not exist, then
all periodic points of itinerary τ have period n. This can only happen if Tτ

is an interval or a point. However, if such a point b exists, then l > 1 is the
length of the non-trivial cycle C of local arms at b. If G is a global arm with
local arm L ∈ C and p ∈ Tτ ∩G is periodic, then the exact period of p is ln.
If G′ denotes the global arm with associated fixed local arm (if existing),
then all periodic points in Tτ ∩G′ have exact period n.

We will use the following easy observation to prove Lemma 2.1.15 .

Lemma 2.1.16 (Consecutive iterates). Suppose that f |[x,y] is injective and
there are three consecutive iterates p, f(p), f◦2(p) ∈ [x, y] such that f(p) ∈
]p, f◦2(p)[. Then f◦2(p) ∈ ]f(p), f◦3(p)[.

Proof of Lemma 2.1.15. If τ contains the symbol ⋆, then Tτ is a single point
and as marked point, this point has period n. Since for any τ ∈ {0, . . . , d−
1}N the set Tτ contains at most one branch point, it is easy to see that there
is at most one periodic point in Tτ of period n whose local arms are not
all fixed. Lemma 2.1.16 implies that for any periodic point p with period
ln (l > 1) there is an n-periodic point z ∈ ]p, f◦n(p)[ (z is a branch point
for l > 2, as otherwise the orbit of z would be infinite) and f◦n does not
fix Lz(p) and Lz(f

◦n(p)). Therefore, if for all n-periodic points in Tτ all
local arms are fixed under f◦n, then all periodic points in Tτ have period
n. Now suppose that there is an n-periodic point z that has a cycle C of
local arms of length l > 1. By Proposition 2.1.23, there is at most one such
cycle at z. If an arm of z whose respective local arm is in C contains a
periodic point p of Tτ , then p must be fixed under the first return map f◦ln

of Lz(p): if not, the reasoning above shows that Gz(p) ∩ Tτ contains a kn-
periodic (inner) point p′ whose local arms are permuted. This contradicts
that f◦ln([z, p′]) = [z, p′]. Thus, the period of any periodic point in Tτ is n
or ln.

2.1.4 Characteristic Points

In this section we prove that every periodic orbit contains one distinguished
point, the characteristic point. Characteristic points will become crucial
when we investigate the set of kneading sequences. In fact, we will define a
partial order on this set via characteristic points.

Definition 2.1.17 (Characteristic points). Let x be a periodic point of pe-
riod n > 1 of the Hubbard tree (T, f,P)d. Suppose that there is a point
x1 ∈ orb(x)∩ ]c0, f(c0)] such that orb(x) ⊂ Gx1(c0). Then the point x1 is
called the characteristic point of orb(x).

This definition immediately implies that if a characteristic point x1 ∈
orb(x) exists, then it is unique for orb(x). Furthermore, f(c0) is the char-
acteristic point of the critical orbit if and only if c0 is periodic. Whenever
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Figure 2.4: This figure illustrates the special location of characteristic points.
The Hubbard tree is generated by the Julia set pictured on the left hand
side.

we speak of a characteristic point p then we mean that p is contained in a
periodic orbit O and that it is the characteristic point of O.

Proposition 2.1.18 (Existence of characteristic points). Let (T, f,P)d be
a Hubbard tree and x ∈ T be a periodic point of period n > 1 such that
τ(x) 6= τ(e) for all endpoints e of T . Then there is an x1 ∈ orb(x) that is
characteristic.

Proof. For any point y ∈ orb(x) let Xy be the union of the closures of global
arms at y not containing c0. Observe that f(Xy) ⊂ Xf(y) if Xy contains no
immediate preimage of c0. For y 6= y′, the sets Xy, Xy′ are either disjoint
or one is strictly contained in the other. This implies that there is at least
one Xy0 which contains no element of orb(x) besides y0. Moreover, since
τ(x) 6= τ(e) for all endpoints e of the Hubbard tree and Xy clearly contains
an endpoint, there is a precritical point in Xy for all y ∈ orb(x). Let ξy be the
one of lowest step, say step(ξy) = k > 1. Then f◦k−2(y) ∈ ]c0, f

◦k−2(ξy)[
and thus f◦k−1(y) ∈ ]f(c0), c0[.

Let x1 ∈ ]c0, f(c0)[ be the point of orb(x) such that orb(x)∩ ]x1, f(c0)] =
∅ and let us assume that there is a y ∈ orb(x) ∩ X̊x1. Iterate Xx1 until
f◦k(Xx1) contains an immediate preimage of c0. We have that for all i =
0, . . . , k − 1, X̊f◦i(x1) contains a point of orb(x). Now f◦k−1(x1) ∈ ]c0, f(c0)[
and by the choice of x1, the interior of Xf◦k−1(x1) contains a point of orb(x).
We continue this process until f◦n(x1) = x1. Summing up, we have shown
that the assumption “∃ y ∈ orb(x)∩X̊x1” implies that there is no y ∈ orb(x)
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with orb(x) ∩ X̊y = ∅. But such a point exists as we have seen before.

The proof shows that for any periodic point x, orb(x) ∩ [c0, f(c0)] 6= ∅,
and secondly, that the point x1 ∈ [c0, f(c0)] with orb(x)∩ ]x1, f(c0)[= ∅ has
the property that orb(x) ⊂ Gx1(c0). So, we could equally well have defined
the characteristic point as the point in orb(x) ∩ [c0, f(c0)] that is closest to
f(c0).

Note that the proposition is trivially true for the α-fixed point. For
convenience, we say that the α-fixed point is the characteristic point of its
orbit. Obviously, we have that any characteristic point x1 6= α is contained
in ]α, f(c0)].

The next statement is an immediate consequence of expansivity because
this condition guarantees that marked points have pairwise distinct itiner-
aries.

Corollary 2.1.19 (Branch and characteristic points). Let b ∈ T be a peri-
odic branch point. Then orb(b) contains a characteristic point.

Corollary 2.1.20 (Preimages of characteristic points). Let x1 ∈ T be a
characteristic point. Suppose there is an i ∈ {0, . . . , d−1} such that orb(x1)∩
Ti 6= ∅. Then Ti contains an immediate preimage xi

0 of x1, i.e. f(xi
0) = x.

Proof. Let x′ ∈ orb(x1) ∩ Ti. Then [x′, c0] is mapped homeomorphically
onto [f(x′), f(c0)], and as x1 is characteristic, x1 ∈ [f(x′), f(c0)]. Thus
[x′, c0] ⊂ Ti contains a preimage of x1.

2.1.5 Global and Local Arms of Periodic Points

The existence of characteristic points is essential for our study of the be-
havior of global and local arms at periodic points under their first return
maps.

Proposition 2.1.21 (Behavior of global arms). Let x be an n-periodic, non-
(pre-)critical point and let x1 be the characteristic point of orb(x). Then
every global arm Gx1 at x1 has exactly one of the following behaviors under
f◦n:

• f◦n maps Gx1 homeomorphically onto its image so that c0 6∈ f◦j(Gx1)
for all j = 0, . . . , n;

• there is a 0 ≤ j ≤ n such that c0 ∈ f◦j(Gx1). Moreover, f◦n maps the
local arm Lx1 associated to Gx1 either to Lx1(c0) or Lx1(f(c0)).

Proof. Assume that there is an iterate f◦j(Gx1), j ∈ {0, . . . , n}, which con-
tains the critical point. Let ξ ∈ Gx1 be the unique precritical point with
step(ξ) =: l ≤ n such that there is no other precritical point of step smaller
than n in ]x1, ξ]. By definition, f◦n|[x1,ξ] is injective and f◦l(Lx1) points
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towards c0. If l = n, then f◦n(Lx1) = Lx1(c0). If l ≤ n− 1, then f◦l+1(Lx1)
points to f(c0). Hence for l = n − 1, f◦n(Lx1) = Lx0(f(c0)), and for all
l < n − 1, f◦l+1(Lx1) points towards a point of orb(x) and all further it-
erates will do so until we reach x1 after n iterations. This implies that
f◦n(Lx1) points towards the critical point, i.e., equals Lx1(c0).

Definition 2.1.22 (Hitting c0). Let G,G′ be two global arms of an n-
periodic point x. We say that f◦n maps G into G′ without hitting c0 if f◦n

maps G homeomorphically into G′ so that c0 6∈ f◦j(G) for all j = 0, . . . , n.

Proposition 2.1.23 (Behavior of local arms). Let x be an n-periodic, non-
(pre-)critical point. Then the first return map f◦n either permutes the set
of local arms of x transitively or it fixes one local arm and permutes the
remaining ones transitively. In the latter case, the fixed local arm is the
image of the local arm at the characteristic point of orb(x) pointing towards
c0.

If x is the α-fixed point then all local arms are permuted transitively.

Proof. We are going to show the claim for the characteristic point x1 of
orb(x). Since for all i ∈ N and all non-(pre-)critical points p ∈ T the map
f◦i is locally injective at p, the claim carries over to any point on orb(x).

Note first that f maps two distinct local arms to two distinct local arms.
Thus the set of local arms at x1 splits into a finite number of cycles and
the elements of each cycle are permuted transitively. By expansivity, for
any global arm Gx1 , there is a 0 ≤ k ≤ ln such that f◦k(Gx1) contains the
critical point, where l is the length of the cycle of local arms containing
Lx1. Hence Lemma 2.1.21 implies that for any Lx1 , orbf◦n(Lx1) contains a
local arm which either points to the critical point or to the critical value. It
follows that there are at most two disjoint cycles of local arms at x1, one of
which consists of all local arms L with Lx1(c0) ∈ orbf◦n(L), the second one
contains all L such that Lx1(f(c0)) ∈ orbf◦n(L).

Since Gx1(c0) is not mapped homeomorphically by f◦n without hitting
c0, f

◦n(Lx1(c0)) either points towards the critical point or the critical value.
Now the discussion above yields that in the first case, Lx1(c0) is fixed by
f◦n and the remaining arms are permuted transitively, and in the second
one that there is only one cycle of local arms and the set of all local arms is
permuted transitively.

To finish the proof, let us assume that x is the α-fixed point. As we have
seen in Lemma 2.1.10, T0 contains no further fixed point. Suppose that the
local arm Lα is fixed and that it is not pointing to c0. If Gα denotes its
global arm, then f(Gα) ⊂ Gα. But by expansivity, this is only possible if
Gα is an interval with both endpoints fixed, a contradiction. If Lα(c0) is
fixed, then f◦i(f(c0)) 6∈ Gα(c0) because f is locally injective at α. This is
again a contradiction to expansivity.
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Definition 2.1.24 (Tame and evil points). Let z 6= f(c0) be a characteristic
point of exact period n. We say that z is tame if none of its local arms are
fixed under f◦n. If z is a branch point and one of its local arms is fixed
under the first return map, then z is called evil.

This terminology is motivated by the following fact: in Section 2.4.1 we
will see that the only obstruction for a Hubbard tree to be realized by a
polynomial is the existence of an evil branch point. Inner points whose local
arms are fixed are no obstruction. So we use the term evil solely for branch
points.

Remark 2.1.25 (Labeling of global and local arms). Going trough the
argument of the proof above, we get an even stronger statement about the
behavior of global arms. Except for the case that c0 is an endpoint of T ,
Gx1(c0) is never mapped homeomorphically onto its image under f◦n. We
can label the q global arms at x1 in such a way that G0 contains the critical
point, G1 the critical value and for all 1 ≤ i < q − 1, f◦n(Gi) ⊂ Gi+1. The
local arm associated to Gi is denoted by Li. Note that f◦n maps Gi into
Gi+1 without hitting c0 for all 1 ≤ i ≤ q − 1. For the global arm Gq−1

we have to distinguish whether x1 is tame or not: suppose that L0 is not
fixed under f◦n. Then it must be mapped to L1 by Proposition 2.1.21. It
follows that Lq−1 is mapped onto L0. The global arm Gq−1 may or may
not be mapped homeomorphically into G0 such that c0 6∈ f◦j(Gq−1) for all
j = 0, . . . , n. Figure 2.5 gives an example for each case. If Lx1(c0) is fixed
under f◦n, then by expansivity, the global arm Gq−1 cannot be mapped
homeomorphically into G1 such that c0 6∈ f◦j(Gq−1) for all 0 < j < n.
However, it might be mapped homeomorphically (cf. the last picture in
Figure 2.5).

Corollary 2.1.26 (Permutation of global arms). Let x be a characteristic
point of exact period n with global arms G0, . . . , Gq−1 (labeled as described
above). Then for all 0 < i < q − 1, we have f◦n(Gi) = Gi+1 and c0 is not
hit. If x is tame then f◦n(Lq−1) = L0, otherwise f◦n(Lq−1) = L1. While in
the first case, Gq−1 might map to G0 without hitting c0, in the second case,
Gq−1 is always mapped into G1 so that c0 is hit.

Corollary 2.1.27 (Period and itinerary of branch points). Let (T, f,P)d be
a Hubbard tree and b ∈ ]c0, f(c0)[ be a characteristic branch point of exact
period m which has q arms. Then τi(x) = τi(c1) for all 0 < i ≤ (q − 2)m.

Furthermore, if c0 is periodic of exact period n, then n > m.

2.2 Minimal Hubbard Trees

In the definition of Hubbard trees, we left some freedom for the dynamics
on T \ V . (Recall that V is the set of marked points of T .) However,
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Figure 2.5: Different behaviors of Gq−1 (marked by a thick line) under the
first return map of x1. In the first two Hubbard trees, x1 is tame; in the
third one x1 is an evil branch point. Partitions are indicated by dotted lines.

most of the possible choices cannot be realized by a polynomial. Besides
describing the space of Hubbard trees we also want to get a meaningful model
for the Multibrot sets. Therefore, we introduce an equivalence relation on
the set of Hubbard trees so that every equivalence class is characterized
by the dynamics on the set of marked points of any representative. We
will investigate equivalence classes of Hubbard trees rather than individual
Hubbard trees.

Definition 2.2.1 (Equivalent Hubbard trees). We say that two Hubbard
trees (T, f,P)d, (T ′, f ′,P ′)d of the same degree d are equivalent if there is
a bijection φ : V −→ V ′ between the sets of marked points of T and T ′ such
that τ(v) = τ(φ(v)) for all v ∈ V and if v, ṽ ∈ V are adjacent marked points
then so are φ(v), φ(ṽ).

This defines an equivalence relation on the set of Hubbard trees.

2.2.1 Hubbard Trees with Attracting Dynamics

For the investigation of the set of (equivalence classes of) Hubbard trees,
we will work with special representatives, the so-called minimal Hubbard
trees. They were introduced in [Ka] for quadratic Hubbard trees. Every
minimal Hubbard tree carries all the dynamically relevant information which
characterizes its equivalence class but it has rather plain dynamics compared
to other elements of its class. This eases their investigation, in particular
the comparison of different equivalence classes. Before giving a definition
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of minimal Hubbard trees in the next section, we discuss what it means for
a Hubbard tree to have attracting dynamics, a property minimal Hubbard
trees are required to have.

Definition 2.2.2 (Attracting dynamics). A Hubbard tree (T, f,P)d with n-
periodic critical point is said to have attracting dynamics if for each ck ∈
orb(c0), there is a neighborhood Uk of ck such that for all x ∈ Uk, f

◦jn(x) →
ck as j → ∞.

The next lemma summarizes some properties of Hubbard trees with at-
tracting dynamics. Lemma 2.2.4 then shows that every equivalence class of
Hubbard trees with periodic c0 contains a representative which has attract-
ing dynamics.

Proposition 2.2.3 (Trees with attracting dynamics). Let (T, f,P)d be a
Hubbard tree with attracting dynamics. Then the following are true:

(i) Let p ∈ T be a non-(pre-)critical point. If p is a limit point of periodic
points pn which all have the same itinerary τ , then τ(p) = τ and p is
periodic.

(ii) There is a neighborhood U of c1 such that f◦j|U is injective for all
j ∈ N0.

Proof. By Lemma 2.1.15, there is an m ∈ N such that all pn have (not
necessarily exact) period m. By continuity, f◦m(p) = p, i.e., p is periodic
and its period divides m. Moreover, p has either itinerary τ or is on the
critical orbit. But since T has attracting dynamics, no point on the critical
orbit can be the limit point of periodic points.

For the second claim, let n be the period of c1. There is a neighborhood
U of c1 such that U contains no precritical point unequal to c1 of step at
most n. Since (T, f,P)d has attracting dynamics, we can choose U so small
that for all p ∈ U , f◦n(p) ∈ ]p, c1[. If there was a precritical point ξ ∈ U
with ξ 6= c1, then there is a j0 such that f◦j0(ξ) is precritical of step at most
n and by the choice of U , we have f◦j0(ξ) ∈ U , a contradiction.

Lemma 2.2.4 (Attracting dynamics exists). Every equivalence class of Hub-
bard trees with periodic critical point contains a representative with attracting
dynamics.

Proof. For any given equivalence class pick a Hubbard tree (T, f,P)d and
suppose that the critical orbit is not attracting. We are going to define a
new dynamics f̃ on the topological tree T such that any point on the critical
orbit is locally attracting. To achieve this, it suffices to change f locally at
c0. Let V be the set of marked points, n be the exact period of the critical
point c0 and let G be the unique global arm of c0 whose associated local
arm is fixed under f◦n. Choose y0 ∈ G such that the interval I := ]c0, y0[
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has the following properties: f◦n|I is a homeomorphism onto its image,
I ∩ V = ∅ = f◦n(I) ∩ V and f◦i(I) ∩ I = ∅ for all 0 < i < n. Without loss
of generality, we can assume that there is a z ∈ I such that f◦n(z) = z: if
such a point does not exist then p ∈ ]c0, f

◦n(p)[ for all p ∈ I and we can
pick z, y, y′ ∈ I with c0 < y < z < f◦n(z) < y′ (< denotes the natural
order on I with c0 as the smallest element). There is a homeomorphism
h′ : T → T such that h′|T\[y,y′] ≡ id and h′(f◦n(z)) = z. Set f ′ := h′ ◦ f .
Then (f ′)◦n(z) = z and the two Hubbard trees (T, f,P)d and (T, f ′,P)d are
equivalent.

So we can assume that there is a z ∈ I which is fixed under f◦n. Pick any
homeomorphism ϕ : [c0, z] → [0, 1] with ϕ(c0) = 0, ϕ(z) = 1, and consider
the function h : [0, 1] → [0, 1], x 7→ x2. It induces a map

h̃ : T −→ T, p 7→

{
(ϕ−1 ◦ h ◦ ϕ)(p) if p ∈ [c0, z]
p otherwise

.

Let f−n be the inverse branch of f◦n|I that maps [c0, z] onto itself and define

g : T −→ T, p 7→

{
(h̃ ◦ f−n)(p) if p ∈ [c0, z]
p otherwise

.

The map f̃ := g ◦ f : T → T is a continuous surjection and the triple
(T, f̃ ,P)d is a Hubbard tree. Moreover, it is equivalent to the given one
and has attracting dynamics: for the first part, observe that V ⊂ T \
f−1(]c0, z[) =: S and f̃ |S = g ◦ f |S = f |S; to prove attracting dynamics,
it suffices to show that f̃◦jn(x) → c0 as j → ∞ for all x ∈ ]c0, z[. For any
x ∈ ]c0, z[, we have

f̃◦n(x) = ((g ◦f)◦ (id◦f)◦n−1)(x) = (g ◦f◦n)(x) = (h̃◦f−n ◦f
◦n)(x) = h̃(x)

and h̃(x) ∈ ]c0, z[. Thus, f̃◦jn(x) = h̃◦j(x) for all j ∈ N and all x ∈ ]c0, z[,
and by definition h̃◦j(x) → c0 as j → ∞.

2.2.2 Existence and Properties of Minimal Hubbard Trees

Definition 2.2.5 (Minimal Hubbard trees). A Hubbard tree (T, f,P)d is
minimal if the following two conditions are satisfied: there are no two peri-
odic points p 6= p′ in T with τ(p) = τ(p′). If the critical point c0 is periodic,
then (T, f,P)d has attracting dynamics.

Remark 2.2.6. Observe that this definition implies immediately that min-
imal Hubbard trees do not contain two preperiodic points which have the
same itinerary either. Recall that expansivity implies that there are no
(pre-)periodic marked points with the same itinerary. Thus, one could con-
sider minimal Hubbard trees to be Hubbard trees with all (pre-)periodic
points marked. Minimal Hubbard trees have the property that the exact
period and preperiod of any (pre-)periodic point p equals the exact period
and preperiod of its itinerary τ(p) (cf. Lemma 2.1.14).
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Proposition 2.2.7 (Minimal Hubbard trees exist). Every equivalence class
of Hubbard trees contains a minimal representative.

Proof. Given any equivalence class of Hubbard trees, pick a representative
(T, f,P)d such that if c0 is periodic, (T, f,P)d has attracting dynamics. For
any periodic itinerary τ , let Xτ ⊂ T be the smallest connected subset of T
which contains all periodic points of itinerary τ . Xτ is a closed set: this
is trivial if there are only finitely many periodic points in Xτ , and if there
are infinitely many, then this follows from Proposition 2.2.3, case (i). By
expansivity, Xτ contains at most one branch point, so it is a closed (possibly
degenerate) n-od.

We define the following equivalence relation on T :

x ∼ y : ⇐⇒
x = y or τ(x) = τ(y) and there is an n ∈ N such that
f◦n(x)and f◦n(y) ∈ Xτ for some periodic itinerary τ .

Observe that an equivalence class is either a singleton, of the form Xτ or
a non-periodic iterated preimage of some Xτ . Thus, all equivalence classes
are closed subsets of T . Moreover, the equivalence class of any precritical
point is trivial and if x0 6∈ Xτ has itinerary τ , then there is a neighborhood
U of x0 such that the equivalence class of any x ∈ U is trivial as well.

Let f̃ be the dynamics induced by f on the quotient T̃ := T/∼ and
π : T −→ T̃ the natural projection map. We show that (T̃ , f̃ ,P)d is a
Hubbard tree. It is minimal by construction and equivalent to (T, f,P)d
since we have not changed the mutual location of marked points (marked
points and in particular branch points are preserved under π by expansivity
of (T, f,P)d).

We first prove that any two points x 6= y ∈ T̃ can be separated by a
third point. This implies that T̃ is metrizable. In fact T̃ is a tree, because
all equivalence classes are connected [N, 9.42, 9.45]. There are endpoints px

and py of π−1(x) and respectively π−1(y) such that ]px, py[ does not intersect
π−1(x)∪ π−1(y). If the itineraries of px and py are different, then there is a
precritical point ξ ∈ ]px, py[. If they are equal then the equivalence class of
at least one of the two points px, py is trivial and thus, there is a ξ ∈ ]px, py[
whose equivalence class is trivial as well. Hence, the two components U,U ′

of T \ {ξ} are disjoint open saturated sets, one of which contains π−1(x)
and the other one π−1(y). Therefore, π(U), π(U ′) are open in T̃ , disjoint
and contain x and y, respectively. Since T̃ \ {π(ξ)} = π(U) ∪ π(U ′), x and
y are separated by π(ξ). Observe that f̃ is continuous and locally injective
on T̃ \ {π(c0)}, and since f−1(Xτ ) splits into at most d equivalence classes,
f̃ is at most d-to-1. Moreover, (T̃ , f̃ ,P)d meets the expansivity condition.
Putting everything together, (T̃ , f̃ ,P)d is a Hubbard tree.

Proposition 2.2.8 (Hubbard trees of polynomials). Let f be a postcritically
finite unicritical polynomial of degree d and T its Hubbard tree in the sense
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of Douady and Hubbard. Then, if T is its underlying topological tree and P
is the partition induced by external rays, then (T, f,P)d is a Hubbard tree in
the sense of Definition 2.1.3. Moreover, it is minimal.

Proof. Suppose that T is a Hubbard tree in the sense of Douady and Hub-
bard, generated by the polynomial f . From their definition it is straightfor-
ward to see that T fulfills requirements (i) – (iv) of Definition 2.1.1 and that
it has attracting dynamics. Moreover, since it is embedded into the plane it
comes with a labeled partition: in the preperiodic case, pick any external ray
Rθ that lands at the critical value. If the critical point c0 = 0 is n-periodic,
let U be the critical-value Fatou component and pick any ray Rθ that lands
at the unique fixed point on ∂U of f◦n. In the first case, f−1(Rθ) ∪ {c0}
partitions the plane into d regions so that f restricted to each region is in-
jective. In the periodic case, one has to extend the d preimage rays Ri of
Rθ by internal rays of the critical-point Fatou component. (Internal rays
were introduced on page 7.) These extended rays together with the criti-
cal point define a partition of the complex plane. In both cases, label the
obtained d regions counterclockwise in a consecutive way so that the region
with label 0 contains the critical value. This induces a partition P on the
underlying topological tree T of T. So it only remains to verify expansivity
and minimality for the triple (T, f,P)d.

Since the first requirement of minimality is a stronger condition than
expansivity, it suffices to show that for any two distinct periodic points p, p′

there is an i ∈ N0 such that the critical point c0 is contained in f◦i([p, p′]).
This condition is trivially true if c0 is periodic and one of the points p, p′ is
on the critical cycle. Suppose that there were two periodic points p 6= p′ ∈ T
which have the same itinerary in {0, . . . , d − 1}N. Then the interval [p, p′]
contains no precritical point. Let m be the smallest common period of p
and p′ and suppose that we have chosen p and p′ in such a way that ]p, p′[
contains no point of period m. This is possible since there is only a finite
number of such points. Observe that the periodic points p, p′ are repelling.
Thus, the fact that f◦m fixes both p and p′ and f◦m|[p,p′] : [p, p′] → [p, p′]
is a homeomorphism implies that there is a fixed point of f◦m in ]p, p′[, a
contradiction to the choice of p and p′.

We have already seen in Section 2.1.1 that the converse statement is not
true.

We conclude this section with two consequences of the fact that minimal
Hubbard trees with periodic critical point have attracting dynamics. The
first one is a technical observation which will become very helpful when
we investigate the set of Hubbard trees or equivalently the set of ⋆- and
preperiodic kneading sequences in Section 3.3; indeed it is used to prove
Theorem 3.3.17, our main result in parameter space. The second one is of
interest by itself.
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Lemma 2.2.9 (Limit of characteristic points). Let (T, f,P)d be a minimal
Hubbard tree and z ∈ ]c0, c1[⊂ T be a (pre-)periodic point. Set Pz := {p ∈
]c0, z[ : p is characteristic} and p0 := sup(Pz). If p0 6= z, then p0 ∈ Pz.

Proof. Since p0 is the limit of characteristic points, it is enough to show that
p0 is periodic. Let us suppose that p0 is not periodic. We show first that the
arc ]p0, z[ contains a precritical point: by minimality of T , z cannot have
the same itinerary as any point p ∈ Pz. Since p0 is the limit of characteristic
points, p0 is not precritical. Since p0 is not periodic, Lemma 2.1.9 implies
that there is a neighborhood I ⊂]c0, f(c0)[ of p0 such that all points p ∈ I
have itinerary τ(p0). Consequently, there is a point p ∈ Pz ∩ I that has
itinerary τ(p0) = τ(z), a contradiction.

Let ξ be the precritical point in ]p0, z[ such that there is no precritical
point in ]p0, z[ with lower step. Set step(ξ) =: k. Since p0 is a limit point
of characteristic points, there is no l ∈ N such that f◦l(p0) ∈ ]p0, c1[. Hence
f◦k([p0, ξ]) covers [p0, ξ] homeomorphically and there is a point z′ ∈ [p0, ξ[
with z′ = f◦k(z′). If z′ = p0, we are done. Otherwise, let z′′ ∈ [p0, ξ[
be the periodic point with lowest period. If z′′ = p0, we are done again;
otherwise we show that the point z′′ is characteristic and thus z′′ ∈ Pz,
which contradicts that p0 = sup(Pz): if z′′ is not characteristic, then there
is an s < k such that f◦s([p0, z

′′]) covers [p0, z
′′] homeomorphically. But

this yields a periodic point in [p0, ξ[ of period smaller than the one of z′′, a
contradiction to the choice of z′′.

Corollary 2.2.10 (Periodic points are repelling). If (T, f,P)d is a minimal
Hubbard tree and z ∈ T is an n-periodic point disjoint from the critical orbit,
then z is repelling. That is, there is a neighborhood U of z such that for all
p ∈ U , p ∈ ]z, f◦jpn(p)[, where jp is the period of the local arm at z pointing
to p.

Proof. Let k equal the period of a non-fixed local arm at z if such a local arm
exists, and set k = 1 otherwise. Furthermore, let U ⊂ T be a neighborhood
of z. Pick U so small that f◦kn|U is a homeomorphism onto its image. For
any global arm G of z set L := G∩U . By minimality, either f◦jn(p) ∈ ]z, p[
for all p ∈ L or p ∈ ]z, f◦jn(p)[ for all p ∈ L, where j ∈ {1, k} is the period
of the local arm associated to G. Suppose that the first case holds. Then
f◦jn(p) ∈ ]z, p[ extends to all p ∈ L′ := {x ∈ G : τ(x) = τ(z)} ⊃ L. By
minimality, the set L′ is an interval and its boundary point p0 6= z is a
precritical point by Lemma 2.1.9. By continuity, p0 is periodic and thus on
the critical orbit, yet all points in L′ (except for z) are repelled from p0 by
f◦jn. This contradicts that (T, f,P)d has attracting dynamics.

From now on, we only regard minimal Hubbard trees. Whenever we
speak of Hubbard trees we mean minimal ones (unless stated otherwise).
Since any equivalence class of Hubbard trees contains a minimal represen-
tative and we are interested in classifying equivalence classes of Hubbard
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trees rather than individual ones, this restriction does not result in any loss
of generality.

2.3 Kneading Sequences and Internal Addresses

2.3.1 Definition and Properties

In this section we define kneading sequences in a more abstract way than
they were introduced on page 8: following [BS], we define kneading sequen-
ces to be elements of the set {0, . . . , d − 1, ⋆}N; in particular, they are not
necessarily generated by some external angle. We will see in Section 2.3.2
that there is a bijection between the set of ⋆- and preperiodic kneading
sequences and the set of equivalence classes of Hubbard trees. We set

Σ0
d := {ν = (νi)

∞
i=1 ∈ {0, . . . , d− 1}N : ν1 = 0},

Σ⋆
d := Σ0

d ∪
{
⋆} ∪ {ν = 0ν2 . . . νn−1⋆ : νi ∈ {0, . . . , d− 1}

}
.

Definition 2.3.1 (Kneading sequences, internal addresses). A kneading se-
quence of degree d is an element of the set Σ⋆

d. A kneading sequence ν is
called ⋆-periodic of period n if ν = 0ν2 . . . νn−1⋆ (or ν = ⋆ for n = 1). It is
periodic if ν = ν1 . . . νn ∈ Σ0

d.
An internal address is a finite or infinite sequence of tuples

(1, 0) → (n1, s1) → . . .→ (nk, sk) → . . . ,

where 1 < n1 < · · · < nk < · · · and sk ∈ {1, . . . , d− 1, ⋆} such that sk = ⋆ is
only possible if the sequence of tuples is finite and (nk, sk) is the last element
of the sequence. An entry of the internal address is an element (nk, sk) of
the sequence of tuples.

Note that if ν is periodic, then νi 6= ⋆ for all i ∈ N. So a ⋆-periodic
sequence is not periodic. We will mainly work with special kneading se-
quences, namely ⋆- and preperiodic ones. We set

Σ♯
d := {ν ∈ Σ⋆

d : ν is pre- or ⋆-periodic}.

Kneading sequences and internal addresses are actually analogous con-
cepts: there is a bijection between the set of kneading sequences and the set
of internal addresses of degree d. We are going to define maps ρ, ρ̃ that al-
low us to give algorithms to go from the one to the other. These algorithms
together with the concept of internal addresses were introduced in [LS].

Definition 2.3.2 (ρ-map). For any kneading sequence ν ∈ Σ⋆
d define

ρν : N → N ∪ {∞}, ρ(n) =

{
inf{k > n : νk 6= νk−n} if existing
∞ otherwise

.
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The ρ-orbit orbρ(ν) of a kneading sequence ν is the set orbρν (1) \ {∞}.
Furthermore, we define

ρ̃ν : orbρ(ν) → {1, . . . , d− 1, ⋆},

nk+1 7→

{
(νnk+1

− νnk+1−nk
) mod d if νnk+1

6= ⋆
⋆ otherwise

,

where n0 = 1 and nk+1 = ρν(nk).

The ρν-function determines for any given k ∈ N how long the entries
in ν and σ◦k(ν) coincide. At the time they disagree for the first time, the
function ρ̃ν measures the difference of the respective entries in ν and σ◦k(ν).

Lemma 2.3.3 (Kneading sequence vs. internal address). For any kneading
sequence ν ∈ Σ⋆

d \ {⋆}, the associated internal address (1, 0) → (n1, s1) →
. . . → (nk, sk) → . . . is obtained inductively by the following algorithm: set
n0 := 1, s0 := 0. If (nk, sk) has already been defined then

(nk+1, sk+1) := (ρν(nk), ρ̃ν(nk)), if ρν(nk) 6= ∞.

If ρν(nk) = ∞ then stop the algorithm. The resulting internal address is
finite.

Conversely, if the internal address (1, 0) → (n1, s1) → . . . → (nk, sk) →
. . . is given, then the associated kneading sequence ν is obtained by induction
on k: for k = 0, we set νn0 = ν1 := 0. if νnk

has already been defined and
(nk, sk) is not the last entry of the internal address, then let νnk = (νnk

i ) :=
ν1 · · · νnk

and define

νnk+i := νnk

i for all i = 1, . . . , nk+1 − nk − 1 and

νnk+1
:=

{
sk+1 + νnk+1−nk

if sk+1 6= ⋆
⋆ otherwise

.

However, if the internal address is finite with last entry (nk, sk), then stop
the algorithm and set ν := ν1 · · · νnk

.

By the definition of ρ and ρ̃ the first algorithm gives an injective map
from Σ⋆

d \ {⋆} to the set of internal addresses. Since the second algorithm
describes exactly the inverse process of the first one, it follows that there is
a bijection between these two sets. We associate to ⋆ the internal address
(1, ⋆), although strictly speaking this is not an internal address as defined
above. This establishes a bijection between Σ⋆

d and the set of internal ad-
dresses.

Observe the following geometric interpretation of orbρ(ν), which we will
take advantage of later on: given nk ∈ orbρ(ν), the next point nk+1 on
the ρ-orbit indicates the first position where σ◦nk(ν) and ν1 · · · νnk

differ.
But this means that nk+1 is the smallest number bigger than nk such that
c0 ∈ f◦nk+1−nk([f(c0), f

◦nk+1(c0)]). Thus the ρ-map indicates the step of
precritical points between c0 and certain iterates of c0 (cf. Lemma 2.4.5).
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Lemma 2.3.4 (ρ-orbit and (pre-)periodic sequences). Let ν ∈ Σ⋆
d be a

kneading sequence and orbρ(ν) = {1, . . . , nk, nk+1 . . .}.

(i) If ν is preperiodic, then |orbρ(ν)| = ∞ and the sequence (nk+1−nk)k≥0

is preperiodic.

(ii) If ν is ⋆-periodic, then ν has exact period n if and only if |orbρ(ν)| <∞
and n is the largest entry of orbρ(ν).

(iii) Let ν ∈ Σ0
d be periodic. Then ν has exact period n such that n ∈

orbρ(ν) if and only if orbρ(ν) is finite and n is its largest element.
However, if ν is n-periodic and n 6∈ orbρ(ν) then |orbρ(ν)| = ∞.

Proof. Let us first show the statement of the preperiodic case. If the ρ-
orbit of ν was finite, then there would be a last entry, say n, and ν =
ν1 · · · νn would be periodic of period dividing n, a contradiction. Suppose
that ν = ν1 · · · νm0νm0+1 · · · νm0+m. Then ρ(i + jm) = ρ(i) mod m for all
i ∈ {m0 + 1, . . . ,m0 + m} and all j ∈ N0. This implies that nk+1 − nk

(for nk > m0) can assume at most m different values, namely elements of
{ρ(i)− i : m0 < i ≤ m0 +m}. Moreover, there are i ∈ {m0 +1, . . . ,m0 +m}
and j < j′ such that i + jm ∈ orbρ(ν), i + j′m ∈ orbρ(ν). Hence from
ρ(i+ jm)− (i+ jm) on, the sequence of increments nk+1−nk repeats itself.

The second statement follows directly from the definition of ⋆-periodic
kneading sequences.

For the third statement, let us first show that if ν has exact period n and
n 6∈ orbρ(ν), then |orbρ(ν)| = ∞. Bruin and Schleicher show in [BS, Lemma
5.12] that for any ν ∈ Σ0

2, if m ∈ orbρ(ν) and ρ(m) = ∞ then the exact
period of ν is m. Their proof can be modified as to hold for any ν ∈ Σ0

d.
From this statement our claim follows easily: if |orbρ(ν)| 6= ∞ then there
is a last entry in orbρ(ν). This entry equals jn for some j > 1, because
otherwise the exact period of ν would be strictly smaller than n. But now
[BS, Lemma 5.12] implies that jn is the exact period of ν.

To finish the proof of the third claim suppose that |orbρ(ν)| < ∞ and
that n is the largest entry of orbρ(ν). Let n′ be the exact period of ν. Then
ν = ν1 · · · νn′ . If n′ < n such that n′ ∈ orbρ(ν) then the ρ-orbit would
already stop at the entry n′, and in particular n 6∈ orbρ(ν). If n′ 6∈ orbρ(ν)
then |orbρ(ν)| = ∞ as we just have seen.

2.3.2 Kneading Sequences for Hubbard Trees

In this section we are going to link the two concepts of kneading sequences
and Hubbard trees.

Definition 2.3.5 (Kneading sequence of (T, f,P)d). For any Hubbard tree
(T, f,P)d, we define its associated kneading sequence ν to be the itinerary
of the critical value, i.e., ν = τ(f(c0)).



42 CHAPTER 2. THE DYNAMICAL PLANE

It is an easy observation that the kneading sequence of a Hubbard tree
is ⋆-periodic if and only if the critical point is periodic. It is preperiodic if
and only if c0 is preperiodic.

From Definition 2.3.5 it follows immediately that there is an injection
from the set of equivalence classes of Hubbard trees into Σ♯

d. In the remain-
der of this section we are going to show that this map is actually a bijection.
Given any kneading sequence ν ∈ Σ♯

d, we are going to construct a topolog-
ical tree and define a dynamics on this tree that turns it into a Hubbard
tree with kneading sequence ν. For constructing the tree, we will use the
combinatorial triod map: it allows us to determine the mutual location that
vertices of the tree should have. This is also the key step for showing that
two Hubbard trees generate the same kneading sequence if and only if they
are contained in the same equivalence class.

Definition 2.3.6 (Combinatorial triod map). Let ν be a ⋆-periodic or pre-
periodic kneading sequence and let Σν

d := {0, . . . , d−1}N∪orbσ(⋆ν). For any
three pairwise distinct elements τ1, τ2, τ3 ∈ Σν

d define ϕν : (Σν
d)

3 −→ (Σν
d)

3

by

(τ1, τ2, τ3) 7→





(σ(τ1), σ(τ2), σ(τ3)) τ1
1 = τ2

1 = τ3
1

(ν, σ(τ2), σ(τ3)) τ1
1 6= τ2

1 = τ3
1

(σ(τ1), ν, σ(τ3)) if τ2
1 6= τ1

1 = τ3
1

(σ(τ1), σ(τ2), ν) τ3
1 6= τ1

1 = τ2
1

stop τ1
1 , τ

2
1 , τ

3
1 are pairwise distinct

.

Let T := (τ1, τ2, τ3) and for j ∈ {1, 2, 3}, let πj : (Σν
d)

3 → Σν
d be the

projection to the j-th coordinate. We set

φ◦iν,T (τ j) := πj ◦ ϕ◦i
ν (T ) for all i ∈ N0.

If φ◦iν,T (τ j) = ν, we say that φ◦i−1
ν,T (τ j) is chopped off, or sometimes also

that τ j is chopped off at time i− 1. This includes the case that φ◦iν,T (τ j) =

σ◦i(τ j) = ν.

Observe that φ◦iν,T (τ j) depends on the underlying triod T = (τ1, τ2, τ3).

We call the triple (τ1, τ2, τ3) ∈ (Σν
d)

3 a combinatorial triod if the three
sequences τ1, τ2, τ3 are pairwise distinct. Following [BS], we say a combi-
natorial triod T can be iterated indefinitely if for all i ∈ N, ϕ◦i

ν (T ) 6= stop

and the three sequences φ◦iν,T (τ j) are pairwise distinct.

A combinatorial triod is non-degenerate if exactly one of the following
holds:

• (τ1, τ2, τ3) can be iterated indefinitely under ϕν so that all three se-
quences are eventually chopped off;
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• the stop case occurs so that the three sequences φ◦iν,T (τ j) start with
pairwise distinct symbols none of which equal ⋆.

A combinatorial triod is degenerate if either

• (τ1, τ2, τ3) can be iterated indefinitely under ϕν so that exactly one
sequence is never chopped off, or

• the stop case occurs so that the three sequences φ◦iν,T (τ j) start with
pairwise distinct symbols exactly one of which equals ⋆.

In the degenerate case, we say that the sequence which is never chopped off
or whose iterate starts with ⋆ in the stop case is in the middle of the triod.

Definition 2.3.7 (Collapsing triods). Let ν ∈ Σ♯
d and let τ1, τ2, τ3 ∈ Σν

d.
The combinatorial triod (τ1, τ2, τ3) =: T collapses if there is an i ∈ N so that
φ◦iν,T (τ j) = φ◦iν,T (τ j′) for j 6= j′. Any triod that collapses is called collapsing
triod.

If the triod T collapses at time i, then ϕν cannot be applied to ϕ◦i
ν (T ).

Therfore, the triod T cannot be iterated indefinitely under ϕν .

Lemma 2.3.8 (Types of triods). Suppose that (τ1, τ2, τ3) ∈ (Σν
d)3 is a non-

collapsing combinatorial triod. Then it must exhibit exactly one of the four
behaviors described after Definition 2.3.6 when iterated under ϕν . Therefore,
there are exactly four types of non-collapsing triods.

Proof. Since (τ1, τ2, τ3) =: T does not collapse, either ϕ◦i
ν (T ) is defined for

all i or the stop case occurs. First suppose that stop does not occur. Then
it suffices to show that at least two sequences are chopped off. But this must
hold because otherwise the two not chopped sequences would be equivalent.
On the other hand, if ϕ◦i

ν (T ) = stop for some i, then the φ◦iν,T (τ j) must be
pairwise distinct. If one of these three sequences starts with the symbol ⋆ we
are in the degenerate case, otherwise we are in the non-degenerate case.

Lemma 2.3.9 (Requirement for collapsing). Let τ1, τ2, τ3 ∈ Σν
d such that

τ j
1 ∈ {t, ⋆} for all j = 1, 2, 3, where t ∈ {0, . . . , d − 1}. If the combinatorial

triod (τ1, τ2, τ3) =: T collapses, then there is an i ∈ N and a j ∈ {1, 2, 3}
such that φ◦iν,T (τ j) = t0ν for some t0 6= ⋆.

Proof. Let us assume that i = 1 generates the collapsing and that φν,T (τ1) =
φν,T (τ2). Then ϕν(T ) 6= stop and if we were in the first case of the defi-
nition of ϕν , then already τ1 and τ2 would have been equal. Thus, one of
the sequences is chopped off and, as the τ i are pairwise distinct, it must be
τ1 or τ2; say it is τ1. Then φν,T (τ1) = ν = σ(τ2). So, τ2 = t0ν for some
t0 ∈ {⋆, 0, . . . , d− 1} and since τ2

1 = τ3
1 , t0 6= ⋆.
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We will mainly use the contrapositive statement of Lemma 2.3.9: if there
are three pairwise distinct sequences starting with ⋆ or t and φ◦iν,T (τ j) 6= t0ν
for all i, j and t0 6= ⋆, then T does not collapse.

Corollary 2.3.10 (Non-collapsing triod). Let ν ∈ Σ♯
d. If σ◦k(ν), σ◦l(ν),

σm(ν) are pairwise distinct sequences such that their first entries are in
{t, ⋆}, then the associated combinatorial triod does not collapse.

Proof. If ν is ⋆-periodic then σ◦i(ν) 6= jν for all j ∈ {0, . . . , d − 1} and by
Lemma 2.3.9, the given triod cannot collapse. Now suppose that ν is preperi-
odic and the triod collapses. Then there is an l ∈ N such that σ◦l−1(ν) = t0ν
for some t0 ∈ {0, . . . , d − 1}. Let k > 0 be the preperiod of ν and n > 0 its
period. We have that

t0ν1 · · · νkνk+1 · · · νk+nνk+1 · · · = νlνl+1 · · · νl+k+1 · · · νl+k+nνl+k+1 · · ·

This implies that l = in for some i > 0. And if we take again a look at the
equality above with l replaced by in, we see that ν1+j = νin+j for all j ∈ N0.
Thus ν was periodic with exact period in, a contradiction.

Definition 2.3.11 (Branch itinerary). Let (τ1, τ2, τ3) =: T be a non-de-
generate combinatorial triod. If T maps eventually to stop, let i0 be such
that ϕ◦i0

ν (T ) = stop, otherwise set i0 = ∞. We define the branch itinerary
τb = ((τb)i)

∞
i=1 of T by

(τb)i =





t i < i0, t = (φ◦iν,T (τ ji))1 = (φ◦iν,T (τki))1, ji 6= ki

⋆ if i = i0
(τb)i mod i0 i > i0

,

where (φ◦iν,T (τ ji))1 denotes the first entry of the sequence φ◦iν,T (τ ji).

Lemma 2.3.12 (Arms of non-degenerate triod). Let τb be the branch itin-
erary of the triod (τ1, τ2, τ3). Then for any j 6= j′ ∈ {1, 2, 3}, the triod
(τ j , τb, τ

j′) is degenerate with τb in the middle.

Proof. We show the statement for j = 1, j′ = 2. Let T := (τ1, τ2, τ3)
and Tb := (τ1, τb, τ

2). Suppose that i0 is the smallest integer such that
(τb)i0 = ⋆ if existing, otherwise set i0 = ∞. The definition of the branch
itinerary implies that φ◦iν,T (τ j) (j = 1 or 2) is chopped off in T if and only

if φ◦iν,Tb
(τ j) is chopped off in Tb. Thus, φ◦iν,T (τ j) = φ◦iν,Tb

(τ j) for all i < i0.

It follows that for all i < i0, φ
◦i
ν,Tb

(τb) = φ◦iν (τ j) for either j = 1 or 2, or

both, and thus, for all i < i0, φ
◦i
ν,Tb

(τb) is not chopped off. At time i0, we

have that φ◦i0ν,Tb
(τb) = σ◦i0(τb) = ⋆ and φ◦i0ν,Tb

(τ1) 6= φ◦i0ν,Tb
(τ2). Consequently,

ϕ◦i
ν (Tb) = stop and Tb is degenerate with τb in the middle.
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Proposition 2.3.13 (ν is an endpoint). Let ν ∈ Σ♯
d and σ◦k(ν), σ◦l(ν), ν be

pairwise distinct with first entries in {0, ⋆}. Then (σ◦k(ν), σ◦l(ν), ν) is not
degenerate with ν in the middle.

The proof of this proposition is based on [BS, Lemma 3.10]. Bruin and
Schleicher only consider sequences ν ∈ Σ⋆

2. However, their reasoning carries
over to arbitrary degree d. The main tool in their proof is to change the
considered sequence ν at specific entries and to investigate this modified
sequence ν̃. In degree 2, there is only one way to change entries of sequences
that are not ⋆-periodic so that one obtains a periodic sequence that does
not contain ⋆. For arbitrary degree one has several options. In all cases they
consider for the proof of [BS, Lemma 3.10] except one it does not matter
which symbol we choose (as long as it differs from the original one). The
exceptional case is their Case I with m = m0, where one has to choose
ν̃m0 = ν̃m := νρ(k)−m0

when transferring their proof to the general setting.

Lemma 2.3.14 ([BS, Lemma 3.10], arbitrary degree). For any ν ∈ Σ⋆
d and

k ∈ N with ρ(k) − k < ∞, there exists an i with ρ◦i(ρ(k) − k) ≤ ρ(k) such
that ρ◦i(ρ(k) − k) ∈ orbρ(ν).

Proof of Proposition 2.3.13. Note that min{orbρ(ν)∩orbρ(ρ(k)−k)} ≤ ρ(k)
by [BS, Lemma 3.10]. Let us first prove the following statement:

Claim: Let ν be a ⋆-periodic kneading sequences of exact period n,
ρ(k) = n and let min{orbρ(ν) ∩ orb(ρ(k) − k)} = n. If n0, k0 denotes the
largest element smaller than n of orbρ(ν) and of orbρ(ρ(k)− k) respectively,
then νn−k0 = νn−n0.

Note first that n0, k0 exist. By way of contradiction, suppose that
νn−k0 6= νn−n0. Let us consider the sequence ν̃ = ν1 · · · νn−1νn−n0 and
let ρ̃ := ρν̃ . Then ρ̃(k0) = ρ(k0) = n, ρ̃(n0) > n and ρ̃(k) ≥ n. We are going
to show that n is the largest element of orbρ̃(ρ̃(k)−k). If ρ̃(k) = n then this
is clearly true as orbρ(ρ(k) − k) = orbρ̃(ρ̃(k) − k). Otherwise observe that
νn−k = νn−n0 and k0 ≥ ρ(k) − k = n − k. If k0 = n − k then the following
finite words are equal

νk+1 · · · νn−n0ν1 · · · νn−1−k0 = ν1 · · · νk0νk0+1 · · · νn−1,

and thus, as νn−k0 6= νn−n0 by hypothesis, the first n entries of the sequences
ν̃ and σ◦k(ν̃) disagree at exactly one position. But this means that they
contain one symbol that appears differently often within the respective first
n entries, which is impossible, as one is an iterate of the other. On the other
hand, if k0 > n− k, then ρ(ρ(k) − k) < n and

νk+1 · · · νn−n0ν1 · · · νρ(ρ(k)−k)−(ρ(k)−k)−1 =

ν1 · · · νn−kνρ(k)−k+1 · · · νρ(ρ(k)−k)−1
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and νρ(ρ(k)−k) 6= νρ(ρ(k)−k)−(ρ(k)−k). Consequently, ρ̃(k) = ρ(ρ(k) − k) + k
and orbρ̃(ρ̃(k)− k) = {ρ(ρ(k)− k), . . . , k0, n}, i.e. n is the largest element of
orbρ̃(ρ̃(k) − k).

It follows that orbρ̃(ν̃) ∩ orbρ̃(ρ̃(k) − k) = ∅, in contradiction to 2.3.14.
This proves the claim.

Now let us compare the two sequences ν, σ◦k(ν) and their iterates under
σ. The first time that σ◦i(ν) and σ◦i(σ◦k(ν)) start with different symbols
is at time i = ρ(k) − k. Replace σ◦ρ(k)−k(σ◦k(ν)) by ν and continue iter-
ating σ◦ρ(k)−k(ν) and ν. The first time their iterates start with different
symbols equals ρ(ρ(k) − k). Suppose that this number is finite. Replac-
ing σ◦ρ(ρ(k)−k)−(ρ(k)−k)(ν) by ν and repeating the whole procedure yields
ρ◦2(ρ(k) − k).

We will use this observation to show that the combinatorial triod (σ◦k(ν),
σ◦l(ν), ν) =: Y is not degenerate with ν in the middle. We proceed by way
of contradiction. Let us first assume that ν is never chopped off and the
stop does not occur. Then the observation implies that the elements of
orbρ(ρ(k)−k) and orbρ(ρ(l)−l) are exactly the times when φ◦iν,Y (σ◦k(ν)) and

φ◦iν,Y (σ◦l(ν)) are chopped off in Y . By 2.3.14, orbρ(ρ(k)−k) and orbρ(ρ(l)−l)

meet at some time i0 and thus either ϕ◦i0
ν (Y ) = stop or φ◦i0ν,Y (ν) is chopped

off. Both possibilities contradict our hypothesis. Now let us assume that
ϕ◦i0

ν (Y ) = stop and φ◦i0−1
ν,Y (ν) starts with ⋆. This, of course, can only

happen if ν is ⋆-periodic of, say, exact period n. By possibly considering an
appropriate iterate of Y instead of Y itself, we can assume that i0 = n and
φ◦iν,Y (ν) has not been chopped off for any i < n. Therefore, min{orbρ(ρ(k)−
k)∩orbρ(ρ(l)− l)} = n, and consequently, min{orbρ(ν)∩orbρ(ρ(j)−j)} = n
for j = k or j = l. Without loss of generality let us assume that j = k and
let k0, l0 be as in the claim above. Then by this claim, νn−k0 = νn−n0.
If min{orbρ(ν) ∩ orbρ(ρ(l) − l)} = n as well, then νn−k0 = νn−n0 = νn−l0 .
Otherwise min{orbρ(ν)∩orbρ(ρ(j)−j)} < n and n0 = l0. So also in this case,
νn−k0 = νn−n0 = νn−l0. As a consequence, φ◦n−1

ν,Y (σ◦k(ν)) = φ◦n−1
ν,Y (σ◦l(ν)),

and ϕ◦n
ν (Y ) 6= stop, in contradiction to our assumption.

Corollary 2.3.15 (Chopped-off points). Let (τ1, τ2, τ3) =: T be a combina-
torial triod such that ϕ◦i

ν (T ) exists for all i ∈ N. Then, if φ◦i1ν,T (τ j) is chopped

off for some i1, then there is an i2 > i1 such that φ◦i2ν,T (τ j) is chopped off,
too.

If T is degenerate with τ2 in the middle and there is an i0 such that
ϕ◦i0

ν (T ) = stop then φ◦iν,T (τ2) has not been chopped off for all i < i0.

Proof. To prove the first statement let us assume that τ1 is chopped off
at time i1 − 1 yet φ◦i1ν,T (τ1) is never chopped off. If T is degenerate then

τ2 or τ3 is in the middle; say it is τ2. Now the assumption implies that
φ◦i1ν,T (τ2) = φ◦i1ν,T (τ1) and the triod T is collapsing. If T is non-degenerate,
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then the fact that φ◦i1ν,T (τ1) is not eventually chopped off implies that ϕ◦i1
ν (T )

is degenerate and φ◦i1ν,T (τ1) = ν is contained in the middle, in contradiction
to Proposition 2.3.13.

The second claim follows immediately from Proposition 2.3.13: if φ◦iν,T (τ2)

was chopped off then (φ◦iν,T (τ1), ν, φ◦iν,T (τ3)) would be degenerate with ν in
the middle.

Corollary 2.3.16 (Type of image). Suppose that (τ1, τ2, τ3) is not collaps-
ing. Then (τ1, τ2, τ3) and ϕν((τ1, τ2, τ3)) are of the same type.

Lemma 2.3.17 (Extending triods). Consider the four combinatorial triods
Y1 := (τ1, τ2, τ3), Y2 := (τ2, τ3, τ4), Y3 := (τ1, τ2, τ4) and Y4 := (τ1, τ3, τ4),
all contained in Σν

d, and suppose that none of them are collapsing. Then the
following are true:

(i) If Y1 and Y2 are degenerate with τ2, τ3 respectively in the middle, then
Y3 and Y4 are degenerate with τ2, τ3 respectively in the middle.

(ii) If Y1 and Y4 are degenerate with τ2, τ3 respectively in the middle, then
Y2 is degenerate with τ3 in the middle.

(iii) If Y1 is non-degenerate with branch itinerary τb and (τ4, τ1, τb) is de-
generate with τ1 in the middle, then Y2 is non-degenerate and its
branch itinerary is τb.

Proof. For the first item, we are going to show that Y3 is degenerate with τ2

in the middle. The statement for Y4 follows analogously. Let τ̃ j
i (X) denote

the first entry of φ◦i−1
ν,X (τ j), where X is the appropriate triod Ym, and let

k := min
{
i : ϕ◦i−1

ν (Yj) = stop for j ∈ {1, 2, 3}
}
. Then k < ∞ if and only

if stop occurs in (at least) one of the three triods Y1, Y2, Y3.
We first show that for all i ≤ k, τ̃ j

i (X) is the same for all triods X ∈
{Ym : τ j ∈ Ym, m = 1, 2, 3}. This is not straightforward as the maps ϕ and
φ depend on the underlying triod Ym. Let l − 1 < k be the first time that
a chopping occurs in one of the three triods. Then for all i < l, τ̃ j

i (Ym) is

the same for all Ym; let us denote this symbol by τ̃ j
i . The point φ◦l−1

ν,Y3
(τ2)

cannot be chopped off in Y3: if it was, then τ̃2
l 6= τ̃1

l = τ̃4
l . On the other

hand, if we regard Y1, Y2 we see that τ̃2
l = τ̃3

l 6= τ̃4
l . But this implies that

ϕ◦l
ν (Y1) = (φ◦lν,Y1

(τ2), φ◦lν,Y1
(τ3), ν) = (φ◦lν,Y2

(τ2), φ◦lν,Y2
(τ3), ν) = ϕ◦l

ν (Y2), and

by Corollary 2.3.15, the triods Y1, Y2 have the same point (i.e. τ2 or τ3) in
the middle, a contradiction. The sequence φ◦l−1

ν,Y1
(τ1) is chopped off in Y1 if

and only if φ◦l−1
ν,Y3

(τ1) is in Y3: if it is chopped off in Y1, then we have that

τ̃1
l 6= τ̃2

l = τ̃3
l in Y1. Since no other sequence has been chopped off in any

of the triods before and since φ◦l−1
ν,Y3

(τ2) cannot be chopped off as we have

seen before, τ̃1
l 6= τ̃2

l = τ̃4
l in Y3. On the other hand, if φ◦l−1

ν,Y3
(τ1) is chopped

off in Y3, then τ̃1
l 6= τ̃2

l in Y3 and Y1. Thus, φ◦l−1
ν,Y1

(τ1) is also chopped off.
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By the same reasoning, φ◦l−1
ν,Y2

(τ4) is chopped off if and only if φ◦l−1
ν,Y3

(τ4) is.

Furthermore, if φ◦l−1
ν,Y2

(τ2) is chopped off in Y2 or if φ◦l−1
ν,Y2

(τ3) is chopped off in

Y1, then τ̃1
l = τ̃2

l 6= τ̃3
l = τ̃4

l , and ϕ◦l
ν (Y1) = ϕ◦l

ν (Y3). Hence, Y3 is degenerate
with τ2 in the middle.

As a consequence of this discussion, we can iterate the three triods
Y1, Y2, Y3 so that τ̃ j

i is the same for all of them until φ◦iν,Yj
(τ2) and φ◦iν,Yj

(τ3)

(j = 1, 2) are separated in the respective image of Y1 and Y2, or until we
reach stop at time k <∞ (whatever comes first). The first case settles the
claim as we have already seen in the previous paragraph, in the second case
we distinguish which triod stop occurs in.

If ϕ◦k−1
ν (Y1) = stop, then τ̃2

k = ⋆ and τ̃1
k 6= τ̃3

k . Looking at ϕ◦k−1
ν (Y2),

we see that τ̃3
k = τ̃4

k and thus, ϕ◦k−1
ν (Y3) = stop, and Y3 is degenerate with

τ2 in the middle. If ϕ◦k−1
ν (Y2) = stop, then τ̃3

k = ⋆ and τ̃2
k 6= τ̃4

k and,
looking at ϕ◦k−1

ν (Y1), τ̃
1
k = τ̃2

k . Thus, ϕ◦k
ν (Y1) = (φ◦kν,Y1

(τ1), φ◦kν,Y1
(τ2), ν) =

(φ◦kν,Y3
(τ1), φ◦kν,Y3

(τ2), ν) = ϕ◦k
ν (Y3) and Y3 is as claimed. Now suppose that

ϕ◦k−1
ν (Y3) = stop. If τ̃2

k = ⋆, then we are done. If τ̃1
k = ⋆ then τ̃2

k 6= τ̃4
k

and looking at the respective images of Y1 and Y2 we see that τ̃2
k = τ̃3

k 6= τ̃4
k .

Thus ϕ◦k
ν (Y1) = (ν, φ◦kν,Yi

(τ2), φ◦kν,Yi
(τ3)) = ϕ◦k

ν (Y2) (i = 1 or 2) and the triods

Y1, Y2 have the same sequence τ2 or τ3 in the middle, a contradiction. We
derive the same contradiction if τ̃4

k = ⋆ or τ̃1
k 6= τ̃2

k 6= τ̃4
k 6= τ̃1

k .

For the second claim, let l, k be defined as above. We again have to show
first that for all i ≤ k, τ̃ j

i is the same for the triods Y1, Y2, Y3 if they contain
τ j . If φ◦l−1

ν,Y1
(τ1) is chopped off in Y1 then τ̃1

l 6= τ̃2
l = τ̃3

l , and φ◦l−1
ν,Y4

(τ1) is also

chopped off in Y4. On the other hand, if φ◦l−1
ν,Y4

(τ1) is chopped off in Y4 then

we have that either φ◦l−1
ν,Y1

(τ1) is also chopped off in Y1 or τ̃1
l = τ̃2

l 6= τ̃3
l . In the

latter case, τ̃2
l 6= τ̃3

l = τ̃4
l and ϕ◦l

ν (Y4) = (ν, φ◦lν,Yi
(τ3), φ◦lν,Yi

(τ4)) = ϕ◦l
ν (Y2)

(i = 2 or 4). Thus, the triod Y2 is degenerate with τ3 in the middle. If
φ◦l−1

ν,Y1
(τ3) is chopped off in Y1 then τ̃1

l = τ̃2
l 6= τ̃3

l = τ̃4
l . Hence, ϕ◦l

ν (Y4) =

ϕ◦l
ν (Y2) and again we are done. If φ◦l−1

ν,Y4
(τ4) or φ◦l−1

ν,Y2
(τ4) is chopped off,

then τ̃1 = τ̃2 = τ̃3 6= τ̃4, and φ◦l−1
ν,Y2

(τ4), φ◦l−1
ν,Y4

(τ4) respectively, is also

chopped off. Now if φ◦l−1
ν,Y2

(τ2) is chopped off then τ̃1
l = τ̃2

l 6= τ̃3
l = τ̃4

l .

Hence ϕ◦l
ν (Y4) = ϕ◦l

ν (Y2) and we are done. The last case is that φ◦l−1
ν,Y2

(τ3)

is chopped off. Then τ̃3
l 6= τ̃2

l = τ̃4
l , and looking at Y1 yields that τ̃1

l = τ̃2
l

whereas in ϕ◦l−1
ν (Y4), τ̃

1
l = τ̃3

l and thus τ̃2
l = τ̃3

l , a contradiction.

Since τ3 is eventually chopped off in Y1, the above discussion proves
the claim unless stop appears earlier: If ϕ◦k−1

ν (Y1) = stop then τ̃2
k = ⋆

and τ̃1
k 6= τ̃3

k = τ̃4
k . Again ϕ◦k

ν (Y4) = ϕ◦k
ν (Y2). If ϕ◦k−1

ν (Y4) = stop then
τ̃3
k = ⋆ and τ̃1

k = τ̃2
k 6= τ̃4

k . Consequently, ϕ◦k−1
ν (Y2) = stop and again Y2

is as claimed. If ϕ◦k−1
ν (Y2) = stop we can assume that τ̃4

k = ⋆ because
otherwise we are in one of the two previous cases. Hence, looking at Y1, Y4

yields τ̃1
k = τ̃2

k = τ̃3
k and ϕ◦k−1

ν (Y2) 6= stop, a contradiction. Now suppose
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that τ̃2
k 6= τ̃3

k 6= τ̃4
k 6= τ̃2

k . In ϕ◦k−1
ν (Y4), either τ̃1

k = τ̃3
k or τ̃1

k = τ̃4
k , and in

ϕ◦k−1
ν (Y1), τ̃

1
k = τ̃2

k . But this implies that either τ̃2
k = τ̃3

k or τ̃2
k = τ̃4

k , which
is both impossible.

Now let us prove the statement about the non-degenerate triods. By
Lemma 2.3.12 and the two previous claims of the current lemma, the triods
Y3 and Y4 are both degenerate with τ1 in the middle. Let k := min{i :
ϕ◦i−1

ν (Yj) = stop for some j ∈ {1, 2, 3, 4}} and l the earliest time that any
sequence is chopped off in one of the four triods. Again, we show first that
for all i ≤ k, τ̃ j

i is the same for all triods in {Y1, Y3, Y3, Y4} that contain τ j.
Observe that this also guarantees that the branch itinerary of Y2 equals τb
if Y2 is non-degenerate.

If l < k then there is nothing to show. Otherwise suppose that φ◦l−1
ν,Y1

(τ1)

is chopped off in Y1. Then looking at Y3 yields that τ̃4
l = τ̃1

l 6= τ̃2
l = τ̃3

l ,
and ϕ◦l

ν (Y1) = ϕ◦l
ν (Y2), that is, the claim is proven. If φ◦l−1

ν,Y2
(τ2) is chopped

off, then τ̃2
l 6= τ̃1

3 = τ̃1
l

Y3= τ̃4
1 , and φ◦l−1

ν,Y3
(τ2), φ◦l−1

ν,Y4
(τ2) are also chopped

off. Analogously, if φ◦l−1
ν,Y1

(τ3) is chopped off then so are φ◦l−1
ν,Y2

(τ3), φ◦l−1
ν,Y4

(τ3).

And if φ◦l−1
ν,Y3

(τ4) or φ◦l−1
ν,Y4

(τ4) is chopped off, then the respective sequence

is chopped off in all triods that contain τ4. If φ◦l−1
ν,Y3

(τ2) is chopped off

then τ̃1
l = τ̃4

l 6= τ̃2
l . If τ̃1

l = τ̃3
l then φ◦l−1

ν,Y1
(τ2) is also chopped off. If

τ̃2 = τ̃3 then ϕ◦l
ν (Y1) = ϕ◦l

ν (Y2), and Y2 is non-degenerate. The case that
φ◦l−1

ν,Y3
(τ3) is chopped off works the same way. It remains to consider the

cases where the first chopping occurs in Y2: if φ◦l−1
ν,Y2

(τ2) is chopped off then

τ̃2
l 6= τ̃4

l = τ̃3
l

Y4= τ̃1
l , and φ◦l−1

ν,Y1
(τ2), φ◦l−1

ν,Y3
(τ2) are chopped off. Analogously,

if φ◦l−1
ν,Y2

(τ3) is chopped off then the respective sequence is also chopped off

in Y1, Y4. And if φ◦l−1
ν,Y2

(τ4) is chopped off then τ̃4
l 6= τ̃2

l 6= τ̃3
l

Y3= τ̃1
l . Thus

ϕ◦l
ν (Y1) = ϕ◦l

ν (Y2), and we are done. Since τ1 is eventually chopped off in Y1

this proves the third claim unless a stop case happens before.
Now let us consider the various possibilities for the first stop case: if

ϕ◦k−1
ν (Y3) = stop then τ̃1

k = ⋆, τ̃2
k 6= τ̃4

k and, looking at the image of Y1,
τ̃2
k = τ̃3

k . Thus, ϕ◦k
ν (Y1) = ϕ◦k

ν (Y2) and Y2 is non-degenerate. The same is
true if ϕ◦k−1

ν (Y4) = stop. If ϕ◦k−1
ν (Y1) = stop then τ̃1

k 6= τ̃2
k 6= τ̃3

k 6= τ̃1
k

and by considering the image of Y3, τ̃
1
k = τ̃4

k . Consequently, ϕ◦k−1
ν (Y2) =

stop so that no sequence starts with ⋆. But this means that Y2 is non-
degenerate. Now suppose that ϕ◦k−1

ν (Y3) = stop. If τ̃4
k = ⋆ then τ̃2

k 6= τ̃3
k ,

and considering the respective images of Y3, Y4 yields that τ̃1
k = τ̃2

k , τ̃1
k = τ̃3

k .
Thus τ̃2

k = τ̃3
k , a contradiction. We get a similar contradiction for τ̃2 = ⋆

and τ̃3
k = ⋆. This settles the last claim.
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An Algorithm for Constructing Hubbard Trees from Pre- or ⋆-
Periodic Kneading Sequences

The goal of the following paragraph is to construct from a given ν ∈ Σ♯
d a

Hubbard tree with associated kneading sequence ν. We give an algorithm
that generates a topological tree T so that T is spanned by points in orbσ(⋆ν)
and so that any combinatorial triod (σ◦j(⋆ν), σ◦k(⋆ν), σ◦l(⋆ν)) is of the same
type as the triod generated by its associated points in T . We first describe
the algorithm and then show that the obtained tree exhibits these properties.
Finally, we equip the tree T with dynamics, which results in a Hubbard tree
with associated kneading sequence ν.

The algorithm: Let Vν := {σ◦k(ν) : k ∈ N0} and for each i ∈
{0, . . . , d − 1}, let Vi := {µ ∈ Vν : µ1 = i}. For each i ∈ {0, . . . , d − 1}, we
construct a graph T ′

i = (Vi, Ei), where Vi (Ei) is the set of vertices (edges)
of T ′

i . The (planar representations of the) T ′
i are going to be the subtrees

of the yet to be constructed Hubbard tree (T, f,P)d that contain all points
whose itineraries start with i plus the critical point c0.

Let us first construct T ′
0. Note that |V0| ≥ 1. If V0 = {ν}, then

T ′
0 = ({⋆ν, ν}, {(⋆ν, ν)}). In all other cases, we pick two points µ1, µ2 ∈

V0. By Lemma 2.3.8 and Proposition 2.3.13 and Corollaries 2.3.10 and
2.3.16, the combinatorial triod (⋆ν, µ1, µ2) does not collapse and it is ei-
ther non-degenerate or degenerate such that ⋆ν is not in the middle. If
it is degenerate with µj in the middle, we set V0 := {⋆ν, µ1, µ2} and E0 :=
{(⋆ν, µj), (µj , µj′)}, where {j, j′} = {1, 2}. If (⋆ν, µ1, µ2) is a non-degenerate
triod, we define V0 := {⋆ν, µ1, µ2, τb} and E0 := {(⋆ν, τb), (µ

1, τb), (µ
2, τb)},

where τb is the branch itinerary of (⋆ν, µ1, µ2). We add iteratively each
point µ ∈ V0 to the set V0, and to E0 appropriate edges that have µ as
endpoint. To find the “appropriate edges” we iterate combinatorial triods.
After having described the algorithm, we show that no combinatorial triod
that has been considered in this process is collapsing. This guarantees that
the resulting tree T is well-defined.

We set V ′
0 := V0 \ V0, i.e. V ′

0 comprises all points of V0 that are not an
endpoint of an edge in E0 yet. At the end of each loop, we update the sets
V0, V

′
0 and E0, and thus the tree T0. Note that e.g. by V := V ∪ {p} we

mean that the updated set V contains all elements of the old V plus the
point p.

(Outer) loop: If V ′
0 = ∅ then T ′

0 has been completely constructed and we
continue with the construction of T ′

1. Otherwise take any point v ∈ V ′
0 and

let w be the unique point of V0 so that (⋆ν,w) ∈ E0. As discussed above,
there are exactly the following three possibilities:

• If (⋆ν,w, v) is a non-degenerate triod with branch itinerary τb′ , remove
(⋆ν,w) from E0 and add the tree edges (⋆ν, τb′), (w, τb′), (v, τb′). Add
τb′ and v to V0 and set V ′

0 := V ′
0 \ V0. Repeat the loop.
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• If (⋆ν,w, v) is degenerate with v in the middle, remove (⋆ν,w) from E0

and add the two edges (⋆ν, v), (v,w), add v to V0 and set V ′
0 := V ′

0 \V0.
Repeat the loop.

• If (⋆ν,w, v) is degenerate with w in the middle, pick any edge in E0

with endpoint w such that the second endpoint w′ 6= ⋆ν. Consider the
combinatorial triod (w,w′, v).

(∗) We distinguish four cases in the following “inner loop”:

– if (w,w′, v) is non-degenerate with branch itinerary τb′′ , then re-
move (w,w′) from E0 and add the three edges (w, τb′′), (w′, τb′′),
(v, τb′′). Add τb′′ and v to V0 and set V ′

0 := V ′
0 \ V0. Repeat the

(outer) loop.

– If (w,w′, v) is degenerate with v in the middle, remove (w,w′)
from E0 and add the two edges (w, v), (v,w′), add v to V0 and
set V ′

0 := V ′
0 \ V0. Repeat the (outer) loop.

– If w is in the middle of (w,w′, v) then mark the edge (w,w′)
as “considered” and pick another edge (w,w′′) ∈ E0 such that
w′′ 6= ⋆ν and (w,w′′) is not marked “considered”. If there is no
such edge, add (w, v) to E0 and v to V0. Set V ′

0 := V ′
0 \ V0 and

repeat the (outer) loop. However, if such an edge exists, go to
(∗), replace w′ by w′′ and repeat the inner loop.

– if w′ is in the middle of (w,w′, v) pick an edge (w′, w′′) ∈ E0

where w′′ 6= w. If there is no such edge, add (w′, v) to E0 and v
to V0. Set V ′

0 := V ′
0 \ V0 and repeat the (outer) loop. However,

if such an arm exists go to (∗), replace (w,w′, v) by the triod
(w′, w′′, v) and repeat the inner loop.

Since |V0| < ∞, V ′
0 is empty after finitely many steps. The resulting graph

T ′
0 is a tree. We apply the algorithm to each 0 ≤ i < d (where i replaces

0) to get the trees T ′
i . Define the tree T ′ := (

⋃d−1
i=0 Vi,

⋃d−1
i=0 Ei), where Vi

(Ei) is the union of all vertices (edges) of T ′
i obtained after completing the

algorithm for the set Vi. This tree can be turned into a topological tree,
which we denote by T (consider e.g. a planar representation of T ′ with the
relative topology of R2). The point c0 ∈ T associated to the sequence ⋆ν is
called critical point. The set Ti is the connected component of T \ {c0} that
corresponds to the subgraph T ′

i . Note that c0 6∈ Ti while ⋆ν ∈ T ′
i .

Denote by V the set of vertices of the topological tree T , where each
element of V corresponds to a unique element of

⋃d−1
i=0 Vi. The marked

points of T are exactly the elements of V .

It remains to show that we have not generated collapsing triods.
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Lemma 2.3.18 (T is well-defined). Let (w,w′, w′′) be a combinatorial triod
that has been considered in the above algorithm. Then (w,w′, w′′) is not
collapsing.

Proof. By Lemma 2.3.9, it is enough to show that for each added branch
itinerary τb, τb 6= t0ν. Note the following two facts: first, by the way we
constructed T , each subtree Tj can contain at most one point with itinerary
jν. Secondly, if τ1, τ2 ∈ orbσ(ν) ∩ Vj such that (τ1, τ2, ⋆ν) =: T is non-
degenerate with branch itinerary τb, then τb 6= jν: by definition, there is
an integer i > 0 such that φ◦iν,T (⋆ν) is chopped off (if ν is ⋆-periodic of
exact period n then i ≤ n) and hence, (τb)i+1 6= νi. Now consider any
w,w′, w′′ ∈ Vj ∪ {⋆ν} which form a non-degenerate triod and let τb be its
branch itinerary. The algorithm and Lemma 2.3.17 imply that in this case
there are τ1, τ2 ∈ Vj ∩ orbσ(ν) such that (⋆ν, τ1, τ2) is non-degenerate with
branch itinerary τb. As we just have seen, this implies that τ(b) 6= jν.

Lemma 2.3.19 (Topological vs. combinatorial triods). Let T be the topo-

logical tree constructed from a given ν ∈ Σ♯
d via the algorithm above and

let Ti ⊂ T be the subtree comprising all elements p ∈ T with itinerary
τ(p) = i . . . for some i ∈ {0, . . . , d − 1}. Pick any three pairwise dis-
tinct points x1, x2, x3 ∈ V ∩ Ti = Ti ∪ {c0}. Then the topological triod
(x1, x2, x3) is non-degenerate (or degenerate) if and only if the combinato-
rial triod (τ(x1), τ(x2), τ(x3)) is. Moreover, the itinerary τ(b) of the branch
point b of (x1, x2, x3) equals the branch itinerary τ of (τ(x1), τ(x2), τ(x3)).
In the degenerate case, xi is in the middle of (x1, x2, x3) if and only if τ(xi)
is in the middle of (τ(x1), τ(x2), τ(x3)).

Proof. Observe first that for any combinatorial triod which has been consid-
ered in the construction and its associated topological triod in T the claim
holds trivially. In the following we will call such (combinatorial or topo-
logical) triods “considered” triods. For any vertex v′ ∈ Ti adjacent to v
(i.e. ]v, v′[∩V = ∅), there is a “considered” combinatorial triod Y ′ such that
τ(v), τ(v′) are generating points of Y ′. We set Y := (x1, x2, x3) ⊂ Ti and
Y := (τ(x1), τ(x2), τ(x3)).

Using Lemma 2.3.12, we find for any degenerate Y a finite set of “con-
sidered” triods which we can apply Lemma 2.3.17 to (more precisely cases
(i) and (ii), and these are enough) so that we get that Y is also degener-
ate. Moreover, if xi is in the middle of Y then τ(xi) is in the middle of the
combinatorial triod.

Now let Y be a non-degenerate triod with branch point b. The way we
constructed T yields that either the itinerary τ(b) of b was generated as
branch itinerary of some “considered” non-degenerate combinatorial triod
Y ′ or τ(b) ∈ orb(c0). We deal with the first possibility first. Let Y ′ ∈ T be
the topological triod associated to Y ′. From what we have shown so far in
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this proof, it follows that Y ′ is non-degenerate. We investigate the mutual
location of Y and Y ′, which both contain the point b.

If Y ′ ⊂ Y , then Y is non-degenerate and has branch itinerary τ(b) by
Lemma 2.3.17, case (iii), and by the just shown result about degenerate
triods.

Next assume that Y ⊂ Y ′. If the combinatorial triod Y is non-degenerate
then its branch itinerary equals τ(b) by repeating the argument of the pre-
vious case with the role of Y and Y ′ interchanged. If Y is degenerate, let
us first consider the situation that Y and Y ′ have two generating points in
common, say x1, x2. Then x3 ∈ ]b, x4[, where x4 is the third generating point
of Y ′. By Lemma 2.3.17, case (ii), it follows that (τ(x2), τ(b), τ(x3)) is de-
generate with τ(b) in the middle, and from this that (τ(x2), τ(x3), τ(x4))
is degenerate with τ(x3) in the middle (case (i)). This in turn implies
that Y ′ is degenerate with τ(x2) in the middle (again by case (i) because
Y = (τ(x1), τ(x2), τ(x3))), a contradiction. Now the claim for this case fol-
lows iteratively by working one’s way out to Y ′ and applying this argument
at every step.

The last possibility is that Y ∪Y ′ is a (non-degnerate) 4-od with branch
point b. Using the results obtained so far, we can assume that two gener-
ating points, say x1, x2, of Y and Y ′ coincide. Let x4 be the third gener-
ating point of Y ′. Then b has been added to the tree at an earlier time
than x4 because otherwise b would not have been generated by Y ′. Hence
Lemma 2.3.12 and the definition of the algorithm yield that the combina-
torial triods (τ(xi), τ(b), τ(xi′ )) are degenerate with τ(b) in the middle for
all i 6= i′ ∈ {1, 2, 3, 4}. Now, if Y was degenerate, then applying the re-
sults about degenerate triods gives that for one of the degenerate triods
(τ(xi), τ(b), τ(xi′)), τ(b) is not in the middle, a contradiction. On the other
hand, if Y is non-degenerate with branch itinerary τ(a) 6= τ(b), then there
is a smallest integer i0 such that (τ(a))i0 6= (τ(b))i0 (these are the i0-th
entries of τ(a), τ(b)). In particular, for all i < i0, (τ(a))i 6= ⋆ 6= (τ(b))i,
and for i = 1, 2, φ◦iν,Y ′(τ(xi)) is chopped off if and only if φ◦iν,Y(τ(xi)) is

chopped off. It follows that for X = Y ′,Y, φ◦i0ν,X (τ(x1)) and φ◦i0ν,X (τ(x2))
start with different symbols. If (τ(b))i0 = ⋆, then for j = 1 or j = 2,(
φ◦i0ν,Y(τ(xj))

)
1

=
(
φ◦i0ν,Y(τ(x3))

)
1
. Consequently, (τ(xj), τ(b), τ(x3)) is not

degenerate with τ(b) in the middle (τ(b) is chopped off at time i0). Ob-
serve that Lemma 2.3.12 allows us to transfer the result on the images of
τ(xj), τ(x3) from the triod Y to (τ(xj), τ(b), τ(x3)). If (τ(a))i0 = ⋆, then it

follows that there is a j ∈ {1, 2} such that
(
φ◦i0ν,Y ′(τ(xj))

)
1
,
(
φ◦i0ν,Y ′(τ(x4))

)
1

and
(
σ◦i(τ(b))

)
1

= (τ(b))i0 are pairwise distinct, which is only possible if
(τ(b))i0 = ⋆, contradicting our assumption. Similarly, we see that in the
case of ϕ◦i0−1(Y) 6= stop 6= ϕ◦i0−1(Y), the triod (τ(xj), τ(b), τ(x4)) is not
degenerate with τ(b) in the middle for some j ∈ {1, 2}.
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If b is not a branch point of any “considered” triod, then there are
three adjacent points y1, y2, y3 such that b is the branch point of (y1, y2, y3).
Let τ i be the itinerary of yi for all i = 1, 2, 3. It is enough to show that
(τ1, τ2, τ3) is non-degenerate with branch itinerary τ(b), as we then can
apply the arguments of the previous paragraph, where (τ1, τ2, τ3) takes over
the role of Y ′. Since T was constructed via the above algorithm, we know
that the combinatorial triods (τ1, τ(b), τ2), (τ1, τ(b), τ3), (τ2, τ(b), τ3) are
degenerate with τ(b) in the middle. If (τ1, τ2, τ3) was degenerate with, say
τ2 in the middle, then Lemma 2.3.17, case (i), implies that (τ(b), τ2, τ3)
is degenerate with τ2 in the middle, a contradiction. We get the same
contradiction if τ1 or τ3 is in the middle. Thus (τ1, τ2, τ3) is non-degenerate.
If its branch itinerary τ(b′) is not equal to τ(b) then let i0 be defined as
in the previous case. It follows that there are j 6= j′ ∈ {1, 2, 3} such that
(τ j , τ j′ , τ(b)) is not degenerate with τ(b) in the middle, which is not true.

Lemma 2.3.20 (Marked points and itineraries). Let ν ∈ Σ♯
d and T be the

topological tree spanned by orbσ(ν) as constructed via the above algorithm.
Then the following hold:

(i) If v1 6= v2 ∈ V , then τ(v1) 6= τ(v2).

(ii) If V = {τ(v) : v ∈ V }, then σ(V) ⊂ V.

Proof. The first statement follows immediately by the way we constructed
T . For the second statement, it is clearly true that if σ◦i(ν) ∈ V then
σ◦i+1(ν) ∈ V. So, it only remains to consider branch points which are not
on the critical orbit. Pick such a point and let τ be its itinerary. By Lemma
2.3.19, there is a combinatorial triod (τ1, τ2, τ3) =: T such that all τ i ∈
{⋆ν}∪(orbσ(ν)∩Vj) for some j and that τ is the branch itinerary of this triod.
We know that φν,T (τ i) ∈ V, so there are three pairwise distinct points xi ∈ V
with τ(xi) = φν,T (τ i). By Corollary 2.3.16 and Definition 2.3.11, the triod
(φν,T (τ1), φν,T (τ2), φν,T (τ3)) is non-degenerate and its branch itinerary is
σ(τ). Now Lemma 2.3.19 implies that the triod (x1, x2, x3) ⊂ T is non-
degenerate and that its branch point has itinerary σ(τ). This settles the
second part of the claim.

Theorem 2.3.21 (Existence and uniqueness). Let ν ∈ Σ♯
d. Then there is

a Hubbard tree (T, f,P)d that generates the kneading sequence ν. Moreover,
(T, f,P)d is unique up to equivalence.

Proof. Let T be the topological tree constructed by the algorithm above
and let V be the set of its vertices. Now let us specify a dynamics f on
T. We define f on all points in V by f(v) = v′, where v′ ∈ V such that
σ(τ(v)) = τ(v′). By Lemma 2.3.20, v′ exists and is unique, thus f |V is
well-defined. To extend f to the whole tree T pick any two adjacent points
v1 6= v2 in V and define f on the arc [v1, v2] such that it maps [v1, v2]
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homeomorphically onto [f(v1), f(v2)]. This defines a continuous map f :
T −→ T . The construction of T via the subtrees Ti gives rise to the following
partition P of T : P := {T0, . . . , Td−1, {c0}} and we assign to Ti the symbol
i and to {c0} the symbol ⋆.

We claim that (T, f,P)d is a Hubbard tree of degree d. The way we
defined f on marked points guarantees that c0 is periodic (preperiodic) if
and only if ν is periodic (preperiodic), and that (T, f,P)d generates the
kneading sequence ν. Moreover, by the construction of T , every endpoint
of T is contained in the f -orbit of c0. By Proposition 2.3.13, f(c0) is an
endpoint of the tree, and by Corollary 2.3.10, f is locally injective at any
point unequal to c0. In particular, f |Ti

is injective. Hence f is at most
d-to-1. It is not hard to see that f is surjective: every endpoint of T has a
preimage in T and f is continuous. By Lemma 2.3.20, item (i), (T, f,P)d
meets the expansivity condition of Definition 2.1.1.

It remains to show that (T, f,P)d is unique up to equivalence: let
(T ′, f ′,P ′)d be another Hubbard tree that generates ν. We have seen that
the mutual locations of the points associated to three (pairwise) distinct it-
erates of ν are uniquely determined by the combinatorial triod map (Lemma
2.3.8 and Corollary 2.3.10). Thus there is a bijection ψ between the sets V
and V ′ of marked points of T and T ′ such that τ(v) = τ(ψ(v)) for all v ∈ V
and if v1, v2 ∈ V are adjacent so are ψ(v1) and ψ(v2). Thus the two Hubbard
trees are equivalent.

Combining Theorem 2.3.21 and Definition 2.3.5, we get the following
result:

Corollary 2.3.22 (Equivalent concepts). For all d ≥ 2, there is a bijection

between Σ♯
d and the set of equivalence classes of Hubbard trees of degree

d.

2.4 Admissibility

Unlike Hubbard trees in the sense of Douady and Hubbard, Definition 2.1.3
includes Hubbard trees which are not generated by any postcritically finite
polynomial (cf. Figure 2.1). We are going to investigate when a Hubbard tree
of degree d can be generated by a postcritically finite unicritical polynomial
of degree d. We first give a necessary and sufficient topological condition.
The second part of this section deals with finding a combinatorial condition
that allows us to read admissibility off from the kneading sequence.

Definition 2.4.1 (Admissible Hubbard trees). A Hubbard tree (T, f,P)d
is called admissible if its equivalence class contains a representative that is
generated by a degree d postcritically finite unicritical polynomial. A knea-
ding sequence is admissible if its associated Hubbard tree is admissible. Both
are called non-admissible if they are not admissible.
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2.4.1 The Topological Admissibility Condition

Theorem 2.4.2 (Topological condition). A Hubbard tree (T, f,P)d is ad-
missible if and only if it contains no evil branch point.

Proof. Let pc be a postcritically finite polynomial of degree d that has a
unique critical point c0 and let T be its Hubbard tree in the sense of Douady
and Hubbard. We have shown in Proposition 2.2.8 that T gives rise to a
minimal Hubbard tree (T, pc,P)d. Since pc is locally injective at any point in
C\{c0}, the cyclic order of local arms at any periodic point must be preserved
under the first return map of this point. This together with Proposition
2.1.23 implies that there are no evil branch points.

For the other direction, let (T, f,P)d be a Hubbard tree in the sense of
Definition 2.1.3 that does not contain an evil branch point. It is enough
to show that it is an abstract Hubbard tree of degree d in the sense of
Poirier. The main result of [Po2] is that any such abstract Hubbard tree
is realizable by a (unique) postcritically finite polynomial. Let us be more
precise: following Poirier, we distinguish two kinds of marked points. Recall
that the set of marked points is denoted by V . We call an element v ∈ V
a Fatou vertex if v eventually maps on the critical cycle, i.e., if there is a
j ∈ N such that f◦j(v) = c0 and c0 is periodic. Any other element of V is
called a Julia vertex. An edge of T is the closure of a component of T \ V .
For any v ∈ V , let Ev be the set of edges that have v as vertex. This means
that Ev corresponds to the set of local arms at v. An abstract Hubbard tree
in the sense of Poirier is a topological tree T with dynamics f and an angle
function ∠ that, for any v ∈ V , assigns to two elements l, l′ ∈ Ev a rational
number modulo 1. The tree must meet an expansivity condition: for any
two Julia vertices v 6= v′ there is an i such that V ∩ f◦i(]v, v′[) 6= ∅. The
function ∠ is required to have the following properties (all equalities are
modulo 1):

• ∠(l, l′) = −∠(l′, l) ∀ l, l′ ∈ Ev.

• ∠(l, l′) = 0 ⇐⇒ l = l′.

• ∠(l, l′′) = ∠(l, l′) + ∠(l′, l′′) ∀ l, l′, l′′ ∈ Ev.

• ∠(f(l), f(l′)) = δ(v) ·∠(l, l′) ∀ v ∈ V and l, l′ ∈ Ev, where δ(v) is the
local degree of f at v.

• For any periodic Julia vertex v with q arms we have that for all l, l′ ∈
Ev : ∠(l, l′) = i

q for some i = 0, . . . , q − 1.

Most work goes into defining an angle function for (T, f,P)d that exhibits
the properties listed above. Observe that the action of f on T meets all
conditions that the dynamics has to have to fit Poirier’s definition of abstract
Hubbard trees. Especially, Ev can be extended to a set Ev such that f |Ev :
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Ev → Ef(v) is a degree dv covering map, with dv = d for v = c0 and
dv = 1 otherwise. Therefore, the abstract Hubbard tree that we are going
to construct has degree d. Note also that our expansivity condition implies
the one of Poirier.

For any vertex v ∈ V , we define a function av : Ev → Q/Z which
associates an angle to each local arm of v. The function av defines a cyclic
order on each Ev. We require that at any point v ∈ V , the function av is
injective. Given this function, we set

∠ : {(l, l′) : l, l′ ∈ Ev for some v ∈ V } → Q/Z, (l, l′) 7→ av(l
′) − av(l)

From this definition, properties (i) – (iii) follow immediately, so that it only
remains to verify property (iv) in the respective cases. It is no problem to
define the angle function on periodic Julia vertices to meet (v).

Let us start with periodic Julia vertices. For each orbit of periodic
Julia vertices we pick one element b. Suppose that n is the period of b,
q the number of its arms and k ∈ {1, 2} the number of cycles of local
arms. Since there are no evil branch points it follows that if k = 2 then
b is an inner point and q = 2. In this case, set for the two local arms
L0, L1 of b, ab(Li) := i/2. If k = 1, pick one local arm L at b and define
ab(f

◦jn(L)) = j/q for j = 0, . . . , q − 1. For the local arms of the image
f(b) of b set af(b)(f(L)) := (ab(L) + 1/q) mod 1, and for all 1 < i < n set
af◦i(b)(f

◦i(L)) := af(b)(f(L)). This defines ∠ for all Ev with v ∈ orb(b). For
preperiodic Julia vertices, we define av via (finite) induction on the number
of iterations they need in order to be mapped onto a point of a periodic orbit.
(It is very well possible that the number of local arms at a preperiodic point
is smaller than at the periodic points of its orbit.) Suppose that b is a
preperiodic branch point and af(b) has been defined. If b is not critical, set
for any local arm L, ab(L) := af(b)(f(L)). If b is critical then it has degree
at most d and all local arms Li ⊂ Ti (i ∈ {0, . . . , d − 1}) collapse. We set
ab(Li) := i/d + af(b)(f(Li))/d (if existing). It is not hard to see that this
definition of ∠ meets requirement (iv).

It remains to define av at Fatou vertices. We consider the critical point
c0 first. It has at most d local arms Li ⊂ Ti, exactly one of which is
fixed under the first return map. Let this arm have the label i0. We set
ac0(Li) := (i − i0)/d mod 1. For any other element of orb(c0) and for any
(iterated) preimage of c0, we assign to its local arms the same angles that
the arms at c0 have which they are mapped to. Since this definition is in
accordance with property (iv), this concludes the proof.

2.4.2 Closest Precritical Points

Before we give a combinatorial criterion for the admissibility of kneading
sequences, we return to the study of precritical points. In the beginning of
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Section 2.1.1, we defined precritical points and their steps. Now we con-
sider special precritical points, the so-called closest precritical points (cf.
[BS, Chapter 5]). Just as in the quadratic setting, closest precritical points
play an important role when linking combinatorial properties of kneading se-
quences and structural properties of Hubbard trees in the general unicritical
case.

Definition 2.4.3 (Closest precritical point). Let (T, f,P)d be a Hubbard
tree and p ∈ T . A precritical point ξk ∈ T with step(ξk) = k is called closest
to p if c0 6∈ f◦i([p, ξk[) for all i = 0, . . . , k − 1. If p = c1 then we say that ξk
is a closest precritical point (i.e. we drop “to c1”).

Remark 2.4.4. Note that for any positive integer k there is a unique pre-
critical point ξ with step(ξ) = k that is closest to p because f◦i([c1, ξ])
is injective for all i = 0, . . . , k. If ξ, ξ′ are precritical points closest to p
with ξ′ ∈ ]p, ξ[ then step(ξ′) > step(ξ). Moreover, if ]ξ′, ξ[ contains no
precritical point closest to p then it contains no precritical point ζ with
step(ζ) < step(ξ′): if ]ξ′, ξ[ contained such a precritical point then pick the
one with the lowest step. This precritical point is closest to p in contradic-
tion to the hypothesis. The critical point c0 is the closest precritical point of
step(c0) = 1. And if c0 is n-periodic then c1 is the closest precritical point
of step(c1) = n. In this case, there are no closest precritical points of step
larger than n.

Lemma 2.4.5 (Closest precritical points and ρν). Let (T, f,P)d be a Hub-
bard tree with kneading sequence ν and let j ∈ N ∪ {−1} such that j 6= 0
mod (N) if ν is ⋆-periodic of exact period N . Then

∃ a closest precritical point
ξ ∈ [c1, cj+1] with step(ξ) = k

⇐⇒

{
k ∈ orbρ(ρ(j) − j) if j ≥ 1
k ∈ orbρ(ν) if j = −1

.

Proof. If ν is ⋆-periodic of exact period N , then for all j = 1, . . . , N − 1 and
i ∈ N0, ρ(j+iN) = ρ(j)+iN and ρ(j+iN)−(j+iN) = ρ(j)−j. Similarly, if
ν = ν1 · · · νkνk+1 · · · νk+n is preperiodic, then for all j = 0, . . . , n and i ∈ N0,
ρ(k+j+in) = ρ(k+j)+in and ρ(k+j+in)−(k+j+in) = ρ(k+j)−(k+j).
Thus we can assume that j < N , where N is the smallest integer such that
ci = c1+N for i = 1 in the ⋆-periodic case and i = k + 1 in the preperiodic
case.

Consider first the case j ≥ 1. By definition, ρ(j) > j is the index of
the first entry of σ◦j(ν) = νj+1νj+2 · · · with νj+k 6= νk. This means that
ρ(j) − j is the smallest number such that c0 ∈ f◦ρ(j)−j−1([c1, c1+j ]). If
k1 := ρ(j)− j, then the closest precritical point ξ1 of lowest step in [c1, c1+j ]
has step(ξ1) = k1. Let ξ2 be the closest precritical point in [c1, c1+j ] of the
next higher step, say step(ξ2) = k2. (If in the ⋆-periodic case j = N , then
there is no such point; this is in accordance with ρ(N) = ∞.) Then f◦k1(ξk2)
is the closest precritical point of lowest step in [c1, ck1+1]. As we just have
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seen, this one has step ρ(k1) − k1, and thus k2 = ρ(k1) = ρ(ρ(j) − j). By
induction, the elements of orbρ(ρ(j) − j) encode exactly the steps of the
closest precritical points in [c1, cj+1] (with monotonously increasing steps).
Note that if c1 is n-periodic then ρ(i) ≤ n for all i < n. This is in accordance
with the fact that there is no closest precritical point in [c1, cj+1] of larger
step than step(c1) = n. Thus, the if-and-only-if statement is proven for
j 6= −1.

For the case j = −1, recall that c0 = ξ1 is the closest precritical point
of lowest step in [c1, c0] and step(c0) = 1. The precritical point in [c1, c2]
of lowest step is the f -image of the closest precritical point ξ2 ∈ [c0, c1]
that has the next higher step after c0. As we just have seen, step(f(ξ2)) =
ρ(1)−1, and hence step(ξ2) = ρ(1). The claim follows by the same inductive
reasoning as above.

One can derive a similar statement for characteristic points:

Lemma 2.4.6 (Precritical and characteristic points). Suppose that p ∈ T
is characteristic with itinerary τ , f(p) 6= p, and let p0

0 ∈ T0 be a preimage of
p. Let k > 1 and N := sup{n ∈ N : n ∈ orbρ(τ)}. Then k ∈ orbρ(τ) if and
only if there is a precritical point ξ ∈ [p0

0, p] with step(ξ) = k ≤ N that is
closest to p.

Proof. Let n be the exact period of p and pi
0 the preimage of p in Ti (if

existing). If k1 is the smallest number such that c0 ∈ f◦k1−1([p0
0, p]) then

the precritical point ξ1 ∈ [p0
0, p] of lowest step has step(ξ1) = k1. Thus,

ρτ (1) = k1 (cf. Remark 2.1.6). If ρ(k1) 6= ∞, then f◦k1−1(p) 6= f◦n−1(p)
and thus, there is an 0 ≤ i < d such that the interval [pi

0, f
◦k1−1(p)] ⊂ Ti is

not degenerate. If j denotes the step of the precritical point of lowest step
in [pi

0, f
◦k1−1(p)], then j = ρτ (k1)− k1 + 1. And if ξ2 is the precritical point

closest to p that has the next higher step after ξ1, then k2 := step(ξ2) =
k1−1+j = ρτ (k1) = ρ◦2τ (1). Now, if ρ(k2) 6= ∞ then again there is an i′ such
that the interval [pi′

0 , f
◦k2−1(p)] ⊂ Ti′ is not degenerate and we can repeat

the above reasoning. This shows inductively that, under the hypothesis that
k ≤ N , k ∈ orbρ(τ) if and only if there is a precritical point ξ ∈ [p0

0, p] closest
to p with step(ξ) = k.

Note that the statement of Lemma 2.4.6 is not true if we drop the as-
sumption that step(ξ) ≤ sup{n ∈ N : n ∈ orbρ(τ)}. That is, there might
be a precritical point ξ ∈ ]p0

0, p[ with step(ξ) > N that is closest to p yet
step(ξ) 6∈ orbρ(τ).

The next lemma is an easy but useful observation.

Lemma 2.4.7 (Local arms and precritical points). Let b ∈ T be a char-
acteristic point of exact period n, L be any local arm of b and let G be the
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global arm associated to L. Assume that ξk ∈ G is a precritical point such
that f◦n|[b,ξk] is injective. If step(ξk) = k ≤ n then

f◦n(L) = Lb(c0) ⇐⇒ k < n and

f◦n(L) = Lb(c1) ⇐⇒ k = n.

Proof. If k = n, then f◦n([b, ξk]) = [b, c1] implies that f◦n(L) points towards
the critical value. If k < n, then f◦k([b, ξk]) = [f◦k(b), c1], and since n
is the exact period of b, b ∈ ]f◦k(b), c1[. Thus f◦n−k(b) ∈ ]b, f◦n−k(c1)] =
f◦n([b, ξk[), which implies f◦n(L) = Lb(c0). The other direction now follows
in both cases easily as Lb(c0) 6= Lb(c1).

2.4.3 The Combinatorial Admissibility Condition

The goal of this section is to show that a kneading sequence ν (or a Hubbard
tree) is admissible if and only if ν does not fail the combinatorial admissi-
bility condition. Let us state this condition:

Definition 2.4.8 (Combinatorial condition). Let ν ∈ Σ♯
d. We say that ν

fails the admissibility condition for n ∈ N if the following conditions are
satisfied:

(A0) if ν is ⋆-periodic, then n is smaller than the period of ν,

(A1) ∄ j, n′ > 1 : jn′ = n and ρν(n) = ρν(n
′),

(A2) ∃ r ∈ {1, . . . , n} such that r = ρ(n) mod n and n ∈ orbρν (r)

(A3) n 6∈ orbρ(ν).

We are going to show that for any ν, failing the admissibility condition
for an integer n is equivalent to the existence of an n-periodic evil branch
point in the Hubbard tree (T, f,P)d of ν. In fact, condition (A2) makes sure
that T contains a periodic point b of period n and (A1) guarantees that n
is the exact period of b. The last condition is needed to turn b into an evil
branch point, the first one takes into account that for Hubbard trees with
periodic critical point, the exact period of every periodic branch point is
strictly less than the exact period of c0.

Lemma 2.4.9 (Itineraries of tame points). Let (T, f,P)d be a Hubbard tree
and z ∈ T be a characteristic point of exact period n and let τ be its itinerary.
Then n ∈ orbρ(τ) if and only if z is tame.

Proof. Recall from Lemma 2.4.6 that the elements of orbρ(τ) \ {1} smaller
or equal to n correspond exactly to the steps of the precritical points in
[z0

0 , z] that are closest to z, where z0
0 ∈ T0 is a preimage of z. Among these

precritical points, let ξk be the one that has largest step, say k. Note that ξk
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exists: by minimality, there is an i ≤ n such that c0 ∈ f◦i([z0
0 , z]). If n was

the smallest integer with this property, then the itineraries of f◦n−1(z) and
z would differ in exactly one position, which is impossible. Hence, k ≤ n
and f◦n|[ξk,z] is injective. By Lemma 2.4.7, f◦n(Lb(c0)) = Lb(c1) if and only
if k = n. Therefore, z is tame if and only if step(ξk) = n, i.e., if and only
if n ∈ orbρ(τ).

Corollary 2.4.10 (Evil branch point and orbρ(ν)). Let (T, f,P)d be a Hub-
bard tree and let b ∈ T be a characteristic branch point of exact period n. If
ν is the kneading sequence od (T, f,P)d, then n 6∈ orbρ(ν) if and only if b is
evil.

Proof. By Lemma 2.4.9, n 6∈ orbρ(τ(b)) if and only if b is evil. Now by
Corollary 2.1.26, the first n entries in τ(b) and ν are equal, and thus the
claim is proven.

Corollary 2.4.11 (Periods of branch points and orbρ(ν)). Let (T, f,P)d be
a Hubbard tree with kneading sequence ν and let b ∈ T be a tame charac-
teristic branch point of exact period N . If (1, 0) → · · · → (nk, sk) → · · · is
the internal address of ν then there is a k such that (nk, sk) = (N, sk). In
fact, if (T, f,P)d is admissible, then the period of every branch point of T
generates an entry of the internal address of ν.

Next we prove that certain combinatorial properties of ν imply the ex-
istence of an n-periodic point in the associated Hubbard tree. The main
argument is taken from [BS, Lemma 5.11]. But first observe the following
easy fact:

Lemma 2.4.12 (ρ for bifurcation sequence). Let ν ∈ Σ⋆
d. Then

ν = (ν1 · · · νn)qνqn+1 · · · with νnq+j 6= νj for some 0 < j ≤ n ⇐⇒

ρ(jn) = ρ(n) for all j = 1, . . . , q and ρ(n) ≤ (q + 1)n.

Here (ν1 · · · νn)q means that the word ν1 · · · νn is repeated q-times.

Lemma 2.4.13 (Existence of n-periodic point). Let (T, f,P)d be a Hubbard
tree with kneading sequence ν and let n ∈ N be such that n is smaller than
the period of ν if ν is ⋆-periodic. Set r := (ρ(n) mod n) ∈ {1, . . . , n} and
suppose that n ∈ orbρ(r). Then T contains a periodic point b with itinerary
τ(b) = ν1 · · · νn.

Proof. Pick q > 0 such that ρ(n) = qn+r. By Lemma 2.4.12, r = ρ(qn)−qn
and since n ∈ orbρ(r), Lemma 2.4.5 implies that there is a closest precritical
point ξn ∈ ]c1, c1+qn[ such that step(ξn) = n.

If q = 1, then ξn ∈ [c1, c1+n] and f◦n maps [ξn, c1] injectively over itself,
reversing orientation. By the intermediate value theorem, [ξn, c1] contains a
periodic point of (not necessarily exact) period n.
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For q > 1, consider the convex hull H := [ξn, c1, c1+n . . . , c1+(q−1)n].
Since ρ(n) = (q+1)n and ξn ∈ ]c1, cqn] is the precritical point closest to c1, H
is mapped homeomorphically under f◦n onto its image [c1, c1+n . . . , c1+qn] =:
H ′. The triod [ξn, c1, c1+n] is non-degenerate: if it was degenerate, then
c1+n ∈ [c1, ξn] because ρ(n) > 2n. But this implies that the orbit of c1+n

is infinite. Hence, H contains at least one branch point b ∈ ]c1, ξn[. Among
the points c1, c1+n . . . , c1+qn only c1+qn might not be contained in H (this
happens if and only if ξn 6= c1+qn). Since [ξn, c1+jn, c1+j′n] is not degenerate
with ξn in the middle for all j, j′ < q (j 6= j′), the point ξn is an endpoint of
H. This together with ξn ∈ ]c1, cqn[ implies that H and H ′ contain exactly
the same branch points of T , and since f◦n|H is injective, f◦n permutes
them. Now expansivity implies that the point b ∈ ]c1, ξn[ is the only branch
point in H, H ′. Moreover, b is fixed under f◦n and τ(b) = ν1 · · · νn.

Remark 2.4.14. Observe that the point b that we just constructed is char-
acteristic: if it was not then there is an i such that f◦i(b) ∈ ]c1, b[ is char-
acteristic. Since f◦i(b) and b do not have the same itinerary by minimality,
there is a precritical point ξk ∈ ]c1, ξn[ with step(ξk) < n. But this con-
tradicts the fact that ξn is the closest precritical point with step at most
n.

The converse of Lemma 2.4.13 is not true in general, i.e., the existence
of an n-periodic point does not imply that n ∈ orbρ(r), where r = ρ(n)
mod n: let b be a tame n-periodic branch point with q arms. Suppose that
there is a precritical point ξ of step(ξ) = k < n in [b, c1+(q−2)n] ⊂ Gq−1

(which is possible because f◦n does not need to map Gq−1 homeomorphically
into G0). Then ρ((q− 2)n)− (q− 2)n = k, and if n ∈ orbρ(k), Lemma 2.4.5
implies that there is a closest precritical point ξn of step n in [c1, c1+(q−2)n],
in fact, ξn ∈ ]b, ξk[. But this means that f◦n(Lq−1) = L1, contradicting
Corollary 2.1.26.

The following lemma is not only an important step for the combina-
torial classification of admissible kneading sequences but will also become
useful when we investigate Σ♯

d. We use the labeling of (local, global) arms
introduced on page 32. In some sense, Lemma 2.4.15 is the complementary
Lemma to [BS, Lemma 5.13]. There Bruin and Schleicher show that the
existence of a precritical point ξ ∈ ]c0, c1[ with certain properties forces the
existence of a characteristic point z ∈ ]ξ, c1[. We show that the existence of
a characteristic point z forces the existence of a precritical point ξ ∈ ]z, c1[
with certain properties. Bruin’s and Schleicher’s statement is a special case
of Theorem 3.2.1.

Lemma 2.4.15 (Existence of precritical point). Let z ∈ ]c1, c0[ be a charac-
teristic point of exact period n with q arms and let Q be the period of the
local arm L1 = Lz(c1). Then there is a precritical point ξ ∈ [c1, z[ closest to
z with step(ξ) = Qn.
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Proof. Recall that Q = q if f◦n(L0) = L1 and Q = q − 1 if f◦n(L0) = L0.
For any precritical point ξ ∈ G1, step(ξ) > (q − 2)n and by Corollary
2.1.26, step(ξ) 6= (q − 1)n if f◦n(L0) = L1. Set N := Qn and, by way
of contradiction, assume that there is no precritical point ξ ∈ ]z, c1] with
(q − 2)n < step(ξ) ≤ N . Then in particular, c1 6= c1+N and consequently
either f◦N ([z, c1]) ⊂ [z, c1[ or [z, c1, c1+N ] is a non-degenerate triod with
branch point b. The first possibility contradicts finiteness of orb(c0); in
the second case, finiteness of orb(b) and minimality imply that b1+N :=
f◦N(b) ∈ Gb(c1+N ). Set G′ := [b, b1+N ] ∪ (T \Gb1+N

(b)). Since f◦N cannot
map G′ homeomorphically into itself, there is a precritical point ξ′ ∈ G′

with (q − 2)n < step(ξ′) ≤ N . Let ξ′ be such that f◦N |[z,ξ′] is injective

and let k′ := step(ξ′). First let us assume that f◦N(ξ′) 6∈ Gb(c1+N ). Then
the connected hull [b, b1+N , ξ

′, f◦N (ξ′)] is an interval and the points b, ξ′

are mapped into different directions by f◦N . Consequently, ]b, ξ′[ contains a
periodic point p and τ(p) = τ(z), a contradiction to minimality. If f◦N (ξ′) ∈
Gb(c1+N ), then k′ 6= N . And since k′ 6= jn, we have that z ∈ f◦k

′

(]z, ξ′[) and
hence f◦N−k′

(z) ∈ f◦N (]z, ξ′[) =]z, f◦N (ξ′)[⊂ Gz(c1). But this contradicts
that z is characteristic.

Among all precritical points in ]z, c1] that are closest to z and have step
at most N , let ζ be the one of largest step. Then f◦N |[z,ζ] is injective.
Suppose that step(ζ) = k < N . For j = q − 2 or j = q − 1, we have
that f◦jn(ζ) =: ζ ′ is precritical with 1 ≤ step(ζ ′) =: k′ < n. Let L be
the local arm at z pointing to ζ ′. By Lemma 2.4.7, f◦n(L) = L0. We
know that if Q = q − 1, then f◦n(Lq−1) = L1. On the other hand, in this
case j = q − 2 and L = Lq−1, so that f◦n(Lq−1) = L0, a contradiction.
We derive a similar contradiction for Q = q and j = q − 1. If Q = q
and j = q − 2, then z ∈ f◦k

′

(]ζ ′, z[). Since f◦N |[z,ζ] is injective, we have
that f◦2n|[ζ′,z] is injective as well (by the definition of ζ ′). It follows that

f◦2n−k′

(z) ∈ f◦2n(]ζ ′, z[) ⊂ G1, a contradiction to z being characteristic.

Theorem 2.4.16 (Combinatorial admissibility). Let (T, f,P)d be a Hubbard
tree and ν the associated kneading sequence. Then (T, f,P)d and ν are
admissible if and only if there is no n ∈ N such that ν fails the admissibility
condition for n.

Proof. By Theorem 2.4.2, it is enough to show that (T, f,P)d contains an
evil branch point of exact period n if and only if ν fails the admissibility
condition for the integer n.

For the first direction, let b be the evil characteristic branch point of
period n and let q be the number of its arms. By Corollary 2.1.26, τ(b) =
ν1 · · · νn and n is smaller than the period of ν if ν is ⋆-periodic. Since
(T, f,P)d is minimal, condition (A1) is trivially satisfied and Corollary 2.4.10
says that ν meets requirement (A3). (A2) follows from Lemma 2.4.15: it
guarantees the existence of a precritical point ξ ∈ ]z, c1] with step(ξ) =
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(q − 1)n that is closest to z. Therefore, ξ′ := f◦(q−2)n(ξ) ∈ [c1+(q−2)n, z] ⊂
[c1+(q−2)n, c1] is a precritical point closest to z and thus, closest to c1. More-
over, step(ξ′) = n and by Lemma 2.4.12, n ∈ orb (ρ((q − 2)n) − (q − 2)n).
To finish this direction it suffices to show that ρ((q− 2)n)− (q− 2)n =: r ≤
n. This follows easily because ξ′ ∈ ]c1, c1+(q−2)n[, and thus ρ((q − 2)n) ≤
step(ξ′) + (q − 2)n = n+ (q − 2)n.

For the other direction, we are going to construct an evil branch point
b of period n. Most work has already been done in the previous lemmas:
Lemma 2.4.13 provides the existence of a characteristic point b of period n
and (A1) guarantees that n is the exact period of b (cf. Lemma 2.4.12). If
we show that b is a branch point then Corollary 2.4.10 tells us that it must
be evil. Let us suppose that b is an inner point. Then the proof of Lemma
2.4.13 shows that q = 1, where q is the number such that ρ(n) = qn+r with
r = 1, . . . , n. This poof also shows that there is a closest precritical point
ξn ∈ ]c1, c1+n] with step(ξn) = n such that b ∈ [c1, ξn]. Hence ξn ∈ Gb(c0),
and consequently, f◦n(L0) = L1. However, n 6∈ orbρ(ν) implies that ξn 6∈
[c0, c1] and thus, there is a precritical point ξk ∈ [c0, b[ with step(ξk) < n
(ξk = c0 is allowed). It follows that f◦n|[b,ξk] is injective and thus by Lemma
2.4.7, f◦n(L0) = L0, an obvious contradiction.



Chapter 3

The Parameter Plane

3.1 Types of Kneading Sequences

Before we investigate the structural properties of the set Σ♯
d, we take a closer

look at ⋆-periodic kneading sequences. We distinguish three kinds of such
sequences that are quite different from a dynamical point of view. As a first
step into this direction, we introduce special periodic sequences associated
to ⋆-periodic kneading sequences.

3.1.1 Upper and Lower Kneading Sequences

Let ν be a ⋆-periodic kneading sequence of period n and degree d, and
let orbρ(ν) = {1, . . . , n′, n} with ρν(n

′) = n. Choosing an element i ∈
{0, . . . , d − 1} and replacing each ⋆ in ν by i yields a periodic kneading
sequence. This way, we can generate d distinct periodic kneading sequences,
d− 1 of which have the property that νn 6= νn−n′ , or equivalently that n is
contained in their respective ρ-orbits.

Definition 3.1.1 (Upper and lower kneading sequences). Let ν ∈ Σ♯
d be

⋆-periodic of exact period n and let n′ be the largest element of orbρ(ν)
smaller than n. For all i ∈ {0, . . . , d − 1} such that i 6= νn−n′, we set
Ai(ν) := ν1 · · · νn−1i. These sequences are called upper kneading sequences
of ν. For the remaining symbol i0, the sequence ν1 · · · νn−1i0 =: A(ν) is
called the lower kneading sequence of ν.

The lower kneading sequence is characterized by the property that n 6∈
orbρ(A(ν)). The above definition provides a way to associate periodic knea-
ding sequences to ⋆-periodic ones. Sometimes it is necessary to go the other
way round: given an n-periodic itinerary τ ∈ {0, . . . , d− 1}N and an integer
N = kn > 0, A−1

N denotes the unique ⋆-periodic sequence of period N that
coincides with τ at all places except for the jN -th entries, where it has the
symbol ⋆.

65
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Lemma 3.1.2 (Lower kneading sequence as limit). Let (T, f,P)d be a Hub-
bard tree with ⋆-periodic kneading sequence ν and let (xk)

∞
k=1 be a sequence

of points converging to c1. Then τ(xk) → A(ν).

Proof. Let n be the exact period of c1. By Proposition 2.2.3, there is a K
such that τ(xk) = τ(xk′) for all k, k′ > K. Thus limk→∞ τ(xk) =: τ exists
trivially. Moreover, τi = νi for all i 6= kn and τn = τkn, where k ∈ N.
Let ξ ∈ [c0, c1] be the closest precritical point such that step(ξ) = m < n
and f◦n|[ξ,c1] is injective. Then xk ∈ ]ξ, c1[ for all k > K, and consequently
f◦m(xk) ∈ ]c1, c1+m[. This implies that

τ1(xk) · · · τn−m(xk) = ν1 · · · νn−m = τ1+m(xk) · · · τn(xk). (∗)

By Lemma 2.4.5, m ∈ orbρ(ν), and since ν1 · · · νm = τ1(xk) · · · τm(xk), m
is also contained in orbρ(τ(xk)). Now (∗) yields that n 6∈ orbρ(τ(xk)), and
the first n entries of A(ν) and τ(xk) coincide. Hence, A(ν) = τ(xk) = τ for
some k > K.

Lemma 3.1.2 allows us to interpret lower and upper kneading sequences
the following way: suppose ν is an admissible kneading sequence, generated
by a unicritical polynomial pc of degree d with periodic critical point. LetWc

be the hyperbolic component of Md containing c. It is well known that at
each of the d−2 co-roots of Wc exactly one periodic parameter ray lands and
that exactly two rays land at its root; say they are of angles θ1 < θ2. In the
dynamical plane of pc, the rays at angles θ1, θ2 land at the same point on the
critical-value Fatou component, separating the critical value and the critical
point (cf. the correspondence principle of dynamic and parameter rays for
Multibrot sets [E]). Now let θ1

n < θ1 ( θ2
n > θ2) be a sequence of angles

converging to θ1 (θ2). The lower kneading sequence of ν corresponds to the
limit of kneading sequences generated by θ1

n and θ2
n (these two limits are

equal). The upper kneading sequences are the limits of kneading sequences
generated by angles that converge in a monotone fashion to the angles of the
rays landing at the co-roots. Note that lower and upper kneading sequences
were defined this way in [LS].

Lemma 3.1.3 (Existence of dynamic root). Suppose that (T, f,P)d is a
Hubbard tree such that its kneading sequence ν is ⋆-periodic. Then there is
a characteristic point z such that τ(z) = A(ν). Moreover, ]z, c1[ contains
no characteristic point.

Proof. Let n be the period of ν and I := {z ∈ T : τ(z) = A(ν)}. By Lemma
3.1.2 and Proposition 2.2.3, I 6= ∅. It suffices to show that I contains a
periodic point; by minimality, this point is characteristic.

If I contains a branch point, then this point is periodic by expansivity.
If I contains no branch point, then either I = [z, c1[ or I =]z, c1[. In the first
case, we have that z is periodic: if f◦n([z, c1]) % [z, c1], then f◦n(z) 6∈ I has
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itinerary A(ν), contradicting maximality of I, and if f◦n([z, c1]) $ [z, c1], we
have that f◦n(z) ∈ ]z, c1[. Thus by continuity, there is a y 6∈ I close to z such
that [y, z] contains no precritical point of step at most n and f◦n(y) ∈ I.
But this means that τ(y) = τ(z), in contradiction to maximality of I. If
I =]z, c1[, then z is precritical by continuity. If I contains no periodic point
then f◦n(p) ∈ ]p, c1[ for all p ∈ I. Since z is not locally attracting, z cannot
be on the critical orbit and hence, is not periodic. Thus we must have that
f◦n(z) ∈ I, which contradicts that I contains no (pre-)critical point.

The second claim follows by minimality because ]z, c1[ contains no pre-
critical point.

The following combinatorial statement about periodic itineraries is part
of Lemma 2.3.4. However there, we referred to [BS] for a combinatorial
proof. Here, we want to give an alternative proof that uses Hubbard trees.

Lemma 3.1.4 (ρ-orbit and periodic sequences). Let τ ∈ {0, . . . , d − 1}N.
The sequence τ is periodic of exact period n with n ∈ orbρ(τ) if and only
if orbρ(τ) is finite and its largest element is n. However, if τ is n-periodic
and n 6∈ orbρ(τ), then |orbρ(τ)| = ∞.

Proof. Obviously, if τ is n-periodic then ρτ (n) = ∞ and |orbρ(τ)| < ∞.
For the other direction we only have to show that n equals the exact period
ñ of τ . Consider a Hubbard tree that contains an ñ-periodic point p with
itinerary τ (such a tree exists by Theorem 2.3.21 and Lemma 3.1.3). Note
that n must be a multiple of ñ (cf. the proof of Corollary 2.1.13). Let us
assume that n = j0ñ > ñ and let p0

0 be the preimage of p contained in T0.
There is a precritical point ξ ∈ ]p, p0

0[ with step(ξ) ≤ ñ such that f◦ñ|[p,ξ]

is injective. This precritical point has step strictly smaller than ñ because
otherwise ñ ∈ orbρ(τ) and the largest entry of orbρ(τ) would be ñ < n.
Hence, Lemma 2.4.7 yields that for all k ∈ N, there is an interval Ik ⊂ [p, c0]
such that f◦kñ(Ik) ⊂ [p, c0]. However by Lemma 2.4.6, n ∈ orbρ(τ) implies
that there is a precritical point ξ′ ∈ ]p, p0

0[ with step(ξ′) = n such that
f◦n = f◦j0ñ maps [p, ξ′] homeomorphically onto [p, c1]. But this contradicts
the existence of the interval Ij0.

For the last statement, assume that τ is n-periodic with n 6∈ orbρ(τ)
and |orbρ(τ)| < ∞. Then orbρ(τ) contains a last entry N and N = j0n
for some j0 > 0, because otherwise the exact period of ν would be smaller
than n. But as we just have seen, this implies that ν has exact period N , a
contradiction.

Corollary 3.1.5 (Exact period and ρ-orbit). Let ν ∈ Σ⋆
d be a periodic

sequence of period n. If n ∈ orbρ(ν), then n is the exact period of ν.

Corollary 3.1.6 (Period of upper and lower sequence). Let ν be ⋆-periodic
of exact period n. Then the exact period of its associated lower kneading
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sequence A(ν) divides n whereas the exact period of any upper kneading
sequence equals n.

Proof. Let m be the exact period of A(ν). By definition, A(ν) is periodic
of period n. Now we can argue exactly the same way as in Lemma 2.1.13
to show that m|n. The second statement follows by the definition of upper
kneading sequences and Corollary 3.1.5.

3.1.2 Primitive, Bifurcation and Backward Bifurcation Se-

quences

Besides upper and lower kneading sequences, there is another type of sequen-
ces which is closely related to a given ν. Unlike upper and lower kneading
sequences, we can associate such a sequence to any ⋆-periodic or periodic
element ν ∈ Σ⋆

d.
Let µ = µ1 . . . µn ∈ Σ⋆

d be periodic or ⋆-periodic. For any q ≥ 2, we set,
if µn 6= ⋆,

Bq
i (µ) := (µ1 . . . µn)q−1µ1 . . . µn−1i with i 6= µn,

and, if µn = ⋆,

Bq
i (µ) := (µ1 . . . µn−1i)q−1µ1 . . . µn−1⋆ with µ1 . . . µn−1i = Ai(µ).

The expression (µ1 . . . µn)q−1 means that the finite word µ1 . . . µn is repeated
(q−1) times. Any periodic or ⋆-periodic element µ ∈ Σ⋆

d defines d−1 pairwise
distinct sequences Bq

i .
If µ ∈ {0, . . . , d − 1}N is n-periodic and n 6∈ orbρ(µ), then we also allow

that q = 1. Let us take a closer look at this special situation: if µ⋆ =
µ1 · · ·µn−1⋆, then µ = A(µ⋆) and B1

i (µ) = Ai(µ). This means that each
1-bifurcation sequence of the lower kneading sequence of µ⋆ yields one of
the d− 1 upper kneading sequences of µ.

If µ is ⋆-periodic such that µ and A(µ) have the same period, we addi-
tionally define for q ≥ 2 the following sequence:

B
q
(µ) := (µ1 . . . µn)q−1µ1 . . . µn−1⋆ , where µ1 . . . µn = A(µ).

Definition 3.1.7 (Types of kneading sequences). Let ν be a ⋆-periodic knea-
ding sequence with exact period n and let m ∈ N such that ρν(m) = n. We
say that ν is

• a bifurcation sequence if m | n,

• a primitive sequence if m ∤ n and A(ν) has exact period n.

• a backward bifurcation sequence if m ∤ n and A(ν) has period strictly
dividing n.
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It follows immediately from this definition that every ⋆-periodic kneading
sequence ν is of exactly one of the three types. The type is completely
encoded in the lower kneading sequence A(ν) as we can see in the subsequent
lemma.

Lemma 3.1.8 (Lower sequence determines type). Let ν be a ⋆-periodic
kneading sequence. Then ν is either primitive or a bifurcation sequence or
a backward bifurcation sequence. Moreover, if n denotes the exact period of
ν, n the exact period of A(ν) and if m ∈ orbρ(ν) such that ρν(m) = n, then

(i) ν is primitive ⇐⇒ n = n.

(ii) ν is a bifurcation sequence ⇐⇒ n = m ⇐⇒ A(ν) = Ai(ν
′), where

ν ′ = ν1 · · · νm−1⋆.

(iii) ν is a backward bifurcation sequence ⇐⇒ n 6∈ orbρ(ν) ⇐⇒ A(ν) =
A(ν ′), where ν ′ = ν1 · · · νn−1⋆ is primitive.

In the first and the last case |orbρ(A(ν))| = ∞ whereas in the bifurcation
case, |orbρ(A(ν))| <∞.

Proof. First observe that, since we have not changed the first n−1 entries of
ν, the ρ-orbits of ν and A(ν) agree up to the entry m. For future reference,
we denote this property by (∗).

The statement about primitive sequences follows immediately from Def-
inition 3.1.7.

If ν is a bifurcation sequence, then n/m =: l ∈ N and (∗) yields that

A(ν) = (ν1 · · · νm)l. Since m ∈ orbρ(A(ν)), m = n by Lemma 3.1.4. This
however implies that ν1 · · · νm = Ai(ν

′) for the ⋆-periodic kneading sequence
ν ′ = ν1 · · · νm−1⋆ . The converse directions follow from Corollary 3.1.6 and
the definition of bifurcation sequences.

Now suppose that ν is a backward bifurcation sequence. Then n < n
by definition, and if n ∈ orbρ(ν) then n = m, and ν would be a bifurcation
sequence. Consider the n-periodic kneading sequence ν ′ = ν1 . . . νn−1⋆. We
have that either A(ν) = Ai(ν

′) or A(ν) = A(ν ′). The first option is not
possible because then n ∈ orbρ(A(ν)) and thus n ∈ orbρ(ν) by (∗). So it
only remains to prove that ν ′ is primitive. If it was not, then A(ν ′) = Ai(ν

′′)
for some ⋆-periodic sequence ν ′′ of period smaller than n and consequently,
n was not the exact period of A(ν). For the reverse direction, note that if
A(ν) = A(ν ′) and ν ′ = ν1 · · · νn−1⋆ is primitive then n 6∈ orbρ(A(ν)). Thus
n 6∈ orbρ(ν) by (∗). The last implication holds because every ⋆-periodic
kneading sequence is of exactly one of the three described types.

Finally, the last statement is an immediate consequence of Lemma 3.1.4.

Corollary 3.1.9 (Bq
i , B

q
are bifurcation sequences). Let ν ∈ Σ♯

d be ⋆-
periodic. Then ν is a bifurcation sequence if and only if there is a ⋆-periodic
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µ such that ν = Bq
i (µ) for some i ∈ {0, . . . , d − 1}. If n is the exact period

of ν, then the exact period m of µ equals the last entry of orbρ(ν) before n,
and q = n/m.

Furthermore, ν is a backward bifurcation sequence if and only if there is
a primitive kneading sequence µ such that ν = B

q
(µ). If n,m are the exact

periods of ν, µ, then again q = n/m.

Remark 3.1.10. With this result in mind, observe the following terminol-
ogy: we call the sequences Bq

i (µ) the q-th bifurcation sequences of µ. The
sequence B

q
(µ) is called the q-th backward bifurcation sequence of µ. In the

first case, µ might be ⋆-periodic or periodic.

Let us give some motivation for these names. Assume the ⋆-periodic
kneading sequence µ is admissible; more precisely, assume that µ is generated
by the center of a hyperbolic component Wc in the Multibrot set Md and
let W i

c be the sector of Wc labeled by the symbol i (cf. the discussion on
page 66). Then the kneading sequence Bq

i (µ) corresponds to all hyperbolic
components that bifurcate from the sector W i

c at an internal angle p/q (in
lowest terms) for some p. Let us also give some justification for the term
backward bifurcation: we have seen that any bifurcation sequence is of the
form Bq

i (µ) = A−1
qn (Ai(µ)) and any backward bifurcation sequence of the

form B
q
(µ) = A−1

qn (A(µ)), where µ is ⋆-periodic of exact period n and in

the second case, µ is primitive. So B
q

is also a bifurcation sequence, just
that we use the lower kneading sequence to build it as opposed to the upper
one for Bq

i . As above, let Wc be the hyperbolic component associated to
µ. The lower kneading sequence of µ is the limit of sequences generated by
angles outside of the wake of Wc that converge to the angle of a ray landing
at the root of Wc. So to speak, it is the periodic sequence just before µ and
thus from µ’s point of view it is the first sequence looking backwards to the
main hyperbolic component.

The following statement is an immediate corollary of Lemma 2.4.9 and
the definition of primitive sequences.

Corollary 3.1.11 (A(ν) and evil points). Let (T, f,P)d be a Hubbard tree
and z be the characteristic point of an n-periodic orbit. Then the local arm
Lz(c0) at z is fixed under f◦n if and only if τ(z) = A(ν) for a primitive
sequence ν.

In particular, if z is a branch point, then z is evil if and only if its
itinerary equals the lower kneading sequence of a primitive sequence.

3.2 A Forcing Relation

We start this section by investigating the arrangement of periodic orbits
in a Hubbard tree (T, f,P)d. More precisely, we will show that for any
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characteristic point z ∈ T , there is a characteristic point z′ ∈ ]z, c1] such
that the interval ]z, z′[ contains no further characteristic points. Moreover,
τ(z′) is a bifurcation sequence of τ(z). In the second part of this section,
we compare non-equivalent Hubbard trees of degree d both of which have
a characteristic point with the same itinerary. The forcing relation that we
obtain in this process will give rise to a partial order on the set Σ♯

d. Recall
that we only regard minimal Hubbard trees although we usually do not state
this explicitly (see Section 2.2).

3.2.1 Arrangement of Characteristic Points

Theorem 3.2.1 (Bifurcation points in T ). Let (T, f,P)d be a Hubbard tree
with kneading sequence ν, let z ∈ T be a characteristic n-periodic point
with itinerary τ , z 6= c1, and let Q be the period of Lz(c1). Then there is
a characteristic point z′ ∈ ]z, c1] such that ]z, z′[ contains no characteristic
point. Moreover, either z′ ∈ ]z, c1[ and τ(z′) = BQn

i (τ), or z′ = c1 and
ν = A−1

Qn(τ).

Proof. By Lemma 2.4.15, there is a precritical point ξ ∈ ]z, c1] closest to z
with step(ξ) = N . If ξ = c1 we are done; otherwise pick ξ′ so that [ξ, ξ′]
is the longest arc in [ξ, c1] such that f◦N |[ξ,ξ′] is injective. It suffices to

find an N -periodic characteristic point in ]ξ, ξ′[. If f◦N (ξ′) 6∈ Gξ(c1), then
]ξ, ξ′[ contains a fixed point of f◦N by the intermediate value theorem. If
f◦N(ξ′) ∈ Gξ(c1), we distinguish two cases:

First suppose that ξ′ 6= c1. Then ξ′ is precritical of step(ξ′) =: k′ < N
and k′ 6= jn for all j. It follows that z ∈ f◦k

′

(]z, ξ′[) =]f◦k
′

(z), c1[ and
thus, f◦N−k′

(z) ∈ f◦N(]z, ξ′[) =]z, c1]∪ [c1, f
◦N (ξ′)] ⊂ Gz(c1), contradicting

that z is characteristic. If ξ′ = c1 then c1+N 6= c1, and c1+N must be
contained in a subtree branching off at b ∈ ]ξ, c1[ by finiteness of orb(c1). If
b1+N := f◦N (b) 6∈ Gb(c1+N ), we find a periodic point of period N in [b, c1[.
Otherwise, consider the set Ĝb := [b, b1+n] ∪ (T \ Gb1+N

(b)). Ĝb cannot be
mapped homeomorphically into itself by f◦N and thus contains a precritical
point ζ of step(ζ) =: l < N . We can assume that f◦N |[ξ,ζ] is injective. If

f◦N(ζ) 6∈ Gb(c1+N ) then there is a periodic point p ∈ ]b, ζ[. Let p′ ∈ ]b, c1[ be
the characteristic point of orb(p). Since f◦N |[ζ,c1] is injective, τ(p) = τ(p′), a

contradiction to minimality. If on the other hand f◦N (ζ) ∈ Gb(c1+N ), then
z ∈ f◦l(]z, ζ[) implies that f◦N−l(z) ∈ f◦N (]z, ζ[) =]z, c1] ∪ [c1, f

◦N (ζ)] ⊂
Gz(c1), which is not possible as z is characteristic.

This shows the existence of a periodic point z′ ∈ [ξ, ξ′] with itinerary
BN

i (τ) and exact period N . Before we prove that z′ is characteristic, note
that there is no characteristic point z′′ ∈ ]z, z′[: since f◦N maps [ξ, z′] ho-
meomorphically onto [z′, c1], there is no characteristic point in ]ξ, z′[ (ξ is
the precritical point of step N from above). And if ]z, ξ[ contained a char-
acteristic point z′′ then the interval [z′′, ξ] covers itself under f◦N . This
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Figure 3.1: A sketch of the situation in Theorem 3.2.1 when ξ′ = c1 and
c1+N ∈ Gξ(c1). The subset Ĝb is drawn in thick lines.

yields a periodic point in ]z, ξ[ of period dividing N . Hence τ(p) = τ(z), in
contradiction to minimality.

Now if z′ is not characteristic then there is an l < N such that [z, z′]
covers itself under f◦l, which yields a periodic point of period dividing l in
]z, z′[. If z′′ denotes the periodic point of lowest period in ]z, z′[, then z′′

is characteristic because otherwise we find a periodic point of lower period
in ]z, z′[. But we have already seen that there is no characteristic point in
]z, z′[.

3.2.2 Orbit Forcing

Many of the subsequent proofs will be based on iterating triods in T ho-
meomorphically. Suppose a triod Y is given as the convex hull of the three
pairwise distinct points x, y, z ∈ T ; we call these three points the generating
points of the triod. It follows that at least two of the generating points must
be in the boundary of Y , and Y is non-degenerate (i.e. not an interval) if
and only if ∂Y = {x, y, z}. Observe that a triod [x, y, z] can be pushed
forward homeomorphically if and only if c0 is not contained in its interior.
If it is and we want to push forward [x, y, z] homeomorphically, we have to
chop it first. The chopping must happen in such a way that the resulting
triod does not longer contain c0 in its interior and is topologically the same
as the original one. More precisely, we require that it contains two points
of {f(x), f(y), f(z)} and the third one is chopped off, that is, replaced by a
point p distinct from the two not chopped points. The mutual location of
the new generating points must be the same as the one of x, y, z. Usually,
it suffices to choose p = c0. However, sometimes we want the endpoints
to have specific itineraries and thus we have to replace the separated point
in a more tricky way. Note that this procedure of chopping a triod is not
possible if and only if either one of the generating points is mapped onto
c0 and the images of the two other generating points are in two distinct
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global arms of c0 or the generating points are mapped into three pairwise
distinct global arms of c0. In the first case [x, y, z] is degenerate, in the
second case [x, y, z] is a non-degenerate triod. The two described events are
called stop case, denoted by stop, because it prevents any further iteration.
Note that the itineraries of x, y, z determine the type of the stop uniquely:
[x, y, z] is degenerate if and only if ⋆ ∈ {τ1(x), τ1(y), τ1(z)}. (Compare also
the definition of the combinatorial triod map in Section 2.3.2.) Let us make
this more precise.

Definition 3.2.2 (Chopping map). Let (T, f,P)d be a Hubbard tree, x, y, z
be three pairwise distinct points in T and let p ∈ T be a characteristic point.
By possibly extending T , we can assume that for all Ti 6= ∅, the preimage
pi
0 ∈ Ti of p exists. We define the formal chopping map ϕp for the triod

[x, y, z] =: Y by

[x, y, z] 7→





[f(x), f(y), f(z)] x, y, z ∈ Ti for some i
[f(x), f(y), p] x, y ∈ Ti, z 6∈ Ti for some i
[f(x), p, f(z)] if x, z ∈ Ti, y 6∈ Ti for some i
[p, f(y), f(z)] y, z ∈ Ti, x 6∈ Ti for some i
stop ∃i1 6= i2 : x ∈ Ti1 , y ∈ Ti2 , z 6∈ Ti1∪Ti2

.

Whenever the image f(a) of a generating point a is replaced by p, we say
that the point a has been chopped off.

The label p of ϕp indicates that whenever one of the generating points of
(the image of) Y is chopped off then it is replaced by a preimage of p. The
point p is called the replacing point.

For any generating point a of Y , we define φ◦iY,p(a) to be the generating

point of ϕ◦i
p (Y ) that a is mapped to.

We call the map ϕp “formal” chopping map because we only want to
apply it if the respective generating points of ϕp(Y ) and Y have the same
mutual location. In this case, we say that ϕp is well-defined. Whether this
holds depends, of course, on the choice of p (and the triod in question). The
choice p = c1 always yields a well-defined chopping map (for any triod in
T ).

If for a given triod [x, y, z] =: Y , ϕp is well-defined for all iterated images
of Y and ϕ◦i

p (Y ) 6= stop for all i ∈ N, we say that Y can be iterated
indefinitely. In this case, either Y is non-degenerate and the branch point b
is not (pre-)critical or it is degenerate and the point in the middle, say y, is
never chopped off. In the latter situation, τi(y) 6= ⋆ for all i ∈ N. Observe
that in the first case all three points must eventually get chopped off because
otherwise the branch point b and one of the three points x, y, z (the one
which is never chopped off) would have the same itinerary, contradicting
minimality. The same is true for the two endpoints in the degenerate case.
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The following proposition describes a forcing relation between different
Hubbard trees. Together with the order on Σ♯

d that we are going to introduce
in Section 3.3.1, it is a combinatorial analogue of the correspondence of
dynamical and parameter rays for polynomials (cf. [L], [M4] and [E]).

Proposition 3.2.3 (Orbit forcing). Let (T, f,P)d and (T̃ , f̃ , P̃)d be two
Hubbard trees with ⋆-periodic kneading sequences ν and ν̃.

(a) Let p ∈ T, p̃ ∈ T̃ be two periodic characteristic points of exact period
n such that τi(p) = τi(p̃) for all i < n (p = c1 or p̃ = c̃1 is allowed). If
z ∈ ]c0, p[ is a characteristic point, then there is a characteristic point
z̃ ∈ ]c̃0, p̃[⊂ T̃ such that z and z̃ have the same itinerary, the same
type and the same number of arms.

(b) Suppose that p ∈ T is a periodic non-precritical point of exact period n
and itinerary Ai(ν̃). Let b ∈ T be the point where the arc containing p
branches off from [0, c1], i.e., [0, b] = [0, c1] ∩ [0, p] (b = p is allowed).
Denote by T̃ the Hubbard tree associated to ν̃. If z ∈ ]0, b[ is a char-
acteristic point, then there is a characteristic point z̃ in T̃ such that z
and z̃ have the same itinerary and are of the same type. Moreover, if
z is chosen so that ]z, b[ contains a further characteristic point, then
z and z̃ also have the same number of arms.

Proof. In order to tell points in the two Hubbard trees apart, all points in
T̃ are marked by ∼. In the following, we give a detailed proof of case (b)
and note the differences for the various subcases of (a) as footnotes. Note
however that most of the reasoning for case (a) is identical to the presented
one. To read the stated proof for case (a), set b := p.

We can assume that T contains all d preimages pi
0 of p: if it does not

contain a preimage pi
0, then we attach an arc [c0, p

i
0] to the tree T such

that [c0, p
i
0] is mapped homeomorphically onto [c1, p]. Strictly speaking, the

extended tree, also denoted by T , is not a Hubbard tree anymore as not
all of its endpoints are contained in orb(c0). However, this tree inherits all
other properties of (minimal) Hubbard trees. Denote by Tp0 the subtree of
T which maps onto T \ Gb(c0) under f . Tp0 contains c0 and all preimages
of p. Note that if p ∈ Tp0 then there is no characteristic point in [c0, b] and
the statement is empty. So from now on, we assume that p 6∈ Tp0 . Figure
3.2 illustrates the location of the mentioned points in the tree T .

We are going to construct closed intervals Ik ⊂ T \Tp0 with endpoints in
P = {p0

0, . . . , p
d−1
0 , p, f(p), . . . , f◦(n−1)(p)} such that f◦k(z) ∈ Ik and f |Ik

is
injective. Any point in Tp0 maps into the global arm of z which contains c1.
Since z is characteristic, it follows that orb(z) ∩ Tp0 = ∅. Hence z ∈ [p0

0, p]
implies that for any l ∈ N, f◦l(z) is contained in the tree spanned by the
orbit of p minus Tp0.

1 We define the Ik iteratively:

1This implies that in case sl (a), T contains all relevant preimages pi
0 of p (cf. Lemma

2.1.20), and thus does not have to be extended.
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Figure 3.2: Possible location of points in the proof of Proposition 3.2.3, case
(b).

For k = 0, we set I0 := [p0, p]. This interval contains z and f |I0 is
injective. Now suppose that Ik = [x, y] has already been defined. Then
f◦k+1(z) ∈ [f(x), f(y)]. We set Ik+1 := [f(x), f(y)] if c0 6∈ [f(x), f(y)].

Otherwise, there are ix, iy such that both [f(x), pix
0 ] and [f(x), p

iy
0 ] do not

contain c0, and exactly one of them contains f◦k+1(z). Pick Ik+1 to be this
interval. Clearly, Ik+1 has all the required properties.

Let m be the period of z. We repeat the whole construction until Ijm =
Ij′m for some 0 ≤ j < j′. Such j, j′ exist because P is a finite set. For all
k > j′m, we set Ik := Ik mod (j′−j)m. This defines the intervals Ik for all
k ∈ N0.

Now we are going to define analogous closed intervals Ĩk in T̃ . The critical
value p̃ = c̃1 has itinerary ν̃ and p̃i

0 = c̃0 for all i = 0, . . . , d − 1. For all

k ∈ N0, set Ĩk to be the closed arc with endpoints in {c̃0, c̃1, . . . , f
◦(n−1)(c̃1)}

corresponding to the ones of Ik+jm. Since p and c̃1 have the same itinerary

except for the ⋆, f̃ maps Ĩk homeomorphically to an arc containing Ĩk+1.
2

Consider the set

S̃j = {x ∈ [p̃0
0, p̃] : f̃◦k(x) ∈ Ĩk for all k < j}.

Since Ĩk+1 ⊂ f(Ĩk), we have that S̃j+1 ⊂ S̃j , and for each j ∈ N, the set

S̃j is a compact interval. Hence S̃ =
⋂∞

j=1 S̃j is also non-empty, compact

and connected, and for all x in the interior of S̃, we have τ(x) = τ(z).
By definition f̃◦lm(S̃) = S̃, where l = j′ − j. If the interior of S̃ contains a

2If p̃ 6= c̃1, then ∂ eIk ⊂ {p̃0
0, . . . , p̃

d−1
0 , p̃, . . . , f̃◦n−1(p̃)}. If p = c1 ∈ T , c0 ∈ ∂Ik and

Ik ⊂ Ti, then we choose the point p̃i
0 to be the endpoint of eIk that corresponds to the

endpoint c0 of Ik. Note that all preimages of p̃ that are needed to define the intervals eIk

are contained in eT (even if τn(p) 6= τn(p̃)): pi
0 (which might be equal to c0) is only an

endpoint of Ik if (orb(p)\f◦n−1(p))∩Ti 6= ∅. Since τi(p) = τi(p̃) for all i < n, this implies

that (orb(p̃) \ f̃◦n−1(p̃)) ∩ eTi 6= ∅ and hence, p̃i
0 ∈ eT by Lemma 2.1.20.
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periodic point, we are done. Otherwise consider the boundary of S̃. Suppose
first that it consists of two distinct points s1, s2. Then f◦lm(s1) = s1 and
f◦lm(s2) = s2 and we are done unless s1 and s2 are both on the critical
orbit (which in this case must be periodic). Since the interior of S̃ contains
no precritical points and no branch point of T , there is a k < lm such that
f◦k(s1) = s2 and f◦k(s2) = s1. But this forces a periodic point in the
interior of S̃, which does not exist. It remains to consider the case where
S̃ = {s̃} and s̃ is on the (again periodic) critical orbit. Now the way we
constructed S̃ implies that the critical point is the limit of precritical points.
Consequently, (T̃ , f̃ , P̃)d does not have attracting dynamics, a property it
must have as minimal Hubbard tree. This shows the existence of a periodic
point z̃ ∈ S̃ of period lm and itinerary τ(z). And since m was the exact
period of τ(z), minimality implies that z̃ is periodic and has exact period
m.

The point z̃ is characteristic: suppose it was not, then there is an l ≤
m such that z̃l := f◦(l−1)(z̃) ∈ ]z̃, p̃[. Hence the three points z̃l, z̃ and c̃1
form a degenerate triod Ỹ with z̃l in the middle. In the Hubbard tree T ,
the points zl, z, p form a degenerate triod Y with z in the middle, since
z was characteristic. Note that ϕ◦n

p (Y ) and ϕ◦n
c̃1

(Ỹ ) are well-defined for
all n, in particular, the stop case does not eventually occur: in T , no
image of z is contained in Tp0, so the n-th image is well-defined unless an
earlier one equaled stop. But this is not possible because the orbits of the
three generating points of Y are disjoint from orb(c0). In T̃ , only c̃1 could
eventually be mapped onto c̃0. However, φ◦i

eY ,c̃1
(c̃1) is always an endpoint of

the (iterated) ϕc̃1-image of Ỹ . Observe that the way we chose the replacing
points for Y and Ỹ guarantees that respective generating points of ϕ◦i

p (Y )

and ϕ◦i
c̃1

(Ỹ ) have the same itinerary (up to ⋆). By minimality, τ(z) 6= τ(zl)

and there is a first time k (k < m) such that c0 ∈ f◦k([z, zl]). Consider
the triods ϕ◦k

p (Y ) and ϕ◦k
c̃1

(Ỹ ). We have that c0 6∈ ](ϕY,p)
◦k(z), (ϕY,p)

◦k(p)[

but c̃0 ∈ ](ϕeY ,c̃1
)◦k(z̃), (ϕeY ,c̃1

)◦k(p̃)[. This contradicts that corresponding

endpoints have the same itinerary (up to ⋆).

After proving the existence of the characteristic point z̃, we show that
z and z̃ are of the same type and have the same number of arms except
for the case that ]z, b[ contains no characteristic point. (An example for
such a situation is given in Remark 3.2.4). The first part of the claim is
immediate because the type is completely encoded into the internal address
by Corollary 3.1.11. For the second part, let us assume that we are not in
the exceptional case. Let q, q̃ the number of arms at z, z̃, respectively. By
Theorem 3.2.1, there is a characteristic point zq ∈ ]z, b[⊂ T with itinerary
Bq

i (τ(z)) and a characteristic point z̃q̃ ∈ T̃ with B q̃

ĩ
(τ(z)) or A−1

q̃n (τ(z)). If

q 6= q̃, then there is a characteristic point z̃q ∈ T̃ with itinerary Bq
i (τ(z))

and z̃q ∈ ]z̃, c̃1[, as we just have proven. Let us assume that z̃q ∈ ]z̃, z̃q̃[
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(the case that z̃q, z̃q̃ are arranged the other way round works exactly the
same way). Then the precritical point ξq of smallest step between [z̃, z̃q] has
step qn and the one between [z̃, z̃q̃], denoted by ξ

q̃
, is of step q̃n. Therefore

we must have that q > q̃. Since ξq̃ ∈ ]z̃q, z̃q̃[ and z̃q is characteristic, the
interval ]ξq̃, z̃q[ covers itself under f◦q̃n and thus contains a periodic point of
(not necessarily exact) period q̃n and itinerary (ν1 · · · νn)q̃ = τ(z̃). But this
contradicts minimality. If z̃q = c̃1, then q > q̃, and f◦q̃n maps the interval
[z̃, c̃1] homeomorphically onto itself without fixing z̃q. This yields an infinite
orbit for this point, a contradiction.3

Remark 3.2.4 (Statement for extended Hubbard trees). Suppose that T
contains no n-periodic point p with itinerary Ai(ν̃). We can extend (T, f,P)d
such as to contain the orbit of the periodic point p. One can check that this
extended tree (T ′, f ′,P ′)d satisfies all conditions of a Hubbard tree with the
exception that not all endpoints are on the critical orbit. We claim that
in this case, the statement of Proposition 3.2.3, item (b), also holds true.
There are several possibilities for the location of p in T ′:

If p ∈ T ′
i for some i 6= 0, then the statement is empty. If p is contained in

a subtree branching off from [c0, c1] then we have exactly the same situation
as in Proposition 3.2.3. The last possibility is that c1 ∈ [c0, p]. In this case,
every preimage p0

i of p defines a new arm at c0. We set Tp0 :=
⋃d−1

i=0 [pi
0, c0].

For all characteristic points z ∈ ]c0, c1[, we can define intervals Ik so that
for all k ∈ N0, f

◦k(z) ∈ Ik, f |Ik
is a homeomorphism and ∂Ik ∈ orb(p) ∪

{−p0, p0}. However, it is not longer true that f(Ik) ⊃ Ik+1. We construct
intervals Ĩk in T̃ just the same way as we did in the proof of Proposition
3.2.3. Observe that in T̃ , f̃(Ĩk) ⊃ Ĩk+1 for all k ∈ N0. Thus, the remainder
of the above proof carries over to this case, and the statement of case (b) in
Proposition 3.2.3 extends to the case that c1 ∈ ]c0, p[.

Remark 3.2.5 (Attracting dynamics is crucial). For the claim of Propo-
sition 3.2.3 to hold, it is crucial that we assumed that Hubbard trees with
periodic critical point have attracting dynamics. If one ignores this require-
ment then the statement of Proposition 3.2.3, case (a), is false in exactly
the following situation: suppose that (T, f,P)d, (T̃ , f̃ , P̃)d are two Hubbard
trees with ⋆-periodic kneading sequences ν and ν̃ such that T contains char-
acteristic periodic points p 6= p′ with itineraries Ai(ν̃) and A(ν̃). Then
p′ ∈ [c0, p] ⊂ T . Suppose furthermore that T̃ contains no characteristic
point with itinerary A(ν̃). This is only possible if T̃ has no attracting dy-
namics (cf. Lemma 3.1.3) and ν̃ is primitive. Although p and the critical
point c̃0 meet the requirements of Proposition 3.2.3, the characteristic point
p′ is not forced in T̃ .

3In case (a), the hypothesis that ]z, b[ contains a further characteristic point is not
necessary: either zq ∈ ]z, c1[ and the hypothesis is trivially satisfied or zq = c1. But then
eT contains a periodic point z̃q with itinerary Ai(ν) by assumption, and we derive the same
contradiction as before.
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As an example for this situation consider in the Mandelbrot set the cen-
ter of any primitive component W (unequal to the main cardioid) and the
center of one of its satellite components. Denote by pc̃ the unique postcrit-
ically finite polynomial corresponding to the center of W and let ν̃,T be its
assoicated kneading sequence and Hubbard tree respectively. We define a
Hubbard tree (T̃ , f̃ , P̃)2 by

T̃ := T/∼, where x ∼ y : ⇐⇒ x = y or

{
x, y ∈ F ∩ T, for some
Fatou component F

.

Moreover, define f̃ := pc̃|eT
and let P̃ be the partition induced by the par-

tition of T ⊂ C generated by external rays (cf. page 8). We claim that
(T̃ , f̃ , P̃)2 is a minimal Hubbard tree except that it does not have attracting
dynamics. It is well known that if F1 6= F2 are two Fatou components, then
F1 ∩ F2 = ∅. For the convenience of the reader we give a sketch of a proof
using Hubbard trees.

Since all Fatou components are preperiodic (Sullivan’s classification of
Fatou components, cf. [M3]), it is enough to consider the case that F1 and F2

are periodic. Then Fi ∩ orb(c̃0) = {c̃i} and the legal arc [c̃1, c̃2] is contained
in the Hubbard tree of the polynomial. Without loss of generality, let us
assume that c̃1 equals the critical value. If now F2 ∩ F1 6= ∅ then f◦i|[c̃1,c̃2]

is injective for all i. Let k be the smallest number such that f◦k(c̃i) = c̃j for
i 6= j ∈ {1, 2}. Then either [c̃1, c̃2] covers itself under f◦k and contains a fixed
point of f◦k, or [c̃1, c̃2]∪f◦k([c̃1, c̃2]) is a non-degenerate triod and its branch
point is fixed (by finiteness of orb(c̃0) and minimality). Thus in both cases,
[c̃1, c̃2] contains a periodic point p̃ of exact period k′|k. If τ(p̃) = ν̃1 · · · ν̃k′

then the critical value has itinerary (ν̃1 · · · ν̃k′)j ν̃1 · · · ν̃k′−1⋆ = ν̃ for some
j > 0, and ν̃ was not primitive.

Now it follows that the equivalence relation ∼ is closed and T̃ is Haus-
dorff. Since the quotient map is monotone, T̃ is a tree. It is straightforward
to verify the remaining conditions for Hubbard trees. (Note that we did not
change the mutual location of points of orb(c̃0).)

Remark 3.2.6 (Number of arms at z and z̃). In case (b) of Proposition
3.2.3, we claimed that z and z̃ have the same number of arms if ]z, b[ contains
a characteristic point. In the following we are going to show that this also
holds if b is characteristic. We state the proof for the weakened hypothesis
separately because of its rather technical and lengthy proof. Furthermore,
the statement with this weaker hypothesis is not needed for our further
discussions. Observe that we cannot make any statement in the case that
]z, b] contains no characteristic point as Figures 3.3 and 3.4 illustrate. In
the chosen example b = p (this is not necessary).

Claim. In the situation of Proposition 3.2.3, let z ∈ [c0, b[ be characteristic
and z̃ ∈ T̃ the forced characteristic point with itinerary τ(z). If ]z, b] contains
a characteristic point then the number of arms at z and z̃ are equal.
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Figure 3.3: The two Hubbard trees illustrate that in the situation of Re-
mark 3.2.6, the number of arms at z = z1 might be different for (T, f,P)d
and (T̃ , f̃ , P̃)d. At the top, the Hubbard tree associated to the knea-
ding sequence B2

1(01001010⋆) (only the first three iterates of c0 are drawn;
orb(c0) is the 2-bifurcation of orb(p5)); the point p1 is 9-periodic and
τ(p1) = A1(01010100⋆). At the bottom, the Hubbard tree associated to
01010100⋆. In both trees, f◦2(z1) = z1.

Proof. Let q, q̃ be the number of arms at z, z̃ respectively. By Proposition
3.2.3 it only remains to show the statement if b is the only characteristic
point in ]z, b].

Let us assume first that q > q̃. Then, using Corollary 2.1.26, there
are iterates f◦jn(p) =: pj , f◦j

′n(p) =: pj′, j 6= j′, so that [p0
0, p

j, pj′ ] =: Y
is a non-degnerate triod with branch point z whereas the respective triod
[c̃0, c̃

j , c̃j
′

] =: Ỹ in T̃ is either degenerate with c̃j in the middle, or it is
non-degenerate with branch point ỹ 6= z̃. Iterate Y under the map ϕp

and Ỹ under the map ϕc̃1. The images ϕ◦n
p (Y ) are all well-defined because

f◦i(z) 6∈ Tp0 for all i, and ϕ◦n
p (Y ) 6= stop. In particular, chopping causes

no problems. Let k < ∞ be the first time that one of the following events
happens: ϕ◦k+1

c̃1
(Ỹ ) = stop, or c̃0 ∈ f̃◦k(]ỹ, z̃[).

In the first case, we have that φ◦kY,p(p
j) = pi

0 for some i in T . Since the k-

th images of p0
0 and pj′ are on different sides of c0, f

◦k(z) ∈ ]pi
0, c0[ and thus

f◦k+1(z) ∈ ]p, c1[, contradicting that z is characteristic. The second possibil-
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Figure 3.4: An example where the number of arms at z = z1 are equal for
two Hubbard trees as considered in Remark 3.2.6. The Hubbard tree at the
top with kneading sequence 011⋆ contains a 7-periodic point p1 with τ(p1) =
0100011 = A1(010001⋆). On the bottom, the Hubbard tree associated to
010001⋆.

ity implies that there is exactly one point in {φ◦k
eY ,c̃1

(c̃0), φ
◦k
eY ,c̃1

(c̃j), φ◦k
eY ,c̃1

(c̃j
′

)}

from which f̃◦k(z̃) is not separated by c̃0. But since z is the branch point
of Y this is clearly not possible in ϕ◦k

p (Y ). This contradicts that respective

endpoints in ϕ◦k
p (Y ) and ϕ◦k

c̃1
(Ỹ ) have equal itinerary (up to ⋆).

Now let us assume that q̃ > q. There are iterates c̃j , c̃j
′

∈ T̃ and pj, pj′ ∈
T , which are defined as in the previous case, such that [c̃0, c̃

j , c̃j
′

] =: Ỹ is
non-degenerate with branch point z̃ whereas the triod Y := [p0

0, p
j , pj′ ] is

either degenerate with pj in the middle, or it is non-degenerate with branch
point y 6= z.

Let us deal with the latter case first. There is a first time k0 such that
c0 ∈ f◦k0(]y, z[). Suppose that for all i ≤ k0, ϕ

◦i
p (Y ) is well-defined. Then

f◦k0−1(z) is chopped off. This implies that f̃◦k0−1(z̃) ∈ T̃ is also chopped
off, but this is impossible. Unfortunately, ϕ◦i

p (Y ) might not be well-defined
for some i ≤ k0, namely if one of the endpoints is chopped off. Let k be the
smallest number such that an endpoint is chopped off and that replacing
this point according to our requirements is not possible. Let Yk be the
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triod generated by the two points in {φ◦kY,p(p
0
0), φ

◦k
Y,p(pj), φ

◦k
Y,p(p)} that are

not chopped off and the appropriate preimage pik
0 . If Yk is degenerate then

f◦k(y) ∈ ]pik
0 , f

◦k(z)[ and f◦k+1(y) = b. We iterate the triod Yk under ϕp

until c0 ∈ f◦k1(]b, f◦k(z)[) for the first time. At this time we get the same
contradiction as described above. Again it might happen that an iterate
ϕ◦i

p (Yk) is not well-defined. We define a new triod Yk′ analogously to the way
we defined Yk (Yk′ might be degenerate or non-degenerate). Note however,
that in any case the interval [b, z] is contained in the closure of a component
of Yk′ \ {generating points}, as b and z are characteristic. This ensures that
the respective images of b and z are always contained in the triods under
consideration. We continue until after k1 push forwards the images of b and
z are separated by c0.

If the triod Yk is non-degenerate then the branch point of ϕp(Yk) equals
b. Now, since b is characteristic, all ϕ◦i

p (Yk) are well-defined, and we get the
same contradiction as before at time k0.

The remaining case is that Y is degenerate. Independent from which
of the three points is the inner point, the interval [z, b] is contained in the
interior of Y . By the same reasoning as in the previous paragraph for the
case “Yk is degenerate”, this is impossible.

Lemma 3.2.7 (Not forced characteristic points). Let (T, f,P)d be a Hub-
bard tree, p ∈ T be an n-periodic non-precritical point with itinerary Ai(ν̃)
and b ∈ T such that [0, b] = [0, c1] ∩ [0, p]. Moreover, denote by T̃ the Hub-
bard tree associated to ν̃. Suppose that z ∈ ]b, c1[ is a characteristic point
unequal to the α-fixed point and that either there is a characteristic point
in [b, z[ or b is the limit of characteristic periodic points. Then there is no
characteristic point z̃ with itinerary τ(z) in the Hubbard tree T̃ of ν̃.

Proof. We state the proof for the case that there is a characteristic point
y ∈ [b, z[. For the case that such a point does not exist but b is a limit of
characteristic points, we refer to the footnotes. By way of contradiction, we
assume that there is a characteristic point z̃ ∈ T̃ such that τ(z) = τ(z̃).

Consider the triod Y := [p, y, z] ⊂ T , which is degenerate and has y as
an inner point. The point z̃ ∈ T̃ forces a characteristic point ỹ ∈ T̃ with
itinerary τ(ỹ) = τ(y) by Proposition 3.2.3, item (a). The triod Ỹ := [ỹ, z̃, p̃]
is degenerate with z̃ in the middle.4 There is a smallest number k such
that c0 ∈ f◦k([y, z]). Consider the iterates of Y, Ỹ under the functions ϕz

and ϕz̃. The iterates are well-defined for all n ≤ k: the stop case cannot
occur because in T none of the generating points of (the images) of Y are

4In this case, p 6= b and we set y = b. Any characteristic point in [0, b[⊂ T is forced in
T̃ by Proposition 3.2.3. Hence there is a limit point b̃ ∈ T̃ , which is either the critical value
or has the same itinerary as b (cf. Lemma 2.1.7 and observe that b̃ cannot be precritical
as limit of characteristic points). Because of the existence of z̃, the second case must hold.
We consider the degenerate triod [̃b, z̃, p̃]. (The proof does not require that b̃ is periodic.)



82 CHAPTER 3. THE PARAMETER PLANE

on the critical orbit, and in T̃ only the endpoint p̃ is. If we have to chop a
point while iterating Y it must be p. And since no image of y is in [zj

0, c0]
for all j ∈ {0, . . . , d − 1}5, we can replace the respective iterate of p by
some zj

0. The chopping for Ỹ can only occur at the same time as in Y

(as corresponding generating points of ϕ◦i
z (Y ) and ϕ◦i

z̃ (Ỹ ) have the same

itineraries). If φ◦iY,z(p) is chopped off then φ◦iY,z(z) 6= zj
0 for all j. Thus,

φ◦i
eY ,z̃

(z̃) 6= z̃j
0 for all j, and we can replace φ◦i

eY ,z̃
(p̃) by some preimage of z̃.

Now at time k, c0 ∈ [φ◦kY,z(z), φ
◦k
Y,z(p)] whereas c̃0 6∈ [φ◦k

eY ,z̃
(z̃), φ◦k

eY ,z̃
(p̃)], which

contradicts that corresponding generating points have equal itineraries.

Part (b) of Proposition 3.2.3 and Lemma 3.2.7 provide a classification
of all characteristic points z 6= b that can be forced in the Hubbard tree
(T̃ , f̃ , P̃)d. In the proof of Theorem 3.3.17, it will turn out that for the case
that b is a limit of characteristic points or characteristic itself, b is also forced
in T̃ . However, we cannot make any statement about the number of arms.

3.3 Structure of the Parameter Space

3.3.1 A Partial Order on Kneading Sequences

In the following section, we introduce a partial order “<” on the set Σ♯
d.

This order gives structure to the set Σ♯
d. Moreover, it allows us to determine

the non-admissible locus in Σ♯
d, see Proposition 3.3.14.

Definition 3.3.1 (Order). Let ν and ν̃ be two ⋆-periodic kneading sequences.
Then ν < ν̃ : ⇐⇒ the Hubbard tree of ν̃ contains a characteristic point with
itinerary Ai(ν) for some i.

Proposition 3.2.3 guarantees that this relation is transitive. From the
next lemma, it follows that it is also non-reflexive, and thus a partial order.

Lemma 3.3.2 (Unique characteristic point for ν). Let (T, f,P)d be a Hub-

bard tree and ν ∈ Σ♯
d be ⋆-periodic. Then T does not contain two char-

acteristic points y, z, z ∈ ]y, c1], with itineraries τ(y) = Ai(ν) and τ(z) ∈
{Aj(ν), ν} for any j.

Proof. Let n be the exact period of ν. If i = j and z 6= c1, then the
statement follows by minimality. Otherwise, the precritical point ξ ∈ ]y, z]
with smallest step has step(ξ) = n (if z = c1, then ξ = c1). Hence,
f◦n(Ly(c1)) = Ly(c1). This implies that the local arm at z pointing towards
c0 must also be fixed under f◦n. So by Corollary 3.1.11, τ(y) = A(ν), a
contradiction.

5Since b is the limit point of characteristic points no iterate of b is in [zj
0, c0].
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Definition 3.3.3 (Truncated sequence). Let ν ∈ Σ♯
d be a kneading sequence.

For all nk ∈ orbρ(ν), we define νk := ν1 · · · νnk−1
⋆. The sequence νk is called

the truncated sequence of length nk of ν.

With this definition in mind, let us extend the partial order defined
on ⋆-periodic kneading sequences to Σ♯

d: let ν be a preperiodic kneading
sequence. We set ν > νk for all k ∈ N. Furthermore, for any ⋆-periodic ν̃,
we set ν̃ > ν : ⇐⇒ ν̃ > νk for all k ∈ N. From this, a partial order on Σ♯

d
is obtained by taking the transitive hull of the relation defined so far.

Let µ be ⋆-periodic or preperiodic and ν be preperiodic. If follows from
the definition that µ < ν if and only if there is a k ∈ N such that µ < νk. This
observation implies immediately that ν 6< ν for any preperiodic sequence ν.
So “<” on Σ♯

d is non-reflexive and hence a partial order. We call the tuple

(Σ♯
d, <) the parameter tree of degree d.

The next lemma proves that for any ν ∈ Σ♯
d, all its truncated sequences

νk are represented in the Hubbard tree of ν by a characteristic point each.
So, defining the order on preperiodic sequences via characteristic points just
as in the periodic case would have yielded the same result. We chose the
approach via truncated sequences because it allows for extending the order to
all of Σ⋆

d whereas the approach via characteristic points fails there: elements
in Σ⋆

d do not have an associated Hubbard trees in general. In Section 3.3.4,
we discuss in more detail how one can extend “<” to the set Σ⋆

d.

Lemma 3.3.4 (Internal address and characteristic points). Let ν ∈ Σ♯
d, let

νk be its truncated kneading sequence of length nk and let (T, f,P)d be the
Hubbard tree associated to ν. Then for any k ∈ N0 such that nk is not the
largest element of orbρ(ν), there is a characteristic point zk ∈ ]c0, c1[⊂ T
with itinerary τ = ν1 · · · νnk

= Aνnk
(νk).

Proof. By Lemma 2.4.5, there is a sequence of closest precritical points
ξi ∈ [c0, c1] with c0 < ξ1 < · · · < ξk < . . . < c1 and step(ξi) = ni. We
proceed by induction: for n0 = 1, note that the underlying T of every
non-degenerate Hubbard tree contains the α-fixed point, which has itinerary
0 = ν1. Now let us assume that there is a characteristic point p ∈ ]c0, c1[ with
itinerary τ(p) = ν1 · · · νnk

. Then c0 < ξk < p < ξk+1. First suppose that
nk+1 = jnk. By Theorem 3.2.1, the next characteristic point p′ ∈ ]p, c1[ has

itinerary Bj′

i (τ(p)). We claim that j′ = j; then clearly, τ(p′) = ν1 · · · νnk+1
.

If j′ 6= j then, since ξk+1 is closest, j′ > j, and ξk+1 ∈ ]p′, c1[. It follows that
f◦jn(p′) ∈ ]p, c1[, and since p′ is characteristic, f◦jn(p′) ∈ ]p, p′[. That is, f◦jn

maps [p, p′] homeomorphically into itself, which contradicts the existence of
a precritical point ξ ∈ ]p, p′[ with step(ξ) = j′nk.

If nk+1 6= jnk, then consider the interval [p, ξk+1]. This interval cov-
ers itself homeomorphically under f◦nk+1 so that there is a periodic point
x ∈ ]p, ξk+1[ with exact period m and m|nk+1. Moreover, τ(x) = A(νk+1)
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because τnk+1
(x) = νnk+1−nk

. We are going to show that x is not tame and
that the number of its arms equals (nk+1/m+ 1). Then Theorem 3.2.1 im-
plies that there is a characteristic periodic point p′ ∈ ]ξk+1, c1[ with itinerary
ν1 · · · νnk+1

. Note that the point x is characteristic: if it was not, then there
is an image xi of x contained in ]x, c1[. By minimality, x ∈ ]ξk+1, c1[, and
thus the itineraries of x and xi differ in exactly one entry. This means that
there is one symbol in {0, . . . , d− 1} which appears differently often in the
itineraries of x and xi. But this is not possible, as x and xi are iterates
of each other. Now suppose that m = nk+1. Then f◦nk+1 maps [x, ξk+1]
homeomorphically onto [x, c1], i.e., f◦nk+1 fixes the local arm of x pointing
towards the critical value. It follows that the arm towards c0 is also fixed
under f◦nk+1 and that x is an inner point. If Qm = nk+1 for some Q > 1,
then x is an evil branch point with Q + 1 arms: since p is characteristic,
f◦m(Lx(c0)) = Lx(c0) and x is not tame. Now let us consider the pos-
sible location of f◦m(ξk+1). Since x ∈ ]f◦m(ξk+1), f

◦m(p)[, it follows that
f◦m(ξk+1) 6∈ Gx(c0). By finiteness of orb(ξk+1), f

◦m(ξk+1) 6∈ [ξk+1, x], and
since ξk+1 is a closest precritical point, f◦m(ξk+1) 6∈ [c1, ξk+1]. If f◦m(ξk+1)
was contained in a subtreeB branching off in ]c1, x[, then f◦jm(ξk+1) ∈ B for
all j ≤ Q, as f◦Qm|[ξk+1,x] is injective. (In order to get a contradiction other-
wise, use minimality if the branching happens in ]x, ξk+1[ and Lemma 2.1.16
if it happens in [ξk+1, c1[.) In particular, f◦nk+1(ξk+1) = c1 ∈ B, which is
clearly false. Therefore the only remaining possibility is that f◦m(ξk+1) is
contained in an arm of x not pointing to the critical point or value. Since
f◦i is locally injective at x for all i, we have that all f◦jm(ξk+1) (0 < j ≤ Q)
are contained in different arms of x not pointing to c0. Putting everything
together, x is an evil branch point with Q+ 1 arms.

As a consequence of Lemma 3.3.4, we get our first statement about the
structure of the parameter tree.

Corollary 3.3.5 (Bq
i (ν) and “<”). Let ν ∈ Σ♯

d be any ⋆-periodic kneading
sequence. Then

(i) Bq
i (ν) > ν for all q > 1 and i ∈ {0, · · · , d − 1} for which Bq

i (ν) is
defined.

(ii) Bq
i (ν) 6> Bq

j (ν) for all i 6= j.

Proof. The first claim follows immediately by the definition of bifurcation
sequences. For the second claim, suppose that there are i 6= j such that
Bq

i (ν) > Bq
j (ν). Let Ti, Tj be the underlying topological trees associated to

the two bifurcation sequences. Then by Lemma 3.3.4 and the definition of
bifurcation sequences, Ti (Tj) contains a characteristic point with itinerary
Ai(ν) (Aj(ν)). Now, Bq

i (ν) > Bq
j (ν) and Proposition 3.2.3 imply that Ti

also contains a characteristic point with itinerary Aj(ν), a contradiction to
Lemma 3.3.2.
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Let us take a closer look at the subset of (Σ♯
d, <) that consists of all

kneading sequences smaller than a given one.

Lemma 3.3.6 (Linear order for smaller sequences). For any ⋆- or pre-

periodic kneading sequence ν, the set {µ ∈ Σ♯
d : µ < ν} is linearly ordered.

Proof. Let us assume that µ 6= µ′ are two ⋆-periodic kneading sequences
smaller than ν. The proof for preperiodic sequences works the same way by
using the truncated sequences converging to the given preperiodic one. Let
(T, f,P)d be the Hubbard tree associated to ν. By the definition of “<”,
there are two characteristic points z, z′∈ ]c0, c1[⊂ T such that τ(z) = Ai(µ)
and τ(z′) = Aj(µ

′). We have that either z ∈ ]z′, c1[ or z′ ∈ ]z, c1[. Theorem
3.2.3 yields in the first case that the Hubbard tree associated to µ′ contains a
characteristic point with itinerary Ai(µ) and thus µ < µ′, and in the second
case that µ′ < µ.

Lemma 3.3.7 (Primitive sequence as limit). Every primitive sequence ν is
the limit of ⋆-periodic kneading sequences µn < ν. One can choose the µn

to be primitive.

Proof. Let ν be a primitive sequence and (T, f,P)d be its associated Hub-
bard tree. By Lemma 3.1.3, T contains a characteristic point z with τ(z) =
A(ν). We have to show that there is a sequence of characteristic points
zn converging to z. Consider the set P := {p ∈ ]c0, z[ : p is characteristic}.
To prove the claim it suffices to show that sup(P ) = z. But this follows
immeditely by Lemma 2.2.9 and the following observation: there is no char-
acteristic point z′ ∈ ]c0, z[ such that ]z′, z[ contains no further characteristic
point. If there was such a z′ then τ(z) = Bq

i (τ(z
′)) by Proposition 3.2.3,

and τ(z) would not be the lower kneading sequence of a primitive sequence.

For the second part of the claim suppose that there is a one-sided neigh-
borhood ]p, z[⊂ ]c0, z[ of z such that for all characteristic points y ∈ ]p, z[,
A−1

ny
(τ(y)) is not primitive, where ny denotes the exact period of y. We can

choose ]p, z[ so small that it contains no branch point of T . Now Proposition
3.2.3 implies that there is a periodic sequence τ ∈ Σ⋆

d such that the set of
characteristic points in ]p, z[ equals {zn ∈ ]p, z[ characteristic : τ(zn+1) =
B2

i (τ(zn))}, where τ(z1) = τ and i depends on n. Thus if N denotes the pe-
riod of τ , we have that the ρ-orbit of zn equals 1 7→ · · · 7→ N 7→ 2N 7→ · · · 7→
2nN . Observe that there is an M ∈ N such that ρz(k)−k ≤M for all k ∈ N.
On the other hand, there is an n0 such that 2n0+1N − 2n0N = 2n0N > M .
Set m := ρτ(z)(2

n0N). Then there is an m′ ≤ m such that τm′(z) 6= τm′(zn)
for all n > n0. In contradiction to this, there is an n1 such that for all
n > n1, ]zn, z[ contains no precritical point of step at most m+ 1 and thus,
the first m entries of τ(z) and τ(zn) are the same.

The proof above shows that the sequence (µn)∞n=1 cannot exclusively
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consist of consecutive 2-bifurcation sequences, i.e., it is not possible that
νn+1 = B2

i(n)(ν
n) for all n > n0.

3.3.2 Location of Non-Admissible Kneading Sequences

Let us start our investigation of the set of non-admisssible kneading sequen-
ces by some immediate consequences of the results we have shown so far:

Lemma 3.3.8 (Evil branch points and “<”). Let (T, f,P)d be a Hubbard
tree with kneading sequence ν and let z ∈ T be a characteristic n-periodic
point that is not tame. Furthermore, suppose that µ is ⋆-periodic such that
τ(z) = A(µ). If z is an inner point, then µ ≤ ν. If z is a branch point, then
µ 6< ν but µ̃ < ν for all ⋆-periodic µ̃ < µ.

Proof. If z is an inner point then by Theorem 3.2.1 either there is a char-
acteristic point z′ ∈ ]z, c1[ with itinerary B1

i (A(µ)) = Ai(µ) or z′ = c1 and
ν = A−1

n (A(µ)) = µ. Thus, in this case µ ≤ ν by definition. If z is a branch
point we have to show that there is no characteristic n-periodic point with
itinerary A(µ). By way of contradiction, let us assume that there is such a
characteristic point p ∈ [c0, c1]. By Corollary 2.1.26, there are no n-periodic
points in ]z, c1]. On the other hand, if p ∈ ]c0, z[ then f◦n(Lz(c0)) = Lz(c1),
because c0 ∈ f◦(n−1)([p, z]). But this contradicts that z is evil. The last
part of the claim is an immediate consequence of Proposition 3.2.3.

Corollary 3.3.9 (Backward bifurcation not larger). Let ν ∈ Σ♯
d be a ⋆-

periodic primitive sequence. Then for all q > 1, B
q
(ν) 6> ν. For all ν̃ < ν,

B
q
(ν) > ν̃.

Proof. Consider the Hubbard tree (T, f,P)d of B
q
(ν). By Lemma 3.1.3,

T contains a characteristic point z with itinerary A(B
q
(ν)) = A(ν). By

Lemma 2.4.9 and Corollary 2.1.26 it follows that z is an evil branch point.
Now the statement follows from Lemma 3.3.8.

The proof of the previous corollary also yields the following result:

Corollary 3.3.10 (Backward bifurcation not admissible). For every prim-

itive ν ∈ Σ♯
d and every q > 1, the backward bifurcation sequence B

q
(ν) is

non-admissibe.

Lemma 3.3.11 (Forcing of (non-)admissibility). Let ν be a ⋆- or preperiodic
kneading sequence. If ν is admissible then ν̃ is admissible for all ν̃ < ν, or
equivalently, if ν is non-admissible then ν̃ is non-admissible for all ν̃ > ν.

Proof. The statement follows immediately by Proposition 3.2.3: if µ̃ < µ
and µ̃ is non-admissible, then the Hubbard tree of µ̃ contains an evil branch
point. By orbit forcing this evil branch point can also be found in the
Hubbard tree of µ, and thus µ is non-admissible.
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Definition 3.3.12 (Combinatorial arc, wake). Let ν, ν ′ ∈ Σ♯
d with ν ≤ ν ′.

The combinatorial arc between ν and ν ′ is the set [ν, ν ′] := {µ ∈ Σ♯
d : ν ≤

µ ≤ ν ′}.

If ν is ⋆-periodic, we define for any i ∈ {0, . . . d− 1} and q ≥ 2

• its (q, i)-subwake Wq
i (ν) := {µ ∈ Σ♯

d : µ ≥ Bq
i (ν)},

• its non-admissible q-subwake Wq
non(ν) := {µ ∈ Σ♯

d : µ ≥ B
q
(ν)},

• its admissible wake Wad(ν) := {µ ∈ Σ♯
d : µ ≥ ν} and

• its wake W(ν) :=
⋃

q>1
Wq

non(ν) ∪Wad(ν).

The subwake Wq
i (ν) is empty for the one symbol in {0, . . . , d − 1} for

which Bq
i (ν) does not exist. For any q > 1, Wq

non 6= ∅ if and only if ν 6= ⋆ is
primitive (for non-primitive sequences, B

q
(ν) was not defined), and for any

µ ∈ Wq
non(ν), ν 6< µ. An immediate corollary of this definition and Theorem

3.2.1 is the following statement.

Corollary 3.3.13 (Wakes and subwakes). Let ν ∈ Σ♯
d be ⋆-periodic. Then

Wad(ν) =
∞⋃

q=2

d−1⋃

i=0

Wq
i (ν) ∪ {ν}.

We get a description of the location of all non-admissible kneading se-
quences as a further corollary of our previous work. This positively answers
the question posed in [Kau2] whether all non-admissible kneading sequence
correspond to shadow components. Using the notation of wakes, our result
reads as follows.

Proposition 3.3.14 (Location non-admissible sequences). Let ν be a non-
admissible kneading sequence. Then there is a unique admissible primitive
sequence µ and an integer q > 1 such that ν is contained in Wq

non(µ).

Proof. Take any non-admissible kneading sequence ν and let b be the unique
evil branch point such that [c0, b[ contains no further evil branch points.
Since T contains only finitely many branch points, such a point b exists. Let
τ be the itinerary of b, n be its exact period and let q be the number of global
arms at b. If µ := A−1

n (τ), then Theorem 3.2.1 implies that ν ∈ Wq−1
non . The

primitive sequence µ is admissible: if it was not then the Hubbard tree T ′

associated to µ contains an evil branch point z′ ∈ ]c′0, c
′
1[. By Orbit Forcing

3.2.1, there is a characteristic point z ∈ [c0, b[ which has the same number of
arms and is of the same type as z′. But this means that z is an evil branch
point closer to c0 than b, contradicting the choice of b.
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It only remains to show that µ is unique. If ν is contained in a (non-
admissible or admissible) subwake of µ̃ then there is a characteristic periodic
point z with itinerary Ai(µ̃) or A(µ̃). If z was in ]b, c1[ then the Hubbard
tree associated to µ̃ would contain an evil branch point with itinerary τ(b)
and µ̃ would not be admissible. On the other hand, if z ∈ ]c0, b[ then z is
not an evil branch point and µ̃ < ν by Lemma 3.3.8. In both cases, µ̃ does
not have the claimed properties.

An immediate consequence of Propositions 3.3.14 and 3.2.3 is the fol-
lowing statement:

Corollary 3.3.15 (Branching into non-admissibility). Let ν, ν̃ ∈ Σ♯
d. Sup-

pose that the Hubbard trees of ν and ν̃ are non-admissible and they contain
an evil periodic branch point b, b̃, respectively, with τ(b) = τ(b̃). Then
there is a unique admissible primitive sequence µ such that ν ∈ Wq

non(µ),
ν̃ ∈ W q̃

non(µ) (q, q̃ are not necessarily distinct).

3.3.3 The Branch Theorem

Now we come to the main result of our investigation of Σ♯
d, the so-called

Branch Theorem. In spirit, it says that either ν, ν̃ ∈ Σ♯
d can be compared

or there is a unique maximal sequence which ν and ν̃ can be compared
with. The latter means that there is a unique point in Σ♯

d where the linearly
ordered sets [⋆, ν], [⋆, ν̃] branch off. For postcritically finite parameters in
the Mandelbrot set, this result was proven by Douday and Hubbard in [DH,
Proposition XXII.3] as the main statement of their study of “nervures”.
This theorem is also true for the Multibrot sets Md [S2]. Our proof is

inspired by the techniques used there. The Branch Theorem for Σ♯
2 has

been proven in [Ka]. We will work in the Hubbard tree of one of the two
given sequences, say ν. This Hubbard tree contains, or can be extended to
contain, a representative p of ν̃. The branch point of [c0, p] ∩ [c0, c1] will

give rise to the branch point in (Σ♯
d, <). That this setup makes sense is the

content of the following lemma.

Lemma 3.3.16 (Periodic points behind c1). Let (T, f,P)d and (T̃ , f̃ , P̃)d be
two Hubbard trees with associated kneading sequences ν, ν̃ and suppose that
ν 6= ν̃. If necessary, extend T so that it contains a periodic point pν̃ with
itinerary τ(pν̃) = A(ν̃) and extend T̃ so that it contains a periodic point p̃ν

with τ(p̃ν) = A(ν̃). Then it is not possible that c1 ∈ ]c0, pν̃ [ and c̃1 ∈ ]c̃0, p̃ν [.

Proof. By way of contradiction assume that c1 ∈ ]c0, pν̃ [ and c̃1 ∈ ]c̃0, p̃ν [. By
Lemma 3.1.3, there is a characteristic point z ∈ ]c0, c1[⊂ T with itinerary
A(ν) and since c1∈ ]c0, pν̃ [, this point is forced in T̃ by Remark 3.2.4. More
precisely, there is a characteristic point z̃ ∈ ]c̃0, c̃1[⊂ T̃ with τ(z̃) = A(ν).
Since c̃1 ∈ ]c̃0, p̃ν [, we have that c̃1 ∈ ]z̃, p̃ν [. The precritical point ξ̃ of lowest
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step in ]z̃, p̃ν [ has step n, if n equals the period of ν. Because of finiteness of
orb(c1), it follows that ξ = c1, and thus ν̃ = τ(c̃1) = ν, a contradiction.

Theorem 3.3.17 (Branch Theorem). Let ν 6= ν̃ be ⋆-periodic or preperiodic
kneading sequences. Then there is a kneading sequence µ such that exactly
one of the following cases holds:

(i) [⋆, ν] ∩ [⋆, ν̃] = [⋆, µ], where µ is either ⋆-periodic or preperiodic.

(ii) [⋆, ν] ∩ [⋆, ν̃] = [⋆, µ] \ {µ}, where µ is a ⋆-periodic primitive sequence.

If µ 6∈ {ν, ν̃}, we say that µ is the branch point of the kneading sequences
ν and ν̃. In the second case, we say that ν or ν̃ branches off into non-
admissibility at µ according as µ 6< ν or µ 6< ν̃.

Proof. We have that [⋆, ν] ∩ [⋆, ν̃] = {µ′ ∈ Σ♯
d : µ′ ≤ ν and µ′ ≤ ν̃}. This

together with the way the order on Σ♯
d was defined yields that finding the

branch point µ is equivalent to finding the supremum of the set {µ′ is ⋆-per-
iodic: µ′ ≤ ν and µ′ ≤ ν̃}. By the definition of “<” on preperiodic kneading
sequences, we can assume that both ν and ν̃ are ⋆-periodic. Let T be the
Hubbard tree of ν and T̃ the one of ν̃. If T (or T̃ ) contains a characteristic
point with itinerary A(ν̃) (or A(ν)), then ν > ν̃ (or ν̃ > ν). This is in
particular true if one of the given kneading sequences equals ⋆. Suppose
that there is no n > 1 such that T, T̃ contain an n-periodic characteristic
point with itinerary 0 · · · 0i, 0 · · · 0ı̃, respectively, where i, ı̃ ∈ {1, . . . , d−1, ⋆}.
Then ⋆ is the branch point of ν and ν̃.

For the remaining cases note that, by possibly enlarging T , the tree
T contains a periodic point p with itinerary A(ν̃) and by Lemma 3.3.16,
c1 6∈ [c0, p] (interchange T and T̃ if necessary). Let b ∈ T such that [c0, p] ∩
[c0, c1] = [c0, b]. The point b is either a branch point or equals p. Consider
the set

P := {z ∈ [c0, b[ : z is a characteristic point}.

In all the cases that we still have to consider, P contains the α-fixed point
and hence is not empty. Set a := supP (where the supremum is taken
with respect to the natural order on [c0, b] with c0 as smallest element). We
distinguish whether b equals the supremum of P or not.

(i) If a = b then b 6= p: the local arm of b pointing towards c0 is fixed
because b is the limit of characteristic points. Hence the itinerary of b
cannot be the upper kneading sequence Ai(µ̃), and b is a preperiodic
branch point or an evil periodic one.

We first consider the case that b is preperiodic. Let µ = τ(b) be
the associated preperiodic kneading sequence. We claim that µ is the
branch point of ν and ν̃.
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Let (1, 0) → (n1, s1) → . . . → (nk, sk) → . . . be the infinite internal
address of µ and let µk be the unique ⋆-periodic sequence associated
to (1, 0) → (n1, s1) → . . . → (nk, ⋆). We first show that b is the limit
point of characteristic points pk ∈ T with itinerary τ(pk) = Ai(µ

k),
where i = µnk

: by definition, b is the limit point of a sequence of
characteristic points zl of period ml. By taking a subsequence, we
can assume that for all l ≥ l0 the itineraries of zl have the same
first ml0 entries as µ. Fix an entry nk of orbρ(µ). Then there is
an ml(k) ∈ N such that ml(k)−1 < nk ≤ ml(k). Since the itinerary
τ(zl(k)) coincides with µ for the first ml(k) entries, nk is contained in
orbρ(A

−1
ml(k)

(τ(zl(k))). Then by Lemma 3.3.4, there is a characteristic

point p′nk
with itinerary Ai(µ

k) in the Hubbard tree of A−1
ml(k)

(τ(zl(k))).

This forces a characteristic periodic point pk ∈ ]zl(k)−1, zl(k)] ⊂ T with

itinerary Ai(µ
k). By induction on k, we get a sequence of characteristic

points pk ∈ T , which have to converge to b because pk ∈ [zl(k)−1, zl(k)]
for all k.

We have seen that T contains a characteristic point with itinerary
A(µk) for all k ∈ N. Since these points are contained in the arc [c0, b[,
ν, ν̃ > µk for all k ∈ N, and thus ν, ν̃ > µ. Assume that µ̃ is ⋆-
periodic with ν, ν̃ > µ̃ and let q̃ 6= b be the characteristic periodic
point with itinerary A(µ̃). Since b is the limit of characteristic points,
Lemma 3.2.7 implies that q̃ ∈ [c0, b[, and since pnk

→ b, there is a k0

such that q̃ ∈ ]c0, pnk0
[. By Proposition 3.2.3, the Hubbard tree of µk0

contains a characteristic periodic point corresponding to q̃ and hence
µ̃ < µk0 < µ.

Now suppose that b is an evil periodic branch point: as limit of char-
acteristic points b itself is characteristic. Let {zn} ⊂ P be a sequence
of characteristic points converging to b such that c0 < zn < zn+1 < b.
Hence, there is a sequence of corresponding characteristic points z̃n ∈
T̃ . By compactness of the Hubbard tree and since c̃0 < z̃n < z̃n+1 < c̃1,
this sequence has to converge to a point b̃ ∈ [c̃0, c̃1] ⊂ T̃ . We know
that τ(z̃n) → A(µ). Hence by Lemma 2.1.7, the itinerary of b̃ is ei-
ther A(µ) or µ, the latter if and only if b̃ = c̃1. In the second case
[⋆, ν]∩[⋆, ν̃] = [⋆, ν̃[. In the first case we claim that µ is the branch point
for ν and ν̃. Note that at least ν is contained in some non-admissible
subwake Wq

non(µ) by Lemma 3.3.8. Thus [⋆, ν] ∩ [⋆, ν̃] = [⋆, µ̃[. The
point b̃ is a characteristic point: since b̃ is the limit of characteristic
points, f◦i(b̃) ∈ Gb̃(c̃0) for all i. Let m be the exact period of A(µ) and

suppose that b̃ is not m-periodic. Then the interval ]f◦m(b), b[ con-
tains a characteristic point z̃n which has itinerary unequal to A(µ).
But according to Lemma 2.1.9, we must have that τ(z̃n) = A(µ), a
contradiction. Therefore, τ(b̃) = A(µ) implies that µ < ν̃ if and only
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if b̃ is an inner point. If b̃ is a branch point then ν̃ ∈ W q̃
non(µ) for some

q̃ > 1. There is no ⋆-periodic kneading sequence µ′ 6< µ such that
µ′ < ν, ν̃: for any µ′ < ν with µ′ 6< µ, there is a characteristic point
z ∈ ]b, c1] ⊂ T with itinerary Ai(µ

′) by Proposition 3.2.3. Since b is
characteristic, Lemma 3.2.7 implies that µ′ 6< ν.

(ii) The second possibility is that a ∈ ]c0, b[. By Lemma 2.2.9, a ∈ P , i.e.
a is a characteristic point. Let τ be the itinerary of a, n be its period
and let µ be the ⋆-periodic kneading sequence so that τ = Ai(µ) or
τ = A(µ), according as a is tame or not. Let q be the number of arms
at a. By Proposition 3.2.3, there is a periodic characteristic point
ã ∈ T̃ that has the same itinerary τ and is of the same type as a. Let
q̃ be the number of its arms. We claim that if q 6= q̃ then the µ is the
branch point of ν and ν̃, and if q = q̃ then this is BQ

i (µ). Here Q = q
if a is tame and Q = q − 1 otherwise.

Theorem 3.2.1 implies that T contains a characteristic point x with

itinerary BQ
i (τ), and T̃ contains one, say x̃, with itinerary BQ̃

ĩ
(τ) or

BQ
i (µ) (Q̃ is defined analogously to Q). Consider the case q 6= q̃ first.

In the proof of Proposition 3.2.3, we have seen that a Hubbard tree
cannot contain two different bifurcation sequences of a given sequence.
This together with Lemma 3.2.7 yields that if µ′ is a ⋆-periodic knea-
ding sequence smaller than ν and ν̃ then µ′ ≤ µ. If q = q̃ then we
have that either x̃ = c̃1 and ν̃ = BQ

i (µ) < ν, or BQ
i (µ) is the largest

sequence that is smaller than ν and ν̃: let µ′ have this property too.
Then T contains a characteristic point y with itinerary A(µ′), and
since y ∈ [c0, x[ by Lemma 3.2.7, we have µ̃ ≤ BQ

i (µ).

Since by Lemma 3.3.11 the non-admissible locus is separated from the
admissible one, Theorem 3.3.17 implies the Branch Theorem for the Multi-
brot sets [S2].

Corollary 3.3.18 (Branch Theorem for Md). Let A1, A2 be any two hyper-
bolic components or Misiurewicz points of Md. Then either one is contained
in a subwake of the other, or there is another hyperbolic component or Mis-
urewicz point B such that A1 and A2 are contained in two different subwakes
of B.

3.3.4 The Space of All Kneading Sequences

So far, we only considered an order “<” on the set Σ♯
d. Now, we extend

this order to the set Σ⋆
d. The basis was already laid in Section 3.3.1 when

we defined “<” for preperiodic sequences. Recall the definition of truncated
sequences νk (which was only given for elements in Σ♯

d). Given any ν ∈ Σ⋆
d,

we define for each element nk ∈ orbρ(ν), ν
k := ν1 · · · νnk−1⋆.
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Figure 3.5: An illustration of the structure of Σ♯
d as given by Theorem

3.3.17. At the top, a schematic picture of the structure of Σ♯
2 close to a

primitive sequence ν. At A(ν) the bifurcation sequences Bq branch off,
at A(ν), the backward bifurcation sequences B

q
, where q ∈ N. For more

details see Section 3.3.4. At the bottom, the location of non-admissible
backward bifurcation sequences (in gray) with respect to hyperbolic com-
ponents in the Mandelbrot set M (in white) is sketched. The figure shows
the situation at one primitive hyperbolic component of M. To obtain this
picture, we associate to non-admissible ⋆-periodic kneading sequences “non-
existing hyperbolic components”. These correspond to shadow components
in [Kau2]. Every backward bifurcation corresponds to the main cardioid
of a (non-admissible) copy of M. At every primitive component of such a
copy we have in turn backward bifurcation sequences. That is, they give
rise to a higher level of non-admissibility. This event of course repeats itself,
yielding for any n ∈ N an n-th level of non-admissibility. Hubbard trees
corresponding to kneading sequences in this n-th level of non-admissibility
contain exactly n distinct cycles of evil branch points.
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Definition 3.3.19 (Order on Σ⋆
d). Let ν ∈ Σ⋆

d \ Σ♯
d.

(i) If ν is not periodic, we set ν > νk for all k ∈ N. For any ⋆-periodic
µ, we set µ > ν : ⇐⇒ µ > νk for all k ∈ N.

(ii) If ν is n-periodic such that ν = Ai(ν
⋆) for some ⋆-periodic kneading

sequence ν⋆, then set ν > ν⋆. Moreover, for any ⋆-periodic µ, we set
µ > ν : ⇐⇒ µ ≥ Bq

i (ν
⋆).

(iii) If ν is n-periodic such that ν = A(ν⋆) for some ⋆-periodic kneading
sequence ν⋆, then we set ν⋆ > ν. For any ⋆-periodic µ, we set ν >
µ : ⇐⇒ ν⋆ > µ. Moreover, if ν⋆ is primitive, we define that B

q
> ν

for all q ≥ 2.

The partial order on Σ⋆
d is obtained by taking the transitive hull of the relation

defined so far.

There are periodic sequences ν such that A(µ) = ν = A(µ̃) for some ⋆-
periodic kneading sequences µ, µ̃. In such cases, using item (ii) or (iii) yields
the same result (cf. Theorem 3.2.1). So the relation is well-defined and, by
definition, transitive and non-reflexive. Note also that by Theorem 3.2.1, for
all ⋆-periodic ν, there is no µ ∈ Σ⋆

d such that Ai(ν) > µ > ν or ν > µ > A(ν),
nor is there a µ such that Bq

i (ν) > µ > Ai(ν) or B
q
(ν) > µ > A(ν).

For any ν < ν̃ in Σ⋆
d, we define the combinatorial arc connecting ν, ν̃

to be [ν, ν̃] := {µ ∈ Σ⋆
d : ν ≤ µ ≤ ν̃}. Now we can formulate the Branch

Theorem for the set (Σ⋆
d, <).

Theorem 3.3.20 (Branch Theorem for Σ⋆
d). Let ν 6= ν̃ ∈ Σ⋆

d. Then either
ν < ν̃, or ν̃ < ν, or there is a unique µ ∈ Σ⋆

d such that [⋆, ν]∩ [⋆, ν̃] = [⋆, µ].
Moreover, µ is either preperiodic or µ ∈ {µ⋆,Ai(µ

⋆),A(µ⋆)} for some ⋆-
periodic kneading sequence µ⋆.

Proof. Let us first assume that ν, ν̃ are ⋆-periodic. Then by the Branch
Theorem 3.3.17 for Σ♯

d, [⋆, ν] ∩ [⋆, ν̃] = [⋆, µ] or [⋆, ν] ∩ [⋆, ν̃] = [⋆, µ[. In the

first case, µ ∈ Σ♯
d, and there is nothing to prove. In the second case, µ is a

primitive ⋆-periodic sequence. We claim that in this situation, [⋆, ν]∩[⋆, ν̃] =
[⋆,A(µ)]. It suffices to prove that A(µ) < ν and A(µ) < ν̃. The proof of
Theorem 3.3.17 shows that either µ ∈ [⋆, ν] or ν branches off into non-
admissibility at µ. In the first case, ν > A(µ) by the definition of “<”. In
the second case, the Hubbard tree of ν contains an evil branch point b with
itinerary A(µ). By Theorem 3.2.1, we get that ν ≥ B

q
, if q+1 is the number

of arms at b. Now it follows by definition that ν > A(µ). By symmetry, the
same argument holds for ν̃.

The way “<” was defined for elements of Σ⋆
d that are not periodic, the

statement easily extends to these sequences. It remains to consider the situ-
ation where at least one of ν, ν̃ is periodic. Without loss of generality, we can
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assume that the respective other sequence is either periodic or ⋆-periodic.
Suppose that under these assumptions, ν and ν̃ cannot be compared. Let
n, ñ be the exact period of ν, ν̃ and set ν⋆ := A−1

n (ν), ν̃⋆ := A−1
ν̃ (ν̃). If

ν⋆ = ν̃⋆, then ν, ν̃ ∈ {Ai(ν
⋆)}. (If one equaled the lower kneading sequence

or ν⋆ itself then they would have been comparable to begin with.) There-
fore, [⋆, ν] ∩ [⋆, ν̃] = [⋆, ν⋆]. If ν⋆ 6= ν̃⋆ are comparable, then so are ν and ν̃
by the definition of “<”. If they are not comparable, let µ be their branch
point and let µ⋆ be the associated ⋆-periodic kneading sequence (µ⋆ = µ if
µ is ⋆-periodic itself). If µ⋆ 6∈ {ν⋆, ν̃⋆} then [⋆, ν] ∩ [⋆, ν̃] = [⋆, µ]. Otherwise
assume that ν⋆ = µ⋆. It follows that ν̃⋆, and thus ν̃, lies in a non-admissible
subwake of ν⋆. Consequently, [⋆, ν] ∩ [⋆, ν̃] = [⋆,A(ν⋆)].

3.4 Alternative Approaches for an Order on Hub-

bard Trees

Our discussion in the uncritical case is built on combining the two combi-
natorial concepts kneading sequences and Hubbard trees. This led to the
Branch Theorem 3.3.17 which provides important information on the struc-
ture of the set of Hubbard trees in the sense of Definition 2.1.3. In Part
II of this manuscript, we extend this approach to general cubic polynomi-
als. Our goal is to get a hand on the structure of the set of cubic Hubbard
trees because this would imply structural properties of the set of hyperbolic
components in the cubic connectedness locus C3. In general, cubic Hubbard
trees have two critical points, which might interact in various ways (cf. the
four fundamentally different types of hyperbolic components in Definition
4.1.8). In this environment of very diverse dynamics, kneading sequences
and itineraries seem to be too inflexible to describe the global structure of
the set of (admissible) Hubbard trees. For example, we know regions in C3

which contain Hubbard trees such that their critical values are not charac-
teristic with respect to themselves. For our discussion of the partial order
“<” however, it is very important that the critical value is characteristic
with respect to itself (this is automatically true in the unicritical case) be-
cause only then it makes sense that a smaller Hubbard tree is represented by
a characteristic point in the larger one. Nevertheless, we think that in these
regions one might be able to define a partial order: we can find a topological
subtree in T whose vertices exhibit precisely the dynamics of the smaller
tree T̃ . So there is some dynamical relation between these two Hubbard
trees though it cannot be observed by a partial order which is analogously
defined as “<” (see Section 5.1). Therefore, in this last section of Chapter
3, we want to discuss two alternative approaches for a partial order on the
set of Hubbard trees which do not rely on kneading sequences. They are
based on conversations with John Milnor and Mary Rees. We do not give a
full discussion of the presented concepts. We want to point out their basic
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Figure 3.6: At the bottom, the Hubbard tree generated by the polynomial
z 7→ z2 + c with c ≈ −1.152 + 0.270i. The subtree spanned by orb(z1) is
an embedding of the underlying topological tree of the Hubbard tree of the
basilica, that is pictured at the top. The embedding does not commute with
the dynamics. (“◦” marks another periodic orbit which represents a smaller
Hubbard tree.)

ideas and the difficulties involved. This might serve as a basis for further
research.

3.4.1 A Semi-Conjugacy Between Hubbard Trees

Let us start with some heuristics. Looking at two quadratic Hubbard trees
(T, f,P)2 > (T̃ , f̃ , P̃)2 as pictured in Figure 3.6, one sees that T contains a
homeomorphic copy of T̃ such that the action of f on the embedding of Ṽ
is exactly the same as the action of f̃ on Ṽ in T̃ .

This suggests a semi-conjugacy ϕ between f : T → T and f̃ : T̃ → T̃ . A
first difficulty for finding a semi-conjugacy is that we only regard minimal
Hubbard trees. Hence, if the critical orbit is periodic, then it is locally
attracting. Any other periodic orbit is locally repelling. In particular, the
periodic orbit orb(z1) in T that spans the embedded copy of the smaller
tree T̃ is repelling while the corresponding orbit it T̃ , the critical cycle,
is attracting. Recall that we restricted ourselves to compare equivalence
classes of Hubbard trees. So it suffices to find a semi-conjugacy between
(T, f,P)d and any representative of the class [(T̃ , f̃ , P̃ )d]. In other words,
we are looking for an f -invariant equivalence relation ∼ on T such that
(T/∼, f |T/∼ ,P∼)d ∈ [(T̃ , f̃ , P̃ )d]. Here P∼ denotes the induced partition on
the quotient. Since ∼ is f -invariant, the quotient map is a semi-conjugacy.

Let us take a closer look at the two Hubbard tree of Figure 3.6. Let
z1 ∈ T be the characteristic point that represents the smaller Hubbard tree.
In order to get a semi-conjugacy, we have to identify every decoration of



96 CHAPTER 3. THE PARAMETER PLANE

0z1
c0z0

0
z2

21 4

α

=z1

03

Figure 3.7: An attempt to find an f -invariant equivalence relation on T so
that (T/∼, fT/∼ ,P∼)2 is a Hubbard tree that is equivalent to the basilica.
The interval [z0

0 , z
1
0 ] has to be collapsed to a point. Therefore, the iterated

preimages of [z0
0 , z

1
0 ], which are the intervals labeled by 1, 2, . . ., also have to

be collapsed. However, they pairwise intersect so that T/∼ = {p}.

the subtree [orb(z1)] with the point where it is attached. Since we want f -
invariant equivalence classes, we also have to identify (iterated) images and
connected components of (iterated) preimages of such decorations. Note
also that we also want to obtain a closed equivalence relation to make sure
that the quotient is Hausdorff. Applying all this to the tree T yields that
we have to identify all points of T with each other, so that we just get one
single equivalence class (cf. Figure 3.7). Consequently, T/∼ is a point and
not homeomorphic to T̃ .

This phenomenon is not specific for the two considered Hubbard trees. In
fact, it can be observed for any two admissible quadratic Hubbard trees T1 <
T2 which have the property that, if W1,W2 are the corresponding hyperbolic
components of T1,T2, then the combinatorial arc ]W1,W2] consists only of
satellite components. The reason for this is that there is a (finite) sequence of
tuning operation which turns T1 into T2. Or from the opposite point of view,
there is a sequence of renormalizations of β-type that maps T2 to T1. The
crucial point is that only β-type renormalizations occur and hence, in every
renormalization step some images of the little filled-in Julia set intersect.
To get an f -invariant equivalence relation on T2, we have to collapse the
interval in T2 around the critical point that lies in the critical-point Fatou
component of K(p2), where p2 is the polynomial generating T2. Therefore,
we also have to collapse all connected components of f−n(U) ∩ T . But this
means that the part of the Hubbard tree that is contained in the little filled-
in Julia set of the innermost quadratic-like map of K(T ) is collapsed to a
point and thus all its images and preimages. Repeating this argument yields
that at the end, we remain with the Hubbard tree associated to the primitive
component W0, where W0 is the hyperbolic component such that [W0,W1]
contains no further primitive component. For the Hubbard trees of Figure
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3.6, W0 is the main cardioid of M2 and we end up with a single point.
A way to go around this problem is to only consider an embedding of

T̃ into T that conjugates the dynamics on the marked points of T̃ . This
approach is discussed in the next section.

3.4.2 Embeddings of Hubbard Trees

Let us focus on Hubbard trees with periodic critical point. In Section 3.3.1,
we defined a partial order “<” on the set of ⋆-periodic kneading sequences.
By Theorem 2.3.21, this induces an order on the set of Hubbard trees with
periodic critical point. In fact, [(T, f,P)d] > [(T̃ , f̃ , P̃)d] if and only if T
contains a characteristic point z with itinerary τ(z) = Ai(ν̃), where ν̃ is
the kneading sequence generated by [(T̃ , f̃ , P̃)d]. Note that this definition is
independent of the chosen representative and thus, the partial order “<” is
well-defined.

Our aim is to replace “<” by a partial order which does not rely on
kneading sequences and itineraries. This motivates the following definition.
Recall that V denotes the set of marked points of a Hubbard tree (T, f,P)d,
i.e. the union of its branch points and of points in orb(c0).

Definition 3.4.1 (Dynamical embedding). Let (T, f,P)d, (T̃ , f̃ , P̃)d be two
Hubbard trees with periodic critical point and let n be the exact period of
c̃0. We say that (T, f,P)d dynamically contains the Hubbard tree (T̃ , f̃ , P̃)d
if the following holds: there is an embedding ι : T̃ → T , an n-periodic
characteristic point z ∈ T and a bijection ϕ : Ṽ −→ orb(z)∪ι(Ṽ \orb(c̃0)) =:
Vz such that

(i) ϕ(f̃(c̃0)) = z;

(ii) ϕ ◦ f̃ |orb(c̃0) ≡ f ◦ ϕ|orb(c̃0);

(iii) ι(T̃ ) = [orb(z)], where [orb(z)] is the convex hull of orb(z) in T ;

(iv) for any endpoint f◦i(z) ∈ ι(T̃ ), f◦i(z) ∈ Tj if and only if f̃◦i(c̃0) ∈ T̃j ;

(v) If ṽ 6= w̃ ∈ Ṽ are adjacent in T̃ then so are ϕ(ṽ), ϕ(w̃) ∈ Vz as vertices
of the subtree [orb(z)] of T .

On the other hand, if ϕ(ṽ) and ϕ(w̃) are adjacent as vertices of [orb(z)],
then ṽ, w̃ are either adjacent or there is a unique branch point c̃i ∈
orb(c̃0) of T̃ such that ]ṽ, w̃[∩Ṽ = {c̃i}.

Note that in general, Vz 6⊂ V ⊂ T . When we say that ϕ(ṽ), ϕ(w̃) ∈ Vz are
adjacent as vertices of [orb(z)] in item (iv), we mean that ]ϕ(ṽ), ϕ(w̃)[∩Vz =
∅. It is very well possible that ]ϕ(ṽ), ϕ(w̃)[∩V 6= ∅. In fact, the arc in T
between two vertices that are adjacent in Tz might contain several elements
of V .
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Remark 3.4.2 (Images of adjacent vertices). Suppose that ϕ(ṽ) and ϕ(w̃)
are adjacent as vertices of Tz but ṽ, w̃ ∈ T̃ are not. Then item (iv) implies
that [ϕ(ṽ), ϕ(w̃), ϕ(c̃i)] is a non-degenerate triod and its interior does not
intersect Vz: since c̃i is the unique point of Ṽ which is contained in ]ṽ, w̃[,
ṽ, c̃i and w̃, c̃i are adjacent. Therefore ϕ(ṽ), ϕ(c̃i) and ϕ(w̃), ϕ(c̃i) and, by
hypothesis, ϕ(ṽ), ϕ(w̃) are adjacent, which proves the claim.

The requirements in Definition 3.4.1 might seem a bit artificial at the first
glance. However, looking at some Hubbard trees generated by unicritical
polynomials, we see that one has to ask for such conditions: of course, it is
not enough to only consider a topological embedding of T̃ without taking into
account the dynamics on marked points: if we did so we could embed every
Hubbard tree whose topological tree is an interval into any other Hubbard
tree. Also, if we only considered ι(Ṽ ) instead of the set Vz, we would not
get a desired result: if the critical point c̃0 ∈ T̃ is a branch point, then any
Hubbard tree larger than T̃ (with respect to “<”) will also have a critical
branch point. It follows that ι(c̃0) = c0. But c0 has nothing to do with
orb(z) that spans the embedded tree ι(T̃ ) (cf. Figures 3.9 and 3.11). What
we really want is to associate to f̃◦i(c̃0) the point f◦i(z). This is done by the
bijection ϕ. Note that we cannot expect that ϕ◦f̃ |eV ≡ f ◦ϕ|eV : suppose that

T̃ contains a precritical branch point b̃ so that b̃ 6∈ orb(c̃0). Then ϕ(b̃) might
also be a precritical branch point of the same step as b̃. As an example for
such a situation, consider the Hubbard trees associated to ν̃ = 0112⋆ and
B2

2(ν̃). There f̃(b̃) = c̃0 and (f ◦ ϕ)(b̃) = c0 while (ϕ ◦ f̃)(b̃) = z2
0 . As a

further condition, we required for each endpoint e of ι(T̃ ) that it is contained
in the element of P labeled by the same symbol as the element in P̃ which
contains the endpoint ϕ−1(e) of T̃ . This is necessary, since we do not want
to compare Hubbard trees that are contained in wakes of different sectors
of some hyperbolic component. Finally, the exceptional case in item (v) is
necessary because if c̃i ∈ orb(c̃0) ⊂ T̃ is a branch point, then in general ϕ(c̃i)
is not on the critical orbit of T so that the degenerate triod [ṽ, c̃0, w̃] with
c̃0 in the middle might become a non-degenerate triod [ϕ(ṽ), zi

0, ϕ(w̃)] in T .
An example is given in Figure 3.11.

Definition 3.4.1 seems promising to find a partial order on Hubbard trees
that does not rely on kneading sequences: we find the potentially smaller
Hubbard tree in the potentially larger one as topological subtree and in
addition, the relevant dynamics of the smaller Hubbard tree, namely the
one on the marked points, is preserved. So let us define a relation “≺” on
the set of (equivalence classes of) Hubbard trees of degree d. Suppose that
T , T̃ are minimal Hubbard trees of degree d. Then

T̃ ≺ T : ⇐⇒ T dynamically contains T̃ and T , T̃ are not contained

in the same equivalence class.
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3

2

4

1

Figure 3.8: Location of the poly-
nomials that generate the Ju-
lia sets considered in Section
3.4.2. The hyperbolic components
W1,W2,W3, labeled by 1, 2, 3,
show that an additional arm at the
critical point of a Hubbard tree
might be generated when bifurcat-
ing from a hyperbolic component.
The corresponding Julia sets and
Hubbard trees are pictured in Fig-
ure 3.10. The region surrounded
by the white circle indicates the
location of the two polynomials
of Figure 3.11 which show that
T > T̃ 6⇒ T ≻ T̃ . The Hub-
bard tree of the hyperbolic com-
ponent W4 is used to show that
T ≻ T̃ 6⇒ T > T̃ , compare Fig-
ure 3.9.

Suppose that [T ], [T̃ ] are two distinct equivalence classes of Hubbard trees
of degree d. Then we set [T̃ ] ≺ [T ] if there are minimal representatives
(T, f,P)d, (T̃ , f̃ , P̃)d with (T̃ , f̃ , P̃)d ≺ (T, f,P)d.

The relation “≺” is non-reflexive by definition. In order to check tran-
sitivity, one has to prove a result about orbit forcing similar to Proposition
3.2.3. We do not want to go into details here. We rather want to compare
the relation “≺” with the partial order “<”. Under the assumption that
“≺” is a partial order, is it equivalent to the partial order “<” defined via
kneading sequences?

The answer, unfortunately, is no. Indeed, we are going to show that
none implies the other. First, let us give an example of two cubic Hubbard
trees T := (T, f,P)3 ≻ (T̃ , f̃ , P̃)3 =: T̃ such that T 6> T̃ . For T̃ , we
choose the Hubbard tree associated to the kneading sequence 012⋆. Its
topological tree is a non-degenerate triod where the branch point is the
critical point c̃0 (in M3, one possibility for a parameter generating this tree
is c ≈ 0.2440 + 1.322i). For T , we choose the non-admissible Hubbard
tree associated to 0120012⋆. It is not hard to see that T ≻ T̃ , indeed
ι(T̃ ) = [orb(x1)]. However, T 6> T̃ : this follows from Corollary 3.3.9 because

0120012⋆ = B
2
(012⋆). The situation is pictured in Figure 3.9.

For admissible Hubbard trees the described obstruction cannot occur; in
fact, we have the following result.
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Figure 3.9: The Hubbard tree T̃ can be dynamically embedded in to the
non-admissible Hubbard tree T . Therefore T ≻ T̃ yet T 6> T̃ . (T̃ is
generated by the hyperbolic component W4 of Figure 3.8.)

Theorem 3.4.3 (Embedding and order). If (T, f,P)d, (T̃ , f̃ , P̃)d are two
admissible Hubbard trees, then

(T, f,P)d ≻ (T̃ , f̃ , P̃)d =⇒ (T, f,P)d > (T̃ , f̃ , P̃)d.

Proof. Let ν̃ be the kneading sequence generated by (T̃ , f̃ , P̃)d. By Def-
inition 3.4.1, the Hubbard tree T contains a characteristic point z of ex-
act period n. So, we only have to show that τ(z) = ν̃1 · · · ν̃n−1j for some
j ∈ {0, . . . , d−1}. If τ(z) = A(ν̃), then z is an inner point because (T̃ , f̃ , P̃)d
is admissible. Thus in this case, the claim follows by Theorem 3.2.1.

By way of contradiction, let us suppose that there is an i such that
τi(z) 6= ν̃i for some 1 < i < n. Then f◦i−1(z) =: zi and c̃i are contained
in elements of P, P̃ that have different labels. Since zi is not an endpoint,
there is an endpoint zk of [orb(z)] such that zi ∈ ]zk, c0[. Let y ∈ ]zk, zi] ∩Vz

such that y and ϕ−1(y) ∈ T̃ are contained in subtrees with different labels
and such that there is no point in ]zk, y[∩Vz which has this property, too.
Let x ∈ Vz ∩ [zk, y[ be adjacent to y. By the choice of x, y, we have that
c̃0 ∈ ]ϕ−1(x), ϕ−1(y)[. Now Remark 3.4.2 implies that [x, y, ϕ(c̃0)] is a non-
degenerate triod, where ϕ(c̃0) is a preimage of z. Therefore, zi ∈ ]ϕ(c̃0), c0[
and thus f(zi) ∈ ]z, c1[, contradicting that z is characteristic.

Now let us take a closer look at the converse direction. Let T > T̃ be
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Figure 3.10: The Julia sets and Hubbard trees associated to the hy-
perbolic components W1,W2,W3 from Figure 3.8. W2 and W3 are the
satellite components at internal angle 1

2 of the two sectors of W1. In
terms of kneading sequences, this means the following: ν(W1) = 010⋆,
ν(W2) = 010010⋆ = B2

0(W1) and ν(W3) = 010210⋆ = B2
2(W1). We have

that T2 > T1 and T2 ≻ T1. However, T1 6≻ T3 although T3 > T1.
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two admissible Hubbard trees such that, if W, W̃ ⊂ Md are the hyperbolic
components of T , T̃ , then W is a satellite component of W̃ . Let T, T̃ be
the underlying topological trees and let z ∈ T be the characteristic point
with itinerary τ(z) = Aj(ν̃), where ν̃ is the kneading sequence generated

by T̃ . If now at this bifurcation a further arm at the critical point of T
is generated, then [orb(z)] is not homeomorphic to T̃ . In fact, [orb(z)] will
have one further arm compared to T̃ . In this situation, it is in general not
possible to find an embedding of T into T̃ that meets all requirements of
Definition 3.4.1. Figure 3.10 illustrates this problem.

This obstacle is of very special kind. It happens only in regions of Md

where an additional arm at the critical point in the Hubbard tree is gener-
ated. Recall that the number of arms of Hubbard trees is at most d, and
if the critical point c0 of the Hubbard tree T has d′ arms then the critical
point of any Hubbard tree T ′ > T has at least d′ arms. In other words, the
discussed problem only happens if we branch off from an embedded copy of
a Multibrot set of lower degree (see Section 3.5). However, this is not the
only possibility for “> ⇒ ≻” to fail, as illustrated in Figure 3.11. For sim-
plicity, let us identify the Hubbard trees with their underlying topological
trees. The Hubbard tree T0 generates the itinerary ν0 = 011201⋆ and the
Hubbard tree T2 generates ν2 = 011201201⋆. Both Hubbard trees have a
critical branch point with three arms. Nevertheless, the characteristic point
z1 ∈ T2 with itinerary τ(z1) = A2(ν

0) has the property that [orb(z1)] is not
homeomorphic to T0. We should mention that T2 contains also a charac-
teristic point y with itinerary τ(y) = A(ν0) and [orb(y)] is homeomorphic
to T0. Moreover, there is a bijection between V 0, the set of marked points
of T0, and Vy that meets all conditions of Definition 3.4.1, so that T2 ≻ T0.
However this solution does not work if we consider T1 and T2. The Hubbard
tree T1 has kneading sequence B2

2(ν0). T contains no characteristic point z
whose itinerary starts with 0112012 · · · such that [orb(z)] is homeomorphic
to T1. But if T2 ≻ T1 then such a point exists by (the proof of) Theorem
3.4.3. As a consequence, we have that T2 > T1 yet T2 6≻ T1.

3.5 Relations Between Different Degrees

3.5.1 Embeddings into Higher Degree

Every kneading sequence in Σ⋆
d can be considered an element of Σ⋆

d′ for all
d′ ≥ d. So for any 2 ≤ d < d′, there is a natural injection ι : Σ⋆

d →֒ Σ⋆
d′ .

We show that this map is an embedding with respect to an appropriate
topology.

Lemma 3.5.1 (Sequences omitting a symbol). Let ν ∈ Σ⋆
d and suppose that

the symbol 0 < s < d is not contained in ν. Then no kneading sequence
ν̃ ∈ Σ⋆ with ν̃ < ν contains s.
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Figure 3.11: The Hubbard trees T1,T2 show that T2 > T1 6⇒ T2 ≻ T1, even
if the number of arms at the critical point does not change. If W0,W1 are
the hyperbolic components associated to T0,T1, then W1 is the 1/2-satellite
component of W0. The Hubbard tree T0 is represented by orb(z1) in T2,
the periodic orbit corresponding to T1 is not pictured. The parameters
for the polynomials generating T0 and T2 are c̃ = 0.3288 + 1.281 and c ≈
0.3293 + 1.280i. Their Julia sets are pictured below.
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Proof. Let us first show the claim for ⋆-periodic kneading sequences ν̃, ν.
Since ν̃ < ν, the Hubbard tree associated to ν contains a characteristic
point z with itinerary Ai(ν̃). Thus, if ν̃ contains the symbol t then so
does Ai(ν̃), and there is a global arm G at c0 that is labeled with the
symbol t. Since T is spanned by orb(c0), it follows that there is an image
f◦i(c0) (i > 0) of the critical point that is contained in G. Consequently,
τ(f◦i(c0)) = σ◦i−1(ν) = t · · · and the symbol t is contained in ν.

If µ ∈ Σ0
d is not periodic and it contains the symbol t, then there is a

truncated sequence νk which also contains the symbol t. Now the definition
of the order on non-periodic sequences yields the claim for the set Σ⋆

d \
{ν is periodic}.

So it only remains to consider the case when at least one of the sequences
is periodic. By way of contradiction, suppose that ν̃ contains the symbol
s but ν does not. We first consider the case when ν is ⋆-periodic and ν̃ is
periodic. Let ñ be the period of ν̃ and set ν̃⋆ := A−1

ñ (ν̃). Note that if s is
contained in ν̃ but not in ν̃⋆, then ν̃kñ = s for all k ∈ N. Thus, ñ ∈ orbρ(ν̃)
and ν̃ = As(ν̃

⋆) > ν̃⋆. As a consequence, ν̃⋆ 6= ν in this case. Suppose that
ν̃ = Ai(ν̃

⋆). Then the ⋆-periodic kneading sequence Bq
i (ν̃

⋆) also contains
the symbol s for all q ≥ 2. By the definition of “<” on Σ⋆

d, ν ≥ Bq
i (ν̃

⋆) for
some q and s is contained in ν, as we have seen in the first paragraph. If
ν̃ = A(ν̃⋆), then s is contained in ν̃⋆ and B

q
(ν̃⋆) for all q ≥ 2. Since either

ν > ν̃⋆ or ν > B
q

for some q, we get the same contradiction as before.
Now suppose that ν is periodic and let n be its exact period. Then the

⋆-periodic kneading sequence A−1
n (ν) =: ν⋆ does not contain the symbol s

either. We have that either ν⋆ > ν or ν > ν⋆ such that there is no µ ∈ Σ⋆
d

with ν > µ > ν⋆. Thus, the claim follows by one of the cases that have been
treated so far.

Now we define a topology on Σ⋆
d that respects the partial order “<”.

Lemma 3.5.2 (Topology on Σ⋆
d). For any ν ∈ Σ⋆

d, define

Lν := {µ ∈ Σ⋆
d : µ > ν} and Sν := {µ ∈ Σ⋆

d : µ 6≥ ν}.

Then the set {Lν , Sν : ν ∈ Σ⋆
d} is a subbasis for a topology.

Clearly, the sets Lν , Sν cover the whole space Σ⋆
d. We call the obtained

topology the topology induced by “<”.

Proposition 3.5.3 (Embedding). Let 2 ≤ d < d′ be two integers. Then

there are
(d′−1

d−1

)
distinct ways to embed Σ⋆

d into Σ⋆
d′ (with respect to the

topology induced by “<”).

Proof. Let ι : Σ⋆
d −→ Σ⋆

d′ be the natural injection. In order to show that
this map is continuous, it suffices to show that ν1 < ν2 in Σ⋆

d if and only if
ι(ν1) < ι(ν2) in Σ⋆

d′ . But this follows immediately from the definition of the
partial order via Hubbard trees and from Lemma 3.5.1.
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Now consider any injective map h : {⋆, 0, . . . , d− 1} → {⋆, 0, . . . , d′ − 1},
which fixed 0 and ⋆. It induces a map h̃ : Σ⋆

d → Σ⋆
d′ via h̃(ν) = (h(νi))

∞
i=1.

Instead of picking the natural injection map, we can also consider the map
h̃ : Σ⋆

d −→ Σ⋆
d′ . By the same argument as before, h̃ is an embedding. Since

there are
(d′−1

d−1

)
choices for the map h, the claim follows.

Remark 3.5.4. If h̃i : Σ⋆
d → Σ⋆

d′ for i = 1, 2 such that h1({⋆, 0, · · · , d −
1}) ∩ h2({⋆, 0, · · · , d − 1}) contains exactly δ elements and δ > 2, then
h̃1(Σ

⋆
d) ∩ h̃2(Σ

⋆
d) is an embedded image of Σ⋆

δ−1.

3.5.2 Admissibility in Different Degrees

In [Kau2], Kauko studies the space of internal addresses as they were de-
fined in Definition 2.3.1. She focuses on constructing and comparing visible
trees in this set. With the methods developed there, she finds a class of
non-admissible internal addresses that she calls shadow components [Kau2,
—Section 5.19]. She leaves as an open question whether this class of non-
admissible internal addresses comprises all non-admissible internal addresses.
Our manuscript answers this question in the affirmative: any shadow com-
ponent corresponds to a kneading sequence which is contained in a non-
admissible subwake of an admissible kneading sequence. (The notion of
subwakes was introduced in Section 3.3.2.) Proposition 3.3.14 says that any
non-admissible kneading sequence has this property.

Kauko also gives sufficient conditions for internal addresses (and hence
kneading sequences) to exist. Under the assumption that all non-admissible

kneading sequences in Σ♯
d correspond to shadow components, she derives

(among others) the following results, which hold true by our classification
of non-admissible kneading sequnces:

• A kneading sequence with largest symbol d − 1 is either realized by
a postcritically finite polynomial in each connectedness locus Md′ of
unicritical polynomials of degree d′ ≥ d or in none.

• Every rough internal address (see definition below) is realized by some
set of sector numbers.

Definition 3.5.5 (Rough internal addresses). A strictly increasing sequence
of integers that starts with 1 is called a rough internal address.

Every rough internal address can be made into an internal address of
degree d by replacing each entry ni of the rough internal address by the
tuple (ni, si), where si ∈ {1, . . . , d − 1}. The si are exactly what Kauko
calls sector numbers. Kauko’s proofs are based on estimates on the width
of narrow sectors.

Observe that the first statement follows immediately from our results.
Recall that a ⋆- or preperiodic kneading sequence ν is non-admissible if
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it violates the admissibility condition for some integer m (see Definition
2.4.8). Using the ρ-map, this can be read off directly from ν. Here, it does
not matter if ν ∈ Σ⋆

d is interpreted as a kneading sequence of degree larger
than d. This is also in accordance with what we expect looking at Hubbard
trees. Any Hubbard tree of degree d can be considered a Hubbard tree of
degree d′ > d. If the Hubbard tree is non-admissible, then it contains a
branch point such that one of its local arm is fixed under the first return
map. But this destroys admissibility for degree d′, too.

Proposition 3.5.6. Let ν be a pre- or ⋆-periodic kneading sequence that is
non-admissible. Then there is no complex polynomial p (of arbitrary high
degree) such that p generates the kneading sequence ν.



Part II

The Cubic Case
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Chapter 4

The Dynamical Plane

4.1 Hubbard Trees

As in the unicritical case, we define cubic Hubbard trees in an abstract way
so that not all of them are realizable by cubic polynomials. In this section, we
discuss the basic dynamical properties of Hubbard trees and give necessary
and sufficient conditions for their realizability by cubic polynomials.

4.1.1 Dynamic Trees

Let us first fix some notation. Most of the terminology was already intro-
duced in Section 2.1. To keep Part I and Part II independent from each
other, we repeat the basic definitions presented there and adapt them to the
cubic setting where necessary.

A connected metric space T is a topological tree if it can be written as
the finite union of closed intervals. We call x ∈ T an endpoint, inner point
or branch point if T \ {x} consists of one, two or at least three connected
components, respectively. Denote by [x1, . . . , xn] ⊂ T the convex hull of
x1, . . . , xn ∈ T . In the special case of n = 2, [x, y] is the unique arc in T
connecting x and y. The arc without its endpoints x, y is denoted by ]x, y[,
and [x, y[ is the arc containing the endpoint x but not the endpoint y. An
n-od is a tree T with exactly one branch point b such that T \ {b} falls into
n connected components. For the special case of n = 3, we weaken this
condition and require only that T \ {b} falls into at most three connected
components: given an tree T , we define a triod in T to be the connected
hull of three distinct points x, y, z ∈ T . A triod is non-degenerate if it is
homeomorphic to the letter “Y” and degenerate with x in the middle if
[x, y, z] is homeomorphic to an interval and x is contained in the interior of
[x, y, z]. Observe that an n-od my lack one or several of its endpoints; when
we speak of an n-od in a tree T , we do not imply that this is a closed set.

109
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Definition 4.1.1 (Dynamic trees). A dynamic tree is a tuple (T, f) con-
sisting of a topological tree T with one or two critical points c1, c2, and a
continuous surjective map f : T −→ T such that the following are true:

(i) The critical points are preperiodic or periodic.

(ii) All endpoints of T are contained in orb(c1) ∪ orb(c2).

(iii) f is a local homeomorphism on T \ {c1, c2} and at most 3 − 1. If
c1 6= c2, then f is at most 2−1 in a neighborhood of any critical point.

We refer to the set of points on the critical orbits as O, i.e. O := orb(c1)∪
orb(c2). The set [c1, c2] ⊂ T is called the critical interval, the image vi :=
f(ci) of a critical point ci is called a critical value. We usually denote the
critical value by f(ci) to emphasize that it is the image of the critical point
ci. However, sometimes it is more convenient to use vi. A point p ∈ T is
called periodic of period n if there is an n ∈ N such that f◦n(p) = p. The
number n is called exact period of p if n is the smallest positive integer with
this property. We say that a point is n-periodic if it is periodic of exact
period n. The point p is preperiodic if f◦n(p) 6= p for all n, however there
is a smallest integer l > 0 such f◦l(p) is periodic. The integer l is called
preperiod of p. The orbit of a periodic point is usually called a cycle. If a
cycle C contains a critical point, then we say that C is a critical cycle. A
point ξ is called precritical if there is a k > 0 such that f◦k−1(ξ) ∈ {c1, c2}.
If k is the smallest number with this property, then we call k the step of the
precritical point ξ and write step(ξ) = k. That is, step(ξ) indicates how
many iteration steps it takes until ξ is mapped onto one of the critical values.
Observe that according to this definition, any critical point is precritical of
step 1 (both for periodic and preperiodic critical points). If a point p is
critical or precritical of step at least two, we say that p is (pre-)critical.

Definition 4.1.2 (Global, local and regular arms). Let (T, f) be a dynamic
tree and x 6= y ∈ T . The connected components of T \ {x} are called global
arms of x. The global arm of x containing the point y is denoted by Gx(y).
A local arm Lx at x is a suitable representative of the germ of the respective
global arm, i.e. Lx is a small enough interval ]x, p[⊂ Gx(y). In particular,
for n ∈ N, choose the representative in such a way f◦n|[x,p] is injective. The
local arm associated to the global arm Gx(y) is denoted by Lx(y). The image
f(L) of a local arm L =]x, p[ at x is the local arm at f(x) that is represented
by ]f(x), f(p)[.

Furthermore, we define the set of regular arms Xx at x to be the union
of all global arms of x which do not contain any critical point.

From the definition of dynamic trees, it follows quite easily that any
branch point is periodic or preperiodic, no matter if it is (pre-)critical or
not. For a non-(pre-)critical branch point b, the number of arms at any
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point of the periodic part of orb(b) is constant, say q, and at any point on
the preperiodic part the number of arms is at most q.

At least one of the critical values must be an endpoint. It follows that
at most one critical point can be a branch point, the second one must be an
endpoint or an inner point such that its local arms collapse when mapped
forward by f . If the two critical points c1, c2 are distinct and c1 maps
eventually onto c2 such that f(c2) is an endpoint of the tree, then c1 has at
most four arms and f(c1) has at most two. If in addition c1 is n-periodic
and the local arms of c1 are denoted by L1, . . . Lq for 1 ≤ q ≤ 4, then there
is one local arm, say L1, such that f◦n(Li) = L1 for all i = 1, . . . , q.

A degree argument yields that f(c1) 6= f(c2) if and only if c1 6= c2. Since
any critical orbit has finitely many elements, {f(c1), f(c2)} 6⊂ ]c1, c2[, and
if {f(c1), f(c2)} ⊂ [c1, c2], then either both critical points are fixed by f or
f(c1) = c2 and f(c2) = c1.

4.1.2 From Dynamic Trees to Hubbard Trees

We will define Hubbard trees to be dynamic trees that meet an expansivity
condition and are equipped with a partition P. For quadratic Hubbard
trees, a preferred partition is intrinsically contained in Definition 1.3.1; for
unicritical Hubbard trees of arbitrary degree, we had to specify a partition,
compare Definition 2.1.3. In the cubic case, we additionally have to impose
certain requirements on the partition P. These restrictions are motivated by
the behavior of internal and external rays for cubic polynomials. Let us take
a closer look at the relation between dynamic rays of a postcritically finite
cubic polynomial pa,b and its Hubbard tree T in the sense of Douady and
Hubbard. Suppose the critical point c1 is n-periodic and let F be the Fatou
component containing c1. Then each local arm in T at c1 is contained in an
internal ray of F . Therefore, investigating the behavior of local arms at c1
under the first return map p◦na,b is equivalent to investigating the behavior of

radial lines in D under z 7→ zd, where d is the degree of the cycle containing
c1, i.e. d is the product of the local degrees of points in orb(c1).

Suppose that c1 is a periodic critical point and the second critical point
c2 is not contained in orb(c1). Then the Fatou component Fc1 containing
c1 is divided into two parts F0, F1 (recall the partition of the dynamical
plane C by internal and external rays described on page 8). This partition
corresponds to the partition of the unit disk via the two radial lines at angle
0 and 1

2 into the two semicircles [0, 1
2 [, [12 , 1[ for the dynamical system (D, z2).

Lemma 4.1.3 (Angle doubling map). Let S0 = [0, 1
2 [, S1 = [12 , 1[⊂ S1 =

R/Z. Then there are no angles θ 6= θ′ such that for all i there is a ji ∈ {0, 1}
with 2iθ, 2iθ′ ∈ Sji

.

Proof. If α, β ∈ Sj with α < β, then 2α mod 1 < 2β mod 1. If d := β−α <
1/2 then 2β − 2α = 2d. Using this, the claim follows immediately: if there
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are two angles θ, θ′ with 2iθ, 2iθ′ ∈ Sji
for all i, then 2iθ′ − 2iθ = 2id < 1/2

for all i. Therefore θ = θ′.

Observe that the lemma also implies that there is no cycle of periodic
angles of length at least two which is completely contained in some Sj. By
the correspondence of inner rays and local arms, we can reformulate the
previous lemma to get the following statement about Hubbard trees:

Corollary 4.1.4 (Local arms of periodic critical points). Let T be a Hubbard
tree in the sense of Douady and Hubbard that is generated by the cubic
polynomial pa,b and suppose that T contains a periodic critical point c of
degree two that is not eventually mapped onto the second critical point. Let
F be the Fatou component of the critical point c and let F0, F1 be the two
elements of the partition induced by internal rays. Then for any two local
arms Lc 6= L′

c at c there is an i0 such that f◦i0(L) ∈ F0 and f◦i0(L′
c) ∈ F1,

or vice versa.

Definition 4.1.5 (Hubbard trees). A Hubbard tree is a triple (T, f,P),
where (T, f) is a dynamic tree and P is a partition of T such that the fol-
lowing are true:

(P1) P has five elements {c1}, {c2}, T0, T1, T2 (several might be empty) such
that f |T i

is a homeomorphism for all i. If c1 6= c2, then c1, c2 ∈ T0

and for i = 1, 2, ci ∈ Ti unless Ti = ∅.

(P2) If c ∈ T is a periodic critical point such that c is disjoint from the
orbit of the second critical point, then for any two distinct local arms
L,L′ at c there is an n ∈ N such that f◦n(L) ∈ Ti and f◦n(L′) ∈ Ti′

for some i 6= i′.

(P3) (Expansivity) If V := {v ∈ T : v is a branch point or v ∈ O}, then
for all x 6= y ∈ V , there is an n ∈ N such that f◦n(x) ∈ Ti and
f◦n(y) ∈ Ti′ for some i 6= i′.

An element of V is called a marked point. Two marked points v, ṽ ∈ V
are adjacent if ]v, ṽ[∩V = ∅.

There are Hubbard trees such that one or two of the subtrees Ti are
empty. This can happen both if the two critical points coincide and if the
two critical points are distinct. In the latter case, T0 is never empty because
it contains the critical interval. As an example, consider the Hubbard tree
of the shape of an n-od such that c1 = c2, the non-(pre-)critical branch
point is fixed by f and all points on the critical orbit are endpoints of
T . In this case, T = Ti for some i ∈ {0, 1, 2}. For the Hubbard tree
([c1, c2], f, {c1, c2, ]c1, c2[}) with f(c1) = c2 and f(c2) = c1, we have that
T1 = ∅ = T2.
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Figure 4.1: Top: three different possibilities to turn the given dynamic tree
into a Hubbard tree. Bottom: the partition of the first tree violates (P2)
of Definition 4.1.5, so it is not a Hubbard tree. The Hubbard tree on the
right hand side with kneading sequence (⋆1, 00⋆2) is not generated by a cubic
polynomial: the two cycles of arms at its branch points have different length
(compare Section 4.1.8).

Note that given a dynamic tree, there is not a unique choice for the
partition P to turn it into a Hubbard tree. For Hubbard trees that are gen-
erated by polynomials, different choices of the partition correspond to non-
conjugate polynomials in general. This is always true if different partitions
correspond to different choices for the secondary information of Hubbard
trees in the sense if Douady and Hubbard. Figure 4.1 shows a very simple
dynamic tree with different partitions.

Recall that Hubbard trees T in the sense of Douady and Hubbard are
only defined for postcritically finite polynomials. Their underlying topolog-
ical trees equal the convex hulls of the points on the critical orbits, where
connecting arcs within Fatou components correspond to inner rays. There-
fore, a Hubbard tree in the sense of Douady and Hubbard can be interpreted
as a Hubbard tree in the sense of Definition 4.1.5, where the secondary infor-
mation at the critical points defines a partition P. We ignore the secondary
information for non-critical points. Thus there might be several Hubbard
trees in the sense of Douady and Hubbard that generate the same Hubbard
tree (T, f,P) in the sense of Definition 4.1.5.
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Proposition 4.1.6 (Hubbard trees of polynomials). Every cubic Hubbard
tree T in the sense of Douady and Hubbard gives rise to a Hubbard tree
(T, f,P).

Proof. Consider the tuple (T, pa,b|T). By the definition of T, it meets re-
quirements (i)–(iii) of Definition 4.1.1. Let P0, P1, P2, c1, c2 be the partition
of C by external and internal rays and the two critical points as described
on page 8. This partition induces a partition P on T which meets condition
(P1) of Definition 4.1.5. Corollary 4.1.4 yields condition (P2), so that it
only remains to check expansivity. Let x, y be either branch points of T or
on the critical orbits. Expansivity trivially holds if one of the points x, y
is on a critical cycle. If none of them are, then x and y are contained in
the Julia set J . Without loss of generality we can assume that x and y
are periodic. Let n be the smallest number such that x and y are fixed by
p◦na,b. Since they are contained in J , x and y are repelling and the interval
[p◦na,b(x), p

◦n
a,b(y)] ⊂ T must contain an attracting periodic point. Since any

attracting periodic point in T is an element of O, there is a j such that c1
or c2 ∈ [p◦ja,b(x), p

◦j
a,b(y)].

In the situation of Proposition 4.1.6, we say that (T, f,P) is generated by
a polynomial. The converse direction of the above statement is not true, i.e.,
there are Hubbard trees which are not generated by any postcritically finite
cubic polynomial: we do not impose restrictions on the dynamical behavior
of local arms of periodic points. We will see in Section 4.1.8 that there are
exactly two obstructions for a Hubbard tree (T, f,P) to be realizable by a
cubic polynomial:

• T contains a non-(pre-)critical periodic branch point which has two
cycles of local arms of different lengths.

• T contains a periodic critical point c which is disjoint from the second
critical orbit and c has two cycles of local arms that have either both
length one or both length two.

The partition P allows us to associate to any point z ∈ T a symbol
sequence, its itinerary.

Definition 4.1.7 (Itinerary, kneading sequence). Let (T, f,P) be a Hubbard
tree. Then for any z ∈ T , we define its itinerary τ(z) = (τn(z))∞n=1 to be
the sequence given by

τn(z) =

{
i if f◦(n−1)(z) ∈ Ti for some i ∈ {0, 1, 2},

⋆i if f◦(n−1)(z) = ci for some i ∈ {1, 2}.

The kneading sequence associated to (T, f,P) is the tuple (τ(c1), τ(c2)),
usually denoted by (ν1, ν2).
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We call a sequence τ ∈ {0, 1, 2, ⋆1 , ⋆2}
N ⋆i-periodic if it is of the form

τ1 · · · τn−1⋆i, where τj ∈ {0, 1, 2} for all 0 < i < n. Observe that a ⋆1-
periodic sequence does not contain the symbol ⋆2 (and vice versa). The
itinerary of the critical point ci is ⋆i-periodic if and only if ci is periodic and
the second critical point is not contained in orb(ci).

4.1.3 Different Types of Hubbard Trees

There are various possibilities for the two critical points of a Hubbard tree to
interact. In [M5], Milnor points out that there are four types of hyperbolic
cubic polynomials that are fundamentally different with respect to this in-
teraction. Following Rees [R], he calls these four cases adjacent, bitransitive,
capture and disjoint. We transfer these notions to Hubbard trees.

Definition 4.1.8 (Types of Hubbard trees). A Hubbard tree (T, f,P) is
called hyperbolic if each critical point eventually lies on a critical cycle.

Suppose that (T, f,P) is a hyperbolic Hubbard tree such that c1 is peri-
odic.

• If c1 = c2, then (T, f,P) is of adjacent type. We call the Hubbard tree
(T, f,P) unicritical.

• If c1 6= c2 but there are n1, n2 > 0 such that f◦n1(c1) = c2 and
f◦n2(c2) = c1, then (T, f,P) is of bitransitive type.

• If there is an n ∈ N such that f◦n(c2) = c1 and c1 is never mapped
onto c2, then (T, f,P) is of capture type.

• If orb(c1)∩ orb(c2) = ∅ and c2 is periodic, then (T, f,P) is of disjoint
type.

Any hyperbolic Hubbard tree is of one of the four types above. If the
itinerary τ(ci) of the critical point ci of (T, f,P) is ⋆i-periodic, then (T, f,P)
is neither adjacent nor bitransitive. Non-hyperbolic Hubbard trees show
three distinct types of behavior: the two critical points coincide, the two
critical orbits are disjoint or there are n1 6= n2 such that f◦n1(c1) = f◦n2(c2).
In the first and third case, both critical point are preperiodic. Note that
whenever we speak of a Hubbard tree that is of one of the four types of
Definition 4.1.8, we assume implicitly that it is hyperbolic.

Remark 4.1.9 (Basic observations). If (T, f,P) is a unicritical Hubbard
tree then the unique critical point c is of degree three and the critical value
f(c) is an endpoint of the tree. Thus, there are at most three local arms at
c, exactly one of which is fixed under the first return map, the other two
local arms are preperiodic. The elements Ti of P are exactly the connected
components of T \ {c}.
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If (T, f,P) has two critical points c1 6= c2, then both are of degree two.
As an immediate consequence of requirements (P1) to (P3) on P we get the
following: suppose the critical point ci is periodic and the second critical
point is not contained in orb(ci), then the two subtrees T0, Ti are not empty
if and only if ci is not an endpoint: let us assume that ci is an inner or
branch point and that Ti = ∅. Since f |T0 is injective, we have for any two
local arms L, L′ of ci that f◦k(L), f◦k(L′) ⊂ T0 for all k, a contradiction to
condition (P2). It follows that there are Hubbard trees (T, f,P) such that f
is locally injective at the critical point ci yet Ti, T0 are both non-empty, cf.
Figure 4.2. If Ti 6= ∅ 6= T0, we say that ci generates two non-trivial elements
of P.

f )1

f 2(c )1

c  = 1 f 3(c )1

c  = 2 f 2(c )2

(c )2f

(c 

Figure 4.2: A Hubbard tree such that f is locally injective at the critical
point c2. The critical points are marked by ⋆, black dots represent points
on orb(c1), white dots represent points on orb(c2). We will stick to this
convention in all subsequent figures. The Hubbard tree is generated by the
cubic polynomial with parameters a ≈ −0.107 + 0.321i, b ≈ 0.188 − 1.306i
of the Branner–Hubbard form. Its Julia set is pictured on the right hand
side.

If (T, f,P) is a bitransitive tree that contains a critical branch point
ci, then ci must generate two non-trivial elements of P because two local
arms at ci have to collapse. However, if ci is an inner point, then the two
local arms may or may not collapse. In the latter case, ci may or may not
generate two non-trivial elements. The same is true for preperiodic criti-
cal points of non-hyperbolic Hubbard trees or of Hubbard trees of capture
type. Figure 4.3 shows the (unique) Hubbard trees that generate the knea-
ding sequences (i2⋆1, ⋆1i2) for i = 0, 1. As an example for the bitransitive
case, consider the (unique) Hubbard trees generating the kneading sequences
(1i ⋆2 0⋆1, 0 ⋆1 1i⋆2), where i = 0, 2.
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Figure 4.3: Possible choices to turn a dynamic tree into a Hubbard tree.
The sketch illustrates that for the capture case an inner critical point might
generate only T0. These two trees are the unique Hubbard trees that gen-
erate the kneading sequences (i2⋆1, ⋆1i2) for i = 0, 1 (up to changing the
dynamics outside the set of marked points).

4.1.4 Points with Equal Itinerary

We start our study of the dynamical properties of (T, f,P) by determining
the structure of the subset in T of points that have the same itinerary. Let
us set Σ⋆ := {0, 1, 2, ⋆1 , ⋆2}

N.

Definition 4.1.10 (The set Tτ ). For any τ ∈ Σ⋆, set

Tτ := {p ∈ T : τ(p) = τ}.

If σ : Σ⋆ −→ Σ⋆, (τi)
∞
i=1 7→ (τi)

∞
i=2 be the standard shift map, then the

action of f on T is semi-conjugate to the action of σ on Σ⋆. In particular,
f(Tτ ) ⊂ Tσ(τ).

Lemma 4.1.11 (Properties of Tτ ). The set Tτ is either a (possibly degen-
erate) n-od, or there is (pre-)critical point b such that Tτ ∪ {b} is an n-od.
Moreover, b is preperiodic and disjoint from any critical cycle. If τ contains
the symbol ⋆1 or ⋆2, then Tτ is a singleton.

If τ is periodic then Tτ is connected. If mτ denotes the period of τ then
f◦mτ |Tτ : Tτ → Tτ is a homeomorphism. Moreover, the endpoints of Tτ are
periodic, even if they do not belong to Tτ .

Proof. By expansivity, Tτ is a singleton for all itineraries τ containing the
symbol ⋆1 or ⋆2. For τ ∈ {0, 1, 2}N, pick any x, y ∈ Tτ . For all i, there
is a ji such that f◦i(x), f◦i(y) ∈ Tji

because τi(x) = τi(y). Since T is
simply connected and fTi

is injective, we get inductively that f◦i([x, y]) ∈ Tji

for all i. Consequently, for any z ∈ T̊τ , we have either τ(z) = τ or z is
(pre-)critical. This argument also shows that f◦i|Tτ

is injective for all i and

thus any critical value which has a preimage in T̊τ is not an endpoint. This
implies immediately that there is at most one critical point, say c1, such that
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⋃
f−n(c1)∩T̊τ 6= ∅, and c1 6∈ orb(c2). Moreover, c1 is not periodic: suppose it

was. Then there are x, y ∈ Tτ and an i0 such that c1 ∈ f◦i0([x, y]). We have
that for all i, there is a Tji

such that f◦i(Lc1(f
◦i0(x))), f◦i(Lc1(f

◦i0(y))) ⊂

Tji
, in contradiction to requirement (P2). Now suppose that T̊τ contains

two iterated preimages ξ1, ξ2 of c1. They are of different step and without
loss of generality, we can assume that i1 := step(ξ1) < step(ξ2) =: i2. The
interval f◦i2([ξ1, ξ2]) = [f◦(i2−i1)(c1), c1] is mapped homeomorphically for all
k ∈ N. Since f◦j(c1) 6∈ {c1, c2} for all j, it follows that c1, f

◦(i2−i1)(c1) have

the same itinerary, contradicting expansivity. Consequently, T̊τ contains at
most one (pre-)critical point. Moreover, by expansivity, Tτ contains at most

one branch point of T and if a preimage of c1 is in T̊τ , then Tτ contains no
branch point at all, because otherwise this branch point and the precritical
point would eventually have the same itinerary.

It remains to show the claimed properties for periodic τ ∈ {0, 1, 2}N .
First suppose that Tτ is not connected. Then Tτ is an n-od with branch
point b such that f◦i0(b) = ci and ci is a preperiodic critical point that is not
eventually mapped onto the second critical point. So f◦i0+mτ (ci) ∈ Tσ◦i0 (τ)

and by expansivity, f◦i0+2mτ (ci) = f◦i0+mτ (ci). However, since f◦i|Tτ
is

injective for all i ∈ N0, Tτ contains no preperiodic point in its interior, a
contradiction. Now let us show that f◦mτ |Tτ is a homeomorphism. Clearly,
f◦mτ |Tτ is continuous, injective and f◦mτ (Tτ ) ⊂ Tτ . If f◦mτ (Tτ ) 6= Tτ then
there is an x ∈ ∂Tτ such that f◦mτ (x) ∈ T̊τ . This yields an open interval I
containing x such that f◦mτ (I) ⊂ Tτ . If I is sufficiently small and x is not
(pre-)critical then all points p ∈ I have itinerary τ , in contradiction to the
definition of Tτ . If however x is precritical then |orb(x)| <∞. Consequently,
it must be preperiodic because T̊τ contains no point of a critical cycle. But
this is impossible as we have already seen; so f◦mτ |Tτ is surjective. Since
f◦mτ |Tτ extends to a homeomorphism on Tτ , it follows that for any x ∈ ∂Tτ ,
f◦mτ (x) ∈ ∂Tτ . And since Tτ has only finitely many boundary points, x
must be periodic of period kmτ for some k.

The following lemma is an easy but useful observation.

Lemma 4.1.12 (No turning). Suppose f |[x,y] is injective and there are three
consecutive iterates p, f(p), f◦2(p) ∈ [x, y] such that f(p) ∈ ]p, f◦2(p)[. Then
f◦2(p) ∈ ]f(p), f◦3(p)[.

Lemma 4.1.13 (Orbit points in Tτ ). Let (T, f,P) be a Hubbard tree, τ be
periodic with exact period m and x ∈ Tτ . Then for each critical point ci
there is a global arm Gci

such that orbf◦m(x) ⊂ Gci
.

Moreover, the point x is either (nm)-periodic such that the points on
orbf◦m(x) are exactly the endpoints of a non-degenerate n-od, or orb(x) is
infinite and the iterates of x under f◦m accumulate in a monotone fashion
at an (nm)-periodic point y with orb(y) ∈ Tτ .
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Figure 4.4: A sketch of a Hubbard tree that contains a disconnected set Tτ .
In the picture τ = 02.

Proof. The first statement is an immediate consequence of Lemma 4.1.11.
Observe that x is not preperiodic because f |Ti

is injective. If x is a periodic
point, then by Lemma 4.1.12 either f◦m(x) = x or the points on orb(x)
are exactly the endpoints of an n-od for some n > 1. By expansivity, the
branch point is fixed under f◦m. Since f◦mTτ

is a homeomorphism, the claim
for non-periodic points x follows (use again Lemma 4.1.12).

Corollary 4.1.14 (Orbits in the critical interval). If x ∈ T is periodic such
that orb(x) ∈ [c1, c2], then the exact period of x is at most two. Consequently,
for any periodic point x of exact period at least three, there is an x′ ∈ orb(x)
such that x′ 6∈ [c1, c2].

In the case that orb(c1) ⊂ [c1, c2], c2 might or might not be contained in
orb(c1).

4.1.5 Periodic Points and Their Itineraries

In this section, we study the relation between periodic points and periodic
itineraries. In particular, we are interested in comparing the exact periods of
a point and of its itinerary. We do not present proofs of our statements be-
cause the proofs of the unicritical setting in Section 2.1.3 carry over literally
to the cubic case.

Lemma 4.1.15 ((Pre-)periodic points and their itineraries). If p is periodic
of period n, then τ(p) is periodic of period nτ , where nτ |n. A point p ∈ T is
preperiodic if and only if its itinerary τ(p) is preperiodic. The length of the
preperiods of p and τ(p) coincide.

Note that if τ(p) is periodic then it does not follow that p is periodic
as well: consider for example a Hubbard tree T in the sense of Douady
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and Hubbard with a superattracting cycle C. If p ∈ T is a point which is
contained in one of the Fatou components associated to C but not on the
critical cycle itself then p has a periodic itinerary but its orbit is infinite,
converging to the critical cycle.

Lemma 4.1.16 (Periods of itineraries and points). Let (T, f,P) be a Hub-
bard tree. The exact period and preperiod of any marked point equals the
exact period and preperiod of its itinerary.

If z ∈ T is a periodic point with itinerary τ such that the period of τ is
smaller than the period of z, then Tτ contains a periodic point z′ that has
the same period as τ . More precisely, z′ is contained in the convex hull of
orb(z) ∩ Tτ .

Proof. If in the second part of the statement Tτ contains a branch point
then it is not (pre-)critical by Lemma 4.1.11. Therefore the proof of Lemma
2.1.14 applies.

Lemma 4.1.17 (Length of periodic orbits). Let τ be a periodic itinerary
of exact period n. Then there exist k1, k2 ∈ N such that the period of any
periodic point with itinerary τ is either n, k1n or k2n.

The proof of Lemma 4.1.17 works analogous to the proof of Lemma
2.1.15. Note that in the unicritical setting, we had only two possibilities for
the periods of points in Tτ . This is because the number of possible periods
depends on the maximal number of disjoint cycles of local arms at periodic
points. This number is two for unicritical and three for cubic Hubbard
trees. Let us explain the connection in more detail. There is at most one
periodic point b ∈ Tτ of exact period n such that not all of its local arms
are fixed under f◦n. We will see later in Proposition 4.1.25 that there are
at most three disjoint cycles of local arms at a periodic point and if there
are exactly three then there is one distinguished arm that is fixed under
f◦n. (This distinguished arm is is the image of the arm at (one of) the
characteristic point(s) of orb(b) pointing towards the critical points.) The
numbers k1, k2 > 1 are the length of the non-trivial cycles C1, C2 of local
arms at b (if existing). If G is the global arm associated to a local arm
L ∈ Ci, then all periodic points contained in Tτ ∩G have exact period kin.
If for all n-periodic points in Tτ all local arms are fixed, then all periodic
points in Tτ have period n.

4.1.6 Characteristic Points

In this section, we investigate the mutual location of points in a periodic
orbit.

For any n-periodic point x 6∈ O, we set xj := f◦j(x) and Xj := Xxj
and

for each 0 ≤ j < n. Observe that for any j 6= k, we have either Xj ∩Xk = ∅,
Xj $ Xk or Xk $ Xj . Moreover, xj 6∈ [c1, c2] if and only if c1, c2 are in
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the same global arm of xj. Then Xj 6= ∅ because no point in orb(x) is an
endpoint. If orb(x) 6⊂ [c1, c2], then there is an l ∈ N0 such that xl 6∈ [c1, c2]
and orb(x) ∩ Xl = ∅.

Lemma 4.1.18 (Orbit intersects [ci, f(ci)]). Let x be a periodic point such
that orb(x) 6⊂ [c1, c2] and suppose that τ(x) 6= τ(e) for all non-(pre-)critical
endpoints e. Then there is an x̂ ∈ orb(x) and an i ∈ {1, 2} such that
x̂ ∈ [ci, f(ci)] and c1, c2 are in the same global arm of x̂. In particular, if
x = c1 and f(c1) ∈ ]c1, c2[, then there is an iterate f◦j(c1) ∈ [c2, f(c2)]. (The
same holds if we interchange the role of 1 and 2.)

Proof. First consider the case that there is an xj ∈ orb(x) ∩ [c1, c2]. Let us
first assume that x is disjoint from any critical cycle. There is a first iterate x̂
of xj which is mapped outside [c1, c2]. Since f |[c1,c2] is injective, x̂ ∈ ]ci, f(ci)[
for some i ∈ {1, 2}. Now suppose that x ∈ orb(c1). If f(c1) 6∈ [c1, c2], then
x̂ := f(c1) does the job. Otherwise there is a first iterate x̂ of c1 such that
x̂ 6∈ [c1, c2] and hence x̂ ∈ [f(c2), c2] \ [c1, c2].

If orb(x) ∩ [c1, c2] = ∅, then for all k, the critical points c1, c2 are con-
tained in the same global arm of xk. Pick any Xk. By expansivity, there is a
first time k0 such that f◦k0(Xk) contains an immediate preimage of a critical
point, say c1, unless τ(x) equals the itinerary of a non-(pre-)critical endpoint.
Let −c1 be this preimage. If c2 6∈ [−c1, c1], then x̂ := f◦k0+1(xk) ∈ [c1, f(c1)].
Otherwise x̂ ∈ [c1, f(c2)], and since both critical points are contained in the
same global arm of x̂, we have x̂ ∈ [c2, f(c2)].

Note that in the statement of the above lemma also includes unicritical
Hubbard trees.

For the next definition, recall that the critical value f(ci) is also denoted
by vi.

Definition 4.1.19 (Characteristic points). Let x be a periodic point. If
there is an i ∈ {1, 2} and an x̂ ∈ orb(x)∩ ]ci, f(ci)[ \[c1, c2] such that orb(x) ∈
Gx(ci), then the point x̂ is called the vi-characteristic point of orb(x). A
point z is characteristic if it is periodic and if it is the vi-characteristic
point of orb(z) for i = 1 or i = 2.

Proposition 4.1.20 (Existence of characteristic points). Let x be a periodic
point such that orb(x) 6⊂ [c1, c2] and such that τ(x) 6= τ(e) for all non-(pre-
)critical endpoints e. Then orb(x) contains a characteristic point x̂. If
orb(x) is a critical cycle, then x̂ = f(ci) might be an endpoint.

Proof. If c is a critical point such that orb(c) contains an endpoint, then
orb(c) also contains at least one critical value which is an endpoint, and we
are done. For all other cases, let us assume by way of contradiction that
Xj ∩ orb(x) 6= ∅ for all points xj for which there is a critical point ci with
xj ∈ [ci, f(ci)] \ [c1, c2]. By Lemma 4.1.18, there is an iterate xj0 and a
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critical point, say c1, such that xj0 ∈ [c1, f(c1)] \ [c1, c2]. Denote by x̂ the
point in [c1, f(c1)] closest to f(c) and by X̂ its associated set of regular arms.
By assumption, X̂ ∩ orb(x) 6= ∅. We will show that there is no xj ∈ orb(x)
such that xj 6∈ [c1, c2] and Xj ∩ orb(x) = ∅, which clearly is impossible.

Push x̂ and X̂ forward until f◦k−1(X̂ ) contains an immediate preimage
of one of the critical points, which must happen by our assumptions. For
j = 0, . . . , k − 1, the set f◦j(X̂ ) is a homeomorphic image of X̂ and hence
contains at least one point of orb(x). Since f◦j(X̂ ) ⊂ X̂j, X̂j also contains
at least one point of orb(x). If f◦k(x̂) ∈ [c1, c2], we consider the first time
this point is mapped out of the critical interval. Let this image be ˆ̂x. Since
f |[c1,c2] is injective, ˆ̂x ∈ [ci, f(ci)] for some i ∈ {1, 2} and hence its set of

regular arms contains a point of orb(x) by assumption. Now replace x̂ by ˆ̂x
and start all over again. If f◦k(x̂) 6∈ [c1, c2], recall that f◦k−1(x̂) ∈ ] − c, ci[
for some critical point ci and some immediate preimage −c of the critical
point c. Thus, f◦k(x̂) ∈ [ci, f(ci)], and again X̂k contains at least one point
of the orbit. Replace x̂ by f◦k(x̂) and repeat the argument. After a finite
number of iterations we are back at x̂. So we showed that there is no point in
orb(x̂)\ [c1, c2] whose union of regular arms contains no point of orb(x).

Remark 4.1.21. Note that unlike in the unicritical case, it is not true that x
is vi-characteristic if x ∈ ]ci, f(ci)[ is periodic such that orb(x)∩ ]x, f(ci)[= ∅.
A counterexample can be found in Figure 4.6.

A periodic orbit meeting the requirements of Proposition 4.1.20 might or
might not contain a characteristic point with respect to each critical value.
There are also examples where a point is v1- and v2-characteristic. For a v1-
characteristic point x̂, it is very well possible that the second critical point
c2 ∈ [c1, x̂]. Also, f(c1) need not be an endpoint of the tree T . This happens
for example when T contains a subtree that is spanned by orb(c1) which is
conjugate to a quadratic Hubbard tree. Some examples are shown in Figure
4.5.

4.1.7 Behavior of Local and Global Arms

We will take advantage of the existence of characteristic points to describe
the behavior of global and local arms at periodic points under the action of
the first return map. The basic ideas are very similar to the unicritical case.

Definition 4.1.22 (Hitting a critical point, cycle of local arms). Let G be
a global arm of a point x and n ∈ N. If no critical point is contained in
f◦j(G) for all j = 0, . . . , n, then we say f◦n maps G homeomorphically onto
its image without hitting a critical point. If there is an 0 ≤ j ≤ n for which
ci ∈ f◦j(G) we say that G is mapped over the critical point ci.

Let y be an n-periodic point disjoint from any critical cycle. For any
local arm L of y the set C(L) := {f◦jn(L) : j ∈ N0} is called a cycle of local
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Figure 4.5: The upper figure shows a Julia set whose Hubbard tree contains
a periodic orbit orb(x1) with two characteristic points: x1 is v1-characteristic
and x2 is v2-characteristic. At the bottom, a Julia set whose Hubbard tree
has a periodic orbit orb(x1) such that x1 is v1- and v2-characteristic at the
same time.
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Figure 4.6: The right Hubbard tree shows that a periodic point in ]ci, f(ci)[
which is closest to the critical value need not be characteristic: here the
periodic point x3 ∈ ]c1, f(c1)[ is such that orb(x1)∩ ]x3, f(c1)[= ∅ yet x3 is
not characteristic. It also provides an example for a periodic branch point
x that has three local arms Li which are all fixed under the first return
map (which is f◦3 in the picture). The Hubbard tree belongs to a satellite
component of the hyperbolic component associated to the left Hubbard tree.
The left Hubbard tree shows an example for a periodic orbit that has just one
characteristic point that is characteristic with respect to exactly one critical
value. The Julia sets that generate the two Hubbard trees are pictured
below.
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arms. The length of such a cycle equals the number of its elements. We call
a cycle trivial if it has only one element.

Proposition 4.1.23 (Global arms under first return map). Let x be an
n-periodic point such that orb(x) 6⊂ [c1, c2] and τ(x) 6= τ(e) for all endpoints
e with orb(e) ∩ {c1, c2} = ∅. Suppose that x̂ is the v1-characteristic point of
orb(x). Then there is a 0 < κ ≤ n such that any global arm G at x̂ exhibits
exactly one of the following behaviors under f◦n:

• f◦n maps G homeomorphically onto its image without hitting a critical
point.

• There is an 0 ≤ j ≤ n and a critical point c with c ∈ f◦j(G) and f◦n

maps the local arm of G either

– to the local arm of x̂ that points to the critical points, or

– to the local arm of x̂ that points to f(c1), or

– to the local arm of x̂ that points to the iterate f◦κ(c2) of the
critical point c2 and f◦κ(c2) is not contained in the same global
arms as the critical points or as f(c1).

Note that the statement also holds if orb(x) is a critical cycle and also if x̂
is v2-characteristic (interchange then the symbols 1 and 2 in the statement).

Proof. Assume that there is an iterate f◦j(G), j ∈ {0, . . . , n} which contains
a critical point. Let L be the local arm associated to G and let G′ be the
maximal subset of G with x̂ ∈ ∂G′ that is mapped homeomorphically by
f◦n.

First suppose that G′ contains a precritical point ξ of step(ξ) = n+ 1.
Then there is a critical point c ∈ f◦n(G′), and hence f◦n(L) points towards
the critical points. So from now on, let us assume that for all precritical
points ξ ∈ G′, step(ξ) 6= n + 1. If G′ contains a precritical point ξ such
that f◦j0(ξ) = c1 for some j0 < n, then f◦j0+1(G′) contains the critical value
f(c1) and consequently a point of orb(x) unless j0 +1 = n; in the latter case
f◦j0+1(L) = f◦n(L) points to f(c1). Otherwise, any iterate f◦j(G′) with
j0 < j ≤ n also contains to a point of orb(x), and thus f◦n(L) points to the
critical points.

The remaining case is that no precritical points in G′ with step at most
n is mapped onto c1 by f◦j for j ≤ n. Then f◦n(L) points towards f◦k(c2)
for some k ≤ n. We will show that among all global arms of x that have this
property there is at most one such that f◦n(L) is neither pointing towards
the critical points nor to the critical value f(c1). As a consequence, there
is a unique κ such that the statement of the Lemma holds true. By way
of contradiction, suppose there were two global arms G1, G2 of x with this
property (and for case that we deal with the critical orbit, suppose that the



126 CHAPTER 4. THE DYNAMICAL PLANE

associated local arms do not collapse under f◦i for some 0 < i ≤ n). Then
orb(x̂) ∩ f◦j(G′

i) = ∅ for all j ≤ n, i = 1, 2, because otherwise f◦n(G′
i)

would also contain a point of orb(x̂) and hence point towards the crit-
ical points. Let ξ1, ξ2 be the precritical points in G′

1, G
′
2 that have the

largest step smaller than n, and let li := step(ξi). Then l1 6= l2 because
f◦n|G′

1∪G′

2
is injective. Without loss of generality, let l1 < l2. The interval

[ξ1, ξ2] ∋ x̂ maps homeomorphically onto [f◦l2−l1(c2), f(c2)] ∋ f◦l2(x̂). Since
]f◦l2(x̂), f(c2)] does not contain a point of orb(x) by hypothesis, the three
points f◦l1(x̂), f◦l2(x̂), f(c2) are either the endpoints of a non-degenerate
triod or form a degnerate triod such that f◦l2(x̂) is in the middle. Let Y
be this triod. Since f◦n−l2|Y is injective, f◦n−l2(Y ) is contained in a global
arm G of x̂. Since f◦n(G′

2) ⊂ G, G does not contain the critical points. On
the other hand, G contains f◦n−l2+l1(x̂) and thus, since x̂ is characteristic,
it must also contain c1, c2, a contradiction.

Remark 4.1.24. Observe that there are orbits of branch points where the
last possibility of case (ii) does not occur (this is trivial for inner points). For
example take any cubic Hubbard tree that is obtained by intertwining two
quadratic Hubbard trees at their α- or β-fixed points. (For the definition
of intertwining we refer to [EY].) If x̂ is v1-characteristic and one of its
global arms hits a critical point, then the associated local arm points either
to the critical points or to f(c1). There are also examples for other types of
Hubbard trees.

Suppose that x̂ is characteristic with respect to both critical values.
Then we get a slightly stronger statement: f◦n maps each global arm of x̂
either homeomorphically onto its image without hitting a critical point or
the image of the corresponding local arm points towards the critical points,
to f(c1) or to f(c2), i.e. κ = 1 in the statement of the above proposition.
This is because if ξ is precritical of step k < n − 1, then f◦k(L) points to
the characteristic point both if f◦k−1(ξ) = c1 and f◦k−1(ξ) = c2.

The next proposition is an analog to Kiwi’s statement about cycles of
external rays that land at periodic points of polynomial Julia sets [Ki1,
Theorem 3.1].

Proposition 4.1.25 (Local arms of periodic points). Let x be a non-(pre-)-
critical, n-periodic point such that orb(x) 6⊂ [c1, c2] and such that τ(x) 6= τ(e)
for all endpoints e with orb(e) ∩ {c1, c2} = ∅. Then there are at most three
cycles of local arms at x. If there are exactly three cycles, then at least one
of them is trivial. More precisely, in this case, if x̂ is a characteristic point
of orb(x) and L0 is its local arm pointing to the critical points, then the local
arm at x that is the image of L0 is fixed under f◦n.

Proof. Let x̂ ∈ orb(x) be v1-characteristic. It suffices to show the statement
for x̂ because f◦n is locally injective at points of orb(x). This property also
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implies that the orbit of any local arm L is periodic and all elements in
C(L) are permuted transitively by f◦n. By expansivity, for any global arm
G, there is a f◦l(G) with 0 ≤ l ≤ |orb(L)| that contains one of the critical
points. Hence for any L, C(L) contains a local arm that points either to the
critical points, or to f(c1), or to f◦κ(c2) by Proposition 4.1.23. Consequently,
there are at most three distinct elements in {C(L) : L is a local arm at x̂}.

Now, let us pick L0 such that it points towards the two critical points. If
f◦n(L0) = L0, then one cycle of local arms at x̂ is trivial and the remaining
local arms split into at most two disjoint cycles C1, C2. If C1 contains the local
arm pointing to f(c1), then the set C2 might be empty. If f◦n(L0) 6= L0,
then the set of all local arms split into the two sets C1, C2 described above,
where again C2 might be empty.

Observe that it is very well possible that there is a branch point with
three arms that are all fixed under the first return map. In particular, if
(T, f,P) comes from a cubic polynomial and T contains a characteristic n-
periodic branch b such that the local arm pointing to the critical points is
fixed under f◦n, then b has exactly three arms and all of them are fixed by
f◦n. Figure 4.6 gives an example for such a tree.

Lemma 4.1.26 (Local arms of periodic critical points). Let c1 be an n-
periodic critical point and let L be the set of local arms at c1 that are periodic
under f◦n. The set L splits into at most three disjoint sets Ci and the arms
contained in each Ci are permuted cyclically.

More precisely, if f(c1) is an endpoint then L contains exactly one ele-
ment. If f(c1) = c1 then there is only one cycle of local arms at c1. If c1 is
periodic of exact period two and f(c1) ∈ ]c1, c2[, then there exist at most two
cycles and if there are exactly two cycles then one cycle C1 is trivial, more
precisely, C1 = {Lc1(c2)}.

Proof. If the critical point c2 is also contained in orb(c1), then there is
exactly one local arm which is the image of a local arm at c1 under f◦n

and the statement is trivial. If c2 6∈ orb(c1) and the exact period of c1 is
at least three then orb(c1) contains a characteristic point and we can apply
the arguments of Proposition 4.1.25.

If c1 is fixed then all global arms G 6= Gc1(c2) are mapped homeomor-
phically into f(G) without hitting c2 unless f(G) ⊂ Gc1(c2). It follows that
there is exactly one cycle of local arms. Now let us consider the cases that c1
has period two and f(c1) ∈ ]c1, c2[. Then f◦2(Lc1(c2)) = Lc1(c2). Consider
any global arm G 6= Gc1(c2) of c1that is mapped over a critical point ci
under f◦2 and let L be its local arm. If ci = c1 then f◦2(L) = Lc1(c2). If
ci = c2 then c2 ∈ f(G), and f◦2(L) = Lc1(f(c2)). Now the claim follows
easily.
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Remark 4.1.27 (Labeling of arms). Going through the argument of the
proof of Proposition 4.1.25, we can actually say more about the behavior
of global arms. We can label the elements Lk

1 , . . . , L
k
mk

of Ck in such a way

that L1
1 points towards f(c1), L

2
1 to f◦κ(c2), f

◦n(Lk
j ) = Lk

j+1 for j < mk and

f◦n(Lk
mk

) = Lk
1. Denote by Gk

j the global arm associated to Lk
j . We have

to distinguish whether the local arm pointing to the critical points is fixed
under the first return map f◦n or not.

Let us first suppose that it is, i.e., f◦n(Lx̂(c1)) = Lx̂(c1). If a global arm
Gk

j that does not contain the critical points hits a critical point when pushed

forward by f◦n, then f◦n(Lk
j ) points either towards f(c1) or f◦κ(c2). If C2 6=

∅, then exactly one global arm per cycle hits a critical point, namely the one
whose local arm maps to Lx̂(f(c1)) or to Lx̂(f◦κ(c2)). Thus, using the above
labeling, the global arms Gk

1 , . . . , G
k
mk−1 are mapped homeomorphically into

Gk
2 , . . . , G

k
mk

without hitting any critical point butGk
mk

is mapped over some
critical point. If C2 = ∅, then again G1

m1
is mapped over the critical point

c1. However now, there might be a second global arm G1
j that is mapped

over the second critical point c2 because C1 might also contain the local arm
pointing towards f◦κ(c2). That means G1

j is the global arm whose local arm
maps to the one pointing to f◦κ(c2).

If the local arm pointing to the critical points is not fixed, then its
image under f◦n is pointing either towards f(c1) or f◦κ(c2). By the same
arguments as above, if C2 6= ∅, then the set Ck that contains the local
arm pointing to the critical points might have one or two arms which hit
a critical point under f◦n, the other set contains exactly one. If C2 = ∅,
then C1 might contain one, two or three global arms that are mapped over a
critical point under f◦n. We give some examples for the different possibilities
in Figure 4.7. Observe that it is possible that a global arm G is mapped
homeomorphically onto its image under the first return map and, at the
same time, hits a critical point.

Summing up the above discussion we get the following result:

Corollary 4.1.28 (Number of arms mapped over ci). Let x, x̂ be as in
Proposition 4.1.23 and let l ∈ {0, 1, 2} be the number of disjoint cycles of
local arms at x̂ minus one. Pick any cycle C and let G be the set of associated
global arms. Then G contains at most 3− l arms that are mapped over some
critical point under the first return map of x̂.

4.1.8 Admissible Hubbard Trees

In this section, we discuss which Hubbard trees are generated by cubic poly-
nomials. Recall that Definition 4.1.5 imposed very little restriction on the
action of f on T \V . In fact, most of the choices for the dynamics f on T \V
will not be realizable by a polynomial. The essential feature of a quadratic
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Figure 4.7: The upper Hubbard tree contains a periodic branch point x1

such that the global arm Gx1(f(c1)) is mapped homeomorphically into itself
under f◦6. However, Gx1(f(c1)) hits a critical point (by expansivity); more
precisely, c1 ∈ f◦5([x1, c1]). The lower Hubbard tree gives an example for a
periodic orbit that has exactly two cycles of local arms. Again we also show
the Julia sets generating the Hubbard trees. Their location in parameter
space is indicated in Figure 4.8.
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Figure 4.8: The one-dimensional slice S3/I of the cubic parameter space.
It is characterized by the existence of one critical point of exact period 3.
I is the involution (a, b) 7→ (−a,−b), where a, b are the parameters of the
Branner-Hubbard form; so the two critical points are not distinguishable in
the pictured slice. We indicate the location of polynomials that we use for
examples throughout this section and in Section 5.1. In detail, (1a) and
(1b) are pictured in Figure 4.6, (2) is pictured at the bottom and (3) at the
top of Figure 4.5, (4) at the top and (5b) at the bottom of Figure 4.7 and
finally, (5a) is pictured in Figure 4.2. In Section 5.1, we find pictures of (6a)
and (6b) in Figure 5.1 and of (7a) and (7b) in Figure 5.7.
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Hubbard tree in the sense of Douady and Hubbard is the dynamics on the
set of marked points. (For higher degrees we also have to consider the so-
called secondary information.) With this information, the complete filled-in
Julia set can be reconstructed [D2]. This motivates to regard two Hubbard
trees as equivalent if they only differ in their dynamics on the complement
of the set of marked points. Let us make this more precise.

Definition 4.1.29 (Equivalent trees). Let τ(x) be the itinerary of a point x

of a Hubbard tree. We denote by
↔
τ(x) the itinerary obtained by interchanging

the symbols 1 and 2.
Two Hubbard trees (T, f,P) and (T ′, f ′,P ′) are equivalent if there is

a bijection ϕ : V → V ′ between the sets of marked points such that the
following are true: ϕ conjugates f |V and f ′|V ′ , two points v1, v2 ∈ V are
adjacent if and only if ϕ(v1), ϕ(v2) ∈ V ′ are adjacent, and finally either

τ(v) = τ(ϕ(v)) for all v ∈ V or τ(v) =
↔
τ(ϕ(v)) for all v ∈ V .

Passing from τ to
↔
τ (x) corresponds to interchanging the labels of the

two critical points c1, c2 in T .
Note in particular, that if two Hubbard trees are equivalent, then their

underlying topological trees are homeomorphic. Definition 4.1.29 gives an
equivalence relation on the set of all Hubbard trees (T, f,P). We are inter-
ested in classifying equivalence classes of Hubbard trees rather than individ-
ual Hubbard trees. The following definitions emphasizes this goal.

Definition 4.1.30 (Admissible Hubbard trees). We call a Hubbard tree
(T, f,P) admissible if its equivalence class contains a representative that is
generated by a postcritically finite cubic polynomial (in the sense of Propo-
sition 4.1.6). A Hubbard tree is non-admissible if it is not admissible.

In Theorem 4.1.34, we give necessary and sufficient conditions for a Hub-
bard tree to be admissible. An obvious obstruction for admissibility is the
existence of so-called evil branch points and evil critical points. In the
remainder of this section, we are going to show that these are the only
obstructions.

Definition 4.1.31 (Evil branch and critical points). A periodic non-(pre-)-
critical branch point b is called evil if there are two cycles of local arms at b
which have different lengths.

A periodic critical point c is called evil if there are (at least) two cycles
of local arms at c of length l for some l ∈ {1, 2}.

By definition, a bitransitive Hubbard tree or a Hubbard tree with two
preperiodic critical points cannot have an evil critical point. In general, the
two obstructions are independent from each other. Figure 4.9 gives some
examples of non-admissible Hubbard trees.

For the proof that evil branch and critical points are the only obstruc-
tions for admissibility, we need the following two lemmas.
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Figure 4.9: Two non-admissible Hubbard trees. The first one contains an
evil branch point, the second one an evil critical point. The arrows indicate
local arms that are fixed under the first return map. The kneading sequences
generated by the two trees are (⋆1, 00⋆2) and (202⋆1, 021⋆2).

Lemma 4.1.32 (Number of periodic angles under angle doubling). For any
n ≥ 3, there are at least 2n angles in [0, 1[ which have exact period n under
the angle doubling map on S1.

Proof. An angle θ ∈ [0, 1[ is periodic of period n if and only if 2nθ = θ
mod 1, or equivalently, if θ = k

2n−1 for some k ∈ {0, . . . , 2n−2}. Moreover,

n > 1 is the exact period of θ if and only if n is minimal such that θ = k
2n−1 .

For any n ≥ 3, we set

Kn :=

{
k < 2n − 1 :

k

2n − 1
6=

k̃

2ñ−1
∀ ñ < n, ∀ k̃ ∈ N

}
.

To proof the lemma it is enough to show that |Kn| ≥ 2n. Observe that
k

2n−1 6= k̃
2n−1−1

for all k, k̃ ∈ N because 2n − 1 = 2(2n−1 − 1) + 1 and

2n − 1 < 3(2n−1 − 1) for all n ≥ 3. Moreover,
n∑

i=1

2i = 2n+1 − 2. Therefore,

we get

|Kn| ≥ |{k ∈ N : 0 < k < 2n − 1}| −
n−2∑

i=1

(2i − 2) =

= (2n − 2) − (2n−1 − 2) + (n− 2)2 = 2n−1 − 4 + 2n ≥ 2n.

Lemma 4.1.33 (Evil points as invariants). Let (T, f,P) and (T ′, f ′,P ′) be
two equivalent Hubbard trees. A point b ∈ V is an evil branch point of T if
and only if ϕ(b) ∈ V ′ is an evil branch point of T ′. The same is true for evil
critical points.
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Proof. We are going to show that if b ∈ T is an evil branch point, then so is
b′ := ϕ(b) ∈ T ′. The backward direction follows by symmetry. Let n be the
exact period of b. The motor of the proof is the fact that the bijection ϕ
between the set of marked points preserves adjacency. For further reference,
we abbreviate this property by (A). First note that (A) implies that the
number of of local arms at b and b′ are the same. Let us denote the ones
at b by Li and the ones at b′ by L′

i, where Li ⊂ [b, v] for some v ∈ V if
and only if L′

i ⊂ [b′, ϕ(v)]. It suffices to show that f◦n(Li) = Lj if and only
if (f ′)◦n(L′

i) = L′
j , because this implies that the dynamics on the sets of

local arms at b and b′ are the same. Let v ∈ V such that Li ⊂ [b, v] and
let f◦n(Li) = Lj (i = j is possible). Iterate the interval [b, v] under f . If
f◦n maps [b, v] homeomorphically onto [b, f◦n(v)] without hitting a critical
point at time k < n, then (A) implies that we [b′, ϕ(v)] has the same property
under f ′. Thus (f ′)◦n([b′, ϕ(v)]) = [b′, ϕ(f◦n(v))], and again using (A), we
get that (f ′)◦n(L′

i) = L′
j . If however a critical point, say c1, is contained in

f◦k([b, v]) for some k < n, then c′1 ∈ f ′◦k([b′, ϕ(v)]) = [ϕ(f◦k(b)), ϕ(f◦k(v))].
We pick as new intervals [f◦k(b), c1] and [ϕ(f◦k(b)), c′1], and continue the
iteration until we reach time n. This proves the claim. Note that the same
arguments hold for evil critical points.

Theorem 4.1.34 (Admissibility). A Hubbard tree is admissible if and only
if it contains no evil critical and no evil branch point.

We have to show that any Hubbard tree T in the sense of Douady and
Hubbard gives rise to a Hubbard tree (T, f,P) in the sense of Definition
4.1.5 so that T contains no evil branch or critical points. For the converse
direction, we show that an admissible Hubbard tree defines a (not necessarily
unique) abstract Hubbard tree in the sense of Poirier. For this, we first have
to show that (T, f,P) give rise to an angled tree in the sense of [Po2] and
then that this angled tree is expanding. By the main result in [Po2] any
abstract Hubbard tree is realizable by a postcritically finite polynomial. We
want to note that the proof is very similar to the one in the unicritical case
in Section 2.4.1.

Recall that V is the set of marked points of (T, f,P). An edge of T is
the closure of a component of T \ V . For any v ∈ V , let Ev be the set of
edges which have v as vertex, i.e., Ev corresponds to the set of local arms
at v. We define for any point in V a degree map

deg(v) =





1 v 6∈ {c1, c2}
2 if v ∈ {c1, c2} and c1 6= c2
3 v = c1 = c2

.

Most work in proving the theorem goes into showing that (T, f,P) gives
rise to an angled tree: this is a topological tree with dynamics and an angle
function ∠, that, for any v ∈ V , assigns a rational number (modulo 1) to
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two elements l, l′ ∈ Ev. The function ∠ is required to have the following
properties (⋆) (all equalities are modulo 1):

• ∠(l, l′) = −∠(l′, l) ∀ l, l′ ∈ Ev

• ∠(l, l′) = 0 ⇐⇒ l = l′

• ∠(l, l′′) = ∠(l, l′) + ∠(l′, l′′) ∀ l, l′, l′′ ∈ Ev

• ∠(fv(l), fv(l
′)) = deg(v) · ∠(l, l′) ∀ v ∈ V .

Proof. “=⇒” Let T be a Hubbard tree in the sense of Douady and Hubbard
and let pa,b be the postcritically finite cubic polynomial generating it. We
have already seen in Proposition 4.1.6 that every Hubbard tree in the sense
of Douady and Hubbard is a Hubbard tree. So it only remains to show that
T contains no evil branch and critical points. Pick any periodic non-(pre-)-
critical point x. Then x is contained in the Julia set J(pa,b) and any two
local arms of T are separated by two periodic external rays landing at x.
Since the first return map of x is a local homeomorphism, the cyclic order
on the set of external rays landing at x is preserved. This implies that all
cycles of arms at x have the same length. Recall from Section 4.1.2 that
locally at a periodic critical point whose orbit is disjoint from the second
critical point, the action of pa,b is conjugate to z 7→ z2 in D. Moreover, this
conjugacy respects the foliation by internal rays. As a consequence, there
is at most one cycle of local arms at c ∈ T of length one and at most one
cycle of length two for every periodic critical point c that is not eventually
mapped onto the second critical point.

“⇐=” Let us call an element v of V a Fatou vertex if v is eventually
mapped to a point on a critical cycle, i.e., if there is a j ∈ N0 and a periodic
critical point c such that f◦j(v) = c. Any other element of V is called a
Julia vertex.

Let (T, f,P) be a Hubbard tree that contains no evil branch and no evil
critical points. (T, f,P) is an angled tree of degree three: let us define the
function ∠. For this, we define for any vertex v ∈ V a function av : Ev →
Q/Z which associates to each local arm an angle. This induces a cyclic order
on any Ev. We require that at any point v ∈ V , the function av is injective.
Given this function, we set

∠ : {(l, l′) : l, l′ ∈ Ev for some v ∈ V } → Q/Z, (l, l′) 7→ av(l
′) − av(l).

From this definition, properties (i) – (iii) stated on page 134 follow immedi-
ately, so that it only remains to verify property (iv) in the respective cases.

Let O be an n-periodic orbit of a Julia vertex v and q be the number of
local arms at v. Then for all i, the number of local arms at f◦i(v) also equals
q. Since all cycles of local arms at v have the same length by assumption,
we get q = kq̃, where 0 < k ≤ 3 is the number of disjoint cycles and q̃ the
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period of the local arms. For each of these cycles choose one local arm Lk̃,

0 ≤ k̃ < k, and set av(f
◦jn(Lk̃)) := (jk + k̃)/q for j = 0, . . . , q̃ − 1. For

the local arms of f(v), set af(v)(f(L)) := (av(L) + k/q) mod 1, and for
all 1 < i < n set af◦i(v)(f

◦i(L)) = af(v)(f(L)). This defines ∠ for all Ev′

with v′ ∈ O. For preperiodic Julia vertices, we define av via induction on
the number of iterations they need to be mapped onto a point of a periodic
orbit. It is very well possible that the number of local arms at a preperiodic
point is smaller or larger than the number at the periodic points of its orbit.
Suppose v is a preperiodic Julia vertex and af(v) has been defined. If v is not
critical, set for any local arm L, av(L) := af(v)(f(L)). Suppose v is critical.

For any local arm L at f(v), let L−1
0 , . . . , L−1

d be the set of preimages of L
at v, where 0 ≤ d < deg(v). We set av(L

−1
i ) := i/deg(v) + af(v)(L)/deg(v).

It is not hard to see that this definition of ∠ meets requirement (iv).

It remains to define av for Fatou vertices. Let C be a critical orbit of
exact period n and degree d. Note that 2 ≤ d ≤ 4 and d =

∏
v∈C deg(v).

Pick any point v ∈ C and let L be a periodic local arm of v and q̃ the period

of L. We set for all j ∈ {1, . . . , q̃−1}, av(f
◦jn(L)) := djp

dq̃−1
, where p is chosen

such that p and dq̃−1 are coprime. For 0 < i < n, let af◦i(v)(f(L)) := deg(v)·

af◦i−1(v)(L). Now consider the preperiodic arms at v. Let L−1
1 , . . . , L−1

deg(v)−1

be preperiodic with f(L−1
j ) = L and assume that av(L) has been defined.

We set av(L
′) := (j/deg(v)+av(L)) mod 1. By induction on the number of

iterations it takes for v to map onto a periodic point, this procedure defines
an angle av(L) for any v ∈ V and L ∈ Ev, and hence the function ∠.

Next we prove that the angled tree we constructed is an expanding angled
tree. Let

N(v, v′) :=
∣∣ {w ∈ V ∩ ]v, v′[}

∣∣

be the number of vertices contained in the open arc ]v, v′[. Observe that
an angled tree is not expanding in the sense of Poirier if and only if there
are periodic v, v′ ∈ V such that orb(v), orb(v′) are disjoint from any peri-
odic critical cycle and N(f◦m(v), f◦m(v′)) = 0 ∀m ≥ 0 [Po2]. Let v, v′ be
the two periodic endpoints of an edge whose orbits do not contain any the
critical point. Now our expansivity condition says that there is a critical
point c and an n such that c ∈ f◦n(]v, v′[). If we pick n to be the small-
est number with this property, then f◦n(]v, v′[) = ]f◦n(v), f◦n(v′)[∋ c, and
hence N(f◦n(v), f◦n(v′)) > 0. Thus, (T, f,P) is expanding.

We have chosen the angles at any periodic Julia vertex with q local arms
to be i/q. This is the only requirement for an expanding angled tree to be
an abstract Hubbard tree in the sense of Poirier.
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4.2 Kneading Sequences

In the unicritical case, the combination of kneading sequences and Hubbard
trees led to valuable insight into the structure of the Multibrot sets as we
have seen in Part I. We want to further pursue this strategy. In order
to determine the dynamics of a postcritically finite cubic polynomial one
has to consider both critical points. So, instead of one sequence as in the
unicritical case, we will have to work with two symbol sequences, one for
each critical value. We already prepared the ground by our definition of
kneading sequences in Definition 4.1.7. Note, however, that the approach
to use kneading sequences to structure the set of Hubbard trees will only
generate meaningful results if every kneading sequence is generated by at
most one equivalence class of Hubbard trees. To show that this holds is the
content of this section.

4.2.1 Iteration of Triods

Recall that if two Hubbard trees (T, f,P), (T ′, f ′,P ′) are equivalent, then
there is a bijection ϕ between the marked points of T and T ′ such that ei-
ther τ(v) = τ(ϕ(v)) for all v ∈ V , or τ(v) =

↔
τ(ϕ(v)) for all v ∈ V , and such

that ϕ preserves adjacency of marked points. This means that two Hub-
bard trees can only be equivalent if they have the same kneading sequence
( mod ↔), where ( mod ↔) means “modulo interchanging ν1, ν2 and the
symbols 1 and 2”. In the following, we are going to show that the converse
also holds, i.e., that two Hubbard trees that generate the same kneading
sequence ( mod ↔) are in fact equivalent. To prove this, it suffices to
study the location of marked points in the two Hubbard trees: two Hubbard
trees (T, f,P), (T ′, f ′,P ′) with the same kneading sequence are equivalent
if and only if any three distinct points x, y, z ∈ O form a triod that is com-
binatorially equivalent to the triod [x′, y′, z′] ⊂ T ′, where τ(s) = τ(s′) for all
s ∈ {x, y, z}.

Definition 4.2.1 (Combinatorial equivalence). Given two Hubbard trees
with topological trees T, T ′, pick any three distinct points x, y, z ∈ T and
x′, y′, z′ ∈ T ′ and let Y, Y ′ be the connected hulls of the three points in
T, T ′. The triods Y and Y ′ are combinatorially equivalent if the following
two requirements are satisfied:

• τ(s) = τ(s′) (modulo ⋆j) for all s ∈ {x, y, z}

• the triods Y, Y ′ are topologically equivalent and, in the degenerate case,
s ∈ {x, y, z} is an inner point of Y if and only if s′ is an inner point
of Y ′.

Here, “modulo ⋆j” means that it is allowed that τi(s) ∈ {j, 0} whereas
τi(s

′) = ⋆j (or vice versa).
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In order to study the mutual location of the three points x, y, z, we study
the behavior of the triod Y = [x, y, z] under iteration. Expansivity implies
that, in general Y is not mapped forward homeomorphically by f◦i for all
i ∈ N0. If f◦i|Y is not a homeomorphism onto its image, then f◦i(Y ) and Y
might or might not be topologically the same. To distinguish such different
behaviors we introduce the triod map ϕ.

Definition 4.2.2 (Triod map). Let (T, f,P) be a Hubbard tree and x, y, z
three distinct points of O. We define the triod map ϕ : T 3 −→ T 3 by
(x, y, z) 7→





(f(x), f(y), f(z)) x, y, z ∈ Ti

(f(x), f(y), f(c)) x, y ∈ Ti, z 6∈ Ti and c critical with c 6∈ [x, y]
c ∈ [x, y, z]

(f(c1), f(y), f(c2)) if y ∈ T0, x ∈ T1, z ∈ T2

(f(c2), f(y), f(c1)) y ∈ T0, x ∈ T2, z ∈ T1

stop [x, y] ∩ [y, z] ∩ [z, x] = {c}, c critical and

[x, y, z] 6⊂ Ti for all i ∈ {0, 1, 2}

.

Of course, in the second, third and fourth case, the role of z and y can be
played by any of the three points x, y, z. This follows by simple interchanging
the order of the three points. If the image of a point, say f(x), is replaced
by a critical value f(ci) and x 6= ci, then we say that x has been chopped off
at ci.

Observe also that we often identify the triple (x, y, z) with its convex
hull [x, y, z], which is either a degenerate or non-degenerate triod.

Note that we can extend the triod map ϕ to any set of three points of
T , i.e., x, y, z do not necessarily have to be elements of O. If x is not on
the critical orbit and chopped off at the critical point c, then we sometimes
replace x not by c but by a non-critical point of T so that the resulting triod
has the same shape as [x, y, z] and can be mapped forward homeomorphically
by f . For example, if a periodic point x is chopped off at the critical point c,
then we might substitute f(x) by the point of orb(x) which is characteristic
with respect to f(c). The advantage of this choice is that the resulting triod
is still spanned by points on the orbits of x, y, z.

We defined an analogous triod map in the unicritical case, see Definition
3.2.2. There, the behavior of Y under the iteration by ϕ determines uniquely
whether Y is degenerate or not, and in the degenerate case which point is
in the middle of Y . This builds mainly on the fact that for any two points
x, y in a unicritical Hubbard tree with itineraries τ(x), τ(y) the following
two statements are equivalent:

• There is an i such that τi(x) 6= τi(y).

• The interval [f◦i(x), f◦i(y)] contains the unique critical point c0.
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And if f◦i(x) 6= c0 6= f◦i(y), there is a third equivalent statement, namely
that f |[f◦i(x),f◦i(y)] is not injective.

All of this is generally no longer true for cubic Hubbard trees: whenever
the simple critical point c is a branch point then there are two global arms
which are in different elements of the partition, e.g. T0 and T1, yet they are
mapped homeomorphically in a neighborhood of c. This is because one of
T0, T1 contains at least two arms of c, say L1, L2. Pick an arm L3 at c which
is contained in another element of P than L1. Then for at most one arm L1

or L2, f(Li) = f(L3), because the local degree of f at c equals two. Thus, it
is no longer possible to read off from the itinerary of two points whether the
arc connecting them is mapped homeomorphically or not. In particular, one
has to expect that the itinerary of a characteristic point x does not encode
the mutual location of three given points of orb(x) anymore (compare the
Hubbard trees of Figure 5.2). As a consequence, it is not straightforward
that a given kneading sequence determines a Hubbard tree uniquely up to
equivalence.

Despite these difficulties, we will successfully use the iteration of triods
by ϕ to determine whether two triods, contained in different Hubbard trees,
are equivalent. Therefore, let us take a closer look at the triod map. From
the definition, we see that we can reach the stop in the following cases:

• Y is degenerate, the middle point is a critical point ci and exactly one
of the remaining points is contained in Ti.

• Y is non-degenerate, the branch point b is critical, i.e. b = c, and
{x, y, z} 6⊂ Tj for all j = 0, 1, 2.

Now suppose the triod Y can be iterated indefinitely, i.e., ϕ◦i(x, y, z) 6=
stop for all i ∈ N. Then the following behaviors are possible:

• Y is non-degenerate and its branch point b is not (pre-)critical.

• Y is non-degenerate, b is (pre-)critical and whenever b is mapped to
the critical point, say at time n, then ϕ◦n((x, y, z)) is contained in Tjn

for some jn.

• Y is degenerate and the generating point contained in the middle is
not (pre-)critical.

• Y is degenerate and whenever the middle point is mapped to a critical
point ci either each or none of the two endpoints are contained in Ti.

Remark 4.2.3. The discussion above shows that reaching the stop does
not imply that f |Y is not injective. Thus we might stop the iteration of Y
although there is no topological necessity for it. If Y is degenerate and the
stop case occurs, then the mutual location of the three points defining Y
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is uniquely determined by their itineraries. Conversely, if x, y, z ∈ O such
that {τ1(x), τ1(y), τ1(z)} = {i, ⋆i, j} and i 6= j, then ϕ(Y ) = stop and Y is
degenerate with ci in the middle.

Definition 4.2.4 (Chopping map). Let (T, f,P) be a Hubbard tree, x1, x2,
x3 be three distinct points of O ⊂ T and set (x1, x2, x3) =: Y . For every
j such that ϕ◦j′(Y ) 6= stop for all j′ ≤ j, we define the iterated chopping
map φ◦jY by

φ◦jY : {x1, x2, x3} −→ T, xi 7→ πi

(
ϕ◦j(Y )

)
,

where i = 1, 2, 3 and πi is the projection onto the i-th coordinate.
Let N := min{N ∈ N : ϕ◦N+1(Y ) = stop}. The chopping itinerary

τY (xi) = ((τY (xi))j)
N
j=1 of a vertex xi ∈ Y is the itinerary obtained by

noting for all i ≤ N which elements of P the point φ◦jY (xi) is contained in.

We say that two points are on the same side of c1 if x, y ∈ T1 or x, y ∈
T0∪T2∪{c2}. If two points are not on the same side of c1, we say that they are
on different sides of c1. Interchanging 1 and 2 yields the analogous definition
for c2. Note that if x, y are on different sides of ci, then τ1(x) 6= τ1(y).
Conversely, τ1(x) 6= τ1(y) implies that x, y are on different sides of a critical
point but we cannot specify of which one unless we explicitly know the first
entries of τ(x) and τ(y).

Lemma 4.2.5 (Triod iteration). Let (T, f,P), (T ′, f ′,P ′) be two Hubbard
trees generating the same kneading sequence. Moreover, let x, y, z ∈ O, x′,
y′, z′ ∈ O′, Y := (x, y, z) and Y ′ := (x′, y′, z′) such that ϕf (Y ) 6= stop 6=
ϕf ′(Y ′). If the triods spanned by Y and Y ′ are combinatorially equivalent,
then so are the triods spanned by ϕf (Y ) and ϕf ′(Y ′).

If Y can be iterated indefinitely, then at most one of the three points
x, y, z is never chopped off. In particular, a point y ∈ Y is never chopped
off if and only if the triod spanned by Y is degenerate and y is contained in
the middle. In this case, φ◦iY (y) = f◦i(y) for all i ∈ N0.

Proof. First observe that the action of ϕ is completely encoded in the itin-
eraries of the three points x, y, z. Thus, since (T, f,P), (T ′, f ′,P ′) generate
the same kneading sequence, τ(s) = τ(s′) implies τ(f(s)) = τ(f ′(s′)). In the
following, we identify the triples Y, Y ′ with the respective triod they span.
We can interpret the action of the triod map the following way: ϕ cuts the
arms of the triod Y such that this chopped triod is contained in the closure
of an element of P, and f restricted to it is injective. The cutting preserves
the topological type of the triod and in the degenerate case, the image of
the point in the middle is in the middle again. All this put together implies
the first claim.

Now assume that Y can be iterated indefinitely by ϕ, i.e., does not
eventually reach stop. Let us first consider the case that Y is degenerate and
y ∈ Y̊ is not (pre-)critical. If exactly two points out of x, y, z are contained
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in some Ti, then one of these two points must be y. If every point of x, y, z
is contained in a different element of P (including the two trivial ones), then
y ∈ T0. Since we can argue the same way for all φ◦iY (x), φ◦iY (y), φ◦iY (z), it
follows that y is never chopped off. Now if y is (pre-)critical then at any
time when f◦i(y) = c for some periodic critical point c ∈ T , we have that
φ◦iY (x) and φ◦iY (z) are on the same side of c. If c is periodic then this behavior
is not allowed by the condition (P2) imposed on P in Definition 4.1.5. Thus
y is preperiodic and the periodic part of its orbit contains no critical point.
So after finitely many steps we are in the above situation. Now if there was a
second point, say x, which is not chopped off, then x has the same properties
as just described for y. In particular, after finitely many steps, the iterates
of x and y would have the same itinerary, contradicting expansivity.

Last we claim that if Y is non-degenerate then x, y and z must eventually
be chopped off. The reasoning is very similar: expansivity implies that at
least two of the three points x, y, z must eventually be chopped off. If one
endpoint is not chopped off then the branch point b of Y is eventually
mapped onto a periodic critical point c whose orbit is disjoint from the
second critical point. Again ϕ◦i(Y ) 6= stop implies that c has two local arms
L1, L2 with f◦i(L1), f

◦i(L2) ∈ Tji
for all i ∈ N0, which is prohibited.

Observe that in Lemma 4.2.5 we could equivalently have stated that
under the assumption that ϕ◦i(Y ) 6= stop for all i ∈ N0, the triod spanned
by Y is non-degenerate if and only if all three points are eventually chopped
off.

4.2.2 Kneading Sequences and Hubbard Trees

In the following we are going to prove that two Hubbard trees are equivalent
if and only if they generate the same kneading sequence ( mod ↔). While
it follows by definition that equivalent Hubbard trees have the same kneading
sequence, we have to do some work for the other direction. We show that
two non-equivalent Hubbard trees (T, f,P), (T ′, f ′,P ′) can only generate the
same kneading sequence if three marked points in T, T ′ are arranged in a
very special way. Lemma 4.2.6 shows that such an arrangement violates the
properties that any partition of a Hubbard tree has.

Lemma 4.2.6 (Ambiguities are impossible). Let (T, f,P), (T ′, f ′,P ′) be two
Hubbard trees that have the same kneading sequence (ν1, ν2). Then there
are no three pairwise distinct points x, y, c ∈ O and x′, y′, c′ ∈ O′ (c, c′ are
critical points) which have the following properties: τ(x) = τ(x′), τ(y) =
τ(y′), τ(c) = τ(c′), the triples (x, y, z), (x′, y′, z′) can be iterated indefinitely
and one of the following holds:

(A1) c ∈ [x, y] ⊂ T whereas x′ ∈ [c′, y′] ⊂ T ′ (or vice versa);
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(A2) c ∈ [x, y] ⊂ T whereas [c′, x′, y′] ⊂ T ′ is a non-degenerate triod with
non-(pre-)critical branch point b′ (or vice versa).

Proof. Let us assume that c = c1 and set Y := (c1, x, y), Y
′ := (c′1, x

′, y′).
Observe that we identify the triples Y, Y ′ with the topological triods they
span. Since (T, f,P) and (T ′, f ′,P ′) have the same kneading sequence, either
both trees are bitransitive or none of them are. Suppose first that they are
bitransitive. Then we iterate Y under ϕ until f◦i0(c1) = c2. Since Y is
degenerate with the critical point c1 in the middle, f◦i(Lc1(x)) 6= f◦i(Lc1(y))
for all 0 ≤ i ≤ i0. Thus, c2 is an inner point and its local arms must collapse
under f . But this is only possible if φ◦i0+1

Y (x) and φ◦i0+1
Y (y) are on different

sides of c2, yet in T ′, φ◦i0+1
Y ′ (x′) and φ◦i0+1

Y ′ (y′) are on the same side of c′2.
This contradicts that τY (x) = τY ′(x′) and τY (y) = τY ′(y′).

Now suppose that the given Hubbard trees are not bitransitive. Let
us first consider item (A1). Since τ(s) = τ(s′) for s = x, y, c, φ◦iY (c1) and
φ◦iY (x) are on the same side of c1 and c2 for all i ∈ N0. This implies by
expansivity that at most one critical point is preperiodic. First suppose
that c is periodic of, say, period n. Since ϕ◦i(Y ) 6= stop for all i ∈ N0,
f◦i(Lc1(x)) 6= f◦i(Lc1(y)) are contained in some Tji

for all i, a contradiction
to (P2) of Definition 4.1.5. If c1 is preperiodic, we must have that x ∈
orb(c2). Let k0 be the smallest number such that φ◦k0

Y (x) = c2. In ϕ◦k0(Y ′),
the critical point c′2 is an inner point whereas in ϕ◦k0(Y ), c2 is an endpoint.
Now by the same reasoning as above we see that c′2 ∈ T ′ has two local arms
L1, L2 with f◦i(L1), f

◦i(L2) ∈ Tji
for all i, contradicting (P2) again.

It remains to investigate item (A2), in which case Y ′ is non-degenerate.
Since the branch point b′ of Y ′ is not (pre-)critical and φ◦iY ′(c′), φ◦iY ′(b′) are
on the same side of c′1 and of c′2 for all i ∈ N0 (otherwise we get an immediate
contradiction to T and T ′ having the same kneading sequence), the critical
point c′1 is periodic of say period n. The points φ◦kn

Y ′ (x′) 6= φ◦kn
Y ′ (y′) ∈ T ′

are on the same side of c′ for all i. Thus we derive the same contradiction
again: in T , for all k ∈ N0, there is a non-trivial element Tjk

∈ P such that
the local arms f◦k(Lc1(x)) 6= f◦k(Lc1(y)) are in Tjk

.

Theorem 4.2.7 (Uniqueness). Two Hubbard trees (T, f,P), (T ′, f ′,P ′) have
the same kneading sequence (ν1, ν2) ( mod ↔) if and only if they are equiv-
alent.

Proof. We only have to show the reverse direction, because two equivalent
Hubbard trees have the same kneading sequence ( mod ↔) by definition.
By possibly relabeling the critical points in of one of the two given Hubbard
trees, we can assume that (T, f,P), (T ′, f ′,P ′) generate the same kneading
sequence. We study the mutual locations of any three distinct points x, y, z ∈
O and x′, y′, z′ ∈ O′, where points in T and T ′ are denoted by the same
letter if and only if they have equal itineraries. We again identify the triples
Y := (x, y, z), Y ′ := (x′, y′, z′) with their connected hull. The two Hubbard
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Figure 4.10: A sketch of the forbidden situation (A1) of Lemma 4.2.6 which
would arise if two non-equivalent Hubbard trees generate the same itinerary.
Note that the letter s in the figure (s = x, y, z) corresponds to φ◦i0Y (s) in the
proof of Theorem 4.2.7.

trees are equivalent if for all pairs of triods Y, Y ′ obtained as described
above, Y and Y ′ are combinatorially equivalent. Let us pick any such pair
Y ⊂ T and Y ′ ⊂ T ′. We show that they are either equivalent or we are
in one of the two situations (A1), (A2) described in Lemma 4.2.6, which is
impossible.

Assume first that there is an i0 such that f◦i0(Y ) = stop = (f ′)◦i0(Y ′).
By the definition of the triod map ϕ, it is not hard to see that this is only
possible if Y, Y ′ are either both degenerate or both non-degenerate. In either
case, ϕ◦i0(Y ) and ϕ◦i0(Y ′) are equivalent, and so are Y, Y ′.

If Y reaches the stop at time i0 but Y ′ does not, then by Remark 4.2.3
this is only possible if ϕ◦i0(Y ), and thus Y , is non-degenerate. Let us assume
that c is the critical branch point of ϕ◦i0(Y ) and that φ◦i0Y (z) is not on the

same side of c as φ◦i0Y (x) and φ◦i0Y (y) are. If Y ′ is not equivalent to Y ,
then Y ′ is degenerate and hence, we get situation (A1) for the three points
φ◦i0Y (x), c, φ◦i0Y (y). Figure 4.10 illustrates this situation.

By symmetry, it only remains to investigate the situation when both
triods can be iterated indefinitely. If they are both degenerate and, say, y ∈
Y is an inner point, it might happen that there is an i0 such that φ◦i0Y (y) = c
and the critical point c is an inner point while c′ is an endpoint of ϕ◦i0(Y ′).
But this is exactly situation (A1) for the points φ◦i0Y (x), φ◦i0Y (y), φ◦i0Y (z). If
Y and Y ′ are both non-degenerate, then they are combinatorially equivalent
by definition. The last case is that Y is degenerate with inner point say y
and Y ′ is non-degenerate with branch point b′.

First assume that b′ is eventually mapped onto a critical point. In this
case, we eventually get situation (A1): let i0 be the first time such that
f◦i0(b′) = c′ for some critical point c′ ∈ T ′. Then c′ ∈ ]φ◦i0Y ′ (x′), φ

◦i0
Y ′ (y′)[

and c′ ∈ ]φ◦i0Y ′ (x′), φ
◦i0
Y ′ (z′)[, however in T , the critical point c is either an

endpoint of the triod [c, φ◦i1Y (y), φ◦i1Y (x)] or of the triod [c, φ◦i1Y (y), φ◦i1Y (z)].
Both possibilities are versions of (A1).
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If b′ is not (pre-)critical, we have to distinguish whether or not y is (pre-
)critical. If there is an i0 and a critical point c ∈ T such that f◦i0(y) = c,
then we are in situation (A2) for the φ◦i0Y -images of x, y, z. (In this case,
(A1) cannot occur.) If y is not (pre-)critical, then we consider the time
i1, where f ′◦i1(y′) and f ′◦i1(b′) are on different sides of some critical point
c′ ∈ T ′. Since ϕ◦i1(Y ′) is non-degenerate, φ◦i1Y ′ (x′) and φ◦i1Y ′ (z′) are on the
same side of c′ but on a different side than f ′◦i1(y′). Thus in T , the points
φ◦i1Y (x) and φ◦i1Y (z) must be on the same side of c, too. But this implies that
also f◦i1(y) is on this side of c, contradicting that τY (y) = τY ′(y′).

It remains to show that in situation (A1) or (A2), Y, Y ′ can be iterated
forever: if a degenerate triod reaches the stop, then the itineraries of the
three points determine uniquely the inner point of the triod. This means
if Y or Y ′ in (A1) or Y in (A2) are mapped to stop, then Y and Y ′ are
combinatorially equivalent, which they are not by assumption. Finally, for
Y ′ in (A2), the stop case can never occur by definition.

Observe that this result implies in particular that not all kneading se-
quences are generated by admissible Hubbard trees (compare Example 4.9
and Lemma 4.1.33).

Theorem 4.2.7 implies that there is an injection from the set of equiv-
alence classes of Hubbard trees into the set of kneading sequences (ν1, ν2),
where νi is ⋆i-periodic or preperiodic. In the uniciritcal case, we showed
that there is a bijection between the set of equivalence classes of unicritical
Hubbard trees of degree d and the set Σ♯

d of ⋆- and preperiodic kneading
sequences (Corollary 2.3.22). In the cubic case, there is no bijection as the
next proposition illustrates.

Proposition 4.2.8 (No 1-to-1 correspondence). There is no (cubic) Hub-
bard tree that generates the tuple (⋆11, ⋆211).

Proof. Let us try to construct a Hubbard tree (T, f,P) that would gener-
ate the kneading sequence (⋆11, ⋆211). For any such tree the critical point
c2 must be an endpoint, and consequently f(c2), f

◦2(c2) are endpoints as
well. Moreover, no images of c1 and c2 are in T0 ∪ T2. If f(c1) is an end-
point, then c1 is an inner point and f(c1), f(c2), c1 form a non-degenerate
triod with branch point b. By expansivity, b is a fixed point of f . Fur-
thermore, f(Lb(f(c1))) = Lb(c1). Since f must be locally injective at b,
f◦i(c2) 6∈ Gb(c1) for all i ∈ N; in particular, f◦3(c2) 6= c2, a contradic-
tion. Therefore, f(c1) ∈ ]f(c2), c1[. Since f◦2(c2) is an endpoint of T1,
it must branch off from ]f(c2), c1] at a fixed branch point b 6= f(c1). If
b ∈ ]f(c2), f(c1)[, then f(Lb(f(c1))) = Lb(f(c1)) and we get the same con-
tradiction as above. If however b ∈ ]f(c1), c1[, then f(Lb(f(c1))) and Lb(c1)
form a cycle of length two. Consequently, Lb(f

◦2(c2)) must be fixed by f
and f◦3(c2) ∈ Gb(f

◦2(c2)). So c2 cannot be 3-periodic. The last possibility
is that c1 is a branch point such that the two arms Lc1(f(c2)), Lc1(f

◦2(c2))
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are contained in T1. Thus, they do not collapse if we push them forward
by f . But this means that f◦3(c2) ∈ Gf(c1)(f(c2), and again we get the
contradiction that f◦3(c2) 6= c2.

4.3 Minimal Hubbard Trees

We continue our study of Hubbard trees (T, f,P) by taking a closer look
at fixed points of f . In general, statements on fixed points might not be
meaningful since Definition 4.1.5 allows for whole subtrees in T which are
pointwise fixed. Therefore, we restrict our investigation to special types
of Hubbard trees, the so-called minimal Hubbard trees. Fixed points then
reveal the basic dynamics of the map f .

Definition 4.3.1 (Minimal Hubbard tree). A minimal Hubbard tree is a
Hubbard tree (T, f,P) such that for each itinerary τ ∈ {0, 1, 2}N, there is at
most one periodic point p ∈ T with τ(p) = τ .

A minimal Hubbard tree is attracting if the following holds: if C is a
critical cycle of length n then for each p ∈ C, there is a neighborhood Up ⊂ T
such that for all x ∈ Up, f

◦jn converges to p as j goes to ∞.

The arguments of Lemmas 2.2.4 and 2.2.7 of the unicritical part carry
over to prove the following statement.

Proposition 4.3.2 (Minimal and tame representatives). Every equivalence
class of Hubbard trees contains a attracting minimal Hubbard tree.

4.3.1 Fixed Points

In the following, we are going to investigate how many fixed point a minimal
Hubbard tree (T, f,P) has.

Lemma 4.3.3 (Fixed points in T ). Let (T, f,P) be a minimal Hubbard tree.
Then any subtree Ti ⊂ T , i = 0, 1, 2, contains at most one fixed point. The
tree T itself contains at least one and at most four fixed points. If (T, f,P)
is admissible, then there are at most three fixed points in T .

Proof. Since a tree has the fixed point property (compare e.g. [N]), T con-
tains at least one fixed point. If both critical points are fixed, then T =
[c1, c2] and T might contain an additional fixed point in ]c1, c2[. In the tame
case, it actually has to by attracting dynamics. Any subtree Ti can contain
at most one fixed point by minimality. So, if none of the critical points are
fixed, then T contains at most three fixed points. If the critical point ci is
fixed and there are fixed points in T0 and Ti, then ci has two local arms
that are fixed by f . Thus, ci is an evil critical point. So we get a maximal
number of four fixed points for minimal Hubbard trees and of three fixed
points for admissible minimal Hubbard trees.
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Figure 4.11: A minimal Hubbard tree with four fixed points.

Figure 4.11 gives an example for a minimal Hubbard tree that contains
four fixed points.

Proposition 4.3.4 (Fixed points in T1). Let (T, f,P) be a minimal Hubbard
tree with kneading pair (ν1, ν2). Then T1 does not contain a fixed point if
and only if for all n > 0 and k = 1, 2, ν1

1 6= 1 and σ◦n(νk) 6= 1 = 111 · · · .
If α ∈ T1 is a fixed inner point, then α ∈ ]c1, f(c1)[.

There is an analogous statement for T2.
Note that the proof actually shows a slightly stronger statement: T1

contains no fixed point if and only if f(c1) 6∈ T1 and T1 contains no fixed
endpoint.

Proof. Let us first assume that f(c1) ∈ T1. We are going to show that there
is a fixed point in ]c1, f(c1)[. By Lemma 4.1.12, f(c1) 6∈ ]c1, f

◦2(c1)[. If
f◦2(c1) is not contained in a subtree branching off at b ∈ ]c1, f(c1)[, the in-
terval [c1, f(c1)] contains a fixed point by the intermediate value theorem. If
it is, then f(b) = b: if f(b) ∈ ]b, f◦2(c1)[, then the fact that f |[c1,f(c1),f◦2(c1)]

is injective implies that the two marked points b, c1 have an infinite orbit.
If f(b) ∈ ]b, f(c1)[, then f◦2(b) ∈ ]f(b), b[ or f◦2(c1) ∈ ]b, f◦2(c1)[ by expan-
sivity. Both times, we get |orb(b)| = ∞ because f |T1 is injective.

Next suppose that f(c1) 6∈ T1 and there is no n > 0 such that σ◦n(νj) = 1
for any j = 1, 2. Suppose there is a fixed point α ∈ T1. Then Lα(c1) is fixed.
By hypothesis, α is not an endpoint of T . Therefore, there is an e ∈ O
such that α ∈ ]c1, e[. Since f is locally injective at α, f◦i(e) ∈ Xα ⊂ T1

for all i ∈ N0, where Xα is the set of regular arms at α. This contradicts
expansivity because f(e) 6= e.

Remark 4.3.5. For unicritical cubic Hubbard trees the statement also holds
for i = 0. As a consequence, a unicritical cubic Hubbard tree contains
a unique fixed point α ∈ ]c, f(c)[ unless the critical point c is eventually
mapped on a fixed endpoint unequal to α. Then, the Hubbard tree has
exactly two fixed points.

To determine whether T0 contains a fixed point or not, we distinguish
two cases: in Proposition 4.3.6, we assume that none of the critical points
are fixed under f ; in Proposition 4.3.7, we assume that at least one ci is
fixed.
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Proposition 4.3.6 (Fixed point in T0). Let (T, f,P) be a minimal Hubbard
tree with kneading sequence (ν1, ν2) such that none of the critical points are
fixed. Then T0 does not contain a fixed point if and only if for all n > 0 and
j = 1, 2, σ◦n(νj) 6= 0 and one of the following holds:

(i) ν1
1 = 1 and ν2

1 ∈ {1, ⋆1},

(i’) ν2
1 = 2 and ν1

1 ∈ {2, ⋆2},

(ii) ν1
1 ∈ {0, ⋆2}, ν

2
1 = 2 and there is no fixed evil branch point in ]c1, c2[,

(ii’) ν2
1 ∈ {0, ⋆1}, ν

1
1 = 1 and there is no fixed evil branch point in ]c1, c2[.

This means that T0 contains no fixed point if and only if T0 contains no
fixed endpoint and either

(i) f(c1), f(c2) ∈ Ti for i = 1 or 2, or

(ii) f(c1) ∈ T0, f(c2) ∈ T2, and there is no fixed evil branch point in
]c1, c2[, or

(ii’) f(c2) ∈ T0, f(c1) ∈ T1, and there is no fixed evil branch point in
]c1, c2[.

The left Hubbard tree in Figure 4.9 illustrates that in case (ii), it is necessary
to require that there is no fixed evil branch point in ]c1, c2[. An example for
option (ii) is provided by the upper Hubbard tree in Figure 4.7.

Proof. If ν1
1 , ν

2
1 ∈ {1, ⋆1}, then f([c1, c2]) ∈ T1. Thus, only an arm that

branches off at b ∈ [c1, c2] can contain a fixed point. Suppose there is such
an arm and let α be the fixed point in this arm. Since f is a locally injective
at α it follows that for all p ∈ Xα, f◦i(p) ∈ Xα for all i ∈ N. Thus by
minimality, α must be an endpoint and consequently α ∈ O. The same
reasoning holds for (i′).

Now suppose that f(c1), f(c2) ∈ T0. If f(c1) ∈ [c1, c2] and f(c2) ∈ [c1, c2]
or f(c2) branches off at c1 from [c1, c2], then there is a fixed point in ]c1, c2[.
If f(c1) ∈ [c1, c2] but f(c2) branches off from ]c1, c2] at b and the branch
point b is not fixed, then b 6= c2 (since c2 is not a branch point) and f(b) ∈
]c1, c2[∩ ]f(c1), f(c2)[ by finiteness of orb(b). Depending on whether f(c1) ∈
]c1, b[ or f(b) ∈ ]b, c2[, there is a fixed point in ]c1, b[ or ]b, c2[. By symmetry,
the last case is that f(c1), f(c2) 6∈ [c1, c2]. Let b1, b2 ∈ [c1, c2] be the points
where the critical values branch off. Suppose first that {b1, b2} 6⊂ ]c1, c2[.
Then by finiteness of O, this is only possible if f(c1) is branching off at c2
or if f(c2) is branching off at c1 (compare Lemma 4.1.12). Independently
from where the second critical value branches off, there is a fixed point in
T0. (It is contained in ]c1, c2[ unless both critical values branch off at the
same ci.) Now let us consider the cases for b1, b2 ∈ ]c1, c2[. If b1 = b2 and
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f(c1), f(c2) are contained in the same global arm of b, then b, f(c1), f(c2)
form a non-degenerate triod with branch point b̂ because otherwise |O| = ∞.
Then f(b) = b̂, and this in turn implies (together with finiteness of O)
that f(b̂) ∈ Gb̂(b). So there is a fixed point in ]b, b̂[. In all other possible
combinations, f(bi) 6∈ Gbi

(f(ci)) for i = 1, 2 again by finiteness of O. This
yields that f(b1) = b1 if b1 = b2; otherwise there is a fixed point in ]b1, b2[.

If ν1
1 = 1, ν2

1 = 2 or ν1
1 ∈ {2, ⋆2}, ν

2
1 ∈ {1, ⋆1}, then ]c1, c2[ contains a

fixed point by the intermediate value theorem.

Now suppose that ν1
1 = 0, ν2

1 ∈ {1, ⋆1}. The case for ν1
1 ∈ {2, ⋆2}, ν

2
1 = 0

works the same way. If f(c1) branches off at b ∈ ]c1, c2[, then f(b) ∈ [c1, b]
and there is a fixed point in ]c1, b] by the intermediate value theorem. The
same holds if f(c1) ∈ ]c1, c2] or f(c1) branches off at c2. By finiteness of
orb(c1), f(c1) cannot branch off at c1.

The last case is that ν1
1 ∈ {0, ⋆2} and ν2

1 = 2 (or ν1
1 = 1 and ν2

1 ∈ {0, ⋆1}).
We claim that there is no fixed point in T0 unless one of the endpoints of T0

is fixed. Suppose first that f(c1) ∈ ]c1, c2]. Then there is an i0 > 1 such that
f◦i0(c1) ∈ T2 and f◦i(c1) ∈ ]c1, c2] for all i < i0. It follows that Gc1(c2) ∩ T0

contains no fixed point: such a fixed point could only be contained in an
arm branching off at b ∈ ]c1, c2[, but then two local arms at b collapse. An
arm of T0 branching off at c1 might contain a fixed point, which then must
be an endpoint of the tree. Since f(c1) 6∈ Xc1 ∩ T0 by finiteness of orb(c1),
it remains to consider that f(c1) is contained in an arm branching off at
b ∈]c1, c2]. If the branch point b is fixed, then it is evil. Otherwise finiteness
of orb(c1) implies that f(b) ∈ Gb(c2). Similarly to the previous case, the
fact that f is injective on T0 implies that there can only be a fixed point β
in an arm branching off in [c1, b[. And together with minimality, it follows
that β is an endpoint of T .

Proposition 4.3.7 (Fixed point in T0 when c1 fixed). Let (T, f,P) be a
minimal Hubbard tree with kneading pair (⋆1, ν2) so that c1 is fixed. Then
T0 does not contain a fixed point if for all n > 0 and j = 1, 2, σ◦n(νj) 6= 0
and one of the following holds:

(i) ν2
1 = 1

(ii) ν2
1 = 0 and f(c2) 6∈ Gc1(c2).

If ν2
1 ∈ {2, ⋆2}, then T0 might or might not have a fixed point.

If (T, f,P) is moreover attracting and admissible, then T0 does not con-
tain a fixed point if and only if for all n > 0 and j = 1, 2, σ◦n(νj) 6= 0 and
ν2
1 ∈ {0, 1}.

Therefore in the situation of Proposition 4.3.7, the subtree T0 of an
attracting minimal Hubbard tree which is admissible does not contain a
fixed point if and only if T0 contains no fixed endpoint and f(c2) 6∈ T2.
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Of course, the proposition is also true for the role of ν1 and ν2 inter-
changed.

Proof. If ν2
1 ∈ {2, ⋆2}, then ]c1, c2[ contains a fixed point if (T, f,P) has

attracting dynamics. If it does not, then we cannot make any statement.
If ν2

1 = 0, then f(c2) 6∈ [c1, c2]. Since c2 is not a branch point, f(c2)
branches off at b ∈ [c1, c2[. If b = c1 then there is no fixed point in Gc1(c2)∩
T0. However, it is possible that there is a arm at c1 that is contained in T0

and has a fixed point β and by minimality, β must be an endpoint of T . If
b ∈]c1, c2[, then f(b) = b by finitesness of orb(b). In this case, b is an evil
branch point .

If ν2
1 = 1, then f(]c1, c2]) ⊂ T1. Thus, if T0 contains a fixed point α, then

α is contained in an arm of c1 unequal to Gc1(c2). Since [c1, α] is fixed by
f , it follows that α is an endpoint and conseqeuently α ∈ O. Since ν2 6= ⋆1

this finishes the proof.

Note that if a Hubbard does not have to have attracting dynamics then
T0 might not contain a fixed point.

As a corollary of Propositions 4.3.4 and 4.3.6, we get the following sur-
prising statement:

Corollary 4.3.8 (Fixed points for admissible trees). Suppose (T, f,P) is an
attracting minimal Hubbard tree which is admissible. If none of its critical
points are fixed or eventually fixed, then T contains either one or three fixed
points.

4.3.2 Preimages of Characteristic Points

Let Ti ∈ P a subtree of the Hubbard tree (T, f,P). In this section, we are
going to determine under what conditions Ti contains a preimage of a given
characteristic point. The existence of preimages of characteristic points is
essential for our proof of a forcing relation between (combinatorially related)
Hubbard trees, see Section 5.1. Note that the presented statements hold for
arbitrary Hubbard trees, i.e. minimality or the like is not required.

For any characteristic point p we denote the the preimage of p contained
in Ti by pi

0 (if existing).

Lemma 4.3.9 (Periodic orbit of unicritical trees). Let (T, f,P) be a uni-
critical Hubbard tree with critical point c and let f(c) ∈ Tj for j = 1 or 2.
Furthermore suppose that there is a smallest number k such that f◦k(c) 6∈ Tj .
If p is a periodic point and j′ is such that f◦k(c) ∈ Tj′, then orb(p)∩Tj′ 6= ∅.

Proof. Let us assume by way of contradiction that orb(p) ∩ Tj′ = ∅. Since
f◦i(c) ∈ Tj for all i < k, since p ∈ ]c, f(c)[ and since f |Ti

is injective, we have
that f◦j(p) ∈ Tj for all j < k − 1. Moreover, f◦k−1(p) ∈ ]f◦k−1(c), f◦k(c)[⊂
Tj ∪Tj′, and hence by assumption f◦k−1(p) ∈ ]c, f◦k−1(c)[. This implies that
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f◦k(p) ∈]f(c), f◦k(c)[⊂ Tj ∪ Tj′ , and again by our assumption, f◦k(p) ∈
]c, f(c)[. Now we can repeat the argument, where p is replaced by f◦k(p).
Since p is periodic, we get after finitely many steps that orb(p) ⊂ Tj, con-
tradicting minimality.

In the following, we always assume that the regarded point p is v1-charac-
teristic. The analog statements hold, of course, for p being v2-characteristic.
We just have to interchange the role of th symbols “1” and “2”.

Lemma 4.3.10 (Existence of p0
0, p

1
0). Let (T, f,P) be a Hubbard tree and

let p ∈ T be v1-characteristic. If i ∈ {0, 1} and Ti ∩ orb(p) 6= ∅, then pi
0 ∈ Ti

exists.

If (T, f,P) is unicritical, then this also holds for i = 2.

Proof. Suppose that f◦l(p) ∈ Tk for some k ∈ {0, 1}. Then [f◦l(p), c1] maps
homeomorphically onto [f◦l+1(p), f(c1)], which contains p because p is v1=
characteristic. And thus, Tk contains a preimage pk

0 of p.

Lemma 4.3.11 (Existence of p2
0). Suppose that p is v1-characteristic and

f(c1) ∈ T2. Then at least one of the two preimages p0
0 or p2

0 exists.

Proof. Note that p ∈ ]c2, f(c1)[. Thus, if f(c2) ∈ Gp(c2), then the preimage
p0
0 ∈ T0 of p exists. If f(c2) 6∈ Gp(c2), then p is also characteristic with

respect to f(c2). By Lemma 4.3.10, p2
0 exists.

As a summary of Lemmas 4.3.9, 4.3.10 and 4.3.11, we get the following
proposition. Keep in mind that for all j = 0, 1, 2, orb(p) 6⊂ Tj by minimality.

Proposition 4.3.12 (Existence of preimages). Let (T, f,P) be a Hubbard
tree and let p ∈ T be v1-characteristic. Then the following are true:

(a) Suppose that (T, f,P) is unicritical. For any i ∈ {0, 1, 2}, if orb(p) ∩
Ti 6= ∅ then pi

0 ∈ Ti. In particular, if Tj is the subtree that contains the
first iterate of c1 that is not contained in the same subtree as f(c1),
then pj

0 exists.

(b) If (T, f,P) is not unicritical, then at least one of the two preimages p0
0

and p1
0 exists. More precisely, for i ∈ {0, 1}, if orb(p) ∩ Ti 6= ∅ then

pi
0 ∈ Ti exists. If p0

0 does not exist, then p is also v2-characteristic and
the two preimages p1

0, p
2
0 exist.

The preimage p2
0 might or might not exist regardless in which Ti the

critical value f(c1) is contained and whether orb(p) ∩ T2 = ∅ or not.

Corollary 4.3.13 (Unique preimage). If p is a periodic point which is v1-
characteristic and T contains exactly one preimage of p, then this preimage
is p0

0 ∈ T0.
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Figure 4.13: Two unicritical Hubbard trees. In the left example all three
preimages pi

0 of the characteristic point p exist, in the right example only
two exist.

Figures 4.13 to 4.12 illustrate several options described in Propositon
4.3.12. In particular, they show that one cannot make any statement about
the existence of the preimage p2

0. Observe that for any cubic polynomial
which is obtained by intertwining two quadratic polynomials at their β-fixed
points (cf. [EY]), the preimage p2

0 is never contained in T .
Figure 4.12 shows that there are indeed Hubbard trees that contain

exactly one preimage of a characteristic point p.
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Chapter 5

The Parameter Plane

5.1 Orbit Forcing

Before we start the study of a forcing relation on periodic orbits of Hubbard
trees, let us fix some notation. Suppose (T, f,P) is a Hubbard tree of capture
or disjoint type and let (ν1, ν2) be its kneading sequence. If ν1 is ⋆1-periodic,
then we associate to ν1 the sequences Ak(ν

1) for k = 0, 1 by replacing each
symbol ⋆1 by k. With A(ν1) we mean any element of {A0(ν

1),A1(ν
1), ν1}.

If ν1 is preperiodic, then we set A(ν1) := ν1. We define Ak(ν
2) for k = 0, 2

and A(ν2) analogously. Note that in the unicritical case, we distinguished
whether n ∈ orbρ(Ak(ν)) or not, which led to the notion of upper and
lower kneading sequences. If n 6∈ orbρ(Ak(ν)) then we denoted Ak(ν) by
A(ν). Such a distinction is not useful in the general cubic setting: the
combinatorial information whether n ∈ orbρ(Ak(ν

i)) or not has no geometric
interpretation with respect to the location of points p ∈ T with τ(p) =
Ak(ν

i).

At this moment, we do not define Ak(ν
i) for adjacent and bitransitive

Hubbard trees.

In this section, we only consider hyperbolic Hubbard trees, i.e. Hubbard
trees such that each of their critical points eventually maps onto a criti-
cal cycle. Suppose that (T, f,P), (T̃ , f̃ , P̃) are hyperbolic Hubbard trees
such that T contains two characteristic points with itineraries A(ν̃1),A(ν̃2),
where (ν̃1, ν̃2) is the kneading sequence of (T̃ , f̃ , P̃). We compare the char-
acteristic points of the two Hubbard trees. In particular, we give sufficient
conditions under which a characteristic point z ∈ T̃ is also found in T , and
present examples that these conditions are not necessary. We use the ob-
tained result on orbit forcing to introduce a partial order on equivalence
classes of Hubbard trees.

153
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5.1.1 Orbit Forcing for Hubbard Trees with One Free Criti-

cal Point

We start out with the set of Hubbard trees whose critical points c2 have a
fixed kneading sequence µ. Let p ∈ T be a point “representing” the Hubbard
tree (T̃ , f̃ , P̃) in T (this is made more precise below). We first compare the
arrangements of points in orb(p) ∪ orb(c2) ⊂ T and Õ ⊂ T̃ .

Definition 5.1.1 (Characteristic precritical, corresponding points). Let
(T, f,P), (T̃ , f̃ , P̃) be two Hubbard trees with kneading sequences (ν1, ν2),
(ν̃1, ν̃2).

Suppose that c2 ∈ T is periodic and p ∈ T such that f◦i(p) = c2 for
some i ∈ N. Let i0 the smallest integer such that f◦i0(p) ∈ orb(c2). We
call p a v1-characteristic precritical point if p ∈ [c1, f(c1)] \ [c1, c2] and
{p, . . . , f◦i0(p)} ⊂ Gp(c1). If we say that a point p is v1-characteristic (pre-
critical), then p is either v1-characteristic or v1-characteristic precritical.

v2-characteristic precritical points are defined in an analogous way.

For any p ∈ T which is vi-characteristic (precritical), we set orb′(p) :=
orb(p)∪{p0

0, p
i
0} ⊂ T , where p0

0 ∈ T0, p
i
0 ∈ Ti are preimages of p (if existing).

Suppose that T contains a vi-characteristic (precritical) point p with
τ(p) = A(ν̃). Then for all j ∈ N, we call the points f◦j(p) ∈ T and
f̃◦j(ṽi) ∈ T̃ corresponding. Both preimages p0

0, p
i
0 of p correspond to c̃i.

Definition 5.1.2 (Combinatorially related Hubbard trees). Let (T, f,P),
(T̃ , f̃ , P̃) be two Hubbard trees of capture or disjoint type and let (ν1, ν2),
(ν̃1, ν̃2) be their kneading sequences.

Suppose that ṽ1, ṽ2 ∈ T̃ are characteristic (precritical) with respect to
themselves and that p, q ∈ T are v1-, v2-characteristic (precritical) such that
τ(p) = A(ν̃1) and τ(q) = A(ν̃2). Then we say that (T̃ , f̃ , P̃) is combinatori-
ally represented in (T, f,P). The two Hubbard trees (T, f,P), (T̃ , f̃ , P̃) are
called combinatorially related.

Finally, let us define

Hµ := {(T, f,P) minimal and attracting such that τ(c2) = µ}.

Remark 5.1.3. The definition of Hµ is only meaningful for ⋆2-periodic µ.
Recall that µ is ⋆2-periodic if and only if c2 is periodic such that c1 6∈ orb(c2).
The set Hµ is a single equivalence class of Hubbard trees if µ is not ⋆2-
periodic: in this case, the Hubbard tree in question is either of adjacent or
bitransitive type or c2 is captured by the critical cycle orb(c1). For each
possibility, we have that orb(c1) ⊂ orb(c2). So the itinerary of c2 uniquely
determines the itinerary of the critical point c1. Therefore, when we fix
the itinerary of c2, we automatically fix the itinerary of c1 as well. Hence
by Theorem 4.2.7, any two Hubbard trees in Hµ are equivalent if µ is not
⋆2-periodic.
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Lemma 5.1.4 (Location of corresponding points). Let (T, f,P), (T̃ , f̃ , P̃) ∈
Hµ be two Hubbard trees. Suppose that µ is ⋆2-periodic that ṽ1 ∈ T̃ is ṽ1-
characteristic with exact period n. Let k ∈ {0, 1} such that k 6= τn(x̃) and
x̃ ∈]c̃1, ṽ1] such that [x̃, ṽ1[ contains no precritical point of step at most n+2.
Suppose that there is a v1-characteristic point p ∈ T such that τ(p) = Ak(ν̃).

If x̃ ∈ Õ, x̃ 6= ṽ1, and x ∈ orb(p) ∪ orb(c2) is the corresponding point in
T , then x̃ ∈ Gṽ1(c̃1) if and only if x ∈ Gp(c1).

Proof. The statement is clearly true if x̃ ∈ {c̃1, c̃2}. In all other cases, we
proceed by contradiction.

“=⇒” Let us first assume that x̃ ∈ Gṽ1(c̃1) whereas x 6∈ Gp(c1). Since
p is characteristic, x ∈ orb(c2) and thus x̃ ∈ orb(c̃2). Let a denote the point
in {p0

0, p
1
0, c2} such that Y := [a, p, x] ⊂ Tj for some j and let ã ∈ {c̃1, c̃2} be

its corresponding point. Then Y is degenerate with p in the middle while
[ã, ṽ1, x̃] =: Ỹ is either non-degenerate or degenerate with x̃ in the middle.
We are going to show that both possibilities yield a contradiction.

Let us first assume that both triods are degenerate. Then by condition
(P2) of Definition 4.1.5, there is an i0 such that ϕ◦i0(Ỹ ) = stop (with
c̃2 in the middle). The iterates φ◦i0

eY
(ã), φ◦i0

eY
(ṽ1) are on different sides of c̃2

while φ◦i0Y (a), φ◦i0Y (p) are on the same of c2, contradicting that corresponding
points have the same itinerary (modulo ⋆1). It can of course happen that
we have to chop the triod before reaching time i0 (see Definition 4.2.2).
No iterate of ν̃1 can be chopped off in Ỹ and no iterate of x in Y ; so we
only have to consider the case that a, ã are chopped off. If the chopping
happens at c2, c̃2, then we replace the images of a, ã by the critical points
c2, c̃2. If the chopping happens at c1, c̃1, we replace φ◦j

eY
(ã) by c̃1, and φ◦jY (a)

by pi
0 if φ◦jY (p) ∈ ]pi

0, φ
◦j
Y (x)[ (i = 0 or 1 such that the chopped triod is

contained in Ti). We continue the iteration. If however φ◦jY (p) 6∈ ]pi
0, φ

◦j
Y (x)[,

then [c1, φ
◦j
Y (p), pi

0] is degenerate with φ◦jY (p) in the middle. Consequently

φ◦j+1
Y (p) ∈ ]v1, p[, contradicting the hypothesis that p is v1-characteristic.

Now suppose that Ỹ is non-degenerate. As in the previous case, one
can show that chopping does not cause any problems, so that all iterates
ϕ◦i(Y ), ϕ◦i(Ỹ ) are well-defined unless a stop case occurs for some iterate
of Ỹ . Suppose that this happens at time i0 and that c̃ is the branch point
of ϕ◦i0(Ỹ ). Then either [φ◦i0Y (a), φ◦i0Y (p), c] or [φ◦i0Y (x), φ◦i0Y (p), c] is degen-

erate with φ◦i0Y (p) in the middle. If c = c1, then for q = x or a, the triod

[φ◦i0Y (q), φ◦i0Y (p), pi
0] is degenerate with φ◦i0Y (p) in the middle, because p is

v1-characteristic. (Again i is chosen such that the obtained triod lies in Ti.)
According as c̃ = c̃1 or c̃ = c̃2, we replace the chopped off point in ϕ◦i0(Y )
by pi

0 or c2. In both cases, we iterate the newly obtained triod in T and

the corresponding triod in T̃ , which is degenerate with c̃ in the middle. Fol-
lowing the reasoning of the previous case, we can iterate both triods until
we eventually get a stop for the triod in T̃ . Then the images of p and q
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lie on the same side of the image of c whereas the images of q̃ and ṽ1 lie on
different sides of c̃, a contradiction.

If ϕ◦i(Ỹ ) 6= stop for all i ∈ N, then by condition (P2) of Definition 4.1.5,
the branch point b̃ of Ỹ is not (pre-)critical; and since ṽ1 is never chopped
off, τ(b̃) = ν̃1 (modulo ⋆1). Furthermore, τi(p) = τ(b̃i) for all i < n, where
n is the period of ν̃1. At time n, in T at most one point of φ◦nY (a), φ◦nY (x)

and in T̃ at most one of φ◦n
eY

(ã), φ◦n
eY

(x̃) is chopped off. So one of these points

determines the n-th entry in τ(p) and in τ(b̃). Therefore τn(p) = τn(b̃),
contradicting our hypothesis on τ(p).

“⇐=” To prove the converse direction, suppose that x̃ 6∈ Gṽ1(c̃1) and
x ∈ Gp(c1). Then again x̃ ∈ orb(c̃2). Let a, ã be defined as above. By

assumption, Ỹ := [ã, ṽ1, x̃] is degenerate with ṽ1 in the middle while Y :=
[a, p, x] is either non-degenerate or degenerate with x in the middle.

Let us first consider the case that Y is degenerate. Again by condition
(P2) of Definition 4.1.5, we eventually reach the stop case in Y or Ỹ when we
iterate the triods under ϕ. In both cases, the location of points contradicts
that corresponding points have equal itineraries (modulo ⋆1). If we have
to chop the triods before we reach a stop, then this can only happen at
the images of a, ã. (It must happen in both triods at the same time.) If
the chopping occurs at c2, c̃2, we replace the chopped off points by c2, c̃2
and continue the iteration. We do the same if the chopping occurs at c1, c̃1
and the appropriate preimage pi

0 of p is such that φ◦iY (x) ∈ [pi
0, φ

◦i
Y (p)].

Otherwise φ◦i+1
Y (x) = f◦i+1(x) 6∈ Gp(c1). We have already shown that this

implies that φ◦i+1
eY

(x̃) = f̃◦i+1(x̃) 6∈ Gṽ1(c̃1) either. But this forces that

φ◦i+1
eY

(ṽ1) = f̃◦i+1(ṽ1) 6∈ Gṽ1(c̃1), contradicting the hypothesis that ṽ1 is
ṽ1-characteristic.

If Y is non-degenerate with branch point b, then expansivity and condi-
tion (P2) on P imply that eventually p is chopped off or ϕ◦i0(Y ) = stop.
We can iterate the triods Y, Ỹ until we reach one of the two events: again
we only have to worry if the chopping occurs at c1, c̃1. Only iterates of ã, a
or x̃, x can be chopped off. Without loss of generality, let us assume that
a, ã is chopped off. If pi

0 ∈ Gb(c1), then we replace the image of a by pi
0

and continue the iteration. Otherwise we get that pi
0 ∈ [φ◦iY (b), φ◦iY (p)], and

it follows that φ◦i+1
Y (x) ∈ Gp(v1). Since ṽ1 is characteristic with respect to

itself, we have that in T̃ , φ◦i+1
eY

(x̃) ∈ Gṽ1(c̃1). But we have already seen

that this is not possible (this was the first direction we considered). So we
can assume that Y, Ỹ can be iterated until one of the two events mentioned
above happens.

The image of p cannot be chopped off because this immediately contra-
dicts that corresponding points have equal itineraries. If ϕ◦i0(Y ) = stop

and f◦i0(b) = c2, then [c̃2, φ
◦i0
eY

(ṽ1), φ
◦i0
eY

(q̃)] ⊂ T̃j is degenerate with φ◦i0
eY

(ṽ1)

in the middle and [φ◦i0Y (p), c2, φ
◦i0
Y (q)] ⊂ Tj is degenerate with c2 in the
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middle, where q̃, q equals ã, a or x̃, x. Now we can apply the reasoning of
the previous case to get the same contradiction as there. If f◦i0(b) = c1,
then [φ◦i0Y (q), pi

0, φ
◦i0
Y (p)] is degenerate with pi

0 in the middle because p

is v1-characteristic (q as above). In T̃ , [c̃1, φ
◦i0
eY

(ṽ1), φ
◦i0
eY

(q̃)] is degenerate

with φ◦i0
eY

(ṽ1) in the middle. Now iterate these two triods. Since p is
v1-characteristic, chopping does not cause any problems. By minimality,
there is an iterate when φ◦i0Y (p) is chopped off, which cannot happen for

φ◦i0
eY

(p) ∈ T̃ .

Lemma 5.1.5 (Orbit forcing in Hµ, disjoint case). Let µ be a ⋆2-periodic

kneading sequence and (T, f,P), (T̃ , f̃ , P̃) ∈ Hµ be two Hubbard trees with
kneading sequences (ν, µ) and (ν̃, µ). Furthermore, suppose that ṽ1 is ṽ1-
characteristic and that T contains a periodic point p such that p is v1-
characteristic and τ(p) = Ak(ν̃), where k is chosen as in Lemma 5.1.4.

Then for all ṽ1-characteristic points z̃ ∈ T̃ , there is a v1-characteristic
point z ∈ ]c1, p[⊂ T such that τ(z) = τ(z̃).

Proof. We pursue the same strategy as in the unicritical case. We start by
iteratively constructing intervals Ĩk ∈ T̃ such that for all k ∈ N, f̃◦k(z̃) ∈ Ĩk,
∂Ĩk ∈ Õ and such that f̃ |Ĩk

is a homeomorphism. For k = 0, we set

Ĩ0 =

{
[c̃1, ṽ1] if ṽ1 ∈ T̃1 ∪ T̃0

[c̃2, ṽ1] if ṽ1 ∈ T̃2
.

Now suppose that Ĩk = [x̃, ỹ] has been defined. Let Xṽ1 be the set of regular
arms at ṽ1. We have to distinguish the following three cases:

(i) If f̃(Ĩk) ⊂ T̃i for some i ∈ {0, 1, 2}, set Ĩ ′k+1 := f̃(Ĩk).

(ii) If f̃(Ĩk) ⊂ T̃0 ∪ T̃i for some i ∈ {1, 2} and f̃(Ĩk) intersects both sub-
trees, then let Ĩ ′k+1 be the one interval of [f̃(x̃), c̃i] and [f̃(ỹ), c̃i] that

contains f̃◦k+1(z̃).

(iii) If f̃(Ĩk) ∩ Ti 6= ∅ for all i ∈ {0, 1, 2}, then f̃(x̃) ∈ T1 and f̃(ỹ) or vice
versa. Let us suppose the first possibility holds (for the second one,
we define Ĩk+1 in an analogous way). We define Ĩ ′k+1 to be the interval

of [f̃(x̃), c̃1], [c̃1, c̃2] and [c̃2, f̃(ỹ)] that contains f̃◦k+1(z̃).

For all three cases, we set Ĩk+1 := Ĩ ′k+1 \ Xṽ1 This defines Ĩk for all k ∈ N.

Since ∂Ĩk ∈ Õ for all k and Õ is finite, the sequence of the Ĩk is preperiodic.
In particular, if n is the period of z̃, then there are 0 ≤ k0 < k1 such that
Ĩk0n = Ĩk1n. We set J̃k := Ĩk+k0n for all k ∈ N.

Now, we define analogous intervals in T : for all k ∈ N, we define Jk to
be the interval bounded by two points in orb′(p)∪ orb(c2) which correspond
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to the two endpoints of J̃k. If one endpoint of J̃k is c̃1 and the second one

lies in T̃i for i = 0 or 1, we pick in T the preimage pi
0 of p as the endpoint

that corresponds to c̃1. This preimage exists by the following claim:

Claim: If f̃◦k(z̃) ∈ [x̃, c̃1] = J̃k ⊂ T̃i for i = 0 or 1 and some k ∈ N, then
pi
0 ∈ T exists and pi

0 ∈ [x, c1], where x is the corresponding points of x̃.

For the proof of this claim, observe that z̃ being ṽ1-characteristic implies
that f̃(x̃) ∈ Gṽ1(c̃1). Therefore f(x) ∈ Gp(c1) by Lemma 5.1.4. This is
possible if and only if pi

0 ∈ [x, c1].

Next we show that Jk+1 ⊂ f(Jk) for all k ≥ 0: it suffices to consider
the cases where Jk+1 6= f(Jk). This is only possible if we had to cut either
the interval f̃(Ĩk+k0n) at a critical point to get Ĩ ′k+k0n+1 or the interval

Ĩ ′k+k0n+1 at ṽ1 to get Ĩk+k0n+1. The above claim immediately implies that
Jk+1 ⊂ f(Jk) in the first case. In the second case, this follows from Lemma
5.1.4, which says that x̃ 6∈ Gṽ1(c̃1) if and only if x 6∈ Gp(c1).

Since the itineraries of p and c̃1 (modulo ⋆1), and of c2 and c̃2 coincide,
the construction of the intervals Jk yields that f |Jk

is injective for all k. Let
Sk := {x ∈ T : f◦i(x) ∈ Ji for all 0 ≤ i ≤ k}. Then S :=

⋂∞
k=0 Sk is the

nested intersection of non-empty, compact, connected sets and thus non-
empty, compact and connected itself. That is, S is a possibly degenerate
interval. We claim that S contains a periodic point z with itinerary τ(z̃).
Since f◦(k1−k0)n(S) = S, there is a periodic point z ∈ S, and if z ∈ S̊, then
τ(z) = τ(z̃) by Lemma 4.1.11. Since c2 might have been used to define the
Jk (or c1 in the case that p = v1), the endpoints of S might not have itinerary
τ(z̃). Let us suppose that S contains no periodic point with itinerary τ(z̃).
If S = {z} is a singleton then z = f◦i(ci). The construction implies that z
is the limit of precritical points. As z is on a critical cycle, this contradicts
the fact that (T, f,P) has attracting dynamics. If S is non-degenerate, then
it must be an interval because S̊ contains no branch point of T : this would
be a periodic point with itinerary τ(z̃). The two endpoints e1, e2 must be
(pre-)critical and 1- or 2-periodic under f◦(k1−k0)n. Now attracting dynamics
implies that there is a point z ∈ S̊ which is fixed by f◦2n(k1−k0). This shows
the existence of a periodic point z ∈ T that has itinerary τ(z̃). Observe that
the way the intervals Jk were defined, orb(z) ⊂ Gp(c1).

It remains to show that z is v1-characteristic. If it is not then either
z 6∈ ]ci, v1[, where ci so that ]ci, v1[ does not contain the second critical
point, or z ∈ ]ci, v1[ but there is an iterate zl of z such that zl 6∈ Gz(ci).

Let us start with the first possibility. We consider the degenerate triod
[ã, z̃, ṽ1] =: Ỹ ⊂ T̃ and the non-degenerate triod [a, z, p] =: Y ⊂ T with

branch point b, where ã ∈ {c̃1, c̃2} and a ∈ {p0
0, p

1
0, c2} such that Ỹ ⊂ T̃j, Y ⊂

Tj for some j. We iterate Y, Ỹ under ϕ. In T , we replace points that are
chopped off at c1 (at c2) by the appropriate preimage of p (by c2). Let us
suppose that at time k either z is chopped off or ϕ◦k(Y ) = stop. Such a time
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exists because τ(z) 6= τ(b) and by condition (P2) of Definition 4.1.5. Observe
that p, a might have been chopped off before time k. However, it is possible
to chop the triods Y, Ỹ in such a way that corresponding generating points
of the new triods have the same itineraries: if φ◦jY (p) or φ◦jY (a) is chopped off
for some j < k, then let j0 be the smallest number with this property and
let r be the point that replaces the chopped one. Let us suppose the image
of a is chopped off. The argument is similar for the case that p is chopped
off (just interchange the roles of a and p). We claim that r ∈ Gf◦j0 (b)(ci)

and thus the triod [r, f◦j0(z), f◦j0(p)] is non-degenerate with branch point
f◦j0(b). The claim is trivially true if r = c2. If r = p0

0 or r = p1
0, then

r ∈ ]c1, f
◦j0(b)[ because otherwise f◦j0(z) 6∈ Gp(c1), which is not possible as

we have seen. We continue the iteration until we reach time k. This might
include further choppings of the just described kind (where f might have to
be replaced by the chopping map φY ).

Now let us consider the situation at time k. Since the defining points
of ϕ◦k(Y ) and ϕ◦k(Ỹ ) have the same itineraries (modulo ⋆1) and z̃ is con-
tained in the middle of Ỹ , we must have that f◦k(Y ) = stop. Then either
φ◦kY (a) and φ◦kY (z) or of φ◦kY (p) and φ◦kY (z) are contained on the same side
of the critical point c = f◦k(b). We show that the first possibility yields a
contradiction. One derives a contradiction in the second case by the same
reasoning.

If c = c2, then the triod [φ◦k
eY

(ã), φ◦k
eY

(z̃), c̃2] =: Ỹk ⊂ T̃ is degenerate

with φ◦k
eY

(z̃) in the middle, whereas the triod [φ◦kY (a), φ◦kY (z), c2] =: Yk ⊂ T
is degenerate with c2 in the middle. We iterate both triods until we reach
stop in some image of Yk (this must eventually happen by requirement (P2)
imposed on P). At this moment, the images of φ◦kY (a), φ◦kY (z) are on different

sides of c2 while in T̃ , the corresponding points are on the same side of c̃2, a
contradiction. It might happen that we have to chop the triods Yk, Ỹk when
we push them forward. By the same argument as in the previous paragraph,
this causes no problems.

If c = c1, then orb(z) ⊂ Gp(c1) implies that there is a preimage pi
0 ∈

[φ◦kY (z), φ◦kY (a)]. Now we iterate the triods [φ◦k
eY

(ã), φ◦k
eY

(z̃), c̃1] =: Ỹk and

[φ◦kY (a), φ◦kY (z), pi
0] =: Yk ⊂ T until in Yk, the image of φ◦kY (z) is chopped off,

which is a contradiction as this can never occur in Ỹk. Also here, we might
have to chop the triods before we reach this contradiction. In Yk, only an
iterate of φ◦kY (a) might be chopped off earlier than the iterate of f◦k(z). Say
this happens at time l < k. Again chopping at c2 yields no problem and at
c1, we have that φ◦lYk

(φ◦kY (z)), φ◦lYk
(pi

0) and pj
0 form a degenerate triod with

φ◦lYk
(pi

0) in the middle because p is v1-characteristic.

If z ∈ ]c1, v1[ but there is an iterate zl 6∈ Gz(c1), then the triod [a, zl, z]
is degenerate with z in the middle whereas [c̃i, z̃l, z̃] is either non-degenerate
or degenerate with z̃l in the middle. Both possibilities yield similar contra-
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Figure 5.1: The above Hubbard trees illustrate the exceptional case of the
orbit condition. The critical orbit c1 of the left tree is represented in the right
one by orb(p1). Both trees are admissible, the polynomials generating them
are marked by (6a), (6b) in Figure 4.8. Note that for any degenerate triod
[x, c1, y] with c1 in the middle of the left tree, we can choose one preimage of
pi
0 in the right tree so that [x, pi

0, y] is degenerate with pi
0 in the middle. In

the situation at the bottom, this is not possible anymore. The two sketches
can be extended to admissible Hubbard trees.

dictions as the cases discussed above. This finishes the proof.

Remark 5.1.6. Let (T, f,P), (T̃ , f̃ , P̃) ∈ Hµ be two equivalent Hubbard
trees and suppose that their critical values v1, ṽ1 are v1-, ṽ1-characteristic.
Then Lemma 5.1.5 shows in particular that T contains a v1-characteristic
point with itinerary τ if and only if T̃ does. If the two Hubbard trees do
not have attracting dynamics and the itinerary of the v1-characteristic point
equals the itinerary of v1 (modulo ⋆1), then this is not true in general.

Definition 5.1.7 (Orbit condition for Hµ). Let (T, f,P), (T̃ , f̃ , P̃) ∈ Hµ

such that (T̃ , f̃ , P̃) is combinatorially represented in (T, f,P). We say that
(T, f,P), (T̃ , f̃ , P̃) meet the orbit condition if any three points x1, x2, x3 ∈
orb′(p) ∪ orb(c2) ⊂ T and their corresponding points x̃1, x̃2, x̃2 ∈ Õ ⊂ T̃
form combinatorially equivalent triods unless the following holds: the triod
[x̃, c̃1, ỹ] ⊂ T̃ is degenerate with c̃1 in the middle whereas [x, pi

0, y] ⊂ T is
non-degenerate and c1 is contained in its interior, where i = 0 or 1.

We allow for the exceptional case because if c̃1 ∈ T̃ and c1 ∈ T are branch
points, then it might very well happen that the degenerate triod [x̃, c̃1, ỹ]
becomes a non-degenerate triod [x, pi

0, y] in T . This is illustrated in Figure
5.1.

Remark 5.1.8. By Definition 4.1.29, any two representatives of an equiv-
alence class meet the orbit condition.
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Proposition 5.1.9 (Orbit forcing in Hµ). Let µ be a ⋆2-periodic kneading

sequence and (T, f,P), (T̃ , f̃ , P̃) ∈ Hµ. Suppose that (T̃ , f̃ , P̃) is combina-
torially represented in (T, f,P) such that these two Hubbard trees meet the
orbit condition.

Then for any ṽ1-characteristic (precritical) point z̃ ∈ T̃ , there is a v1-
characteristic point z ∈ T such that τ(z) = τ(z̃).

Proof. We show first that under the assumption of the current lemma, the
statement of Lemma 5.1.4 holds. Therefore, we do not need the assumption
on τ(p) anymore for the statement of the orbit forcing lemma.

Claim: If x̃ ∈ Õ, x̃ 6= ṽ1, and x ∈ orb′(p)∪ orb(c2) is the corresponding
point in T , then x̃ ∈ Gṽ1(c̃1) if and only if x ∈ Gp(c1).

Let x̃ 6∈ {c̃1, c̃2} (for these two points, the claim is clearly true). If
x̃ ∈ Gṽ1(c̃1) and x 6∈ Gp(c1), then the triod [c2, p, x] is degenerate with p in
the middle whereas [c̃2, x̃, ṽ1] is either non-degenerate or degenerate with x̃
in the middle. Both possibilities contradict that (T, f,P), (T̃ , f̃ , P̃) meet the
orbit condition. Similarly, if x̃ 6∈ Gṽ1(c̃1) then [c̃2, ṽ1, x̃] is degenerate with
ṽ1 in the middle. Now the orbit condition implies that [c2, p, x] is degenerate
with p in the middle and thus, x 6∈ Gp(c1), and chopping causes no problems.

To prove the statement of this lemma, suppose first that z̃ ∈ T̃ is ṽ1-
characteristic. The proof of Lemma 5.1.5 carries over to the current situ-
ation. We want to verify the crucial steps in that proof: first we have to
make sure that for the intervals Jk in T , Jk+1 ⊂ f(Jk) for all k ∈ N0. This
holds by the above claim and because z̃ is ṽ1-characteristic. So we find a
periodic point z ∈ T with τ(z) = τ(z̃). The above claim also guarantees that
orb(z) ⊂ Gp(c1). So it only remains to show that z is v1-characteristic. We
can argue literally the same way as in the proof of Lemma 5.1.5, only in its
second to last paragraph, we have to use a different argument that chopping
is no problem: we iterate the degenerate triods [φ◦k

eY
(ã), φ◦k

eY
(z̃), c̃1] =: Ỹk

(φ◦k
eY

(z̃) is in the middle) and [φ◦kY (a), φ◦kY (z), pi
0] =: Yk (pi

0 is in the middle).

It might happen that φ◦k
eY

(ã), φ◦kY (a) are chopped off at c̃1, c1. Now the or-

bit condition implies that [φ◦lYk
(φ◦kY (a)), pj

0, φ
◦l
Yk

(pi
0)] is either non-degenerate

or degenerate with pj
0 in the middle, and thus, [φ◦lYk

(φ◦kY (z)), pj
0, φ

◦l
Yk

(pi
0)] is

degenerate with φ◦lYk
(pi

0) in the middle.

Now let us prove the claim for the case that z̃ is ṽ1-characteristic pre-
critical. Let i0 be the smallest integer such that f̃◦i0(z̃) ∈ orb(c̃2), say
f̃◦i0(z̃) = f̃◦i1(c̃2). We define closed intervals Ĩ0, . . . , Ĩi0−1 ⊂ T̃ as in the
proof of Lemma 5.1.5; for i0, we set Ĩi0 := f̃(Ĩi0−1). Let Ik ⊂ T be the inter-
val obtained by taking the convex hull of the two points corresponding to the
endpoints of Ĩk. As above, one can show that f(Ik) ⊃ Ik+1 and Ik ∈ Gp(c1)

for all 0 ≤ k < i0. (Recall that by definition, {z̃, . . . , f̃◦i0(z̃)} ⊂ Gṽ(c̃1).)
Then there is a point z ∈ T such that f◦k(z) ∈ Ik for all 0 ≤ k < i0 and
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f◦i0(z) = f◦i1(c2) and τ(z) = τ(z̃).

It only remains to show that z is v1-characteristic precritical. If z does
not have this property, then there is an iterate f◦l−1(z) =: zl with l ≤
i0 + 1 such that [a, z, zl] is degenerate with z in the middle while [ã, z̃, z̃l]
is either degenerate with z̃l in the middle or non-degenerate. The point
a ∈ {p0

0, p
1
0, c2} is again chosen so that [a, z, zl] ∈ Tj for some j. Note

that z ∈ ]c1, v1[ by construction. Let us first assume that both triods are
degenerate. There is a time where the images of z, zl are on different sides
of some critical point c. At this moment, the images of z, a are on the same
side of c while the images of z̃, ã are on different sides of c̃, a contradiction.
Suppose the images of a, ã are chopped off before this event happens. If this
happens at c2, c̃2, we replace the chopped off points by c2, c̃2 and continue the
iteration. Suppose a chopping happens at c1 at time k. If pi

0 6∈ Gf◦k(z)(c1),

then f◦k+1(z) 6∈ Gp(c1) and thus f◦k+1(z) ∈ orb(c2) and f◦k(zl) ∈ orb(c2).
Now by the above claim, f̃◦k+1(z̃), f̃◦k+1(z̃l) 6∈ Gṽ1(c̃1) and therefore pi

0 6∈
Gf◦k(zl)

(c1). But this means that [φ◦k
eY

(ã), c̃1, f̃
◦k(z̃l)] is a degenerate triod

with c̃1 in the middle whereas [φ◦kY (ã), pi
0, f

◦k(zl)] is degenerate with f◦k(zl)
in the middle, contradicting the orbit condition.

Now if [ã, z̃, z̃l] =: Ỹ is non-degenerate, then either the branch point
b̃ is precritical and there is a k such that ϕ◦k(Ỹ ) = stop, or the image
of z̃ is chopped off. The latter one is not possible because this cannot
happen in [a, z, zl], which is a degenerate triod with z in the middle. By
similar arguments as above, chopping before time k is no problem. Note
that in ϕ◦k(Ỹ ), the image of z̃ cannot be chopped off. Let us suppose that
at time k, the image of ã is chopped off (the reasoning for the case that
the image of z̃l is chopped off is similar). We first consider the possibility
that f̃◦k(b̃) = c2. The triod [φ◦k

eY
(z̃l), c̃2, φ

◦k
eY

(z̃)] is degenerate with c̃2 in the

middle while [c2, φ
◦k
Y (z), φ◦kY (zl)] is degenerate with φ◦kY (z) in the middle.

Eventually the first triod is mapped to stop, which yields a contradiction
to the fact that corresponding points have equal itineraries. Again chopping
off the image of φ◦k

eY
(z̃l) before we reach stop is no problem (no other point

can be chopped off).

It remains to consider the case when f̃◦k(b̃) = c1. Then pi
0 ∈ Gf◦k(z)(c1):

suppose it was not. Then f◦k+1(z) 6∈ Gp(c1), and f◦k(z) ∈ orb(c2). Thus,
the mutual location of f◦k(a), f◦k(z) and pi

0 in T and the mutual location

of the corresponding points in T̃ contradict that (T, f,P), (T̃ , f̃ , P̃) meet
the orbit condition. Now we can apply the same arguments as in the case
f̃◦k(b̃) = c2. This finishes the proof.

Lemma 5.1.10 (Forcing from larger to smaller Hubbard tree). Let (T, f,P),
(T̃ , f̃ , P̃) ∈ Hµ such that (T̃ , f̃ , P̃) is combinatorially represented in (T, f,P)
and that the two Hubbard trees meet the orbit condition. Let z ∈ ]c1, p[
be a v1-characteristic (precritical) point. Then there is a ṽ1-characteristic
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(precritical) point z̃ in T̃ such that τ(z) = τ(z̃).

Proof. For the proof in the case that z is periodic, we proceed as in Lemma
5.1.5. We first pick intervals Jk ∈ T such that f◦k(z) and ∂Jk ∈ orb′(p) ∪
orb(c2). Then we define analogous intervals in T̃ and find a periodic point z̃
with τ(z) = τ(z̃). To show that z̃ is characteristic, we proceed by contradic-
tion and compare the triods [a, z, p], [a, zl, z] (the first one is degenerate with
z in the middle, the second one is non-degenerate or degenerate with zl in
the middle) with the non-degenerate triod [ã, z̃, ṽ1] and the degenerate triod
[ã, z̃, z̃l] with z̃ in the middle. Note that orb(z) ∩ (Gp1

0
)(c1) ∩G(p

0
0)(c1) = ∅

because z ∈ ]c1, p[ is characteristic. So chopping does not cause any prob-
lems. We derive the same contradictions as in Lemma 5.1.5.

For the proof in the case that z is v1-characteristic precritical, we refer
to Proposition 5.1.9. Note that one has to interchange the role of the triod
[a, z, zl] and [ã, z̃, z̃l]. Since z is v1-characteristic and since the orbit condition
holds, chopping causes no problems.

Now we are ready to define a partial order on the set of equivalence
classes in

H′
µ := {(T, f,P) ∈ Hµ : v1 is v1-characteristic (precritical)}

for ⋆2-periodic µ. Recall that for such kneading sequences µ, the set Hµ

consists of Hubbard trees of disjoint or capture type. So we only ignore
Hubbard trees whose critical values v1 are not characteristic or characteristic
precritical with respect to themselves.

Definition 5.1.11 (Order “<” on Hµ). Let µ be a ⋆2-periodic sequence and

let T , T̃ ∈ H′
µ be two non-equivalent Hubbard trees.

Then [T ] > [T̃ ] : ⇐⇒ T̃ is combinatorially represented in T such that
the two Hubbard trees meet the orbit condition.

Theorem 5.1.12 (Partial order). The relation “<” is a partial order on
the set H′

µ.

Proof. We have to show that

(i) the definition is independent of the choice of the representatives, that

(ii) (T, f,P) 6> (T, f,P) and that

(iii) transitivity holds, i.e., that for any three Hubbard trees T , T̃ ,
˜̃
T such

that T > T̃ and T̃ >
˜̃
T , we have that T >

˜̃
T .

Item (i) follows by Remarks 5.1.6 and 5.1.8. For item (ii), we have to show
that (T, f,P) contains no v1-characteristic point with itinerary A(τ(v1))
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if c1 is periodic: if there was such a point p, then f◦i([p, v1]) would be
injective for all i; in particular, for any sequence xn ∈ ]p, v1[ converging
to v1, limn→∞ τ(xn) = A(τ(v1)) contradicting the definition of upper and
lower kneading sequences. (Note however, that T might very well contain a
periodic point in T \ Gv1(c1) with itinerary A(τ(v1)).) If v1 is preperiodic,
then there is an i0 such that f◦i0(v1) = c2. It follows that there is no other
point than v1 which has itinerary τ(v1).

It remains to show transitivity. Suppose p̃ ∈ T̃ is ṽ1-characteristic (pre-
critical) with τ(p̃) = A(τ(˜̃v1)) and q ∈ T is v1-characteristic (precritical)
with τ(q) = A(τ(ṽ1)). By Proposition 5.1.9, there is a v1-characteristic
(precritical) point p ∈ T with itinerary τ(p) = τ(p̃) = A(τ(˜̃v1)). So to finish

the proof, we have to show that
˜̃
T and T meet the orbit condition. For this,

it is enough to show that any three points a1, a2, a3 ∈ orb(p) ∪ orb(c2) ⊂ T
and their corresponding points ã1, ã2, ã3 ∈ orb(p̃)∪orb(c̃2) ⊂ T̃ form combi-
natorially equivalent triods Y, Ỹ . We again determine their type via iteration
under ϕ. Whenever we have to chop at c2, c̃2, we replace the chopped off
point by c2, c̃2. If we have to chop at c1, c̃1, we replace the chopped off point
by the appropriate preimage qi

0 of q and by c̃1 (i = 0 or 1). Let us first
assume that chopping does not cause any problems; we verify this at the
end of the proof. Let Oq := orb(q) ∪ orb(c2) ⊂ T .

Let us first assume that we can iterate Y, Ỹ forever. If one of them is
non-degenerate, then its branch point is not (pre-)critical and all three end-
points must eventually be chopped off or lie on a critical cycle. Recall that
we only consider hyperbolic Hubbard trees and thus each critical point must
eventually land on a periodic critical point. If Y is non-degenerate and Ỹ is
degenerate with, say, ã2 in the middle, then ã2 must be on a critical cycle
and there is a time i0 such that ϕ◦i0(Ỹ ) = stop. But this is impossible
because corresponding points have equal itineraries. We obtain the same
contradiction if Ỹ is non-degenerate and Y is degenerate. If both are de-
generate, then the middle point is not (pre-)critical. Since corresponding
points have equal itineraries, it follows that ãi is contained in the middle if
and only if ai is contained in the middle, and the claim is proven for the
case that no stop occurs.

If stop occurs at the same time in Ỹ , Y , then they are combinatorially
equivalent because we can read off from the itineraries whether in the stop

case a triod is degenerate or non-degenerate. If the stop case happens
in exactly one triod, then this triod must be non-degenerate (cf. Remark
4.2.3). Let us assume that the second triod is degenerate with a1 or ã1 in
the middle.

We consider first the case that ϕ◦i0(Y ) = stop. Set φ◦i0Y (ai) =: bi and

let b̃i be the corresponding point in T̃ . Without loss of generality, let us
assume that b2 is chopped off. If the critical branch point is c1 such that
qi
0 6∈ [b1, b3] (q represents ṽ1 in T ), then f(bi) 6∈ Gq(c1) for i = 1, 3 and



5.1. ORBIT FORCING 165

b1, b3 ∈ orb(c2). Now the triod [b̃1, b̃3, c̃1] is degenerate with b̃1. Since T and
T̃ meet the orbit condition, [b1, b3, q

i
0] is degenerate with b1 in the middle.

There is a point x ∈ Oq ∩ Gc1(b2) (by the proof of Proposition 5.1.9). If

x̃ is the corresponding point in T̃ , then [qi
0, b1, x] is degenerate with b1 in

the middle while [c̃1, b̃1, x̃] is degenerate with c̃1 in the middle, contradicting
that T and T̃ satisfy the orbit condition. On the other hand, if qi

0 ∈ [b1, b3],
then for either i = 1 or i = 3, f(bi) 6∈ Gq(c1), and thus bi ∈ orb(c2). Looking

at ϕ◦i0+1(Ỹ ), we see that either both f̃(b̃1) and f̃(b̃3) or none of them are
contained in Gṽ1(c̃1). By Lemma 5.1.4, it is only possible that none of them
are in Gṽ1(c̃1) and thus b1 and b3 are elements of orb(c2). But now the
location of f(b1), f(b3) contradicts Lemma 5.1.4.

Now suppose that c2 is the branch point in ϕ◦i0(Y ). Consider the degen-
erate triods [b̃1, b̃3, c̃2] =: Ỹi0 with b̃1 in the middle and [b1, b3, c2] =: Yi0 with
c2 in the middle. In Yi0 eventually stop occurs by condition (P2) of Defini-
tion 4.1.5. At this time we get a contradiction to the fact that corresponding
points have equal itineraries. Note that the images of b1, b̃1 and c̃2, c2 can-
not be chopped off. If b3, b̃3 are chopped of at c2, c̃2, replace them by c2, c̃2
and continue the iteration. If the chopping occurs at c1, c̃1, then pick an
x ∈ Oq ∩ Gc1(φ

◦k
Yi0

(b3)) and let x̃ the corresponding point in T̃ . The orbit

condition on T and T̃ implies that [x, qi
0, φ

◦k
Yi0

(c2)] is either degenerate with

qi
0 in the middle or non-degenerate. In both cases, [φ◦kYi0

(b1), φ
◦k
Yi0

(c2), q
i
0] is

degenerate with φ◦kYi0
(c2). So we replace φ◦kYi0

(b3) by q01 and φ◦k
eYi0

(b̃3) by c̃1,

and continue the iteration.

Now let us consider the case that Y is degenerate with a1 in the middle
and Ỹ is non-degenerate such that ϕ◦i0(Ỹ ) = stop and c̃ is its critical
branch point. We again set φ◦i0Y (ai) =: bi and φ◦i0

eY
(ãi) =: bi. Suppose

that c̃ = c̃1 and that b2 is chopped off before we reach the stop. In this
case, if qi

0 6∈ ]c1, b1[ then b1 ∈ orb(c2). Because of the existence of a point

x ∈ Oq∩Gc1(b2) and because of the orbit condition for T and T̃ as above, this
is not possible. Thus, [b1, b3, q

i
0] is degenerate with b1 in the middle whereas

[b̃1, b̃3, c̃1] is degenerate with c̃1 in the middle. We iterate both triods. By
the just presented reasoning chopping causes no problems. Eventually we
reach stop in [b̃1, b̃3, c̃1] and, coming with it, a contradiction to the fact
that corresponding points have the same itineraries. If c̃ = c̃2, we iterate
the triod [b3, b1, c2], which is degenerate with b1 in the middle, and the triod
[b̃1, b̃3, c̃2], which is degenerate with c̃2 in the middle. There is a k0 such
that ϕ◦k0([b̃1, b̃3, c̃2]) = stop so that the images of b̃1 and b̃3 are on different
sides of c̃2 while in ϕ◦k0(Yi0), the images of b1 and b3 are on the same side
of c2. Since corresponding points have equal itineraries only b3, b̃3 might be
chopped off before we reach time k. Again by the above reasoning, this does
not cause any problems.

We have seen that under the assumption that the iterates of the triods
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Y, Ỹ are well-defined until we reach the stop, Y, Ỹ must be combinatorially
equivalent. Now suppose we have to chop the triods before the stop case
occurs. Again, we only have to worry if the chopping occurs at c1: let Y
be non-degenerate with branch point b, Ỹ be degenerate with ã1 in the
middle and say, a3, ã3 are chopped off at time i. Then if qi

0 ∈ ]c1, φ
◦i
Y (b)[, we

can replace φ◦iY (a3) by qi
0 and φ◦i

eY
(ã3) by c̃1. If qi

0 6∈ ]c1, φ
◦i
Y (b)[, then by the

same argument as before, φ◦iY (a1), φ
◦i
Y (a2) ∈ orb(c2). By the orbit condition,

[qi
0, φ

◦i
Y (a1), φ

◦i
Y (a2)] is degenerate with φ◦iY (a1) in the middle. Furthermore,

there is an x ∈ Oq ∩ Gc1(φ
◦i
Y (a3)) and [x, qi

0, φ
◦i
Y (a1)] is degenerate with

φ◦iY (a1) in the middle whereas [x̃, c̃1, φ
◦i
eY
(a1)] is degenerate with c̃1 in the

middle, contradicting that T and T̃ meet the orbit condition. By symmetry,
the same argument holds if a2 is chopped off.

By a similar reasoning, one shows that also in the case that Y is de-
generate and Ỹ is non-degenerate, or that both are degenerate with not
corresponding points in the middle, chopping causes no problems. This
finishes the proof.

Remark 5.1.13. For the disjoint case, orbit forcing is true even if the
Hubbard trees in question do not meet the orbit condition of Definition
5.1.7. Nevertheless we require for the order that two Hubbard trees have to
meet the orbit condition in order to be comparable. As Figure 5.2 shows,
fixing the itinerary µ of the second critical point does not imply that we
also fix the mutual location of the points in orb(c2). We do not know how
the pictured Hubbard trees are arranged in parameter space. In particular,
we do not know if these two trees should be comparable with respect to
“<”. However, it looks like we have to pass through a bitransitive tree
(also pictured in Figure 5.2) when we transform (T̃ , f̃ , P̃) into (T, f,P).
Note that in the pictured situation, the mutual location of points in orb(c2)
necessarily has to change: in T̃ , the location of points in orb(c̃2) forces c̃1
to be a branch point. Since in T , v1 is an endpoint, c1 cannot be a branch
point any more. So the mutual location of points in orb(c2) is bound to
change. This discussion leads to the following question.

Question 5.1.14. Suppose that (T̃ , f̃ , P̃), (T, f,P) ∈ Hµ are combinatori-

ally related Hubbard trees of disjoint type. If (T̃ , f̃ , P̃), (T, f,P) do not meet
the orbit condition, should they nevertheless be comparable with respect to
the partial order “<”?

Let us conclude this section with a statement about the structure of H′
µ.

Proposition 5.1.15 (Smaller trees linearly ordered). Let µ be ⋆2-periodic
and let T , T ′, T ′′ ∈ H′

µ be three pairwise non-equivalent Hubbard trees. If
T ′ < T and T ′′ < T then either T ′ < T ′′ or T ′′ < T ′.
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Figure 5.2: Two (admissible) Hubbard trees in Hµ with µ = 211⋆2 such

that the mutual locations of points in orb(c̃2) ⊂ T̃ and in orb(c2) ⊂ T are
different. If there is a “combinatorial arc” between them, then presumably
the bitransitive tree on the right must be contained in it. The two trees also
show that orbit forcing is not always possible for Hubbard trees of disjoint
types without any further assumptions: (T̃ , f̃ , P̃) is represented in the tree
T by the v1-characteristic point p1 yet T contains no v2-characteristic point
which has the same itinerary as z1 ∈ T̃ . For better readability, we dropped
the “∼” in the sketch of (T̃ , f̃ , P̃). We stick to this convention in all further
figures.
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Figure 5.3: The cubic parameter slices S1 and S2/I.

Proof. Let T, T ′, T ′′ be the underlying topological trees of the given Hubbard
trees. By definition T contains v1-characteristic points p, q with itineraries
τ(p) = A(τ(c′1)), τ(q) = A(τ(c′′1)). We have that either p ∈ ]c1, q[ or q ∈
]c1, p[. Let us suppose the latter holds (the reasoning for the first case is
analogous). By Remark 5.1.10, T ′ contains a v′1-characteristic point q′ with
τ(q′) = τ(q). So it only remains to show that T ′ and T ′′ meet the orbit
condition. For this, it suffices to show that any three point x1, x2, x3 ∈
orb(q) ∪ orb(c2) ∈ T and their corresponding points x′1, x

′
2, x

′
3 ∈ orb(q′) ∪

orb(c′2) ∈ T form combinatorially equivalent triods. We are in a similar
situation as in the proof of transitivity of “<” in Theorem 5.1.12 and can
apply the same arguments as there. This settles the claim.

Example 5.1.16. Recall that Si is the complex one-dimensional slice in the
cubic parameter space consisting of all polynomials which have one critical
point of exact period i. There is a bijection between the set H′

µ with µ = ⋆2

and the set of postcritically finite hyperbolic parameters in S1/I modulo
symmetries, which can be interpreted as the different options to choose a
combinatorial rotation number at branch points of Hubbard trees in the
sense of Douady and Hubbard. So our results can be applied to this family
of cubic polynomials.

We think the same holds true if in the slice S2/I, we restrict ourselves to
one hyperbolic component labeled by Ai in Figure 5.3 and its decorations.
Also our results hold for various regions in the slice S3/I.
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5.1.2 Generalizations for Orbit Forcing

Lemma 5.1.5 shows that orbit forcing holds for Hubbard trees of disjoint
type in Hµ without any further assumption like the orbit condition of Defi-
nition 5.1.7. For our proof in the capture case, we already need that (T, f,P)
and (T̃ , f̃ , P̃) meet the orbit condition. Now we turn to the set of all Hub-
bard trees of disjoint types. We show that orbit forcing works under the
assumption of an orbit condition which is more restrictive than Definition
5.1.7. If one weakens this condition, then forcing is not always possible.

Definition 5.1.17 (Orbit condition). Let (T, f,P), (T̃ , f̃ , P̃) be two Hub-
bard trees of disjoint type such that (T̃ , f̃ , P̃) is combinatorially represented
in (T, f,P).

(i) (Weak version). (T, f,P), (T̃ , f̃ , P̃) meet the weak orbit condition if
any three points x1, x2, x3 ∈ orb′(p) ∪ orb′(q) and their corresponding
points x̃1, x̃2, x̃2 ∈ Õ form combinatorially equivalent triods unless the
following holds: for some i ∈ {1, 2}, the triod [x̃, c̃i, ỹ] ⊂ T̃ is degener-
ate with c̃i in the middle whereas [x, a, y] ⊂ T is non-degenerate such
that ci is contained in its interior. Here a ∈ {p0

0, p
1
0} if i = 1 and

a ∈ {q00 , q
2
0} if i = 2.

(ii) (Strong version). (T, f,P), (T̃ , f̃ , P̃) meet the (strong) orbit condition
if the following is true: let T ′ denote the tree which is the extension of
T by the preimages p0

0, p
1
0 of p and the preimages q00, q

2
0 of q. Then any

three points x1, x2, x3 ∈ orb′(p)∪ orb′(q) ⊂ T ′ and their corresponding
points x̃1, x̃2, x̃3 ∈ Õ form combinatorially equivalent triods.

Given a Hubbard tree (T, f,P), we obtain the extended tree T ′ as follows:
if T contains the four points p0

0, p
1
0, q

0
0, q

2
0, then we set T ′ := T . If a point

a = pi
0 or qj

0 is missing, then attach an arc with endpoint a at the critical
point c1 or c2 according as a is a preimage of p or q.

The weak orbit condition is the straightforward generalization of the
orbit condition for Hubbard trees in Hµ. However, it is not sufficient for
orbit forcing in the general setting. This is not even true for Hubbard trees
in Hµ if we want to force ṽ2-characteristic points of T̃ into T as Figure 5.4
shows.

Observe that it is not enough to require that any three points x1, x2, x3 ∈
orb(p)∪orb(q) ⊂ T and their corresponding points x̃1, x̃2, x̃2 ∈ Õ form com-
binatorially equivalent triods, as illustrated in Figure 5.5. It does not even
suffice to consider points in orb′(p)∪orb′(q) ⊂ T and Õ: one of the preimages
of p or q might not exist in T so that it is impossible to define appropriate
intervals in T that are needed to force a point z̃ with the techniques of the
proof of Lemma 5.1.5. Indeed, the orbit condition is only sufficient for orbit
forcing if we consider the extended tree T ′ instead of T , compare Figure 5.6.
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Figure 5.4: Two (admissible) Hubbard trees which are contained in Hµ with
µ = 012⋆2 and which meet the weak orbit condition. (The critical orbit
orb(c̃1) ∈ T̃ is represented in T by orb(p1).) Yet there is no v2-characteristic
point in T which has the same itinerary as the ṽ2-characteristic point z̃1 ∈ T̃ .

After pointing out several obstacles for orbit forcing, the next lemma
shows that the strong orbit condition is sufficient to guarantee orbit forcing
for Hubbard trees of disjoint type.

Proposition 5.1.18 (Orbit forcing, general version). Let (T, f,P), (T̃ , f̃ , P̃)
be two attracting minimal Hubbard trees of disjoint type such that (T̃ , f̃ , P̃)
is combinatorially represented in (T, f,P) and such that the two Hubbard
trees satisfy the strong orbit condition.

Then for each ṽi-characteristic point z̃ ∈ T̃ , there is a vi-characteristic
point z ∈ T such that τ(z) = τ(z̃).

Proof. The proof of Lemma 5.1.5 carries over to this situation. The orbit
condition guarantees that all those preimages of p, q exist which are neces-
sary to define the intervals Jk. Moreover, Jk ⊂ f(Jk−1) for all k ∈ N. So
we find a periodic point z ∈ T with itinerary τ(z) = τ(z̃). For the proof
that z is v1-characteristic observe the following: if we have to chop a triod
in T at the critical point c1, then we replace the chopped off point by a
suitable preimage p0

0, p
i
0 of p. If the chopping occurs at c2 then we replace

the chopped off point by q00 or q20, the preimages of q in T0, T2. The orbit
condition implies that orb(z) ∩ [c1, p

i
0] = ∅ and orb(z) ∩ [c2, q

j
0] = ∅: oth-

erwise there would be a, y ∈ orb(p) ∪ orb(q) such that [a, y, pi
0] ⊂ Ti is not

degenerate with pi
0 in the middle, where a 6∈ Ti. In T̃ , [ã, ỹ, c̃1] is degenerate
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Figure 5.5: The Hubbard tree (T̃ , f̃ , P̃) generates the kneading sequence
(211⋆1, 11⋆2) and (T, f,P) generates the kneading sequence (21⋆1, 111⋆2)
(both Hubbard trees are admissible). T contains a v1-characteristic point
p1 and a v2-characteristic point q1 with τ(p1) = A(ν̃1), τ(q1) = A(ν̃2). The
characteristic point z ∈ T̃ is not forced in T . This example shows that
we have to consider both preimages of the charcteristic points for the orbit
condition: all triods formed by corresponding point orb(p) ∪ orb(q) and Õ
are combinatorially equivalent yet (T̃ , f̃ , P̃) and (T, f,P) do not meet the
triod condition: e.g. the triods [ṽ1, c̃2, c̃1] ⊂ T̃ and [q20 , p1, p4] ⊂ T are not
combinatorially equivalent.
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Figure 5.6: Three (admissible) Hubbard trees where the critical orbit orb(c2)
is fixed. The second and third tree contain a v1-characteristic point p1 which
represents the critical value v1 of the first tree. Neither of them contains
the preimage p0

0 of p1 or a v2-characteristic point with itinerary 210, which
is the itinerary of the v2-characteristic point z1 of the first tree. However,
the last tree contains a v2-characteristic point with itinerary 211.

with c̃1 in the middle, in contradiction to the orbit condition.

We can apply the same arguments as in Lemma 5.1.5 to show that z
is v1-characteristic. Let us only point out that chopping is not a problem:
In the situation of the proof of Lemma 5.1.5 when Y := [a, z, p] is non-
degenerate, suppose that we have to chop an image of a or p at time k.
Without loss of generality, let us assume that φ◦kY (p) is chopped off. Then,
since φ◦kY (a), φ◦kY (p) and the point r ∈ {p0

0, p
i
0, q

0
0 , q

2
0} form a triod which

is combinatorially equivalent to the one generated by the corresponding
points in T̃ , we get that r ∈ [ci, φ

◦k
Y (a)]. Because of the existence of a point

y ∈ orb(p) ∪ orb(q) such that f◦k(z) ∈ ]y, c1[, we have that r ∈]ci, f
◦k(b)],

where b is the branch point of [a, z, p]. If f◦k(b) 6= r, we replace the chopped
off point and continue the iteration; otherwise we consider the degener-
ate triod [φ◦kY (a1), r, φ

◦k
Y (z)] with r in the middle and the degenerate triod

[φ◦k
eY

(ã), φ◦k
eY

(z̃), c̃i] with φ◦k
eY

(z̃) in the middle. Iterating them under ϕ yields
a contradiction to the fact that corresponding points have equal itinerary.
In the situation where [a, z, zl] is degenerate with z in the middle and the
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k-th image of zl (or a) is chopped off, the orbit condition implies that
r ∈ Gc1(f

◦k(z)). Thus, r ∈ ]ci, f
◦k(z)[. So replacing the chopped off points

causes no problems.

Definition 5.1.19 (“<” for disjoint type). Let T , T̃ be two attracting min-
imal Hubbard trees of disjoint type. Then [T ] > [T̃ ] : ⇐⇒ T̃ is combina-
torially represented in T and the two Hubbard trees satisfy the strong orbit
condition.

Proposition 5.1.20 (“<” is a partial order). The relation “<” defined
above is a partial order on the set of Hubbard trees of disjoint type whose
critical values are characteristic with respect to themselves.

Proof. The reasoning is very similar as for the set H′
µ. We give an outline

for the proof of transitivity. Let
˜̃
T < T̃ and T̃ < T . By the definition of

“<” and by the orbit forcing lemma, there are v1-, v2-characteristic points

p̃, q̃,and p, q hat represent the Hubbard tree
˜̃
T in T̃ , T . To show that T

and
˜̃
T meet the orbit condition, it suffices to show that any three points

in orb′(p) ∪ orb′(q) and their corresponding points in orb′(p̃) ∪ orb′(q̃) form
combinatorially equivalent triods. To verify this we iterate the triods under
ϕ, where we replace chopped off points in T̃ by c̃1, c̃2 and in T by r ∈
{a0

0, a
i
0, b

0
0, b

2
0}, where a, b are characteristic points representing the tree T̃ in

T . We argue the same way as in Theorem 5.1.12 to derive a contradiction if
the triods were not combinatorially equivalent. By the same arguments as
in Proposition 5.1.18, chopping is not a problem.

Remark 5.1.21 (Smaller Hubbard trees not linearly ordered). Suppose
(T, f,P) > (T̃ , f̃ , P̃) and let p ∈ T be the v1-characteristic point representing
the critical value ṽ1 of T̃ . Then it is not true that for any v1-characteristic
point z in ]c1, p[, there is a corresponding ṽ1-characteristic point z̃ ∈ T̃ such
that τ(z) = τ(z̃). (The same is true if we replace the label 1 by 2.) Figure
5.7 provides an example. It follows that the set of all Hubbard trees smaller
than a given one is not linearly ordered in general.

5.2 Outlook

The examples presented in Figures 5.2, 5.4, 5.5 and 5.6 show that orbit
forcing is not always possible without assuming the strong orbit condition.
However, this condition is not necessary as Figure 5.8 illustrates. In fact,
if we drop the orbit condition then we cannot make any statement whether
forcing of a characteristic point with itinerary τ is possible and, in the case
that it is, whether the forced point is characteristic.
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Figure 5.7: Two (admissible) Hubbard trees (T, f,P) > (T̃ , f̃ , P̃) in H11⋆2
,

where ṽ1 ∈ T̃ is represented by p1 ∈ T and ṽ2 ∈ T̃ by q1 := v2 ∈ T (the
parameters generating them are marked by (7a), (7b) in Figure 4.8). They
illustrate that not all v2-characteristic points of a larger tree contained in
]c2, q1[ are forced in a smaller tree. Here, there is no ṽ2-characteristic point in
T̃ which has the same itinerary as the v2-characteristic point z1 ∈ ]c2, q1[∈ T .

We have seen that for disjoint Hubbard trees in Hµ, orbit forcing is
always possible without imposing the orbit condition. Since also in the
general case this condition is not necessary, we pose the following question:

Question 5.2.1. Which combinatorially related Hubbard trees of disjoint
types satisfy the orbit condition naturally? For which combinatorially re-
lated Hubbard trees of disjoint type is orbit forcing possible without assum-
ing any additional conditions?

Let (T̃ , f̃ , P̃) be combinatorially represented in (T, f,P). Recall that
there are two obstacles for orbit forcing. The first one is that the arrange-
ment of points in Õ ⊂ T̃ and of points in orb′(p) ∪ orb′(q) ∈ T is not the
same (cf. Figure 5.5). Secondly, it is possible that the arrangement of points
is the same but T contains not all preimages of p, q that are needed for forc-
ing a characteristic point (cf. Figure 5.6). The strong orbit condition takes
both possibilities into account (it is a condition on the extended tree T ′).

Let us investigate under what circumstances not all preimages of p exist
that are necessary in order to force a ṽ1-characteristic point in T according
to the construction in the proof of Lemma 5.1.5.

Lemma 5.2.2 (Non-existence of preimages). Let (T, f,P), (T̃ , f̃ , P̃) be two
minimal Hubbard trees of disjoint type such that their critical values are
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Figure 5.8: No statement about forcing is possible if the orbit condition
is violated, as e.g. by the triods [c̃1, c̃2, f̃(c̃2)] ⊂ T̃ and [c2, p4, f(c2)] ⊂ T :
the ṽ2-characteristic point z̃1 is forced in T as v2-characteristic point z al-
though Jk+1 6⊂ f(Jk) for some k. The Jk are the intervals defined in the
proof of Lemma 5.1.5 to find the forced point. Here, the sequence of inter-
vals is [f(c2), p4], [f◦2(c2), p1], [f◦3(c2), c2], [f(c2), p4], . . .; f([f◦3(c2), c2]) 6⊃
[f(c2), p4]. On the other hand, if we consider the intervals Jk used to
force the ṽ2-characteristic point x̃1, then we see that Jk+1 ⊂ f(Jk) for all
k yet the forced point x1 is not v2-characteristic. (Here the sequence is
[f(c2), p4], [f◦2(c2), p1], [c2, p2], [f(c2), p4], . . ..)
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characteristic with respect to themselves. Suppose that (T̃ , f̃ , P̃) is combina-
torially represented in (T, f,P). Suppose furthermore that any three points
x1, x2, x3 ∈ orb′(p)∪ orb′(q) ⊂ T and their corresponding points x̃1, x̃2, x̃2 ∈
Õ form combinatorially equivalent triods. If z̃ is a ṽ1-characteristic point,
then the following are true:

(i) If orb(z̃) ∩ T̃1 6= ∅, then p1
0 exists.

(ii) If orb(z̃) ∩ T̃0 6= ∅ and p0
0 does not exist then orb(z̃) ∩ T̃0 ⊂ [c̃1, c̃2]

and q00 does not exist either. Furthermore, if q00 does not exist then

ṽ2 ∈ ]ṽ1, c̃1[⊂ T̃i, q ∈ ]p, c1[⊂ Ti for some i = 1 or 2.

Proof. By way of contradiction, assume that f̃◦i0(z̃) ∈ T̃1 and that p1
0 does

not exist. Then by Proposition 4.3.12, orb(p) ∩ T1 = ∅ and thus by hy-
pothesis, orb(c̃1) ∩ T̃1 = ∅. Therefore, there is a q̃j ∈ orb(c̃2) ⊂ T̃ such
that f̃◦i0(z̃) ∈ ]c̃1, q̃j[. Since z̃ is ṽ1-characteristic, f̃(q̃j) ∈ Gṽ1(c̃1). If fol-
lows that p ∈ ]f(c1), f(qj)[, where qj is the point corresponding to q̃j. Thus
]c1, qj [⊂ T1 contains a preimage of p.

For item two, observe first that p0
0, q

0
0 exist if p, q are contained in different

subtrees Ti or if they are both contained in T0 (this follows again from
Proposition 4.3.12). So let us suppose that p, q ∈ Ti for i = 1 or 2. Observe
that p0

0 exists if there is an i0 such that f̃◦i0(z̃) ∈ T̃0 \ [c̃1, c̃2]: we can
argue as in the previous paragraph that there is a q̃j ∈ orb(c̃2) such that

f̃◦i0(z̃) ∈ ]c̃1, q̃j[⊂ T̃0 and that, as a consequence, ]qj , c1[⊂ T contains a
preimage of p.

If orb(z) ∩ T0 ⊂ [c1, c2] then ṽ2 ∈ Gz̃(c̃1), and thus p ∈ [q, f(c1)]. Now
assume that p0

0 does not exist. If q00 existed then [c1, q
0
0 ] would contain a

preimage p0
0 of p, a contradiction. So it only remains to show the implications

when q00 does not exist. Observe first that in this case, q 6∈ [f(c1), f(c2)]. It
follows that [p, q, c1] is degenerate, and since p ∈ [q, f(c1)], q ∈ [p, c1] and by
the hypothesis, the claim follows.

The strong version of the orbit condition is very restrictive, see Defi-
nition 5.1.17. Basically, it does not allow for critical branch points: the
exceptional case pictured in Figure 5.1 is something one has to expect if
the critical points c̃1, c1 of the Hubbard trees are both branch points. Also
we require that T contains both preimages of the characteristic points p, q
which represent the critical orbits of T̃ . So we ignore a substantial set of
Hubbard trees of disjoint type when we define the partial order “<”. Fur-
thermore, in our discussion of orbit forcing, we only consider Hubbard trees
whose critical values are characteristic with respect to themselves and thus,
we require that a Hubbard tree that is smaller than another Hubbard tree
has this property, too. This assumption is essential for our proof of orbit
forcing in Lemma 5.1.5. Yet many Hubbard trees do not have this property,
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Figure 5.9: Part of the
parameter slice S3/I.
The picture shows part
of the third vertical con-
nection from the right of
Figure 4.8. The numbers
indicate the location of
the polynomials consid-
ered in Figure 5.10 (in
this order).

while there might be a dynamical relation between them as illustrated in
Figure 5.10. These pictures suggest that the partial order can be extend to
Hubbard trees with critical values that are not characteristic with respect
to themselves.

Another interesting dynamical relation is illustrated by the three Hub-
bard trees in H2112⋆2

pictured in Figure 5.6. The top most Hubbard tree
T1 contains a v2-characteristic point z1 with itinerary 210. Now move f(c1)
towards f(c2) and thus towards z1. The v2-characteristic point z1 with
itinerary 210 is preserved until f(c2) and z1 merge to one point. At this
moment, the v2-characteristic point with itinerary 210 ceases to exist. The
situation is shown by the Hubbard tree T2 in the middle. If we now con-
tinue moving f(c1) towards f(c2), then the obtained Hubbard trees contain
a v2-characteristic point y1 with itinerary 211 as illustrated by the third
Hubbard tree T3. Note that y1 is also v1-characteristic. A possible explana-
tion for this behavior is the following: T1 is larger than the Hubbard tree T0

associated to the kneading sequence (2⋆1, 21⋆2) with respect to “<” defined
in Definition 5.1.19. The critical value v2 of T0 is represented in T1 by the
v2-characteristic point z1. After z1 collided with f(c1), the newly generated
v2-characteristic point with itinerary 211 should rather be considered a v1-
characteristic point, which represents the critical value v1 of T2. For this
tree, τ(v1) = 21⋆1.

The dynamical relation between the trees suggests that T1 should be
viewed as smaller than T2, which in turn should be viewed as smaller than
T3. Let ν := 21⋆2. We have seen that T1 contains a v2-characteristic point
with itinerary A0(ν), yet T2 and T3 do not. However all three Hubbard trees
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Figure 5.10: The picture shows how the location of v1 with respect to c1, c2
might change when the parameters are varied (the parameters are marked
in Figure 5.9). More precisely, v1 is wandering from the right most tip of the
Hubbard tree to the left one. In this process, Hubbard trees whose critical
value v1 is not v1-characteristic appear. The i-th Julia set generates the i-th
Hubbard tree with the exception of the 4th Hubbard tree: it belongs to a
Julia set which is lies “between” the Julia sets no. 4 and 5. The Hubbard
tree associated to Julia set no. 4 has the same structure as the 4th Hubbard
tree but its critical point c1 has exact period 18. Note that only points
on the critical cycles are marked; the ones on the fixed orbit orb(c2) are
encircled. f maps the point i to i+ 1.
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contain a v2-characteristic point with itinerary A2(ν). So if we ignore the
orbit condition for these four Hubbard trees, we get that T0 < T1 < T2 < T3

are linearly ordered. (Recall that a smaller Hubbard tree T̃ is represented
by v1- and v2-characteristic points p, q with itinerary Ak(τ(c̃1)), Al(τ(c̃2)),
where k ∈ {0, 1} and l ∈ {0, 2}.)

Note that one can construct similar examples by taking two Hubbard
trees of real quadratic polynomials and glue them together to a cubic Hub-
bard tree as shown in the pictures. The two critical values and any of the
critical points should form a degenerate triod such that the critical point is
an endpoint. Not all possible choices will generate Hubbard trees and not
all generated Hubbard trees will be admissible (they might contain an evil
critical point). But for suitable quadratic Hubbard trees and a suitable way
of gluing them, one can observe a similar behavior when moving the “inner”
critical value towards the second critical value, which is an endpoint.

This discussion leads to the question whether one can define an order
relation on Hubbard trees without being able to force all periodic orbits of
a Hubbard tree T̃ into T , where T̃ is combinatorially represented in T .

So far, when we were changing critical orbits, we focused on moving a
critical value further away or closer to the critical points. Both movements
are so to speak “within the Hubbard tree”. One can also move the critical
value to the “outside” of a tree (generating a new branch point). Such an
action explains the loop in the parameter slice S2/I (cf. Figure 5.3). Figure
5.11 shows the Hubbard trees associated to this loop.

c
1c f(c )12c

2

A3

2f(c )2

f(c )11c
1c 2c

f(c )1f(c )2 2c1c

f(c )1f(c )2

1c f(c )12cA4

A1

B1 B2

2c

1c f(c )1

f(c )2
A

Figure 5.11: The Hubbard trees associated to the hyperbolic components
forming the loop in S2/I. The Hubbard tree Ai corresponds to the hy-
perbolic component Ai of Figure 5.3. The Hubbard trees Bi correspond to
the 1/2-satellites of A1, A3. Running through the loop A4, B1, A2, B2, A4

corresponds to rotating the interval [c2, f(c2)] around its fixed point while
keeping [c1, f(c1)] fixed. The fixed point represents the critical point c2 of
the Hubbard trees A1, A3.

An analogous behavior can be observed when going around the holes in
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S3/I on the top or bottom of Figure 4.8 which are formed by three hyper-
bolic components that touch each other. Call these hyperbolic components
A1, A2, A3. Between any two of them, a Mandelbrot set is squeezed in. Con-
sider its largest hyperbolic component in the interior of this hole. Let us
call this component Di if it is squeezed in between Ai and Ai+1 (indices are
modulo 3). The Julia set of its center consists of two rabbits intertwined
at their α-fixed points. The corresponding Hubbard tree consists of two
(non-degenerate) triods glued together at their branch points to form a 6-
od. Now running through the loop D1, A2,D2, A3,D3, A1,D1 corresponds
on the Hubbard tree level to keeping one triod fixed and rotating the second
one around the branch point. In all components Di, we obtain a 6-od, in all
components Ai, the two critical orbit collide to one orbit and the Hubbard
tree is a triod (two of them are of bitransitive and one is of adjacent type).

Finally we want to point out that looking at Hubbard trees of adjacent
or bitransitive hyperbolic components, e.g. in S3/I, and at the hyperbolic
components bifurcating from them, it is not clear what the right partitions
for adjacent or bitransitive Hubbard trees are. In particular, it might be
possible that for a given Hubbard tree, different choices of the partition
belong to the same hyperbolic component. That is, there seems to be no
canonical way to associate a unique kneading sequence to an adjacent or
bitransitive hyperbolic component. A solution to these problems might be
to define an order which does not rely on kneading sequences and itineraries.
Two approaches in this direction have been discussed in Section 3.4 for the
unicritical setting.

Let us summarize the discussion of this section by the following ques-
tions:

Question 5.2.3. Is it possible to extend the partial order “<” on Hubbard
trees of disjoint type to include Hubbard trees that do not meet the orbit
condition or that contain a critical value vi that is not vi-characteristic? In
particular, can one define a partial order on Hubbard trees such that not all
comparable Hubbard trees allow an orbit forcing in full generality?

Is it possible to define a partial order so to include the other three types
of hyperbolic Hubbard trees? Can such a partial order be based on kneading
sequences and itineraries as the partial order “<” we defined? Or should
one rather work with a partial order which is based on comparing periodic
orbits of Hubbard trees together with the arrangement of points on any such
orbit?

Finally, in order to exploit a partial order on Hubbard trees to get a
meaningful description of the connectedness locus of cubic polynomials, is
it necessary to consider “angled” Hubbard trees, that is Hubbard trees as
they were originally defined by Douday and Hubbard?
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