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§0 Introduction

This note is a remark to the paper [1]. The aim is to show that the techniques in [1] can also
be used to understand the quasisymmetrical classification of infinitely renormalizable maps of
bounded type. We will use the same terms and notations as those in [1] without further notices.

The result we will prove is the following theorem.

THEOREM 1. Suppose f and g in U are two infinitely renormalizable maps of bounded
type and topologically conjugate. Moreover, suppose H is the homeomorphism between f and g.

Then H is quasisymmetric.

Since the techniques as well as ideas of the proof are similar to those in [1], we outline the

proof in the next section. The reader may refer to [1] and [2] for more details.

§1 The outline of the proof of Theorem 1

We outline the proof of Theorem 1 by several lemmas.

Suppose f = h o @y, for some t > 1, in I/ is an infinitely renormalizable map of bounded
type. We note that Q;(x) = —|z|". Let fo = f. And inductively, let fi, = a0 fi™ o, ' be the
renormalization R(frx_1) of fr_1 where a4 is the linear rescale from J; to [—1, 1] and ny is the

return time for any integer £ > 1 (see [1]). We call Ji a restricted interval.

Let Iy be the interval [—1, 1] and I} be the preimage of [—1, 1] under ajo- - oy for k£ > 1. We
note that the set {I;}7°, forms a sequence of nested intervals. Moreover, one of the endpoints
of Iy, say pg, is a periodic point of period my = ny ---n; of f and the orbit O(px) of py under
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f stays outside of the interior of Ij (see Figure 1).

lo

Al

py=-1 Py P PkPP, p, P o=

Figure 1

Suppose L is the image of I, under f° and T} is the interval bounded by the points py
and pgi1. Let My be the complement of T} in L;. Then M is the interval bounded by pgi
and ¢, , where ¢,,, = " (0) (See Figure 2).
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LEMMA 1. There is a constant Cy = Cy(f) > 0 such that
CT' < IMy|/|I| < Ch.

for all the integers k > 0 .

Proof. This lemma is actually proved in [3] by using the techniques such as the smallest
interval and shuffle permutation on the intervals.

LEMMA 2. There is a constant Cy = Cy(f) > 0 such that
Cy ' < kl/ 1] < Co

for all the integers k > 0.

We first prove a more general result, as that in [1], as follows. Let I = K(¢, N, K), for fixed
numbers t > 1, N > 2 and K > 0, be the subspace of renormalizable maps f = ho Q; in U
such that |(N(h))(x)| < K for all x in [—1,0] and all the return times ny of R°*(f) are less
than or equal to V.



LEMMA 3. There is a constant C3 = Cs(t, N, K) > 0 such that
Gy < f(0) =a(f) <Gy

for all f in K.

Proof. The proof of this lemma is similar to the proof of Lemma 3 in [1] but needs little

more work to solve a little more complicated equation.

Remember that f, is the k”*-renormalization of f = f;. Let fi = h, o Q;. We note that the
graph of f; is the rescale of the graph of the restriction of f° to I.

LEMMA 4. There is a constant Cy = Cy(f) > 0 such that
(N () ()] < C4
for all x in [—1,0] and all the integer k > 0.

Proof. Tt is the a prior bound proved in [3].

Proof of Lemma 2. It is now a direct corollary of Lemma 1, Lemma 3 and Lemma 4 for
K =Cyand N = maxXo<j<oo{nk}-

The set of the nested intervals {Iy, Iy, ---, Ij, ---} gives a partition of [—1,1] as follows.
Let pi be one of the endpoints of I, and Oy (px) be the intersection of I,_; and the orbit
Ok, 7(pr) of pr, under f for k > 1. Suppose M1, -+, My_1n,+1 are the connected components
of It_1 \ (O, (pr) U Ii) for kK > 1. Then the set gy = {Mj;} fori=1,---, np+1and k =1, 2,
-+ - forms a partition of [—1, 1] (see Figure 3).
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Figure 3

Now we are going to define a Markov map F' induced by f. Let F' be a function of [—1, 1]
defined by
[ f(x), x € Mg UMoU-- UM g 41,
for(x), T € MyyU---UDMs 1,

fermnzemk(z), w € My U---U Mgy, 11,




It is clearly that F' is a Markov map in the sense that the image of every M} ; under F' is

the union of some intervals in 7y (Figure 4).

Let gx; = (F|My;) *tfor k =1, ---, and i = 1, ---ng + 1 be the inverse branches of F
with respect to the Markov partition ny. Suppose w = 7yt; - - - 4,1 is a finite sequence of the set
Z={(kyi),k=1,---andi=1, ---, ng + 1}. We say it is admissible if the range M;_ of g;, is
contained in the domain F;,  (J;, ,) of g;, , for s =1, ---, [ — 1. For an admissible sequence
w = igiy - -+ ij—1, we can define g, = gi, 0 g;, 0+ 0¢g;,_,. We use D(g,) to denote the domain

of g, and use |D(g,)| to denote the length of the interval D(g,,).
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Figure 4

DEFINITION 1. We say the induced Markov map F has bounded distortion property if there
is a constant Cs = Cs(f) > 0 such that

(a) Ct < |Miil/|Miis1| < Cs fork=1,2,---andi=1, ---, ng,
(b) Cit < |\ Mgil/|Ie] < Cs fork=1,2,---andi=1,--, n + 1, and

(b) |(N(gw))(x)| < C5/|D(gw)| for all  in D(g,) and all admissible w.

The reason we give this definition is the following lemma as that in [1].



LEMMA 5. Suppose f and g in U are two infinitely renormalizable maps of bounded type
and H is the conjugacy between f and g. If both of the induced Markov maps F' and G have

the bounded distortion property, then H is quasisymmetric.

Proof. It can be proved by almost the same arguments as that we used in the paper [2].

For more details of the proof, the reader may refer to [2].

Now the proof of Theorem 1 concentrates on the next lemma.

LEMMA 6. Suppose f = ho @y, for somet > 1, in U is an infinitely renormalizable map
of bounded type and F' is the Markov map induced by f. Then F has the bounded distortion
property.

Proof. Let I}, ; = (fom’c*1|lk_1)0j(lk) for j =0, 1, .-+, ny and {Gj;} are all the connected
components of I, \ Uiyl ; (Figure 5).

Each Mj ; is either a single Gy ; or I ; U Gy, for some j and some i. By the bounded
geometry [3] of {I;;} and {G,;}, there is a constant Cs > 1 such that all the ratios |l ;|/|Ix |,
|G.il/|Gr.ir| and |Gy [Cyt, Cs]. We note that Cs does not depend on
k as well as i, 7', j and j'. This fact and Lemma 3 imply the condition (a) in Definition 1.
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The condition (b) in Definition 1 is assured by Lemma 2 and the condition (a). The proof

of the condition (c) in Definition 1 is similar to that in [1].

The arguments in Lemma 1 to Lemma 6 give the proof of Theorem 1.
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