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AN ACCOUNT OF THE THEORY OF 
CRYSTALLOGRAPHIC GROUPS' 

LOUIS AUSLANDER 

Introduction. L. Bieberbach in two fundamental papers [2], [3] 
established the fundamental theorems for the crystallographic groups 
or Raumgruppen. We propose in this paper to give an almost com- 
pletely self-contained account of these fundamental facts. We will 
use only the elementary theory of groups, matrices and polynomials 
from algebra, the basic geometry of euclidean space and the most 
elementary topological considerations. At one point we will need the 
exponential mapping for Lie matrix groups for which various ele- 
mentary accounts are available. 

I would like to thank M. Rosenlicht and P. Fong for useful con- 
versations. 

1. Definition of crystallographic groups. Let En denote the n- 
dimensional euclidean space and let R(n) denote the group of rigid 
motions of En. Then let 0 be a point in En. The subgroup of R(n) 
leaving 0 fixed is called the orthogonal group and we will denote it by 
0(n). Let Rn be the subgroup of R(n) consisting of pure translations. 
Then there are two facts which should be recalled: First, Rn may be 
identified with En under the map rCRn goes into r(0). Secondly, Rn 
is a normal subgroup of R(n), 0(n)CRn is empty and every element 
of R(n) can be uniquely represented in the form gt, where gCO(n) 
and tCRn. These last three conditions are abbreviated by writing 
R(n) = 0(n) * Rn. 

A subgroup r CR(n) is called a crystallographic group if the fol- 
lowing two conditions are satisfied: 

1. If y, ... *, . . . is a sequence of elements from r and xCE1, 
then the sequence yix, i= 1, 2, * * *, is Cauchy if and only if there 
exists N>0 such that 7i='YN for all i>N. 

2. There exists a compact subset of En, say F, such that for every 
xCEn there exists yC with the property that y(x) C F. 

These two conditions are slightly awkward to work with. The fol- 
lowing theorem gives a more convenient formulation of the crystal- 
lographic groups. 

Received by the editors February 17, 1964. 
1 During part of the time this paper was being prepared, the author received sup- 

port from the U. S. Naval Research Laboratory. 
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THEOREM 1. A necessary and sufficient condition for a subgroup of 
R(n) to be a crystallographic group is that r is a discrete subset of R(n) 
and R(n)/r is compact in the quotient topology. 

PROOF. We will prove this theorem by means of the following two 
propositions. 

(A) A necessary and sufficient condition for a subgroup r of R(n) 
to act on En without accumulation points (i.e., so as to satisfy condi- 
tion (1) of the definition of crystallographic groups) is that r be a 
discrete subset of R(n). 

For let r be a discrete subgroup of R(n) and assume there exist 
xoCEn and yier, i= 1, - * *, such that yi(xo) is Cauchy. Further, 
let toERn be such that to(O) =xo. Then consider yitoCR(n). Now 
'yj= (gi, ti) and 

,yito = (gi, ad (gj)to + t,).2 

Since yi(xo) is Cauchy and is exactly (ad(gj)to+tj)(0), we have that 
ad(gi)to+ti is a Cauchy sequence in Rn. Since 0(n) is compact, we 
can find a subsequence of the gi which is Cauchy. Hence the sequence 
'yito is Cauchy. But R(n)-*R(n) obtained by right multiplication by 
to is a homeomorphism and, hence, y, must be Cauchy. Hence it 
must be trivial from some point on and we have proven our first 
assertion. 

Let r CR(n) operate without accumulation points on En. Assume 
'yer is a Cauchy sequence and yj= (g;, ti). We must have, since 
R(n) is topologically 0(n) XRn, that gi and ti are both Cauchy se- 
quences. Hence ti(O) =yi(O) must be Cauchy. This proves (A). 

(B) A necessary and sufficient condition for a subgroup r of R(n) 
to have a compact fundamental domain (i.e., satisfy (2) in the defini- 
tion of crystallographic group) is that R(n)/r be compact. 

PROOF. It is trivial to verify that r has a compact fundamental 
domain is equivalent to En/r, in the quotient topology, shall be com- 
pact. Now there is a well-defined continuous mapping of R(n)/r 
into En /r obtained by identifying two points of R(n) that differ by 
an element of 0(n) acting to the left. Hence, if R(n)/r is compact, 
E /r is compact. 

But R(n)/r is compact if there exists F*CR(n) such that F* is 
compact and every element of R(n) differs from an element of F* by 
a multiple of r. Clearly, we may choose F* = 0(n) XF where F is 
compact subset of Rn. Assuming that r acts with compact funda- 

' We are using homogeneous coordinates and the multiplication is given by 
(gi, tl)(g2, t2)=(glg2, ad(g1)12+t1). 
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mental domain on En gives an F in En which may be identified with 
F in Rn by the standard identification of Rn and En. The assertion 
is then trivially verified. 

2. Neighborhoods of the identity in 0(n). In this section we will 
establish certain elementary properties of the orthogonal group 0(n). 
Let e always denote the identity element of 0(n). Some of this mate- 
rial has already appeared in print in [1 ] and is included for complete- 
ness of exposition. 

LEMMA 1. Let 0(n) denote the orthogonal group and let , 77G0(n). 
Then there exists a neighborhood of the identity U(e) such that if 
y, ?n C U(e) and -ytn X7y, then y will not commute with y?7-1?y-1 = (-y, X). 

PROOF. Let us assume that y and (-y, 77) commute. Then -y and 
7-ln71- commute. Hence ?1 can be represented as a permutation of 
the invariant spaces of y-1 or y amongst themselves followed by a 
mapping of these spaces onto themselves. Hence, if -1 is sufficiently 
close to the identity, X7 can only map these invariant spaces onto them- 
selves. Hence Xq and y commute. This proves our lemma. 

We will now state a general fact giving a general proof. This is the 
only fact from Lie-group theory we will use and if the reader is un- 
familiar with it he can take it on faith or read it in [4, Chapter 2]. 

LEMMA 2. Let G be a connected Lie group. Then there exists a neigh- 
borhood W(S) of the identity in G such that for any gi, g2C W(S), 
(gl, g2) C W(S) and the sequence 

(gl(gl, g2)), (gl(gl(gl, g2))), 

converges to the identity. 

PROOF. Choose a canonical coordinate system about the identity 
in G. Then the coordinates of (gl, g2) can be expressed as a power 
series in the coordinates of gi and g2 with quadratic leading term. 
This proves our assertion. 

LEMMA 3. There exist arbitrarily small neighborhoods Ua of the iden- 
tity in 0(n) such that, for all gCO(n), gUag-'= Ua. 

PROOF. Note merely that the set of elements of 0(n) whose eigen- 
values t satisfy an inequality I -11 <e is a neighborhood of the 
identity in 0(n). 

DEFINITION. A neighborhood of the identity in 0(n) satisfying the 
conclusions of Lemmas 1, 2 and 3 will be called a stable neighborhood 
of the identity. 
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3. Lemmas on crystallographic groups. 

LEMMA 4. Let r be a crystallographic group and let xCEn. Then the 
set { y(x) } for 'y c cannot lie in a linear space of dimension less than n. 

PROOF. Assume the lemma is false and that xoCEn exists such that 

f,y(xo) } lies in W, a proper linear subspace of En. By a new choice of 
origin in En we may assume 0(n) leaves xo fixed and then yC,r, 
'y=(g(y), t(-y)) must have t(-y)GW. 

Since r is a group, g(W) = W for all g = g(7y). Let W' be the orthog- 
onal complement of W. Then, clearly, since points in W1 at a distance 
d from the origin stay at a distance d, r cannot have a compact funda- 
mental domain. This proves our assertion. 

LEMMA 5. Let r be an abelian crystallographic group; then r con- 
tains only pure translations. 

PROOF. Let 'yocr and letyo= (g(,yo), to), where g(,yo) He. Then we 
can always choose an origin and a coordinate system in Rn such that, 
using homogeneous coordinates, 

I 0 to' 

'YO 0 a Oh 
0 0 1 

where I is the (rXr) identity matrix, (3-I) is a nonsingular sXs 
matrix, to is a (1 Xr) matrix and 1 is a 1 X 1 matrix with 1 as an entry 
and s+r=n. Then, by Lemma 4, there exist yc such that 

A O t, 

'Y- =O B t2, 

O 0 1 

where A is (r Xr), B is (sXs), t1 is I Xr, and t2 is a (1 Xs) nontrivial 
matrix. Then, since r is abelian, yiyoy7f1 ='yo and this implies that 
(3-I)t2=O. Since (5-I) is nonsingular, this is impossible as t2zO. 

This proves our assertion. 

4. Main theorems. 

PROPOSITION 1. Let r be a discrete subgroup of R(n) and let it denote 
the homomorphism of R(n) onto 0(n) with kernel Rn. Then the identity 
component of the closure of o'(P) in 0(n) is abelian. 
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PROOF. Let U be a stable neighborhood of the identity in 0(n) with 
the further property that for all gC U all the matrix values of g 
satisfy I ij- 1 <1/10. In some orthonormal basis choose yi, 72cr 

with the property that 4{(y)C U, i= 1, 2. Then 'yj=4'('yj)t(,y), 
which we will abbreviate xiy,. 

Then 

(71, 72) = (xl, x2) ad(xi-1 x2-')[(ad(x2) - I)yi + (I - ad(x1))y2j, 

where ad(x) is the automorphism of Rn induced by x-1Rnx. We then 
form the sequence y', ('y1, 72), (71, (7172)), (71, (71, (7i, 72))), - . - - By 
our construction, the coefficients in 0(n) and Rn of this sequence are 
easily seen to be bounded. But by Lemma 1, this series can never be 
the identity, and, by Lemma 2, it can never become trivial at any 
point not the identity. Hence, since r is discrete, the identity com- 
ponent of the closure of 4+(F) is abelian. 

BIEBERBAcH THEOREM 1. Let r be a crystallographic group; then r 
satisfies the following three conditions: 

1. rPCRn is a vector space basis for Rn as a real vector space. 
2. r/rnRn = F(r) is a finite group. 
3. F(r) has all integer entries with respect to any basis of Rn deter- 

mined by the generators of rFGR . 

PROOF. Assume first that rnRn is trivial. Then o&(r) is an iso- 
morphism of r into 0(n) and we will let Io(r(F)) denote the identity 
component of the closure of +1(r). Since 0(n) is compact, the closure 
of 41(r) can have only a finite number of components. Hence, since 
Io(4,b(F)) is abelian, r contains a subgroup ri of finite index which is 
abelian. But then rF, being of finite index in r, is also a crystallo- 
graphic group. Hence, by Lemma 5, r1 consists of pure translations. 
Thus we see that rnRn is nonempty. 

Let WCRn be the subspace of Rn spanned by the pure translations 
of r, i.e., by rFGRn. Then, clearly, if R(n)=0(n) Rn again and 
yEFr is given by (g(7y), t(-y)), g(7y) 0(n), t(7y) Rn, then g(7y) leaves 
W invariant since rnRn is normal in y. Note further that { g(7y) } I W 
all yer is a finite group, for otherwise it would contain elements 
arbitrarily close to the identity which would, under inner automor- 
phism with a basis of rFR , force r to be nondiscrete. From this we 
see that r induces an action on Rn/W which is that of a crystallo- 
graphic group with no pure translations. By the first part, this implies 
the dimension of Rn/W is zero. 

This discussion verifies part one and part two of the Bieberbach 
Theorem, part three follows trivially from parts one and two. 
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JORDAN THEOREM. There exists a positive function of n, n > 0, f(n), 
such that, for every finite group F CO (n), there exists an abelian normal 
subgroup A (F) such that the order of F/A (F) is less than f (n). 

PROOF. Let U be a stable neighborhood of the identity as defined 
in ?2. Let A (F) be the subgroup of F generated by FG, U. The defini- 
tion of U insures that A (F) is normal and abelian. Now assume 0(n) 
has Haar measure with total measure 1. Let the measure of U> 1/m, 
m an integer. Then it is easily seen that the order of F/A (F) must be 
less than m. 

THEOREM 2. Let Fa, a=1, , k, be the set of subgroups of 0(n) 
which can be expressed as integer matrices with determinant + 1 in 
GL(n, R). Then k is a finite cardinal. 

PROOF. A subgroup of a group satisfying our hypothesis again 
satisfies our hypothesis. Let A. be the normal subgroup of F,, de- 
scribed in the Jordan Theorem. Since the order of Fat/Aa is bounded, 
there exist only a finite number of distinct groups of the form Fa/A ,a 

a = 1, * * *, k. If we can show there exist only a finite number of Aa, 
we will have proven our assertion as the group extensions must then 
also be finite. Now A,a is the abelian semisimple group. We will show 
that there are only a finite number of elements of 0(n) which can be 
in Aa for all a. Hence Aa must consist of a finite collection of groups. 
First note that n times the distinct characteristic polynomials is 
greater than the number of distinct elements of 0(n) in A,,. But since 
all roots have absolute value one and the coefficients of the char- 
acteristic polynomials are the elementary symmetric functions, they 
can take on at most a finite number of values. This completes the 
proof. 

COROLLARY. Let r be a crystallographic group and RN the group of 
pure translations. Then, for each n, there exist only a finite number of 
groups r/rnRn. 

BIEBERBACH THEOREM 2. For each n, there exist only a finite number 
of crystallographic groups. 

PROOF. We have seen that r satisfies an exact diagram 

1 -?Zn--+ rP->F-- 1, 

where Zn is n copies of the integers and F can range over a finite col- 
lection of groups. It is well known that for each finite group F there 
are only a finite number of nonisomorphic groups satisfying the 
above diagram. This completes our argument. 
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EXTENSION OF NORMAL FAMILIES OF 
HOLOMORPHIC FUNCTIONS 

THEODORE J. BARTH1 

Let X be a Stein manifold, and let A be an analytic subset of X 
A well-known application of Cartan's Theorem B [2, Theoreme 3 
p. 52] states that each holomorphic function on A is the restriction 
of a holomorphic function on X. This paper presents a generaliza- 
tion of this application, namely that each normal family of holo- 
morphic functions on A is the restriction of a normal family of holo- 
morphic functions on X. 

1. Let X be a topological space which is a-compact, i.e., the union 
of a countable family of compact sets. Let K(X) denote the set of all 
compact subsets of X. For KEK(X) and f: X->C define 1IfiIK 
=sup{jf(x)j |xGK}. Define 

B(X) = {fIf: X -> C, IfjIK < X for all K K(X)}. 

Clearly B(X) is a complex vector space, and { I ||K I KCK(X) } is a 
family of pseudonorms on B(X) which then becomes a locally convex 
vector space. Since X is ar-compact, B(X) is metrizable, and it is 
readily checked to be a Frechet space. 

DEFINITION. Let V be a vector subspace of B(X). We say that a 
set FC V is normal with respect to V iff every sequence in F has a 
subsequence which converges in V. 

Received by the editors October 29, 1964. 
1 This research supported in part by the National Science Foundation while the 

author held a Graduate Fellowship at the University of Notre Dame. 



THE BIEBERBACH CASE IN GROMOV'S ALMOST FLAT MANFOLD THEOREM 

Peter Buser and Hermann Karcher 

i. Introduction (and abstract) 

In 1976 M. Gromov has shown that every compact Riemannian manifold with normalized 

diameter whose sectional curvature is sufficiently close to zero is covered by a com- 

pact nilmanifold (= quotient of a nilpotent Lie group). [3] • This theorem, known 

as the almost flat manifold theorem has soon become famous not only because of its 

content but also because of the many unconventional methods Gromov has introduced to 

Riemannian geometry to get the proof. 

The aim of the present notes is to explain how the ideas from Gromov's proof of the 

almost flat manifold theorem can be specialized to give a proof of the Bieberbach 

theorem. Since this specialization is much more accessible than the almost flat mani- 

fold theorem, one can very nicely explain some of Gromov's ideas in this context. It 

is also interesting to compare this new proof with older proofs of Bieberbach's 

theorem. 

2. The Bieberbach theorem 

R n ~R n We fix some notation. A euclidean motion 5: is given by ~x = Ax+ a 

A E O(n) , a ER n . We call A = r(~) the rotational part and a = t(~) the trans- 

~lational part of the motion. To each rotation A corresponds an orthogonal decom- 

position 

R n = Eo@EI@...@E k 

such that A restricted to E i is a rotation through the angle 8 i % in the orienta- 

tion reversing case E k is eigenspace of A for the eigenvalue - i, we include this 

in the case e k = ~ • Then 

(x,Ax) = 8. for all xEE. 
1 i 

These so called main rotational angles are arranged in increasing order: 

O = 80<(91<... <8 k 

* Supported by the Swiss National Science Foumdation 

** written under the programm "Sonderforschungsbereich Theoretische Mathematik", 
Bonn University. 
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The dimension of E 0 may be zero. The main rotational angles give rise to the fol- 

lowing hiinvariant distance function (Finsler metric) in the orthogonal group: 

IIA11:= e k = max t (~,~) , d(A,B) : 11AB-111 
llxli=l 

From this metric we derive a distance function for the entire group of motions by 

2.1 II~]: = msm[Ilr(~)[i~ const-lt(~)l] ~ d(~B) : Iic~-IIl 

There is a degree of freedom in the choice of the constant. It will be fixed later 

according to the momentary needs. 

A crystallographic group is a discrete group of euclidean motions with compact funda- 

mental domain. 

2.2 Theorem (Bieberbach) [i] . Let G be a crystallographic group in R n . 

(i) Each ~EG has either A = id or d(A~id) ~ • 

(ii) The group F of pure translations in G is a normal subgroup of finite 

index. G/F has order ~ 2.(4~) dimSO(n) 

(iii) In addition to (i): If ~EG , r(~) 6S0(n) and 0<8 I<... <e k 

are the main rotational angles of A = r(~) then 

The original version of Bieberbach's theorem consists only of the statement that 

G/F has finite index. It was used by Bieberbach to solve the 18 th Hilbert problem: 

2.3 Corollary (Bieberbach) [i]. For each n there exist only finitely many iso- 

morphism classes of crystallographic groups in R n • 

In the formulation 2.2 of the Bieberbach theorem the most important part is 2.2 (i): 

The translations in G are those motions which have a rotational part smaller than 
i 

This characterization is Gromov's discovery~ the proof depends as all other 

proofs of the Bieberbach theorem on commutator estimates~ but Gromov combines these 

with the a priori bound 2.5 on the length of nontrivial commutators. The further 

statements 2.2 (ii) and 2.2 (iii) follow rather easily in 2.9 and 2.10. In particu- 

lar the bound 2.2 (ii) on the order of G/F implies that there are only finitely 

~t~ny possibilities for the group of rotational parts~ this is the main part of the 

finiteness theorem 2.3. The remaining part is a group cohomology argument dealing 

with nonisomorphic extensions of Z n by finite groups. 
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Proof of the Bieberbach theorem (Following Gromov). 

We introduce the finite subset 

P 

1 
of G ~ where O< ¢~ ~ and p > 0 (large)~ and denote by (Gp) the smallest sub- 

group of G which contains G ¢ The working tools will be lemmas 3~4~5 in section L 
P 

The proof is divided into two parts: 

2.t For any R>O we can find some p~R ~uch that for am ~eR n with I<S~P 

there is ~ E G  e w i t h  I t ( ~ )  - x  I ~ p / 4  • 
0 

2 
2 .5  (G~) i s  d - n i l p o t e n t  w i t h  d ~ 3  n 

By d - n i l p o t e n t  we mean t h a t  a l l  d - f o l d  e o n m m t a t o r s  [ . . . [ ~ t , ~ 2 ] , . . . , B d ]  a r e  t r i -  

vial ( [~,~] : ~ ~Z~l) 

Hence instead of shc~ing that the pure translations provide a vector space basis of 

Rn , it is first sh~Ti that (the translational parts of) the almost translations 

(=G[) do~ and instead of showing commutativity one starts with nilpotency. The rea- 

son why this procedure carries over to more general situations is that both~ 2.4 

and 2.9 are proved by means of estimates rather than by equations. 

2.4 and 2.5 together suffice to show 2.2 (i) and in particular that G ¢ is in fact 
P 

a set of pure translations. 

Assume there is y 6G with r(~) = C ~ t(y) : c such that IICII = 8 E(O~) . Then 

decompose R n into E@E ± where E is an invariant plane of maximal rotation and 

let x : x E+ x ~ be the corresponding decomposition of vectors in R n . Put 

i, . 8~d 
s = ~-~<szn~) and choose p~21cl in 2.4 so that one can find ~EG with IIAIIS~ 

and la-xI~¼ for xEE~ Ixl = ~p; consequently IcI<laI<21aEl Consider 

the iterated commutators 

9~:["~'~]~''"~] (k-fold) , k= Z,...,d 

From 4. 3 we have the estimate 

llak+ltl = I I [Ak,Cl t I~2t lAkl t ' l tCl l<I IAkt tS-. .  <ttAIISe 

which we use in the decomposition 
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-- (idO){÷ (idO)<÷  O(id  ) lc 

to obtain first inductively 

l % + l l  _< (llcII + llAk+lIi) • 1%I + IIAkll-le I _<14 

Then~ since E~E ± are invariant under C we can use the last two estimates to 

obtain 

Now 

2.6 

Put 

a~l ~ ]<id-@~_J-ll[id_l,C]ll'lad_lll-llkd_lll'lcl 
E 8 

>_ 21 ad_ll sin~ - 2¢ I a I 

d-i 
>(2 ed 
_ sin~) .IaEl-2¢Ia I. Z (2sin~) k 

k=O 

laEi(sin~) d 

adl > O , which contradicts 2.5 and proves 2.2 (i) 

A pigeon hole argument (Proof of 2.4). 

Pi = (R+r)-10 i+l, i = 0,...,2"int(2~/e) dimSO(n) =N(~) , where r is the dia- 

meter of the fundamental domain of G .(This is the only point in the proof where 

compactness of Rn/G is used). Define ~i = {~EGI It(~)I <Pi ] " For each xER n , 

IxI--<~Pi choose ~.IEG with a i = t(~i) next to x ~ then la i-x l_<r and 

i -- i 
r+ pi_!<~pi imply for all SEmi_ I that It(~i°~l) -xl <~Pi and It(~io~i) l <Pi" 

Therefore if 2.4 were false for all the Pi we would have for each i some ~i EG 

with Iir(~i~l)II> ~ for all ~ 6~i_ I . In particular we get N(¢) + i elements 

r(~ i) E 0(n) with pairwise distance > • , contradicting lema 4.4. 

2.7 The short basis (Proof of 2.9) 

We fix the constant in 2.1 to be ~/p . Then II~l <¢ for all ~EG ~ 
P 

implies 

, and 4-3 

II [~,~]ll < min[llo~l,llSll} ((7,8 EGp 

A short basis [c~,...,~d] is defined inductively by choosing a nontrivial 

o~ E G c with minimal il~ll I 
p 

(~i+l EG~ - ([~i"'" '~i }) with minimal llc~i+ll I 
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(([~l,...,~i]) is the smallest subgroup of G containing [~l,...,~i].) 

The basis is finite since G e is finite. The important point is that d has an 
P 

upper bound which is independent of p and e : If we could find i<j<d such 
-1 

that d(~i~ j) <ll~jll ~ then ll~j~ I < ll~jll < ¢ hence ~j ~i 6G: and also 

~j~i6([~l,...,C~j_l]) since 11%11 is minimal in the complement. Now 

--i 
~j = (%~i)~i6([~l~...~j_l]) is impossible. Hence the elements of a short 

basis satisfy the pai~ise distance condition of 4.5 so that d<3n+ dimSO(n) 

This d is also a bound on the length of nonvanishing commutators since 

II [~i,~j]II < min(II~iIl~II~jII) implies first 

(2.s) [~ i ,~ j  I E <{~l,...,~i_l]> (i<j) 

Then use induction on the wordlength based on the formulas [@ ~y] = 

[~,y]'[[~,~]~]'[~] and [~i,~] : [Z1 [v,~]].[y,~] and an induction on 

show that ([~l~...,~i]) is i-nilpotent. 

to 

2.9 Proof of 2.2 (ii) 

The translations in G - clearly a normal subgroup~ have been described as the set 

of all ~ with IIAII < ~ • From 2.4 Rn/F is compact hence G/U is finite. The 
2 

homomorphism r: G~ O(n) induces an isomorphism between G/F and a discrete sub- 

group of O(n) whose elements satisfy the pairwise distance condition of 4.4 with 

¢ = ~ . Therefore G/F has order < N( ) (2.6.) 

2.10 Proof of 2.2 (iii) 

Consider pai r~ ise  orthogonal 2-planes R I ~ E 1 , . . . , R k G E  k through the o r ig in  such 

that A as restricted to R. is a rotation by 0. . Let S~ be the unit circle 
I l i 

in R. • Fix ~ <k - i . Then A acts isometrically on the flat torus 
i 

T = S~+--IX ... X Slk not only with respect to the Riemannian but also with respect 

to the Finsler distance d(x~y) = max[ ~ (xi~Yi) I i = ~+l~...,k] ~ (x i = orthogonal 

projection of x to Ri) . The function d(x,Ax) is constant on T~ Since each 

torus has the same volume as the Finsler ball of radius ~ in its tangent space 
i i 

and since points of pai~ise distance ~ give disjoint balls of radius ~ we have 

the volume ratio m = int(4~) k-~ as a bound on the number of such points. It 

i 
follows that for some power A TM , O<m<m , we have d(x,Amx) <~ for all x ET 

i 
which implies I ~ (x,Amx) l <~ for all x6E +I®...~E k • Therefore, if we had 
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O<e < (4~) ~-k it would follow from O<el<... <~ < m that { (x, Amx) <~ 

1 
for all xER n i.e. IIAgl <~ but A m @ i d  a contradiction to 2 .2  (i) 

3. Earlier proofs 

In this section we sketch Bieberbach's original proof [i] and the one given in Wolf's 

book [4] . Both use commutator estimates though in different form. To simplify the 

description we use 4.3. 

3.1 The structure of Bieberbach's approach consists of the following observations 

(X p. 317 and XII p. 328, Math. Ann. 70 (1911)) 

(i) All main rotation angles occurring in G are rational (E ~ Q) • 

(ii) An infinite discrete group of motions has elements without fixed points. 

The two propositions are proved independently. From (i) it follows that each infinite 

subgroup of G contains translations, and by a not too complicated induction argu- 

ment Bieberbach then concludes: 

(iii) If all translations of G are contained in a subspace E of R n , then 

also all translational parts are contained in ~ . 

At this point the proof is complete: Since G has compact fundamental domain E 

must be R n . While the proof of (ii), based on the commutator estimate (Hilfssatz 

on p. 328) makes no trouble we like to comment on (i), which is the heart of Bieber- 

bach's arguments. The way of proving (i) is by showing that irrational angles would 

imply the existence of infinitesimal sequences, i.e. sequences in G which do not 

contain the identity but which converge to it. First ~E G is chosen with the maxi- 

mal possible number of irrational angles @I,...,@K By taking powers it is achieved 

that all other angles are zero. By a change of origin there is a 2~ - dimensional 

invariant subspace E~R n such that t(~) EE ± and r(~)IE ± = id. Since G has 

compact fundamental domain there is ~ EG with t(~) ~E ± . This V does not com- 

mute with any power ~m(m# O) . Certainly one can construct a set of powers of 

such that the rotational parts form an infinitesimal sequence. The problem is to 

have the translational parts converge also. This is achieved together with y in 

the following way. 

By Minkowski's theorem on simultaneous rational approximation there exist for all 

j = i~2~.., integers xl(J),...,xx(j) and n(j) such that simultaneously 

xg(j) i 
1 2 ~ n ~  - o~1S j.n(j) ~ = 1 , . . . , k  
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Now for each fixed m (which serves as parameter) Bieberbach considers the sequence 

of m-fold commutators 

(L)_ [ [v,~ (j)] ,  ,~(J)]  j 1 ,2,  Ym . . . . . .  ~ = " "  

Due to Minkowski's inequality the powers ~( ]~'~J~ have small rotational angles, and 

from this by an involved calculation the following orders of magnitude are shown 

I !r '  (J)~ [ o ( j l -m)  ~ ~, ( j ) ~  a~+2-m) 
k~m ' = ~m ~ [ = O(~ ~ m>_2 

r (J)] ~ does Therefore the proof of (i) is complete if for m = ~+ 3 the sequence ty m j=l 

not contain the identity. Now by the particular choice of ~ and ~ one finds these 

sequences free from the identity for m = 2 and 3 - Yet there may be a minimal 

(J)] ~ is not infinitesimal. If this happens~ various cases m~4 such that [#m j=l 

must be considered. If m = 4 and 

(J) (J) ~ " < ' Y I  ~2 ] ] j = l  Y2 'Y3 ] + i ( j > j o )  then ~[~{ j )  (J) ( j )  

is infinitesimal instead. If m = 4 ~id [~J),~J)] : i then [7~J)] is infin- 

rr (J) (J) (J)]] . And finally for m>6 the itesimal. For m : 5 one can take [[~3 ~4 ~i 

c (J) . ( ( j ) ~ - l ~  sequence looked for is [~m-1 ~m-2 ) 3 

It is interesting~ how a little more information about ~ simplifies the proof of 

(i). From the pigeon hole argument 2.6 one can choose y such that in addition 

llr(~)ll < ~i . Then ~m(J) ~ i for all m ~ (J_>3) ~ for otherwise by the le~m~.a 

(J) ~j) 
below~ Y2 ~nd afortiori each further ~ is a translation which due to the 

choice of ~ and y has always a nonzero component in E , a contradiction. Hence 

(J)~ ~ is always infinitesimal, in particular for m : k + 3 . However there 
Ym Sj:l 

¢ (J)] is a still simpler argument: Look at the series t? m m=l instead of ¢ (j)~ ~ 

As mentioned, it does not contain the identity. By the co~nutator estimate (c.f. 2.7) 

it converges to the identity. Thus ~t is infinitesimal. 

3.2 Bieberbach's proof succeeded by extracting translations from G by means of 

powers (based on the non-existence of irrational angles). Thellogical structure od 

Gromov's proof is different. He first defines a subgroup ((G~)) of finite index 

(by the pigeon hole argument) in G and then proves that the subgroup is already a 
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group of translations (by the short basis trick). Wolf's proof also starts by 

defining a suitable normal subgroup G* = r-l(T) CG where TCSO(n) is the identity 

component of the closure of r(G) . G/G* is almost immediately finite: Since T 

is closed and SO(n) is compact, only finitely many different sets r(y).T occur 

as ~ runs through G • The task is again to show that G* is purely translational: 

First one observes ([4] p. iOO) 

Lemma If A , B 6 S O ( n ) ~  IIAII, l IB! I<×/2  t h e n  

[[A,m],B] = 1 Lmmlies [A,B] = 1 . 

(This lerm~a is not used by Gromov since due to occurring homotopy errors there is no 

analogue for non flat situations). Together with the cca~utator estimate (c.f. 2.7) 

one finds T total in SO(n) . Hence the subspace W = ~x ERnlT(x) = x} is charac- 

terized as the fixed point set of a single rotation r(Yo)' ~O EG* ~ and by a change 

of origin one may assume t(To) EW • Since T is abelian, one checks that t(~) 6W 

for all further ~ 6G* also. Since Rn/c * is compact this is possiblc only if 

W = R n • Hence T = r(G*) = {id}, i.e. G* is a set of translations. 

4. The group of motions. 

The lemmas of this section will be proved with differential geometric techniques. We 

recall the following facts: 

4.1 The orthogonal group O(n) is a Lie group with identity component SO(n) . Its 

Lie algebra so(n) is the space of skewsymmetric matrices X~Y~... and is canoni- 

cally identified with the space of left invariant vector fields, using that the brac- 

kets of left invariant vector fields are left invaria~t. 

( l )  a~ (Y ) :  = [x,N = xz- 

k 
x The e x p o n e n t i a l  map exp:  s o ( n )  ~ S O ( n )  , e x p X  = i d +  12 ~ r e l a t e s  t o  ad  and  con -  

k = t  

jungation KA: B~ABA -I as follows: 

(2 )  e~pY • e ~ X  . exp ( - D  = e x ~ ( ~ e x p ~ )  

(3) Ex~ (tadY): = id+ ~ i (tady)k = (d Kex~ptg)id 
k - !  k:  

Denote by D L the left invariant connection for which left invariant vector fields 

are parallel, then 

i nxY: =n~Y+~ ~x,N 
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defines a torsion free biinvariant connection with parallel curvature tensorfield 

Obviously 

R(x,Y)z = ¼[z,[x,Y]] 

R: 

D L D~ R(J): = J~ D~[~,J] = D D J+ R(J,~)~ 
c e  C C  

for vector fields J along geodesics t ~ c(t) = exptX . The solutions of R(J) = @ 

are the Jacobifields mud are either obtained as 

(4) J(t) = dLc(t)'kL(t) , kL: R~so(n) ~L , + [x,~LI = 0 , 

(LA(B): = A'B) where dLc(t] is parallel translation along c with respect to the 
k f 

connection D L ~ or as 

I 
(5) J(t) = Pt'k(t)~ k: R~so(n), k-~ (adX)~ = 0 

where 

(6) Pt: = dLc(t)°Exp(- ~adX) 

is parallel translation along c with respect to the connection D • The differen- 

tial d exp can be described with Jacobi fields as follows 

D L 
i J(t) if J(O) = O, ~t J(O) (= ~-~ J(O)) = Y (7) (dexP)txY =y 

4.2 If for S E so(n) we put 

llSii = max{ISvl; vER n , Ivl = i] , 

then from (I) 

(8) IIS,T]]I S 211sll- IITII • 

By left translating this norm to all other tangent spaces we obtain a Finsler metric 

for O(n) whose distance function 

d(A,B) = max{ ~ (v,Av) J v~R n Ivl =~ l] 

has already been introduced in section 2. The dia~eter of SO(n) and the injec- 

tivity radius of exp with respect to the Finsler metric are ~ . Since the distance 
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function is biinvariant~ (dKA) id: so(n) ~ so(n) 

from (3) 

(9) IIExp (adY) "XII : IIXII , X,Y E so(i~) 

Hence both parallel translations dkLc(t) (by definition) and 

are norm preserving. 

If J(t) = dLc(t) kL(t) is a Jacobifield (4) , then k L 

Exp (tadX).~(O) ~ ll~L(t)ll = II~(0)I 1 (9) and therefore 

D L 
IIJ(t)II = IlkL(t)ll < tll ~ J(O)II= tlIYIi 

(lO) 11(dex~)txYll S IlYI1 , 

i.e. exp does not increase lengths in the Finsler metric. 

4.3 Le~ma 

d([A,B],id) S 2d(k,id)-d(B,id), A,B CSO(n) 

Proof Let A = expX ~ B = expY and connect A with 

and (3)) 

t~7 (t) = exp (Exp (tadY).X), t ~ [071 ] 

From the biinvariance of the Finsler metric 

i 
d([A~B]~id) = d(A~BAB -I) _<,I ll~(t)lldt 

0 

Since exp does not increase lengths (i0) 

d 
II@(t)II < II ~ (Exp(t adY)-X N(3)tl~x~(t adY)-[Y,X]II 

(9) II[X,Y]II _ 211XII'II~I = 2 d(A,id)-d(B,id) 

4.4 Lemma 

For ¢>0 there exist at most N(e) = 2int(2~/¢) dimSO(n) 

with pairwise distances > ¢ . 

is a norm isometry and it follows 

Pt (by (6) ~md (9)) 

satisfies ~L(t) = 

BAB -I by the curve (c.f. (2) 

rotations in O(n) 



92 

Proof. It suffices to prove N(¢)/2 as upper hound on SO(n) . Since metric balls 

Be/2 of radius e/2 asotmd the considered elements have pai~ise disjoint interior 

and equal volumes, it follows from B = SO(n) that 

volB /volB/2 

is an upper bound. To get it explicitly we estimate det(dexP)tx in the standard 

Rie~qnian metric (which provides the volume function on SO(n) )~ the Levi-Civita 

connection is D . Norms with respect to the Riemannian metric are denoted by I" I " 

We use a~l orthonormal Basis [YI'''" 'Ym }C- so(n) of eigenvectors with eigenvalues 

2 k2 ~i''''' m of the nonnegative symmetric operator - (adX) 2~ m = dim so(n) . If J is 

2 t is a the Jacobifield (7) for Y = Yi ~ then in (5) obviously k(t) = ~. sin ~ ~i 
i 

solution. Therefore since the Levi-Civita parallel translation Pt perserves I. 1 

we conclude from (6) and (7) that the Jacobifields corresponding to YI:...~% are 

pairwise orthogonal along c(t) = exptX and satisfy 

t~. 
l(dexP)tx.Y I : Yllj(t) I = yllk(t ) = (-~)-isintki/2 , t<~ 

Since lladXll_< 2 IIXII_< 2~ (i)~ the emgenvalues of -(adX) 2 are ~ 4~ 2 . Hence 

det(dexP)tx 

is not increasing and 

m 
sin (t k , 

: ~ 7A-'~ i ) 
i=l 

vol B~/vol Bt < (~/t) m , q.e.d. 

4.5 Le~mla 

There exist at most 3 n+dimS0(n) 

the condition (c.f.2.1) 

euclidean motions ~,~... which pairwise satisfy 

Proof Consider m such motions ~i and corresponding pairs w i = (Si,a i) E so(n) ×R n 

where exp S i = A i = r((~i) , a i .... t((~i) • Introducing the norm ll(S,a)ll = 

max[llSll,e'l I] (the constant is irrelevant) in the vectorspase so(n) ×R n we find 

m points wi = llwiN-lwi on the unit sphere satisfying 

ITq i-wjlF > IIwjll-llb~i-wjli-llIIwjil-lwi-~il! > 1 

(if w.l.o.g, llwjll <llwiH) , since by (i0) 
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llw i - wjll ~ d(~i,~,j) >max[ll~i11, []~jll } = max [11will ,11wjll } 

It follows that the open balls of radius 

and contained in a ball of radius 3/2 • 

3 dim(s°(n) XRn) q.e.d. 

1/2 around the ~. are pairwise disjoint 
l 

Now m cannot exceed the volume ratio 

Remark. There is no finite bound if the condition is replaced by d(~) > 

zmax {ll~l~II~II} ¢ <i . In many cases as e.g. in the proof of Gramov's theorem, it 

is desirable to have an open condition. One such condition is 

d ( o ~ , 6 )  >max[llc4i - ~IIFII,II~H - ~t[~1 } 

The number of motions is then bounded above by 

s ares. 

3-a n+ dimSO(n) 
, the proof is the 
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ALMOST FLAT MANIFOLDS

M. GROMOV

1. Introduction

1.1. We denote by V a connected ^-dimensional complete Riemannian

manifold, by d = d(V) the diameter of V, and by c+ = c+(V) and c~ = c~(V),
respectively, the upper and lower bounds of the sectional curvature of V. We
set c = c(V) = max (| c+1, | c~ |).

We say that F i s ε-flat, ε > 0, if cd2 < ε.

1.2. Examples.
a. Every compact flat manifold is ε-flat for any ε > 0.
b. Every compact nil-manifold possesses an ε-flat metric for any ε > 0.

{A manifold is called a nil-manifold if it admits a transitive action of a nilpotent
Lie group; see 4.5.)

The second example shows that for n > 3, ε > 0 there are infinitely many
ε-flat ^-dimensional manifolds with different fundamental groups.

1.3. Define inductively ext(x) = exp (eXi_λ(x)\ exo(x) — x, and set ε(ή) =
exp (—eXj(n)), where j = 200. (We are generous everywhere in this paper be-
cause the true value of the constants is unknown.)

1.4. Main Theorem. Let V be a compact έ(n)-flat manifold, and π its funda-
mental group. Then:

(a) There exists a maximal nilpotent normal divisor N C π
(b) ord(πlN)<ex,(n);
(c) the finite covering of V corresponding to N is dίjfeomorphic to a nil-

manifold.

Corollary. If V is έ(n)-flat, then its universal covering is diffeomorphic to Rn.
If V is έ(n)-flat and π is commutative, then V is diffeomorphic to a torus.

1.5. Manifolds of positive and almost positive curvature. For such manifolds
one expects the properties (a) and (b) from Main theorem 1.4, but we are able
to prove only the following:

(i) If V is a manifold of nonnegative sectional curvature (c~ > 0), then its
fundamental group π and every subgroup of π can be generated by 3n elements.

(ii) If d(V) < Of, c~(V) > -K,K>0, then π can be generated by N <
3n ex2(nK&) elements; if π is a free group and KQ)1 < ε(n), then π is generated
by one element.

Received June 26, 1976, and, in revised form, August 27, 1977.
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1.6. Manifolds of almost negative curvature. The universal coverings of such
manifolds are expected to be contractable. If n = 2, it is so for Fwith c+(V)
< 1, d(V) < \π (S. Mayers, see [4]), but for n = 3 we have

Counterexample. For given ε > 0 there exists a manifold V diffeomorphic
to the sphere S3 such that d (V) < ε, c+(V) < ε. (See [5].)

1.7. The volume and the injectivity radius. A slight modification of Cheeger's
arguments from [1], [2] shows that the lower bound on the volume vol (V) or
on the injectivity radius reduces drastically the number of almost flat manifolds
(compare with Examples 1.2):

(a) The number of distinct up to diffeomorphism manifolds with d(V)<l,
vol (V)> K~\ c(V) <K,K> 0, is less than ex6(n + K\ Cheeger [1].

(b) If d(V) < 1, vol (F) > K~\ K > 0 and c(V) < έ(n + K\ then V is
diffeomorphic to a flat manifold.

1.8. The second statement is a weak pinching theorem. For positive curva-
ture there is much better result:

If c+(V) < 1, c(V) > 0.97, then Fis diffeomorphic to a manifold of a con-
stant positive curvature (Grove, Karcher, Ruh [7]).

The following is known for the negative case:
If c+(V) < — 1, c~(V) > — 1 — Λ:, K > 0, then in the following three cases

V is diffeomorphic to a manifold of constant negative curvature:
(a) fc < (exΊ(n + rf(K)))"1; (E. Heintze, see [8]).
(b) K < (exΊ(n + vol(F)))"1 and n Φ 3 (for n = 3 it is unknown).
(c) n is even and K < (exQ(n + Iχ(F)l))"1, where χ(V) is the Euler char-

acteristic.
Proof. In view of the Margulis-Heintze theorem (see the next section) one

can apply to (a) Cheeger's arguments as in the previous section. About (b) see
[6]. The case (c) follows from " b " and the Gauss-Bonnet theorem.

1.9. About the proof of the main theorem. Our arguments imitate the proof
of the Bieberbach theorem (see [9]). The first application of the discrete group
technique to geometry is due to Margulis who proved (but has never published)
the following analog of the Kazdan-Margulis theorem (see [9]):

If V is compact, c+(V) < 0, c~(V) > - 1 , then vol(F) > C~\Cn < ex,(n).
(Margulis is not responsible for that particular Cn.)

This fact was independently discovered by Ernst Heintze (see [8]).
To prove that theorem Margulis established the following:
The Margulis Lemma. Let V be as above, and suppose a, β e π = πλ(V, vQ)

can be represented by loops of the length < C"1. If C > ex2(ri), there is a natural
number m such that am, βm C π generate a nίlpotent group.

The ideas of Margulis lying behind his lemma are crucial for our proof of
the Main Theorem. I am also very much indebted to Yu. Burago, J. Cheeger,
D. Gromoll, V. Eidlin, W. Meyer and J. Milnor for discussions having led to a
simplification of the proof. I am essentially thankful to Professor H. Karcher
for his constructive criticism and suggestions. In particular, the present versions
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of statements 2.3, 2.5, 2.6, 2.8.and 7.2 are due to him.

2. Almost positive curvature

2.1. For a group Γ with a function f —• ||^| | e R+ we denote the "ball"
(II IIΓΊO, rf by Γp c Γ. We say that Γ is discrete with respect to || || if all balls
are finite.

We call γl9 γ29 , γs e Γ a short basis (or short generators) and the sequence
of subgroups e = Γo C Γλ C C Γs = Γ a short filtration with respect to
|| ||, if Γt is generated by f1? , γt and | |/< + 1 | | is minimal for all γ from the
complement J Γ \ / V

2.2. From now on we fix a point v0 e ϊ7, denote the tangent space at v0 by
Γ, and set π = TΓ^F, Ί; 0 ) . For a geodesic Λ:[0,1]—>V with Λ(0) = vQ we denote by
ί(/Γ) e Γ the corresponding tangent vector with length (t(X)) = length (Λ). For
<* e π we denote by | |α | | the length of the shortest loop representing a.

2.3. Let a, β € π9 and ^, // be the corresponding shortest loops with φ the
angle between t{λ) and t(μ). Put ^ = max(| |α| |, \\β\\) and Λ:2 = max(0, — c~(V)).
If cos ^ > cosΛ fcp-(l + cosh κp)~ι (i.e., for K = 0 if φ < %π), then \\a~~^

Apply the Toponogov comparison theorem to the universal covering
V.

2.4. Proof of 1.5 (i). Take the short basis γl9 , γs e π and the corre-
sponding shortest loops λί9 , λs. From 2.3 it follows that all angles between
t(λi) and t(λjX 1 < / <j < s, are at least π/3 and so s < yol(Sn)/vo\(B^/6) < 3n.

2.5. If p > 2d(V), then the ball πp C π generates π, since every loop strictly
longer than p can be decomposed into two shorter ones.

2.6. Therefore we can estimate the number of generators in 1.5 (ii) by using
φ from cos φ — cosh (2fc@)-(l + cosh 2fc@)~ι by

s < VO\(S)/\O\(B;/2) < 3w coshw {κ2) .

For the last statement we need an algebraic fact.
2.7. For a group Γ with generators γl9 , γs we denote by Nk(γl9 , γs)

the smallest number N such that every subgroup in Γ generated by words of
length < k admits a system of N generators. Denote by Nk(Γ) the minimum
of all Nk(γl9 - , γs) with respect to all systems of generators of Γ.

If Γ is free and noncommutative, then Nk(Γ) > k. This is obvious and in
fact Nk(Γ) grows exponentially.

2.8. End of the proof of 1.5. For a short basis γλ9 , γs c π we conclude
as before Nk(γl9 , 7-,) < 3n - cosh71 (/c>k@). Now, if κ ® < 3"2r ι, then this
upper bound for Nk(γl9 , γs) is, for noncommutative π, incompatible with
k<Nk(γl9 . . . , r s ) , ( e . g . ? a t / : - 3 w ) .
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3. gr-isometries

3.1. A set in a metric space X is said to be d-dense if it intersects every ball
of radius δ. A discrete set Δ C X is said to be σ-uniformly d-dense if for any
two balls A, B c X of radius δ the numbers ij of points in A Π Δ, B ΠΔ satisfy

σ~ι < i/j < σ .

A map/from one metric space to another is called a ̂ -restricted #-isometry
if for any two points x, y with dist (x, y) < R we have

<r< dist(/(χ),/ω)^g

dist (x, y)

3.2. For a complete Riemannian C°°-manifold X, a discrete set Δ C X and
a finite C°°-function ψ:R+-> R+ we construct a map φ:X—>H= l\Δ) ( = the
space of /2-functions on J ) : (^(x)) (j) = ψ (dist (x, y)), x z X, y z Δ. Further
we fix ψ with properties: ψ is supported in the interval [0.1, 1] if x e [•£-,•§],
then ψ(x) = x and ψ(x) + |ψ'(x)| + |ψ"(x) | < 100, x e [0, 1],

3.3. Let Xx and X, be manifolds as above of dimension n, and Δλ C X, J 2

C X be σ-uniformly ^-dense sets. Denote by Ro the minimum of the injectivity
radii Rad (Xλ)9 Rad (X2), and by K the maximum of the curvatures c(Xλ) and
c(Z2). Let / : Δx -> J 2 be a bijective ^-restricted ^-isometry. If σ < 2, δ <
exp ( - lOn), R, Ro > 10, q < 1 + exp ( - 10/ι), ^ < exp ( - 10«), then there
exists a diίfeomorphism i7: Zj -^ X2.

Proof Using/: Δλ —> J 2 we identify J x with J 2 , and set 7/ = /2(^i) = /2(^2)
It is easy to see that the maps ψx: Xλ-+ H and φ2\X2~^H are smooth imbed-
dings, the image X[ of the first map is contained in a normal tubular neighbor-
hood of the image X2 of the second map, and the normal projection X[ —> Xζ
is a diffeomorphism.

3.4. Remark. Our construction for F is metrically invariant. So if/ com-
mutes with an isometrical action of a group in Δ1 and Δ2, then so does F. (We
suppose here that a group acts isometrically on Xγ and Z 2 , and Δl9 Δ2 are in-
variant sets.)

3.5. Notice that 1.7 (a) immediately follows from 3.3 and the Cheeger in-
equality: lϊd{V) < 1, then Rad (V) > vol (V) (ex2(n + TΓ)"1; see [1].

4. Lie groups

4.1. The group of motions. We normalize the biinvariant metric in O(n) by
the condition d(O(n)) ( = diam (O(n)) = 1, and denote by M(n) the group of
rigid motions of Rn with the metric induced by the decomposition M(n) =
O(n) X Rn. We denote the projections M(n) -> O(«) and Λf(/i) -* i?n by "rot"
and "trans" respectively. In all three groups we denote by \\α\\ the distance
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from a to the identity element, and by Ba, a>0, the ball of radius a centered
at the identity element.

By [a, β] we denote the commutator of a and β. For A e O(n) by Emax (A) C
Ra we denote the eigenspace corresponding to the (complex) eigenvalue λ max-
imizing the distance: dist (λ, 1).

4.2. The following properties of the commutators are obvious and well
known (see [9]):

(a) | |[a, β]\\ < C n | | α | H l j 8 | | , w h e r e a, β f r o m O(n) o r M(n), \\a\\, \\β\\<l a n d
Cn < ex2(n);

(b) Let A € O(n), b e £max (A), and a: x >-+ Ax, β: x *-+ x + b, x e Rn be the
motions from M(n). Set a, = [a, β], at = [a, at_^ Then | | ^ | | > /Γ* ||̂ 41|* | |6 | | .

Nilpotent groups

4.3. Let L be an ^-dimensional simply connected nilpotent Lie group, and
/ its Lie algebra. Equip / with an Euclidean structure, and L with the corres-
ponding left invariant metric. Expressing curvature of L in terms of / we have

4.4. If ||[JC,y] || < c \\x\\ \\y% x, y e /, c > 0, then the curvature c (L) satisfies
c(L) < 100c2.

4.5. Take a triangular basis xl9 , xn e / (i.e., [x, xt] e lί_1, x e /, and lt_i
is spanned by xl9 ^ x ^ O , and for x = Σl:=ιaiχi s e t II-̂ ll2 = Σ7=i μ^l μz
>0.

If μ%-\ < μni and μn is small, then the curvature c{L) is small because of 4.4,
and for given uniform discrete subgroup Γ C L the diameter d(L/Γ) is also
small. This provides the second example in 1.2.

4.6. For vectors xl9 , xk e Rn, k < « we denote by ^(x 1 ? , xfc) the
volume of the /^-dimensional parallelepiped spanned by xl9 , xfc. We say that
a system of independent vectors xl9- ,xk is regular if HxJ < 3 ί - 1 H^H, 1 < /
<j<k, and ®(xl9 -- ,xk)>An f] Li ||x<||, Λ"1 = «2(/i).

4.7. Consider an ^-dimensional lattice Λ (Z Rn equipped additionally with
the structure of a nilpotent group without torsion. Let λλ9 , λn C A be a basis
in J such that the sublattices At = {Σi=i w ^ } a r e a l s o invariant subgroups
with respect to the nilpotent group structure, [Λ, At] C At_l9 ί = 1, ,«, and

Realize Λ now (see [9]) as a uniform discrete subgroup in a nilpotent group
L and associate with the basis λί9 , λn 6 A C i£n a left invariant metric in L
as follows: take xl9 , xn e / with exp (x^) = ^ e i C I , equip / with the
Euclidean structure induced by the isomorphism Rn —> / extending ^ —> x ί5 and
take the corresponndig metric in L. For λ, μ z A (Z L we denote the distance
with respect to this metric by dL(λ, μ).

4.8. Suppose that for λ, μ € A c î w with μ ||, || μ \\ < p > 0 we have || [λ, μ] \\
< c\\λ\\ \\μ\\. If the basis λl9 , λn e A c i^n is regular and p/y y > βjc3(/i),
then c(L) < (c')\ c' = c exfa), and for A € A d Rn with ||^|| < (cex,(n))-1 we
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have q~ι < dL(e, λ)/\\λ\\ < q, where e e A C L is the identity element and q <

The product in the nilpotent group A C ZΓ is given by a polyinomial
P: A X A-* A of degree < «. Extending this polynomial to Rn X Z?n provides
on Rn the structure of a nilpotent Lie group isomorphic to L. The bracket in
the Lie algebra may be expressed in terms of the coefficients of P and so by an
obvious interpolation argument inequalities ||[λ, μ]\\<c\\λ\\ \\μ\\ in the ball in A
yield the analogous inequality for /:

\\\χ,y\\\< l O - V H x i i i M i , χ,yei.

This, together with 4.4, proves the first statement of the lemma and the same
interpolation arguments prove the second.

5. Pseudogroups

5.1. A pseudogroup is by definition a set Γ with a product a- β e Γ defined
for some pairs a, β € Γ and having the following properties :

There is the unique identity element e e Γ, and every γ <=. Γ has a unique in-
verse.

If the products (aβ)γ and a(βγ) are defined, they are equal and are written
as aβγ. Generally, the notation γλγ2 γk means that the product is defined for
any setting of brackets.

5.2. Example. A symmetric subset of a group, containing the identity ele-
ment, is a pseudogroup.

5.3. Any pseudogroup Γ can be viewed as a presentation (by generators
and relations) of a group π = π(Γ). If the natural map Γ —> π is injective, we
say that Γ is injective. The pseudogroups from the above example are injective.

5.4. A symmetric subset of a pseudogroup containing the identity is again
a pseudogroup, but we use the term "subpseudogroup" only for sets closed
with respect to the multiplication.

5.5. A function γ ^ \\γ\\ € R+,γ s Γ, is called a norm if it is symmetric
(Hf-1!! = HTΊI), positive outside the identity element, and \\aβ\\ < \\a\\ + \\β\\.

We introduce the radius rad (Γ) = max r 6 Γ ||?-||, and say that Γ is radial if
for a, 8 6 Γ with | |α | | + \\β\\ < rad (Γ) the product a-βis defined.

5.6. Example: the local fundamental pseudogroup. Denote by Ω the H-
space of all piecewise smooth loops in V based at vQ e V with the composition
denoted by φ o ψ for φ, ψ e Ω. Denote by Ωp9 p > 0 the set of loops of length
less than or equal to p and by Γ = πp the set of all geodesic loops in Ωp. We
denote by \\γ\\, γ e Γ, the length of γ. If p2c+(V) < 0.1 we define for a, β e Γ
with a o β e Ωp the product aβ e Γ: aβ is the shortest loop homotopic in Ωp to
a o β. The pseudogroup Γ so defined is discrete (see 2.1) and radial, and if p >
4d(V) then π(Γ) is canonically isomorphic to πγ(V\ v0); but it may be not injec-
tive (see 1.6).
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Our major concern is the injectivity for the almost flat case. To prove that
we shall later need the following two facts. For their proof note that a pseudo-
group is trivially injective if it can be described as a pseudogroup of transfor-
mations of some set.

5.7. Let Γ be discrete and radial (we use the notation from 3.1).
(a) If subpseudogroup Δ c Γ is injective and <5-dense in Γ9 then the ball

Γ'pCl Γ (with the induced pseudogroup structure) is injective for p < 0.1 rad(Γ)
- 10(5.

(b) Suppose N, A c Γ are injective subpseudogroups, N is invariant
(ΓNΓ~ι C N when the product is defined), the map (v, a) •-» v a ξ Γ9 v £ N,
a e A, is injective (where it is defined) and every γ e Γpd Γ, p < rad Γ9 admits
the decomposition γ = va9 v e N9 a e A. Then the ball ΓPo C f i s injective for

Po < 0.1 p.
5.8. Nilpotency. We say that a set A c Γ is nilpotent if in the sequence

Ao = A9At = [̂ 4, ̂ ^ J all commutators are defined and there exists a number
J such that Ad = {e}. A minimal such d is denoted by nil (̂ 4).

A system of generators γγ γs e T7 is called a nilpotent basis if all commu-
tators [γi9 γj], 1 < i,j < s, are defined and [γi9 γj\ 6 Γt_l9 where by Γt we de-
note the subseudogroup generated by γx γt.

Let Γ be a discrete pseudogroup of radius R, and A (Z Γp(Z Γ a symmetric
set containing the identity element. If A has a nilpotent basis αl9 , αs e A,
and R> p ex2{s), then nil (̂ 4) < s.

This is obvious.

6. Pseudogroups of motions

6.1. A map h: Γ —> G from a discrete radial pseudogroup to a Lie group
G (both with the norms || ||) is called an ε-homomorphism if

h(e) = e, Air1) = Wr))"1;

if αβγ = e,α,β,γe Γ, then \\h(α)h(β)h(γ)\\ <ε\\α\\ \\β\\.
6.2. Let r: Γ —> O(w) be an ε-homomorphism (about O(«) see 4.1), and let

p09 pl9 θ, μ be given numbers with 0 < p0 < pγ < rad Γ, 0 < 0, μ < 1.

If WΓ 1 < μN, N > (10 + θ~ιy\ k = dim O(/i) = \n(n - 1), and ^ε < 0.10,
then there exists a p, p0 < p < pλ9 such that the inverse image r~ι(Bθ) c Γ o f
the ball Bθ c O(Λ) is <5-dense in Γp(Z Γ with a < μ^.

Proof. This follows from the possibility of covering 0(ή) by TV balls of the
radius \θ.

6.3. Let r: Γ —> 0(«) be an ε-homomorphism with image in the ball Bθ c
0(n), 0 < exp(-/ι). If> < rad (Γ) andε < 0.1 (θp~2\ then | |r(^)| | < lOfy"1 | |r | | ,
γeΓ.

Proof. If α9 α
2 αι e Bθ, then H^H = i\\α\\. Given this, the inequality
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HKrOII < θ9 with i = ent O/||rll), yields the proof.
6.4. For an ε-homomorphism m: Γ —* M(ή) we set t(γ) = trans (m(γ)) e Rn

and r(γ) = rot (/wfr)) € 0(n), γeΓ.We suppose that \\t(γ)\\ = \\γ\\.
6.5. Let m be as above, and let θ, p be positive numbers. Denote by N c

Γpd Γ the pseudogroup generated in Γ, by Γ, Π r'\Bβ)9 Bθ c O(«). If 0 + ^
< exp (— ex2n), mά Γ > p ex3(d), d = 10fc, k = dim Λf(w) = \n(n + 1), and
ε < 0.01, then nil (N) < d.

Proof. In N take a short basis ^ , γp <= N with respect to the function
γ —> ||/w(rt||. As in 2.4 we conclude that/? < d; from 4.2 (a) it follows that this
basis is nilpotent, and applying 5.8 we finish the proof.

6.6. Let m be an ε-homomorphism as in 6.4, let Γp C Γ, p < 1 be the ball
with nil (Γp) < d, and let θ\ δ', δ, θ > 0 be real numbers with ex3(n + d + ̂ - 1 )
< (ε + ^ + (δ + (5 + 50//O))"1. If the set r " 1 ^ , ) C Γ is ^-dense in Γp, and
the image of t: Γ -+ Rn is d-dense in the ball Bp c i?71, then || r{γ) \\<θ,γs Γp.

Proof. Take x € ̂ ^ ( r ( ^ ) ) (see 4.1), γ e Γp, with | |* | | = \ρ and α e r~\Bθ,)
with ||ί(α) - x|| < δ + δ' + 2ε. Consider a, = [or, γ], , αr< = [«<.!, 7-], .
If IIKrtH > θ, then using 4.2 (b) we conclude: | | α < | | > h-'iθβ)1 | |α | | , / = 1, ,
d, but the condition nil (Γp) < J yields ||αrώ|| = | |e | | = 0, and the contradiction
proves the lemma.

6.7. A discrete set Γ d Rn equipped with a pseudogroup structure is called
an ε-lattice of radius R = R(Γ) = maxr€Γ | |^|| if the origin in Rn serves as the
identity element in Γ, the product aβ is defined for a, β <=. Γ with | |α | | + ||^8||
< $R, and \\aβ — a — β\\ < ε\\a\\ \\β\\ . Here || || means the norm in Rn but as
a function on Γ it may not satisfy the conditions in 5.5, and we do not sup-
pose that Γ (as a pseudogroup) has any norm at all. Notice also that Γ C Rn

is not necessarily symmetric: γ~ι Φ — γ.

Example. Let m: Γ -> M(n) be an ε-homomorphism as in 6.4 with \\r(γ)\\
< v\\γ\\,γ £ Γ, and let the map t: Γ -+Rn be injective. Then its image is an ε-
lattice with ε' < (ε + v) exp (n + 10).

6.8. For an ε-lattice Γ C Rn we call the system of generators γl9 , γk <=. Γ
a normal basis if the following conditions are satisfied:

1. If the commutator [γ, γt]9 γ e Γ9i = 1, ,k, is defined, then [γ, γt] e
Γ'ί.i, where /\ is the subpseudogroup generated by γl9 , γt.

2. If H7ΊI < exp (— ex2(n)) R(Γ), then there exists a unique representation

T — ΐi Ϊ2 ' ϊk '

3. The system of vectors γl9 , γk is regular (see 4.6).

6.9. Consider an ε-lattice Γ C Rn with a normal basis ?Ί, , γn e Γ. For

γ e Γ represented as γ = ^Γ1 ? ^ denote the sum γ = 2?-i wzΓi bY ^ =
A simple calculation shows

q-1 \\λ\\ < llrll < q U\\ , with 1 < q < 1 + r, τ > 0 ,
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If the commutator [a, β] <= Γ and λ(a)9 λ(β), λ ([a, β])9 a, βz Γ, are defined,
then \\λ([a, β])\\ < ε' \\λ{a)\\ \\λ{β)\\> where exΊ(n + (ε 'Γ) > e"1.

6.10. Let Γ C Rn be an ε-lattice of radius R. If Γ is d-dense in the ball BR

C Rn and (εR + δR'1)'1 > ex6(n), then there exists a normal basis γl9 , γn

i n Γ .
Proof. Take a nontrivial γλ e Γ d Rn with minimal norm, and consider

Rnl C 7?n orthogonal to yx. Obviously (compare with 6.5) γλ belongs to the
"center" of Γ. For γ € Γ with \\γ\\< ^R consider the trajectory {γ{γ}9 i = ,
— 1, 0, 1, , as far as it is defined, and take f e {γ\γ} with the properties:
(j> ϊi} > 0, (jϊιf, fi) < 0 Such a f exists and it is unique. Denote by γ' d
Rnl the orthogonal projection of f to Rn\ and by Γ' C i?71"1 the set of all
such ^7 e Rnl. Setting γ[γ'2 = (f 1/32)

/ we equip Γ 7 with a pseudogroup structure.
It is easy to see that Γf is ε^pseudogroup of radius R! where ε' < 20ε, i^x > \R.

Now, by induction having constructed the normal basis γ'2, , fn e Γ^ we
take γl9f29 , fn for the normal basis in Γ, and verfy the properties 1-3 in 6.8
again by an obvious induction.

6.11. Consider an ε-homomorphism m: Γ —> M(n) as in 6.4. If ε"1 >
ex2(n + 1), rad Γ > 10, then the restriction of t: Γ -> Rn to the unit ball Γp=1

— Γx C Γ is injective, and we identify /\ with the image of that restriction t:
Λ -^ Rn.

Let Γ x C i?w be d-dense in the unit ball Bλ c i?71 where (δ + ε)"1 > ex80(«).
Then there exists a subpseudogroup Nλ C ΓΊ with the following properties :

1. 7VX is d'-dense in B, with δ' < ex,(n)δ.
2. If γ e N, then ||r(γ)\\ <v\\γ\\ where exp7 (n + i;"1) = (ε + δ)~\
3. If | | r ( r ) | | < exp (-ex£ή)\ γ e Γl9 then γ e N. (Notice that θ > v.)
4. Both pseudogroups /\ and A^ are injective; the group 7r(Λ/\) C π(Γλ) is

a maximal nilpotent subgroup and the maximal invariant nilpotent subgroup
at the same time π(Nχ) has no torsion, rank (πiN^) = n and ord (πίΓ^/πiN^)
< exjjί).

Proof. Take the ball Γp C Γ with p = exp (— ex40(«)), and generate 7V\ by
the intersection Γp Π r-\Bθ), Bθ e O(n), θ = exp (—ex4(«)).

From 6.2 it follows that iVΊ is ^^-dense in Γλ with δ" = exp (— βx20(/i)), and
properties 2 and 3 for f e T7^ follow from 6.3, 6.5, 6.6. Property 2 shows that
Γp C /?w is an εMattice, and εr is small enough to apply 6.10 (see the example
in 6.7) and to construct a normal basis in Np. The existence of the normal basis,
together with 6.6, 5.7 and properties 2, 3, yields property 4 with the exception
of the last inequality, but that inequality is reduced now to the following ob-
vious fact:

If a maximal nilpotent subgroup N C π is invariant and has no torsion,
rank (N) = n and the group G = π/N is finite, then ord (G) < ex3(n).

Noticing that π(Γp) = π(Γλ) and π(Np) = π(Nλ) we extend all properties of
Γp to Γl9 again using 6.6. Notice in the end that the inequality ord (π(Γι)/π(N))

< ex3(n) yields property 1 with δ' < 3".
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7. The proof of the main theorem

7.1. We return now to the manifold V with a fixed point v0 e V (see 5.6).
We identify the tangent space of V at vQ with Rn, and denote the linear and the
affine holonomy maps by r: Ω -» 0(«) and m\Ω -* M (ri) respectively

Consider a contractable loop wefl,w:[0,l]-> Fand a deformation M^ : [0,1]
—• V9 with w£ <=. Ω, t e [0, 1], wt=0 = w and wt=1 the constant map. The family
wt can be viewed as a map of a 2-dimensional disk to V. Denote by S the area
of that map and denote by L the maximum of the lengths of wt9 t e [0, 1].

7.2. From | R(x, y)z | < 2 c (V) | x Λ v | | z | for the curvature tensor and as-
suming c(V) < ε we have

Together with simple comparison arguments (see [3]) it yields:
7.3. If c(V) < 10~10ε, 0 < ε < 1, then the restrictions of the maps r and m

to the local fundamental pseudogroup Γ = πp9 p < 10 (see 5.6) are ε-homo-
morphisms, m enjoys the properties from 6.4, and the image of t: Γ —> Rn is
^-dense in Bp c Rn with 3 < 2d(V).

7.4. Now everything is ready for the proof of 1.4. We can suppose that
(d(V) + c{V)Yι > exm(n), and can apply 6.11 to Γ = πp because of 7.3. This
gives (a) and (b) of 1.4.

Take N1 as in 6.11, and realize 7r(iVΊ) as a uniform discrete subgroup in a
nilpotent Lie group L. Take in N1dΓ1Cl Rn (see 6.11) (viewed as an ε-lattice)
a normal basis γl9 , γn9 and identify π(Ni) with the lattice Λ C Rn spanned
by ri,--, γn, matching γ = γ^1 γ™n to λ = Σ ? = 1 m ^ .

Now equip L with the metric associated with that basis (see 4.7), and consider
the map / from N = π(Nλ) c L to the universal covering (F, ι)0) of (V, v0),
given by/fr) = γ(vQ). (TV lies in TΓ^F, V0) and so acts in V.) Applying 4.8 and
6.9 we conclude that/ i s an ^-restricted #-isometry satisfying all properties of
3.3 (L corresponds to X1 in 3.3, V to X29 N to Δl9 and Im (/) to J 2), and apply-
ing 3.3, 3.4 we construct the diίfeomorphism F: L-+V commuting with the
action of TV and so inducing the diίfeomorphism of LjN to V/N.

8. Appendix: The proof of the Margulis theorem

8.1. The Margulis lemma follows (up to exrnonsense) from 7.3, 6.2, and
6.5. To prove the theorem we need two obvious facts about π = π(V9 v0) for
c+(V) < 0.

8.2. A. Every nilpotent subgroup of π is cyclic.
B. For every cyclic subgroup N(Zπ there exists an a e π such that

> 1, v € TV, (about || || see 2.2).



ALMOST FLAT MANIFOLDS 241

8.3. Now take the shortest γ e πλ(V, v0). If \\γ\\~ι < ex2(ri)9 then the injec-

tivity radius at voeV satisfies Rad (V, v0) > j(ex2(n))~\ This yields the

Margulis theorem. Otherwise we take the maximal cyclic subgroup N dπ with

γ e N and a e π as in 8.2B. Realize a by a loop: w: [0, 1] —> F, and for v e TV

denote by 1̂ , ί e [0, 1], the shortest loop at the point w(t) e V homotopic to

the loop w^Jϊt-j oίo w l[0)ί], where wίQ^: [0, t]—>- V is the restriction of w and ΐ> is

the geodesic loop at v0 realizing v. By continuity there is a ί0 e [0, 1] such that

minυ S i V (H^ίJI) = (exaί^))"1- Using the Margulis lemma and 8.2A we conclude

that at the point w(t0) e Fthe length of any geodesic loop is at least (ex2(n))~\

and the proof is finished.

Those arguments (up to minor details) are due to Margulis, and for the

homogenous case to Kazdan and Margulis (see [9]).
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REPORT ON M. GROMOV'S ALMOST FLAT MANIFOLDS (*) 

by Hermann KARCHER 

I. Introduction 

A basic theme in Riemannian geometry is the following question : To what extend do 

assumptions on local invariants determine global properties ? Very important such 

assumptions are bounds for the curvature of the metric - recall that in Riemann's 

normal coordinates the curvature tensor is obtained as the second derivative of the 

metric. Examples of known results are : 

(i) The only surfaces which carry positive curvature metrics are S 2 and p2(~) , 

because 2~'X(M) = ~M Kde 

(ii) A complete simply connected Riemannian manifold M n of nonpositive curvature 

is diffeomorphic to ~n , because the Riemannian exponential map eXpp has maximal 

rank on the tangent space T M and is in fact a covering map. 
P 

(iii) More specifically, if M n has zero curvature ("flat") then eXpp is an iso- 

metric covering map, i.e. the fundamental group ~I(M,p) operates as a discrete - 

and for compact M : uniform - group of isometries on ~n . From Bieberbach's classi- 

fication of such groups it follows that compact flat manifolds are covered by flat 

tori. 

(iv) If M n is complete, noncompact and has positive curvature then convexity argu- 

ments show that M n is diffeomorphic to ~n . 

I 
(v) If M n is simply connected, complete and has curvature bounds ~ < K K I then 

M n is homeomorphic to S n . For even dimensions ~ 4 the result is sharp since 

I 
Pn(c) carries a metric with ~ ~ K ~ I . 

(Vi) If M n is complete and has curvature bounds 0.7 ~ K ~ I then the following 

holds : The universal co~ering ~n is diffeomorphic to S n in such a way that the 

action of hi(M, p) on ~ is conjugate to an orthogonal action on S n , i.e. M n 

is diffeomorphic to a space of constant curvature. 

(*) This work was done under the program "Sonderforschungsbereich Theorethische 

Mathematik" at Bonn. Discussions with Gromov during the Arbeitstagung 1977 were 

very helpfull. Since early 1978 I am working jointly with Peter Buser. 
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(vii) In principle similar results hold if the model space S n is replaced by 

any of the other symmetric spaces of compact type, but the precise formulation Zs 

more elaborate. 

The purpose of this lecture is to explain the proof of the following theorem 

of M. Gromov [6] which differs from all the previous results by the fact that the 

model space is not known a priori but has to be constructed in the proof. ([6] is 

a general reference throughout the paper.) 

1.1. THEOREM.- Let M be a compact n-dimensional Riemannian manifold, assume that 

the sectional curvatures K of M are bounded in terms of the diameter d(M) : 

K I ~ £ • d(M) -2 with ~ ~ exp(- exp(exp(2n2))) (present estimate). 

I 
~n(n - I) 

Then there is a finite - at most 2 • (6~) fold - covering of M which is 

diffeomorphic to a compact quotient of a nilpotent Lie group. 

every 

There are many more manifolds than the compact flat ones which allow for 

-2 
£ > O an £-flat metric, i.e. one which satisfies IKI ~ £ • d(M) 

~:{A: 

0 

1.2. Example.- On the nilpotent Lie algebra ;a6R, 
13 

I ~ i < j ~ n } define the following family of scalar products : 

HATI2q : a 2 • i) 
i<j ij 

and extend them by left translation to the corresponding nilpotent Lie group G 

of upper triagular matrices. From the estimate IlIA,B] IIq -< 2" (n-2)"l lAIIq IIBIlq 

one derives the following q-independent bound for the curvature tensors R of 
q 

these left invariant metrics 

flRq A,B) Cllq <- 24 n-2)2" lIAllq" llBllq "ElCllq 

or .IIRqNq -< 24 • (n-2) 2 
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Each compact quotient F~G can be given an arbitrarily small diameter by 

appropriate choice of q ; therefore F~ G is £-flat for each ~ > O . If one 

takes for F the integer subgroup of G , then F is not a Bieberbach group 

since the rank of its free Abelian subgroups is too small and therefore F~ G does 

not carry any flat metric. 

1.3. The first steps of Gromov's proof. Because of the strong curvature assumptions 

the maximal rank radius r of the Riemannian exponential map is much larger than 
m 

the diameter of M . Therefore many short geodesic loops exist and Gromov defines 

a product between short loops at p which satisfies the relations of a group where 

it is defined. From this torso one can generate the fundamental group ~1(M,p) 

abstractly : by generators and relations. Each short loop at p is mapped onto 

its holonomy motion and this map is almost compatible with the Gromov product since 

small curvature implies that parallel translation varies only slightly with the 

change of the path. Therefore commutators of loops almost behave as commutators of 

motions, i.e. iterated commutators converge to the identity if the rotational part 

I 
of the corresponding holonomy motion is small ( ~ ~ ). Every set consisting of 

I 
loops with rotational~ parts ~ ~ will therefore generate a nilpotent subgroup of 

~1(M,p) if the homotopy errors are not too large. Moreover the degree of nilpotency 

1 
40 ~ n(n + I) 

of all such subgroups has the a priori bound d = (~) which is derived 

by a counting argument in the group of motions. - We continue this summary in 

2.15 after the more detailled explanations of chapter 2 have been given. 

2. Products of short loops 

From Riemannian geometry we have 

2.1. Rauch's THEOREM [5].- Curvature bounds 

exponential map exp at p (for v , w 6 T M ) 
P 

l wl "si IAtv I .w I l wl tv I (d exP)tv 

(d exP)tv has maximal rank if Itvl < ~" A -1 

- k 2 N K K A 2 imply for the Riemannian 

• sinh ~I tvl 

 Itvl 
- 1/2 

(K w • £ " d(M) in 1.1). 

2.2 Klin~enber~S Lon~-Homotopy-lemma [5].- Let r m be the maximal rank radius of 

eXpp ; assume eXppV = eXppW . T h e n  a n y  h o m o t o p y  w h i c h  j o i n s  t h e  g e o d e s i c  a r c s  

exp tv and exp tw (0 ~ t ~ I) contains a curve of length ~ r 
m 
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2.3. DEFINITION.- A homotopy which contains only curves shorter than the maximal 

rank radius r of the exponential map is called a short homotopy. The correspon- 
m 

ding equivalence classes are called short homotopy classes. 

From 2.2 and the standard shortening process by geodesic segments we have 

2.4. Every short homotopy class of closed curves at p contains exactly one geodesic 

loop at p . 

2.5. DEFINITION.- Let ~ and ~ be geodesic loops at p ; assume that the sum of 

their lengths is less than the maximal rank radius r , e.g, 
m 

-I/2 
!~I + l~I < ~" E • d(M) . Let ~'~ be the closed curve "first ~ then ~ ", 

as usual. Gromov's product ~ * ~ is the unique (!) geodesic loop in the short 

homotopy class of 8"~ . 

If one lifts the curve ~'~ to TpM by eXpp , then the ray to the 

endpoint of this curve is mapped by eXpp onto the loop ~ * ~ . Clearly -I is 

the loop ~ parametrized backwards and associativity holds as long as the sum of 

-112 
the lengths of the factors is < rm( ~ ~ ~ d(M)). Every closed curve can be 

decomposed (in ~1(M,p)) into a product of curves shorter than 2d(M) + ~ ( ~ > 0 

chosen) ; therefore ~1(M,p) is generated by geodesic loops ~ 2d(M) + ~ . Under 

-I/2 
the mild additional condition 5 ~ ~ • E it can already be proved that all rela- 

tions in ~I(M,p) are products of relations which are given by short homotopies 

between loops of length < 5 • d(M) . Therefore the short loops (< 5 • d(M)) with 

Gromov product generate a group isomorphic to ~I(M,p) . 

2.6. DEFINITION.- Let c be a curve and let a vectorfield X along c satisfy 

the differential equation ~t X(t) = 6(t) . The map m(c) : Tc(o) --) Tc(1)M 

given by X(O) --~ X(1) is called affine translation [10] along c . m(c) is a 

motion, since its linear part is Levi-Civita translation along c . 

2.7. Path dependence of translations [2]. Let c I , c 2 be two curves from 

c.(O) = p to c.(I) = q ; assume the existence of a smooth homotopy from c I to c 2 
l l 

with area K F and longest curve ~ L . Let X.(t) be Levi-Civita parallel along 
l 

c.l and XI(O) = X2(O) ; let Yi(t) be affine parallel along c.l with Yi(O) = O. 

Let fIR II be a bound for the curvature tensor along the homotopy. Then 
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! Y i ( 1 ) l  ~ l eng th  IYI (I)  2CI I  'II II'  

Our most important application of 2.7 is to homotopies which are given by geodesic 

segments spanned in geodesic triangles. L is the sum of two edgelengths and F is 

obtained from 

2.8. Aleksandrow's area comparison [I]. Consider a geodesic triangle and span any 

surface with geodesic segments. Assume a curvature bound K ~ A 2 along the surface. 

Consider a triangle with the same edgelengths as the given one in the plane of cons- 

tant curvature A 2 (if A 2 > O this requires a circumference < 2~A -I ). Then the 

area of the spanned surface is not larger than the area of this constant curvature 

triangle. In particular, if two edgelengths, a , b are ~ ~ • (3A) -I then 

F ~ O.7ab (~ O.5ab if A = O ). 

To conveniently express how closely the Gromov product 8 * ~ and the compo- 

sition of the holonomy motions m(8) o m(~) are related we use the following Finsler 

metrics : 

2.9. DEFINITION.- For A , B C SO(n) define d(A,B) = max { I~ (B-IAx,X)I ; O~ XC R n] ; 

the corresponding norm in the tangent space TidSO(n) of skew symmetric matrices 

is ISI = max { ISXI ; X 6 R n IXI = I} For motions ~ (X) = A i " X + a. define 
r • 1 1 

d(A I , A 2) = max(d(A I , A 2) , 3A " lal - a21) . (A 2 should be thought of as a 

curvature bound ; the factor 3A makes the definition independent of renormaliza- 

tions of the metric of M ; it is also convenient in 2.12.) Abbreviate 

dCA, id )  = flAIl ; id) = llXll . 
4 A2 

We summarize 2.5 - 2.9 (note ^2 ii { I ) 

2.10. Homo topy errors. Let ~ , 8 be geodesic loops with ~ * ~ defined. Let r(~) 

and t(~) be rotational and translational part of the holonomy motion 2.6. Assume 

curvature bounds I K I .~< A2 . Then 

d(r(~ * ~), r(5) 0 r(~)) 

Ix(B). t(~) + t(~) - t(B * ~)I 

A21tC~) l . l t (S )  I , 

( I t ( ~ ) l  + I t ( ~ ) l ) "  I 
For commutators better estimates are true than follow from 2.10. One needs 

2.11.  Comparison of Riemannian and Euclidean. ' translation [9]. Let w(t) be a parallel 

vector field along the geodesic c(t) = exp tv . Assume IKI ~ A 2 . Then 
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A(Iv l!w I sinh AIivl + t wl) d(exp(v+w(O)),eXPc(1 ) w(1)) K ] 

First the translational part of the commutator [5,~] = ~-I . -I . ~ • ~ is esti- 

mated directly with 2.1 and 2.11 ; then this information is used to get a good 

bound on the homotopy error of the rotational part from 2.7 and 2.8. Gromov does not 

seem to use 2.11. 

2.12. Commutator estimates [2]. Let Q , 

and assume IKI & A 2 . Then 

2 [t(~)]It(~)l • A sinh A(]t(Q) I + It(~ ) + 2 sin 

1 
+ 2 sin(~ Hr(~)II )'It(~ t 

be short geodesic loops (2.5) at p 

I 
Hr(~)][ )'It(Q)! + 

d(r([~,~] , r(~)-1"r(Q)-1'r(8)'r(Q)) K A2(2lt(~)[lt(8)[ + (It(Q) + It(B) 

i 
Asslune in addition Im(ff)l, Im(~)l ~ ~ (hence It(Q)l, It(~)l N (9A) -I 

then Ilm([~,~])ll ~ 2.4 llm(~)ll • llm(~)II ~ 0.8 rain (II m(Q)ll ' IIm(~)]l )" 

This result is very powerful. It shows that - after handling the homotopy 

errors - one can work with commutators of loops almost in the same way as with commu- 

tators of motions (we recall II[7'~] II ~ 2 ll~l] • flail ). This use of commutators 

seems to go back to Margulis who derived from 2.12-type estimates a lower bound for 

the volume of a compact negatively curved Riemannian manifold. Gromov uses 2.12 

to generate nilpotent subgroups of the fundamental group. Very surprisingly the 

following holds : 

)'[t[~,~]1). 

2.9)), 

2.13. A priori estimate [2]. The degree of nilpotency of all subgroups of ~I(M,p) 
I 

which are generated from sets of loops which satisfy ]]m(~)]l ~ ~ has a bound 
I 

15n(n + I) 
d ~ 3] ~ 1"76n(n + I) 

Proof. Choose economic generators as follows : QI is such that [[m(~1)[[ is 

minimal (in the generating set U ). If QI,...,~ are already chosen, then consi- 
3 

der the set U of Gromov-products of these and choose ~ in U \ U such that 
3 j+1 3 

II m(~j+1)II is minimal. After finitely many Steps one has a so called short basis 

~1,...,~k for U . Because of 2.12 one cam show by induction that the degree of 

nilpotency of the generated group <~1,...,~k> cannot be larger than k . From the 

construction follows 

Nm(~ll * (Y')II3 ~ max (llm((Yi)N, l[m(Qj)[l) , 

and with 2.10 
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I 
I~m(~i)-1 o m((Y')II3 ~ max(If m(~i)II' IIm(~J )If ) - ~ llm(~i)II " II m(~j)II ~ 

max(If m(~i)ll - ~7 llm(ffj)ll ' llm(~j)ll - 77 l[m(ffi)II ) " 

There are at most as many motions which pairwise satisfy these inequalities as there 

are unit vectors (Finsler length) in the tangent space of this group which satisfy 

26 13 
lwi - wj! ~_.. The balls of radius ~ around such w i are disjoint and contai- 

4 
40 / 40 [ n(n + I) 

ned in a ball of radius ~ . The volume ratio ~ ~ of the balls 

gives an upper bound for the number of vectors w~ 
l 

2.14. We have formulated 2.13 for the generated group. It ±s important to observe, 

that the inductive proof in fact shows : if d is the length of a short basis, and 

if a d-fold commutator of loops is defined in the sense of 2.5, then this d-fold 

commutator is already O as a loop (while 2.13 only says that this loop is O in 

~I(M) ). 

2.15. The next steps of Gromov's proof. We have constructed nilpotent subgroups of 

~I(M) ~ next, one has to find one such subgroup which can be embedded as a uniform 

discrete subgroup F into an n-dimensional nilpotent Lie group G . Observe that 

such a Lie group can be identified with ~n such that the product is given by 

Malcev's polynomials [11] of degree ~ n . These polynomials are uniquely determined 

if one knows their values on sufficiently many points of an uniform discrete sub- 

group of G . Gromov shows that a selected set of short loops, called F , can be 
Pl 

found and (in 3.4) be identified with so large a ball of an integer lattice in ~n 

that the products of these loops determine Malcev polynomials [11] which define a 
~n 

product on turning it into a nilpotent Lie group G . The mentioned set Fpl 

of loops is such that the Gromov product behaves almost as the translational parts 

of the loops do (3.2.5). Therefore one can choose a basis in the same way as in a 

translational group and express the short loops in F as words in the basis 
Pl 

elements ; these words allow the identification of the short loops with the lattice 

points of a large ball, even in such a way that loop length and lattice length 

almost coincide (3.4.2). - The set Fpl of loops is constructed in 3.2 ; this cons- 

truction requires curvature assumptions (see 3.2.3) which are so strong that homo- 

topy errors at all other parts of the proof turn out to be almost neglegible. 
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3. Small rotational parts 

3.1. A Dirichlet choice. We have to find a radius P with the following proper- 
o 

ties : for every v C T M , Ivl = 3P , one has a loop ~ with 
p o 

+ d(M) and ]Ir(~)ll ~ ~I (2.6~) -d (recall d = 1.76 n(n+ I) I t(~) -vl ~ Po = 

from 2.13). 

The smallness of ~I is explained in 3.2. To estimate the index of the cons- 

n(n- I) 

tructed subgroup in ~I(M) one needs Po ~ 2 • (64) • d(M) (see 3.3). 

~n(n - I) 
One can find p ~ 4 N" 2(6~) Q d(M) with N ~ exp(exp(n2)) . 

o 

Proof. First, a lifting argument shows that the translational parts of loops at p 

-I/2 
are d(M)-dense within the ball of radius rm ( ~ ~ £ d(M)) in which eXpp 

has maximal rank. Bowever the nearest loop to a given v C T M need not have small 
P 

rotational part, but it suffices if its rotational part occurs ~1-almost among loops 

of length ~ Po " (Homotopy errors are neglected since they cause a neglegible con- 

I 
tribution.) Let B I be a (Finsler-) ball of radius ~I in SO(n) ; there are 

at most N = v°l O(n/v ~ 2(2~) dim SO(n) 
ol B I ~I < exp(exp n 2) rotations in 

- n(n - 1 ) 

O(n) with pairwise distance ~ ~I " Therefore, if Po,1 = 2 • (6TT) 2 " d(M) 

does not have the desired property, one tries Po,2 = 4 • Po,1 ; after at most N 

such 4-fold increases one must have found a suitable P , since it cannot be true 
o 

at each s t e p  t h a t  o n e  f i n d s  a r o t a t i o n a l  p a r t  f o r  a l o o p  o f  l e n g t h  b e t w e e n  2p 
o 

and 4p ° which does not ~1-almost occur among the loops ~ Po 

3.2. The almost translational set of loops. Consider the set F of loops with 
Pl 

3n 2 I Pl 
lengths ~ Pl = e Po and rotational parts ~ ~ . (The large ratio p~ is 

needed in 4.1 to have sufficiently many products available to determine the Malcev 

I 
polynomials.) Under the curvature assumption 3 A @1 ~ ~ we have 2.14 for Fpl , 

i.e. a short basis of length ~ d = 1.76 n(n + 1) so that all d-fold commutators 

vanish. Let Fpl be the set of all Gromov products of elements in Fpl such that 
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the products are inductively defined and have lengths ~ Pl " We claim : 

3.2 I. All rotational parts in Fpl are in fact ~ 2-d ~Pl FPl • ; in particular = . 

Proof. Let 6 6 ~p be a loop with ,II r(6) ,,II = @ > 2-d • Because of the inductive 
I 

I 
definition of ~Pl it is sufficient to assume 0 K ~ . We choose a vector VCTpM 

with I ~ (r(6)'v'v)I = 8 and with 3.1 find a loop ~ such that IIr(~)II ~ ~1 and 

It(R) - vl ~ Po " Consider the d-fold commutator [...[~,6] ..... 6] ; 2.14 shows 

that it is trivial ; on the other hand we can estimate its translational part directly 

and after some computation find it ~ O if the following is true : 

d 

e - -  • • • - -  - 
3.2.2. ~1 " 3.2d + (2 sin ~ ~o (0.5 + 2 I0-4d) 2 sin - < 

2 

[2-d I From ~I ~ (2"6~)-d follows that 3.2.2 is true for @ C , ~ ] , therefore 

@ cannot occur in ~p 
I 

these 

In the proof of 3.2.2 one has to use the estimates of homotopy errors from 

chapter 2-; in particular one needs 3 Alt(~) I ~ tlr(~)!l or 
6 A4 N" (6~) ~n(n- I) • d(M) ~ ~I = (2"6~)-d (compare 3.1). 

More explicitly, 

3.2.3. A 2 • d(M) 2 " exp(exp(exp 2n2)) ~ I is a sufficient curvature assumption. 

We repeat : this assumption is so strong that homotopy errors at all other parts 

of the proof do not significantly change the estimates. 

An immediate consequence of 3.2.1 is (since at least 

of ~ are possible in F ) : 
Pl 

3.2.4 

-I 
~1 " I t(~)l iterations 

If ~ 6 Fpl then IIr(~) [[ ~ 2-d" It(~>lPl 

Therefore we have the following almost translational behaviour ( £ << I con- 

tains the homotopy error). 

3.2.5. If ~,~ C ~Pl then It(~*~)-t(~)-t(~) I ~ 2 -d It(~)l " It(~)I Pl " (I + ~) . 

Moreover we have from 2.12 (as a consequence of 2.11) already at this point a 

commutator estimate which Gromov derives only later. 
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3.2.6. If ~ , ~ 6 ~ then It([~,~])I ~ 2"2 -d "It(~)l'It(~)I ,(I + £). 
I Pl 

3.3. The index estimate. We estimate the index of the group F generated by 
Pl 

in ~I(M,p) as follows : 

(i) The finitely many loops at p of length K 2 • d(M) generate ~I(M,p) • 

(ii) If all the words of wordlength : Z + I in these generators occur already 

in equivalence classes mod FPl of the words of wordlength K £ , then there are no 

further equivalence classes in longer words. 

(iii) Two short loops (K pl ) are in the same equivalence class mod F 

I 
rotational parts have a distance ~ ~ in O(n) (homotopy errors neglected). 

vol O(n) // K 2 • (6~) dim SO(n) different 
Therefore there are at most W = / vol B 1 

3 

equivalence classes among the short loops. 

(iv) Words of wordlength ~ W are still short as loops (2W" d(M) ~ 2p ) . o 

Therefore (ii) must occur among the words of wordlength ~ W , so that there are 

not more than W equivalence classes mod F in ~I(M) . 

if their 

3.4. The lattice identification. The almost translational behaviour 3.2.5 allows to 

pick generatbrs in Fpl in the same way as in a discrete translational subgroup 

of ~n . Let 6 I be the shortest loop in Fpl ; 6 I commutes with all other 

loops because of 3.2.6. For each 6 6 Fpl consider the orbit [6~ * 6] c Fpl 

Scalar products <t(81), t(6~ * 6)> and lengths It(6~ * 6) I along the orbit can 

be controlled with 3.2.5 to find a unique representative ~ in the orbit determined 

by <t(81), t(~)> > O , <t(~1), t(6] I * ~)> ~ O . Starting from 6 one needs at 

most ( I + (I - 2-d) -I ° It(8)~\ ±I !t(61)i} multiplications by 61 to reach ~ . 

Let F' be the set of orthogonal projections of representatives ~ onto the 

orthogonal complement of t(6 I) in ~n = T M and define for ~' , ~' 6 F' the 
P 

product ~' * 6' to be the projection of the representative of ~ * ~ . Starting 

from 16'I ~ ~ 1.5" 18'I one proves that the inequalities 3.2.5 and 3.2.6 hold 

in F' with 2 -d replaced by 8 • 2 -d 8 n 2-d ; note that even " is still much 

smaller than needed for the present arguments. To define a product ~' * 6' one 
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needs the product ~ * ~ of somewhat longer elements in F , but for ~' , ~' 6 F' 

I 
with I(~'l ' !8'I < 5" Pl the product is clearly defined. Therefore one is ready 

for an induction which for dimension reasons terminates after at most n steps : 

' 6' for F' is already selected then choose If inductively the basis 62 ''''' n' 

61 '~2 ' .... ~n' as basis for Fpl . Since the loops from FQI are Po-dense in 

the 4Po-ball in pn (see 3. I), and since we do not lose significantly from this 

relative denseness through n inductive steps (recall d = 1.76 n(n+ I) ), we will 

obtain exactly n generators 61,...,6 n for Fpl,Which is Gromov's "normal basis". 

3.2.6 shows at each inductive step that the shortest element is in the center ; 

therefore all loops 6 C Fpl of length ~ 3-n " Pl have a unique representation 

k I k 
as a normal word 61 * ... * ~n n . (The factor 3 -n stems from I~I ~ 1.516' I ; 

it could be almost removed since for l~I >> 1611 a much sharper inequality is 

k I k 
true.) Clearly we can identify the loop 61 * ... * 6 n with the n-tuple 

n 

(kl,...,k n) or even with the lattice vector ~ ki.6 i in T M . This identifica- 
i=i P 

tion is much better than one might expect since the inductive choice of the normal 

basis gives 

3 .4 .1 .  Idet(61 . . . . .  6n)l ~ 0 . s n ( n - 1 ) . l ~ l l . . . . . 1 6 n l  

From 3.2.5 and 3.4.1 we prove that the lattice-identification is very close 

k I 
to the translational part, namely (if It(61 

3.4.2. It(61 * ... * 6 n) _ ki'SilT M 
i=I p 

We interpret now Gromov's product of loops as a product between the lattice 

points ~ ki.6 i of T M and since lattice length and loop length almost coincide 
P 

by 3.4.2 we have : 

k 
* ... * 6nn)l < 3 -n . pl ) : 

I f 2 " 2 - d ' 2 n 2  I  i'Sil • 
2=1 

3.4.3. Inequalities 3.2.5 and 3.2.6 hold for lattice vectors of length ~ 3-n " Pl 

kl kn) 
if loop length It(61 ..... 6 n I is replaced by lattice length I ~ ki'6il 

and E is increased slightly. 

Finally we note that at each inductive step the shortest vector is ~ 2Po , 
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3.4.4. 16il < 2Po (I 5) i-I 
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(i = I .... ,n) . 

4. The nilpotent Lie group 

4.1. The Malcev polynomials. 3.4.3 shows that commutators [6 i , @j] are generated 

by 61'''''6min(i,j)- I . Therefore the product of two words 

k I k £ £ Pl Pn 
. . . . .  * ... * 6 where the Pi 61 * * 6nn * 6 I I * . * 6nn is a new word @I n 

are polynomials of degree ~ n + 1 - i in the exponents k I .... ,k n , £i,...,£n [11]. 

(Commutators are so much shorter than their factors that the rearranging of the 

product into its normal form does not change its length very much ; therefore the 

rearranging can be considered an algebraic procedure as in [11].) We want to use 

these so called "Malcev polynomials" to extend the product from a ball in the 

lattice ~ki.6 i to all of ~n and thus obtain the desired n-dimensional 

nilpotent Lie group G . If one knows associativity, inverses and the nilpotency 

relations on sufficiently many lattice points then the polynomials expressing these 

relations are satisfied on all of ~n and therefore define the nilpotent Lie group 

structure on ~n . 

The inverse is given by a polynomial of degree ~ n , associativity is 
3 

expressed by a polynomial of degree n and the vanishing of the various n-fold 

commutators is expressed by polynomials of degree ~ n 3n . Since commutators are 

shorter than their factors one stays in the domain where products are defined. 

Together with max { I Z ki.6il ; Ikil ~ N] ~ n'N" 2Po " 1"5n-I it follows that 

it is sufficient to have products defined for all loops of length 

2n'n3n'1"5n-1" Po " This leads to Pl = e3n2 " Po ' the assumption made in 3.2. 

Therefore the Malcev polynomials are uniquely determined by the Gromov products of 

loops in Fpl and they satisfy all relations to define a nilpotent Lie group 

1 
structure on ~n ! The set Fpl of loops K Pl with rotational part K ~ is 

identified in a product preserving way with a subset of this Lie group G , and 

the group F (which is abstractly generated from F with the short relations 
Pl 

(2.5) between its elements) is identified as an uniform discrete subgroup of G via 

the integer lattice points Z k..6. in pn . 
l l  
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4.2. Injectivity. Obviously F has a natural homomorphic image in ~I(M) ; we 

need this to be an isomorphic one. Therefore one has to exclude the possibility 

I 
that the other short loops, i.e. those with rotational parts > ~ , generate (in 

~I(M) ) additional relations between the elements of F . To achieve this we iden- 

tify (in 4.2.1) all loops ~ 3-n " Pl bijectively anaproduct preserving with trans- 

formations of some set S . Clearly, the group generated from the loops is isomor- 

phic to the group generated from the transformations ; therefore there are no 

further identifications in the generated group. Recall, that all relations in ~I(M) 

are generated from the short relations between loops of length ~ 5d(M) - which is 

3-n " ~I ; this proves that the natural image of F in ~I(M) is an isomorphic 

one. - 

4.2.1. The definition of the set S . Consider two loops ~ 3-n " Pl equivalent if 

they differ by a loop in Fpl , then take A as a set of shortest representatives 

from these equivalence classes and put S = A x F, To define the action of 

any loop b (~ 3 -n " pl ) on (a,~) C A x F write b * a = a' * 6' (a' 6 A , 

6' 6 F) and put b " (a,6) = (a' , 6' * 6) . To check that this identifies the loops 

3-n ~ Pl injectively and product preserving with transformations on S , one uses 

that Fpl is fairly dense among all loops ~ 3-np I (see 3.4, in particular 3.4.2) 

and that Fpl can be identified with its left actions on F (see end of 4.1). 

4.3. The left invariant metric on G . We lift the "normal basis" 61,...,6 6 G 
n 

with the exponential map Exp of G to a basis of the tangent space T G and use 
e 

this basis for an isometric identification of T G with T M ; then we left 
e p 

translate this metric to all of G . Next, the curvature tensor of this metric 

- or equivalently the norm of the Lie bracket - has to be estimated. We do not 

understand Gromov's "interpolation argument" , but we estimate the third order 

remainder term of the Campbell-Hausdorff power series inductively over the subgroups 

spanned by 61,...,6 i : 

4.3.1. If H(X,Y) is defined by Exp X" Exp Y = Exp H(X,Y) , then we have 

I 

I IEx,  l-  "(I I +IYl  
where X 6 T G is arbitrary, 

e Y 6 Tespan(61,...,6 ) and £ depends on the norm 
l 

of the Lie bracket on Tespan(61,...,6i_1 ) . 

Consequently we have (side conditions as in 4.3.1) : 

432 " Ixi+f l  

Because of 4.3.2 and Exp X" Exp y • Exp(-X), Exp(-y) = Exp H(e AdX. y, -y) we can 
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use the commutator estimates 3.4.3 to get, inductively over the subgroups 

span(81,...,6 i) , estimates for the Lie bracket which are about as good as 3.2.6. 

(In other words : the elements 81,...,8 are indeed so close to the identity in 
n 

G that the higher than second order terms in the Campbell-Hausdorff series can be 

neglected for the computation of commutators.) In particular, the curvature of G 

is very small. (We do not give any more numbers, since the curvature assumption we 

were forced to make in 3.2.3 makes all estimates ridiculously small compared to 

what the present arguments would need.) 

4.4. The F-equivariant diffeomorphism. F acts isometrically by left translations 

on G and - as the deck group of a finite covering of M - F also acts isometri- 

cally on the universal covering M . From the "normal basis" 81,...,6 n in F and 

the exponential maps of G and ~ we obtain natural basis for T G and T M ; 
e p 

therefore, after left translation by F , we have corresponding natural basis in 

the tangent spaces of all "lattice points" in G and M which identify these tan- 

gent spaces almost isometrically. Then, with the exponential maps of G and 

we obtain maps from large balls around the lattice points in G onto corresponding 

balls in ~ . These local maps are compatible with the action of F and they are 

very close to isometries since the curvatures of G and ~ are so small (see 2.1). 

Moreover, their differentials can be described by Jacobi fields, hence, again 

because of the small curvatures, these differentials are close to the identity (if 

we identify different tangent spaces by Levi-Civita parallel translation). Therefore 

a center-of-mass-average [93 of these local maps will produce a F-equivariant map 

of maximal rank from G to ~ , i.e. a F-equivariant diffeomorphism. 
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GROMOV'S CONVERGENCE THEOREM

AND ITS APPLICATION

ATSUSHI KATSUDA

One of the basic questions of Riemannian geometry is that "If two

Riemannian manifolds are similar with respect to the Riemannian invari-

ants, for example, the curvature, the volume, the first eigenvalue of the

Laplacian, then are they topologically similar?". Initiated by H. Rauch,

many works are developed to the above question. Recently M. Gromov

showed a remarkable theorem ([7] 8.25, 8.28), which may be useful not

only for the above question but also beyond the above. But it seems to

the author that his proof is heuristic and it contains some gaps (for

these, see § 1), so we give a detailed proof of 8.25 in [7]. This is the

first purpose of this paper. Second purpose is to prove a differentiable

sphere theorem for manifolds of positive Ricci curvature, using the above

theorem as a main tool.

For a d-dimensional Riemannian manifold M, we denote by KM the

sectional curvature, by vol (M) the volume, by diam (M) the diameter, by

dM(m, n) the distance between m and n induced from Riemannian metric

g and by iM the injectivity radius.

A subset B is called d-dense when for any point me M, there exists

a point n e B with dM{m, n) <ΞJ 3. A subset B is called ^-discrete if n19 n2e B

(nx Φ n2) implies dM{nu n2) ^ δ. Let M(d, Δ, i0) (resp. M(d, Δ> p, v)) be the

category of all complete Riemannian manifolds M with dimension = d,

\KM\ <£ Δ and iM ^ i0 (resp. dimension = d, \KM\ <Ξ Δ, diam(M) ^ p,

vol (M) ^ v).

The following theorem is seemingly different from 8.25 in [7] but the

inwardness is essentially same.

THEOREM 1 (Gromov's convergence theorem). Given d, Δ9 ίQ > 0, 0 < R

< min (1J2*J Δ, io/2), for any δ > 0, there exist a = a(d, Δ, i0, R; δ) > 0 and

Received December 10, 1983.
Revised October 22, 1984.
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12 ATSUSHI KATSUDA

ε = ε(d, Δ, ί0, R; δ) > 0 such that if M, Mr e M(d, Δ,ί0) have an ε-dense,

εllO-dίscrete subset N[ε] = {roJJLΊ c M and N'[e] = {m^lx c AT containing

the same number of members with

1 _ α ^ «[«(< m'j) £ 1 + a for 0

then there exists a diffeomorphism F: M—> Mf with | |dFm(f)| — 1| < δ for

ξ e UM, where UM is the unit sphere bundle of M.

We can estimate constants α, ε > 0 explicitly, but we omit it to avoid

non-essential complexity. Here we call it Gromov's convergence theorem

because he proved a convergence theorem (8.18 in [7]) with respect to the

Hausdorff distance using this theorem as a main tool.

An easy application of Theorem 1 and Dirichlet drawer principle is,

THEOREM 2 (Cheeger's finiteness theorem). The number N of the dif-

feomorphism classes of the manifolds in M(d, J, p, v) is finite.

This theorem was originally proved by J. Cheeger [2] except for

d = 4. After this, in Cheeger-Ebin's book [3], it was stated in the above

form without proof. It was also given by M. Gromov [6]. S. Peters [12]

gave another (simple) proof.

The following is the differentiable sphere theorem mentioned above.

Let Ric^ be the Ricci curvature of M.

THEOREM 3. Given d, Δ > 0, there exists δ0 = δo(d, Δ) > 0 such that if

a compact d-dimensional Rίemannian manifold M has the property that

Ricjtf ^ d — 1, \KM\ ^ Δ, vol (M) ^ ωd — δ0, where ωd is the volume of the

d-dimensίonal unit sphere, then M is diffeomorphic to Sd.

In [16], T. Yamaguchi obtained the same conclusion under a stronger

assumption and in [9], Y. Itokawa showed that, under the essentially

same assumption except for the estimate of the constant, M has the same

homotopy type as Sd. (He only assumes the upper bound of KM but

under the condition of Ric^ ^ d — 1, the lower bound of KM is automati-

cally derived.) But it should be remarked that in [15], K. Shiohama

proved that M is homeomorphic to Sd under a weaker assumption than

ours.

Finally we remark that for the diameter or the first eigenvalue of

the Laplacian Λ(M), the following pinching theorem is obtained by using



GROMOV'S CONVERGENCE THEOREM 13

the above one and the results of C. B. Croke [5] and A. Kasue [10].

COROLLARY. Given d, Δ, υ > 0 there exist δ1 = δ^d, Δ, v) > 0 and δ2 —

δ2(d, J, ι>) > 0 such that if a d-dimensional Rίemannίan manifold M with

Ric^ >̂ d — 1, \KM\<LΔ, vol (M) ^ v has the property that d i a m ( M ) ^

π — δί or λ^M) <; d + δ2. then M is diffeomorphic to Sd.

ACKNOWLEDGEMENT. The author would like to thank T. Sakai, who
showed [13] and refined arguments of the first version, and T. Sunada who
gave valuable advices and continuous encouragements. He is also in-
debted to A. Morimoto, K. Shiohama, P. Pansu, K. Fukaya, T. Yamaguchi,
N. Innami and J. Itoh.

Remark. After the preparation of this paper the author learned that
D. L. Brittain also got the same result as Corollary independently.

[Donald L. Brittain, A diameter pinching theorem for positive Ricci
curvature, (preprint.)]

§ 1. Outline of the proof of Theorem 1

Firstly we observe the case when M, M' e M(df Δ, ί0) is compact. For
an ε-dense, ε/10-discrete subset N[ε] = {m^^ we define a map/: M-> 2?̂ β

using the distance from mt. If ε is sufficiently small, then / is an em-
bedding (§ 2). We can estimate δ > 0 such that the normal exponential
map Exp is a diffeomorphism on the ^-tubular neighborhood of f(M);
Bδ(f(M)) (§ 4). For Mf e M(d, Δ, i0) and for /': Mr -> RN< which is defined
similarly to /, we see that f(M) c Bδ{f\M')) and f'(M') c Bδ(f(M)). From
this, the normal projection P:f(M)->f'(M') can be defined (§ 5). Nextly,
we see that the tangent spaces TJ(M) and Tp,f\Mf) are almost parallel,
where pf = P(p) (§ 6). Using this, it can be shown that P:f(M) -+f'(M')
is a diffeomorphism (§7). For F = / M o P o / , we estimate dF(ξ)\ (§8).
In the case when M is non compact, the diffeomorphism is given by the
approximation arguments (§ 9).

Here the author would like to comment on Gromov's proof in [7] 8.25.
Firstly he says that it suffices to estimate δ > 0 so that Exp is locally
diffeomorphic but it really needs to estimate δ > 0 so that it is globally
diffeomorphic. (We add Lemma 4.3.) Secondly P may cut the two points
of /(M), for this possibility, he says "good" one can be chosen without
detailed arguments. (We add Section 6.) Thirdly for the argument of the
estimate of \dF(ξ)\, it needs more arguments than that given there.
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Though almost all arguments owe to Gromov [7], we give a full proof

for the sake of completeness. It should be noted that the author also

referred to T. Sakai [13].

§2. Definition of the embedding f:M->RNε

We firstly prove the Theorem 1 in the case when M is compact.

Take constants 0 < r < R and K > 0. Let h: R -> [0,1] be a C°° func-

tion such that

h(t) = 1 if ί ^ 0, h(t) = 0 if t ^ r

- A < h'(t) < - - if ^ < t < ^
T r 8 8

-A<Λ'<0<O if %<t£% or ξ£t<^
T 8 8 8 8

- * < h'(t) < 0 i f 0 < ί ^ — o r — £ t ^ r .
O O

Note that we may take K > 0 arbitrarily small, which is needed in

Section 8.

Put

k = max (I h\t) ( 1 + I ) I, I h"(t) |) and A = (l - A

In the following, we remark that the constants ct > 0, β > 0, which

appear in the proof, are depending only on d, J, ί0, r, δ > 0 and

Put

Kltf 2 Λ ' '\2 SsΔ(r/2),

where sτ(t) is the function

D i l l y t VJ , IX c y^ \J ,

ί , if τ = 0 ,

, * sinΛ((-r)'^), i f T < 0 .

Using this h(t) and an ε-dense, ε/10-discrete subset N[ε] = {mi}fj1 with ε < ε1(

we define a C°° map / = /,: Λί -> 2? '̂ by
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f£m) = (h(dM(mu m))9 , h(dM(mNsi m))) .

We show that fε is an embedding by the following two lemmas.

LEMMA 2.1. fε has maximal rank at every point me M.

Proof. Take an orthonormal basis {ejf=1 of the tangent space TmM

to M at m and choose {TO^-I c N[ε] satisfying dj¥(expm(r/2)ej, m^) < ε.

Put tj = lexp^/n^l and Uj = f j 1 exp ^m^. Note that 3r/8 < dM{mip m) <

5r/8. Then, from the Rauch's comparison theorem (R. C. T.) (cf. [3] or [13]

(1.2.20)), we see

^ - | ( # i - tjUj\ £ dM(mip expm(r/2)e,) < ε < *£L(1 - A2)1/2

r &

and this implies g(ej9 u3) > A ^ (1 — (l/3d2))1/2. From this, we see

are linearly independent. Since gradd^|m.y = uj9 we can get the conclu-

sion by

the rank of df at m = rank df \m

= rank(cϋ.Λ(di¥(m,1? ))U, , d h(dM(mu, ))U)

^ rank(h'(dM{mH, m))uu - ,h'(dM(mίd, m))ud)

= d . q.e.d.

LEMMA 2.2. fε is an embedding.

Proof. If not, then there exist m, ne M with m Φ n such that f(m) =

/(ra). Since ^(/n^, m) = dM(mί9 n) for all mf e iV[ε] Π -Br(m) = N[ε] Π Sr(^), we

see dM(m, n) : = d < 2ε < r/8. Let Γ be the minimal geodesic from mton and

put z = ϊ((r/2) + d). Then z e Br/2(n) - Br/2(m) and B2ε(^) c Br(n) - Sr/4(τn),

where Br(m) is the set of the point p with d^Cp, m) < r and S is the

closure of B. Take a point p e N[ε] Π B2ε(2:) with d' : = dM(j>, n) ̂  r/2 - 2ε,

d r < r/2 and the vector u e TnM that is the unit initial vector of the

minimal geodesic λ from n to p. Now we estimate g(u, t(d)). From R.C.T.,

we get

\{rβ)ϊ(d) - dfu\ = lexp;1* -

< Γ/2 d (Ό z) < rε

from which follows
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j g(Ϋ(d), u) = g((rl2)Ϋ(d) - d'u, u) + d'

^ d ' - | ( r / 2 ) f ( d ) - d ' u | > — - 2 s - - r%

16s/r/2)

- 4 V 4β/r/2)/'

namely

On the other hand, note that c^Cp, r(ί)) < r for 0 £ t £ d and d*(p, r(0))

= dM(p9 Γ(d)), then from the Rolle's theorem, there exists a point mι = ΐ(tL)

(0 < tt < d) with g{t(Q, ut^) = 0, where w, is the unit initial vector of the

minimal geodesic from ΐ(t) to p. Then we have

g(f(d), u) =

= f Έίess dKtP(ΐ(t)J(t))dt
(*) Jίi

<*) J ίΛ dM(p,

After all we get

It contradicts the fact

Except for (*) we get the conclusion.

To show the inequality (*), we need following sublemma. Put dM,p{-)

= dM(p, •).

SUBLEMMA ([7] 8.23 or [13] (1.4.4), iii). If \KM\<Z A, then the hessian

of dM,p at x = Hess dMiP(x, x) ^ I^Pίl/d^p, m) + (Δl2)dM(p9 m)) for x J_

graddM t P |m and dM{p, m) < r. q.e.d.
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§ 3. Estimate of df

The contents of this section are detailed arguments developed by

Gromov's hints.

(i) Estimate of the number of the elements in N[ε], which are nearly

orthonormal.

Firstly, we take d > 0 with

infc < inf
0<ε<εi/10 O_ j (4Γ) O_Δ(ε)

where bτ(t) is the volume of the ball with radius t in the space of the

constant curvature τ. Note that Cj can taken as positive because

lim, io bΔ(tl2ϋ)lb_Δ{t) = 20-d. Put Nε = supm # (B2r(ro) Π N[e]), mt = exP?7l((r/2)e,)

and D*m[e] = B,l/2(m,) Π 2V[e].

LEMMA 3.1. // ε ̂  £l/10, ίAera d ^ #ΦUε])/iVε ^ 1.

Proof. From the fact

U B.ta) C Bεi/2(nii)

U

and the volume comparison theorem ([7] or [13]), we have

Combining these, we get the conclusion,

(ii) Estimate of df.

LEMMA 3.2. For ε < εl9 there exist c2, c3 > 0 such that

c2N\/2 £ \dfε(ξ)\ ^ czN\n for any ξeUM.

Proof. From the definition of /ε, we see

<*/.,»(£) = (αiί(Mi, f), -,aNεg(uNs, ξ)) ,

where α̂  = h'(dM(m, nj). We may put c8 = s u p o ^ r |A7(i)|- For the ex-

istence of c2, we take the representatives mk. e DiXε] and put uk. =

'm^l. Let ί = £{ku...,kd): TmM~> Rd be a linear map defined by
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£(ξ) = (aklg(ukl, ξ), • • ,akdg(uίd, £)) .

Then we see that it satisfies the following estimate

In fact, if we put ai3 = g(uki, e3) and ξ = ΣJ ?A> then from the proof of

Lemma 2.1 au > A, \atj\ ^ (1 - A2)1/2(ί φ j) and 4/r ^ | α Λ ί | > 3/r. Thus,

we get

= 2 a\.ξ\a\ + (the other terms)
i

On the other hand, from Lemma 4.1, we see

#{(*,, , kd) I mki e JDJLW} ^ inf ftZyje]) ^ c,iVε

Combining these, we get

Therefore we may put

Remark. We discuss here the dependence of r on c1? c2, c3 when r is

sufficiently small, which is essential in Section 8. Since the function

f(t) = bΔ{tj2ϋ)\b_Δ{t) is decreasing and we may assume ει JΞ> r/50d, we can

take

c =1
(λ 1 V <
\40 1600d/ ~

i n fo<e<£l/io b.j(4r)b_j(ε)

= c['2(—) = — (105d)-
\2r/ 2A

4c -
r
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§ 4. The tubular neighborhood of f(M) and the normal exponential
mapping

Let Exp: Nf(M) -> RNe be the normal exponential map of the normal

bundle Nf(M). Put

Bδ(Nf(M)) = {(p, u) e Nf(M)\\u\<δ}.

We estimate δ > 0 such that Exp \BδiNf{M)) is a diffeomorphism.

(i) Local estimate.

The following Lemma 4.1 owe to [7] and [13].

LEMMA 4.1. There exists c4 > 0 such that if ε <εi and δ <: c^N1/2, then

Exp \Bδ(Nf(M)) is an immersion.

Proof. Suppose that n e RNε is a critical value of Exp. Namely there

exists a curve φ ) = f(m(s)) in f(M) and the normal vector field n(s) along

φ ) such that n = e(0) + n(0), c(0) + ή(0) = 0. From g(n(s), c(s)) = 0, we

have

£(rc(0), c(0)) = - ί(Λ(0), c(0)) = |c(0)|2 .

Since φ ) ( , h(dM(miy m(s))), •)> w e have

c(0) =
ds

dM(m,, m(s)))2

h'{dM{mi, dM(mi; •) .

/

Recall that

ds

d2

ds2

dM(mu m(s))\ = |#(grad d^mo m

dM{miy m(s))
dM(mi9 m(0))

Note that max(|hf(t){llt + Jί/2)|, \h"(t)\) = fe. Then we see

|c(0) | 2 ^ |n(

and this implies,

|m(0)|2
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Thus we get the conclusion by putting c4 = c\j2k.

Hereafter we denote by dM, the distance on f(M) defined by the induced

Riemannian structure of f(M) from RNe and by d, the euclidean distance

of J?-v .

(ii) Relation between dM and d, (I)

LEMMA 4.2. Fix a > 0. If ε <̂  min (εJWO, α/100c3), then there exists

a > 0 such that if dM{p, q) ̂  a N1/2, then d{p, q) ̂  ά-N1/2. For the case

a = cJlO, we put a = 3c5.

Proof. Since dM(p, q) ̂  a N1/2, we see dM(f'\p\ f-\q))^ajcz. Put

ε2 = min(r/10, α/10c3) and β = |Λ(9e2) - Λ(ε2)| > 0.

Take the balls Bl9 B2 of radius ε2 centered at f~\p), f~\q) respectively.

By the method similar to Section 3-(i), we find that there exists β > 0

such that

Therefore we get

(d(p, q))2 = Σ {h{dM{f-\p\ rnt)) - h{dM{f-\q), mj)}2 ^
i = l

We have done if we take a ^ βί/2β.

(in) Global estimate.

LEMMA 4.3. If ε< min fo/100, c4/1000c3) and δ < c^N1/2, then Exp\BδiNf{M))

is a dίffeomorphism.

Proof. Suppose that there exist (p, u), (q, v) e Bδ(Nf(M)) with (p9 ύ)

Φ (q, v) and Exp (p, u) — Exp (q, v) : = x. Then from Lemma 4.2, we see

dM(p, q) ̂  cJlO N1/2 because

d(p, q) ̂  d(Exp (p, u\ Exp (q, v)) + d(Exp (p, u),p) + d(Exp (g, u), q)

^\u\ + \v\^2c5Nl/2 .

Now we define a smooth map

F ( M ) : [0,1] X [0,1] >RN*

by F(s, t) = (1 — £)f(s) + ίx, where λ(s) is the minimal geodesic from p to

q in /(M).

Since

d(F(s, t), f(M)) ^ d(F(s, t), r(s)) £ d(x, ΐ(s))

£ d(x, q) + d(q, r(s)) £ d(x, q) + dM(q, r(β))
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£ d(x, q) + du(p, q) £ cM" + ^ -NY* ^ | . 2\^ .

we observe

F(s, t) c B(ei/!,.Aj/,(/(M)) = Exp (B(Ci/2).^(Nf(M)) .

The following sublemma is crucial in the proof. Put B

SUBLEMMA. There exists a smooth map

G(s,t): [0,1] X [0,1] >B

such that Exp (G(s, t)) = F(s, t).

Proof of the sublemma (cf. J. Schwartz [14] 1.23). Let I be the set of

t e [0,1] such that G(s, t) can be defined for all s e [0, 1]. Since G(s, 0) =

ϊ(s), 0 e I Φ φ. It is sufficient to prove that I is open and closed.

We see that I is open by the following argument. Take a e /. Since

Exp | 5 is an immersion and [Js G(s, a) is compact, it can be covered by a

family of finite open sets {ί/J, which are mapped by Exp diffeomorphically

to open neighborhoods {VJ of F(s, at) and (J« ^ ^ Lλ -̂ (5> α) This implies

G(s, t) can be defined beyond a and / is open.

We show that I is closed. Since the closure of B e Bc^r/i{Nf{M))

is compact, there exists A > 0 such that |<2Exp| ^ A. Then for all (s, ί)

€ [0,1] X J,

\Gt(8, t)\ = \dExp-WXs, t)\ £ A-*\Ft(s, t)\ = As<oo

where Gt, Ft mean the derivative with respect to t.

Integrating this we get

It implies lim^supj G(s, t) exists and G(s, sup/) can be defined. It means
/ is closed whence the conclusion.

From this sublemma, we see Exp (G(s, 1)) = x. But this contradicts
the fact that Exp]β is an immersion. Therefore Exp\Bδ{NfiM)) is a diffeo-

morphism. q.e.d.

§ 5. Definition of the projection P

Take another Mf e M(d, J, i0), which has an ε-dense ε/10-discrete subset
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N'[ε] = {mΊ} c M' such that

1 _ a £ Ά«'(mi> < L ^ 1 + α for 0 < d^m,, m f ) < i .

We define /' for M' in the same way as / for M. From the definition of
/ and /' we get

d(f(mk), /'(mi))= (j£\h(dM(mt, mk)) - h(dM.(ml, m'k))\ψ

The last inequality follows from the fact \h'(t)\ = 0 if t^ r. Therefore we
see

d(f(m), /WO) £ d{f{m\ f(mk)) + d(f(mk), f'(m'k))

< 4(α + ε) ΛTI/2

Γ

where mfc is the point of N[ε] with dM(m, mk) < ε. If a, ε ^ c5r/10, then
/(M) c Bc^(f'(M')) and similarly f(M') c Bc^(f(M)). From Lemma 4.3,
the normal projection P\Bctfif*(f'{M')) ->f'(M') is well defined. In the
later section, we show that for sufficiently small a, e > 0 P\nM)\ f(M) ->
f'(M') is a diffeomorphism.

§6. Tpf(M) and Tp,f{M') are almost parallel

( i ) Relation between dί̂  and d (II)
Firstly we investigate the relation between dM and d. We have already

done in Lemma 4.2, but here, we need the estimate of dM\d in the case
when dM(x, y) is small, which is different from previous one.

LEMMA 6.1. There exists c6 > 0 such that if ε < εJlO and dM(m, ή) <
εi/10, then

1 dM(f(m), f(ή)) <
)) ~ 6 '1

- d(f(m),f(ή))
Proof. Let Γ be the minimal geodesic from m to τι. Put dj = dM(m, ή)

and 2 = r((r/2) + d^. For p e ΰεi(2:)niV[ε] with dM(n,p) < r/2 - (eJlO), if
p' 6 jBIl/10(p) Π 2V[e], then p' e Bβl(β) Π 2V[ε] and d^(n, pθ < r/2. Thus, by the
argument of the proof of Lemma 2.2, we see
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ΐ(dd, W) - g(ΐ(t), ut) = Γ 4~8<J{t\ u<)dt < ^ ί - 1 6 - + rά),
h dt 10 \ r I

where u', ut are the unit initial vector of the minimal geodesic from n,

ϊ(t) to pf respectively. This implies

inf g(Ϋ(t), ut) > l ( l - - j - ^ - ) - ^ - ( — + rΔ) := βt > 0.
ostsdi 4 V 4sj(r/2) / 10 \ r /

Since |Λ'(ί)| > 3/r for <e [3r/8, 5r/8], and 3r/8 ^ d^ίp', r(ί)) ^ 5r/8,

I M ^ P ' , ι»)) - h(dM(p', n))| = I f' Λ'Cd^p, ϊ{t))g(j{t), ut)dt
[ J O I

10 7 * r ~ lOr

Combining this with the fact that there exists c7 > 0 such that

which is obtained by the same method as Section 3-(i), we get, using the

method similar to Section 4-(ii),

On the other hand, from Lemma 3.2, we get

These two estimates imply the conclusion.

For simplicity, we define some constants. For the later purpose, we

introduce a new parameter σ > 0. For fixed σ > 0, we put

μ = max ( β ^ c ^ c ^ σ , 100σ(J + 1)), V ^
100//

1000/i

y, _ C2?3 ,7θΊ/2 _ 57l _ 57l .7O--1/2

C 6 // C3

In the later parts, we denote by Bτ{p) the ball with radius τ and

centered p in RNε and ΰf (p) is the τ-neighborhood of p in Q with respect
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to the induced metric of a subset Q in RN*. Let P: RNε->Tpf(M) be the

normal projection.

(ii) The position of/(AT) and Tpf(M).

For p0 € /(M), put p0 = P ( A )

L E M M A 6 .2 . If d ( p , p 0 ) ^ η ^ 2η19 t h e n d ( p o , p o ) < jy/1000.

Proof. Let B(t, n) be the (d + l)-dimensional ball centered at Exp (p, in)
with the radius ί in the (d + l)-dimensional subspace of RNe spanned by
a unit vector n normal to TJ(M) and the vectors in Tpf(M). Then
Bit, n) is tangent to TJ(M) at p. Put B(t) = [Jn B(t9 ή).

CLAIM: If t ^ c5#ί/a, then B(t)Γ\f(M) = {p}.

Proof Suppose that B(t)Γ)f(M) contains another point q. Let n be
the unit vector normal to TPM such that 3B(t, ή)f]f(M) — {p} Φ φ. Put
x = Exp (p, ίτι). Then there exists q' ef(M) such that p =£ g7, d(x, q') =
d(x,f(M)) := t' <Lt. Note that the vector ϋ = g'x is perpendicular to
Tq,f(M). Since Exp(</, ί'y/lϋl) = x, it contradicts that Exp|5(ί) is a diffeo-
morphism.

Then this lemma follows from the following elementary fact. In
general, let B be the ball in euclidean space with the radius α, tangent
to an affine subspace H at p. If we take a point q e H with d(p, q) <I α/6
(6 ^ 1000), then d(q, qf) <̂  α/62, where </ is a point of dB which projects
normally on q. q.e.d.

(iii) P(B%M)(p)) occupies a "large portion" in Bτ

ηf
{M\p).

Let < , •) be the standard inner product of RNε.

LEMMA 6.3. For any x e Upf(M), there exists p 0 6 Bf

η[
M){p) such that

<Po, *> ^ %

Proo/. Put A;4 = {ϋ = ίx + y 11; e BT

n>"*\p)9 \t\^η* <x, y> - 0}. It suf-
fices to prove that P(B^M)(p)) is not contained in A 4̂. From Lemma 3.2,
we see Bf

vί
M)(p) Z) f(B*(f-\p))), where JBf( ) is the ball with radius η in

M. Take a maximal ^-discrete subset {nj in Bf5(/(p)). From the volume
comparison theorem, we have

because
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From Lemma 3.2, we observe that {/(τι£)} is a CgiVy^g-discrete subset with

respect to dM in f(B^(f-\p))). From Lemma 6.1, it is an ^-discrete subset

with respect to d in BηΛ(B**nm(p)). On the other hand, we consider in-

discrete set {n } in J39a(A*4). Since η2 <; 4̂/1000, we easily see that {P(n[)}

is ??4/2-discrete in A*i+Vi c Aj,4. Then,

From

there exists (n^ & Bηtλ{Ax

η)y whence the conclusion.

(iv) Estimate of the "angle" between TJ(M) and Tp,f{Mf).

Put p ' = P(p) and take a £ ε < c3 := ̂ 2r/10 N;1/2. Hereafter we

assume this. Then, for ̂ (e) : = (10ε/r)iVy2 < η2,

f(M) c B ! ( l ) ( / W ) and f'W) c B,

For i; e Upf(M) and fr e Up,f'(M'), let <£ (y, i;') be the angle between i; and

ι/, which is equal to cos" 1 ^, v').

LEMMA 6.4. For any v e Upf(M), there exists vf e Uv,f'{M') such that

Proof, If not, then there exists υ0 e Upf(M) such that

inf <£ (ϋ0, i O = max ( inf <̂C (y, y7)) >
) vGUpf(M) υ'eUp'f'(M')

Let JEfp, be the plane through // parallel to TJ(M) and H=HP,Γ\ Tv,f'(Mf).

Then ι>0 is perpendicular to H. In fact, let P ' : Tpf(M) -> Tp,f'(M') be the

normal projection and decompose L>0 as f0 = ̂ ^i + Λ2u2, where >ίf + λ\ = 1,

ι;t i . H and y2 e F. Since \F(λιvι + ̂ 2y2)| = {Ffaυd + λ2vz\ ̂  1^(^)1 and

\P'(vQ)\ is minimal, we see Λ2 = 0 and therefore v0 is perpendicular to H.

For x = u0, we take p0 e Bf

η[
M)(p) satisfying <p0, vQ} ^ ^4, by Lemma 6.3.

Translate p0 to pi e Hv, and decompose pj = p[ + p'2 + pi, where p[ is ι;0-

component, p'zeH and Ps belongs to the orthogonal complement. Put

P'(pί) = <7*. Then,
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d(p0, Tp,f'(M')) > d(p0, Tv,f\M>)) - d(po,po)

= \Po - qo\ -r)2-7]2^ \p[ - q,\ - 2η2

^ η, Sin (μσ) - 2η2 ^ 5% - 2η2 = Sη2 .

On the other hand, from d(p,p0) <I dM(p,p0) ^ ηu we get

d(P(pQ\p') ^ d(P(p0), p0) + d(pQ, p) + d(p, p') ^ 2η2 + ^ ^ 2^ .

Therefore, since Lemma 6.2 can be applied,

d(p0, 7V/'(M')) ^ d(Po, P(Po)) + d(P(p0), Tp,f\Mf))

^ 2̂ + % = 2^2 .

It is a contradiction. q.e.d.

§ 7. The diffeomorphism from M to Mf

( i ) P|/(Λf) is an injection.

LEMMA 7.1. JP|/(Λf> is injective.

Proof. Suppose P(p) = P(q) = p ' with p φ q. Note that the vector pq

is perpendicular to Tp,f
f{M'). From Lemma 6.4, there exists a unit normal

vector 7Z, which is parallel to the orthogonal complement of Tp,f\M') of

pq, such that

<£ (A pq) ^ i"σ

Now, put x = Exp(p, cbNl/2ή). Since Exp|5C5iγi/2(iV/(Λf)) is diffeomorphic, we

see d(x, p) < d(x, g). Let r be the point of the through x and q and pr _|_ gx.

Note that d{p, r) <Ξ d(p, g) and // : = <£ (n, pg). Therefore,

d(p, 9 ) ^ d(p, r) ^ cfi1/2 cos (p) > 3^ .

On the other hand, since f(M) c BJf'(M')) and P(p) = P(q) = p7,

<*(P, 9) ^ d(APθ - d(p\ q) ^ 2 2̂ .

This is a contradiction. q.e.d.

(ii) P\f(M) is an immersion.

It sufficies to show the following.

LEMMA 7.2.

-L^sinQQ ^ |dP(f)| £ 1 ± ^ M /or f e UM,

u Λere Λ = 27](ε
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Proof. Firstly, we estimate the principal curvature of f{M). For x e

Upf(M), let c(s) = f(m(s)) be the curve with c(0) = x, m(Q) = m. From the

definition, the second fundamental form H(x, x) is the normal component

of d2/ds2\s=Qc(s). Let v1 be the normal component of the vector v.

= ( ., h'(dM(mi, m)) Hess d.J-g®-, g
\ \|c(o)| |c

+ h"(dM(m, m

By the argument similar to Lemma 4.1,

\H(x, x)\ < 2kN]/2 \™Ά <
1 V n - ε | c (0) | 2 -|c(0)|2 - c\

Nextly, let x(s) be the curve on f(M) with x(0) = ξ and put y(s) = P(x(s)).

Then it can be written as x(s) — y(s) = £(s)n(s), where n(s) is the unit

normal vector field along y(s). Since ξ - dP(ξ) = i(0) ~ 5<0) = έ(0)n(0) +

£(0)ή(O), we get

i(0)n(0)

where Pf is the normal projection to Tp,f'(Mf).

Note that P'(ή(0)) is the tangential component of ή(0). The above estimate

implies,

- dP(ξ)\ = ^

On the other hand, from Lemma 6.4, if we denote by f the parallel trans-

lation from p to pf of f, then

Therefore

From this, we get a conclusion.

Finally, we get the diffeomorphism F: M-+M' by F = f'~ιoPof.
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§ 8. Est imate of dF

We show t h a t | dF\ is close to 1, if we take sufficiently small r > 0,

α, ε > 0.

( i ) Triangle comparison theorem.

Following lemma is an easy consequence of triangle comparison

theorem in [3] Chap. 2.

Let J(α, b,c) C M be the geodesic triangle whose segments are α, b, c

and £(a) be the length of a and <C (α, 6) is the angle between a and 6.

LEMMA 8.1. For any δ' > 0, there exist c9, c10 > 0 swc/i ί/iαί // J(α, 6, c)

c M and A(a', b\ c') c M r satisfy the following,

i) c9 ^ ^(α), /(6), Z{a'\ Z{V) ^ cβ/10,

ii) \£(a) - Ha% \£(b) - £(b% \£(c) - ^(cθ| ^ c10,

ίΛβn | < ( σ , 6 ) - < « &0I ^ ^

( i i ) Estimate of \dM{mu m) — dM,{m'u F(m))\,

LEMMA 8.2. There exist cn, c12 > 0 such that if a <Ξ ε < c12,

(rf^m^ m) - du,(m'u F(m))\ £ cnε .

Proof. Take m ; e N[ε] and m .̂ e iV'te] satisfying

dM{m, m3) £ ε and dM,(F(m), m'k) ^ ε .

From this,

'j), f\m'k)) £ dif'im'j), /(m,)) + d(/(m,), f(m))

m), P o / ( m ) ) + d(P°f(m), f'{πQ)

We recall Lemma 4.2 and take a = c2εjlθ. For sufficiently small a,rε >Q,

we see c13ε ^ α-. Thus we see dM,(f'(m'j), /'(mi)) ^ feεi/lO)^72 and from

Lemma 3.2, dM,(m'j, m'k) £ εJlO. So we can use Lemma 6.2, then,

dx,(m'j, m'k) £ ^
c2

r(ε) + εC.N1/2)
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From the above, we observe,

\dM(m, mt) - dM,(F(m), mfi\

^ \dM(mi9 m,) - dM,(m'u mj)| + dM(m, m3) + dM,(F(m), m'j)

^ 2ra + dM(m, m,) + dM,(F(m), mk) + dM,(m'k, m'3)

^ 2rε + ε + ε + - ^ ε : = cnε . q.e.d.
c

(iii) Definition of the isometry /: TmM-^ TF(m)M'.

Put ut = exp-1 mJlex p-1 mt\
and

Combining Lemma 8.1 and 8.2, we get for any δ" > 0, there exist c14, c15

> 0 such that if cu >̂ dM(mu m) ̂  cH/10 and ε < c15, then

We choose z/̂ , - - -9uid satisfying (ι/ .̂, wίy) ^ 1 — (l/100<i2) and \(uip un}\ ^

1/lOOd2, (j Φ k). From these, we get the orthonormal basis {βjf=1 of TmM

by Schmidt's orthogonalization. Namely eγ = uiχ,

1+1 = (^, + 1 - Σ <uij+1, ekyeλ/\uiJ+1 - Σ <uij+ι9
\ J k=i / / I fc=i

We also get the orthonormal basis {β }?=1 of TF{m)M
f from {wy^i Put αjA. =

<βy, wίft) and αy/ — <ej, M^). Then by inductive arguments, we see

We define the isometry 7: ΓTOM-> TF{m)M' by /(β,) = eί.

(iv) Estimate of dF.

From the definition, we know

dfm(Φ = (•••, h ' i t d Σ j ^ ξ , , •••)

for f = Σ f A e C/mM and ί, = d^τn,m%). Put £ = dNf(F(m), m't').

LEMMA 8.3. For any δ > 0, ί/iere exist clβ, cπ, c18 > 0 sαc/i ί/iαί if r <C cί6,

K < c17 (see § 2), o, f < c18, then,

\dF(ξ) - I(ξ)\ < δ .

Proof. Firstly, we estimate \df(ξ) — df'(I(ξ))\. From the definition,

\df(ξ) - df'(I(ξ))f = Σ (h'(Q Σ atjξj - h\t[) Σ <^Y
i = l j j

£ Σ + Σ
ίi>ί[e[r/8,7r/8] otherwise
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From Lemma 8.2, there exists c19 > 0 such that if α, ε < c19, then \h\t^) —

Λ'(*0l < c17/10Λ Thus, from |A'(ί)| ^ 4/r,

(first term) ^ ^ Σ {AUXΣ (αύ ~ O ? ; )

•W - AW) Σ <ξj}2

j

δ"d< + c17.

Note that if tt e [0, r/8] U [7r/8, r], then ^ e [0, 2r/8] u [6r/8, r] : = J. Since

c17 > Λ: > I Ar(ί) I on t e J, we see

(second term) £ ( Σ 1^(0 + &WX| Σ <*,,£, | + IΣ

^4c? 7 4d4iVε .

Therefore,

|d/(f) - df'(I(ξ))f ^ (((100d)M + A

^ (100d)eί r-2(<5" +

Secondly, from Lemma 7.2, we find

\dPodf(ξ) - df(ξ)\ £ 2V(ε) + i

For fixed r > 0, there exists c20, c21 > 0 such t h a t if a, ε < c20, σ > c21, then the

righthand side of the above inequality is smaller t h a n (105d)~d(δ/10c3)\df(ξ)\,

by the definition of ^(ε) and μσ (§ 6, § 7).

Therefore since c2 = (105d)"d/23/2r, (§3 Remark),

10c3

For δ" > 0 satisfying ( l O Ή ) 5 ^ " ^ δ/10, take c16 > 0 as c16 ̂  c u and c17 > 0

as (105d)5d2c17 ^ a/10 and c18 > 0 as c18 ̂  min (c15, c19, c20).

Finally we get,

- I(ζ)\ = \df'-^dPodf{ξ) - I(ξ)\
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§9. In the case when M is noncompact

In the case when M is noncompact, let Mb be the set of all points

m of M with dM{m, m0) < b for fixed mQ e M. In the above, we get the

map Fb: Mδ_2r-> M'b. Note that the estimate of constants do not depend

on 6, thus for fixed 60, Fb\Mbo = Fb,\MbQ for b, U > 60. Let F: M-*Mf be

the inductive limit of Fb.

We see that F is a diffeomorphism. The injectivity and immersivity

follows from those of Fb. Surjectivity follows from Lemma 8.3 and the

implicit function theorem. q.e.d.

§ 10. Proof of Theorem 2

From the result of Heintze-Karcher [8] or Maeda [11], we get the

estimate of the injectivity radius iM in terms of d, A, p, v, namely,

iM ^ min (π\Δ"\ -™- exp ( - (d -

Therefore we can use Theorem 1. Take α, ε > 0 which satisfy the

assumption of Theorem 1. Let MNl be the set of elements in M(d, J, p, v),

which have a minimal ε-dense subset {mjf=v From the volume comparison

theorem, we see Nx <̂  b_Δ(p)lbΔ{εj2) := NQ. Therefore it suffices to estimate

the number of the diffeomorphism classes in MNι for Nt <̂  iV0.

Now, take a function

NχiNt-1)

Φ: MNl > Q = Π [log (e/2), log (P)]
fc = l

defined by

Φ(M) = {log {dM{m"u m;))}βf -» ,

where Q is the direct product of the intervals [log (ε/2), log (p)] and k is

a loxicographic order of (i,j). We define the distance dQ on Q by,

dQ(x,y)= max \xk—yk\9

where x = {xt}, y = {y,}.

Then, Theorem 1 says that if dQ(Φ(M), Φ(Mf)) ^ - l o g ( l - a) : = 6^

then M and M ; are diffeomorphic. Therefore it is sufficient to estimate

the cardinality of maximal set PNχ in Q, of which elements a, β (a Φ β)

satisfy dQ(a, β) > 6,,
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Λi(i\i+i)

where b2 = log (p) — log (ε/2). After all we can estimate the number of the

diffeomorphism classes of M(d, A, p, v), which is smaller than iVo(262/61)
Λ'o(Λo+1).

q.e.d.

§ 11. Outline of the proof of Theorem 3

Let M be a compact d-dimensional Riemannian manifold with | KM \ <^

Δ and Ric^ ^ d — 1. Let m, n, mu m2, , be the points of M and p, q,

PD P2, - - '9 be the points of Sd. We denote by TD(m) the interior of the

tangential cut locus i.e., TD(m) = the interior of {v e TmM\ dM(m, expm v)

= \v\}. For the linear isometry I: TpS
d -> TmM, we define the map F =

expmo/oexp;1: B,(p) -> M Put Π = e^p(I-\TD(m)). From the theorem

of Myers, we see D' c Bπ(p). Moreover if the closure of Π is not contained

in Bπ(p), then diam^ = π, so M is isometric to Sd by Cheng's Theorem

[2]. We may argue the case when the closure of Όr is contained in

BXp).

We give an outline of the proof of Theorem 3. From \KM\ ^ Δ, \dF\

can be estimated in D'. We see that vol(Sd — D') is small and \dF\ is

close to 1 on much part in D' —this is "good" part—, using the fact

vol(M) ^ vol (Sd) — δ. Since the volume of the "bad" part is small, we

can choose ε/2-dense, ε/4-discrete subset {pt} of Sd in U such that the

geodesic connecting the points of {pj intersects small "bad" part. So we

see that dsd(pίf q3) is not much smaller than dM(mu nij), where mi = F(pt).

Therefore, if we see that

(1) {rrii} is ε-dense, ε/10-discrete in M.

(2) dsaiPi, Pj) is not much larger than dM(mu rrij),

then, from Theorem 1, we find that M is diffeomorphic to S d. We show

(1) by the following arguments. If not, then there exists a point neM such

that min dM(n, mj is larger than 3ε/2. Since F does not much expand on

"good" part and so Bε/i(ri) is intersect only "bad" part. But since "bad"

part is very small, it cannot cover Bεμ(ri). This contradicts the fact F is

surjection. Assume that (2) does not hold, namely there exist pίy Pj such

that dsd(pupj) is much larger than dM(mum^. Let Bu B2 be the ball

with the center pu pjf of which radius is a half of dsd{pu p3). From the

assumption, we see that vol (Bx U B2) is much larger than vol (F(Bι U B2)).

It contradicts the fact vol (M) > vol (Sd) - δ.
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§ 12. Estimate of dF

LEMMA 12.1. i) | d e t F | <: 1 on D'.

ii) For any δ3 > 0, there exists L = L(d, Δ\ d3) > 0 such that

\dF\£L on Bπ_δ(p) .

Proof. From Ric¥ ^ d — 1, i) follows from the volume comparison

theorem (cf. [7] or [13]). For ii), we quote from [1] 6.4.1, that is |(c?expm)rϋu;|

^ |^|(s_j(£)/r) on M, where \v\ = 1, v _[_ w and this inequality holds as long

as S(i/2χ-j+j)(r) = r is positive. Since \(d exτρp)rvw\ = |iϋ|(sin (r)/r) on Sd

9

we may put L = s_Δ(π — ^3)/sin(7τ — <53). q.e.d.

Put Ά[δ4] ={qe D'\\dFq\ >l + δA] and B[δ4] = {g e Z)'||det rfF J < 1

— 34}. Notice that A does not mean the closure of A here.

LEMMA 12.2. For any δ4, δb > 0, there exists δ6 = δQ(d, A; δb) > 0

vol (M) ^ vol (Sd) - <56, ίΛen vol (ϊϊ[34])< 35, vol (S[δJ)< S5 and

vol (S d - Π) < δ,.

Since the proof of this lemma is elementary but complicated, so we

only give here an outline and the detailed proof is left over to Section 14.

It seems to be able to prove more easily.

From Lemma 12.1, F is volume decreasing. With F{Df) = M and

vol (M) ^ vol (Sd) - δ, we see that the vol (B[δJ) < 55 and vol (Sd - Π)

< d5. To show the first inequality, we observe that the arguments of the

equality case of the volume comparison theorem in [8] can be modified

to the near-equality case. So we find KM is close to 1 on much part.

From this, using Rauch's comparison theorem, we see \dF\ is close to 1

on much part.

§ 13. Proof of Theorem 3

( i ) Construction of ε-dense set {pt} on Sd.

LEMMA 13.1. For any δ7, δ9 > 0, there exists δd = δd(d, J ; 37, δ8) > 0 and

a δΊ-dense subset {pt} of Sd in Bπ_δinQ{p) such that if vol (M) ^ vol (Sd) — <59,

then

MZλ <: 1 + 5β for dUPu Λ ) < - ^
20ds*(Pu Pj

Proof We may assume 0 < δ8 < 37 < 1. Take a 37/2-dense, ^7/2-discrete



34 ATSUSHI KATSUDA

subset {qrJΓ-i of S" in Br.h/20(p). Put N = #{gj and £, = Bh/m(q,). Note

that Si c Bτ_hm(j>). Take

61μ)μ
202V jr V 100 / V 1000

We define
Λ[δβ] = {q e B,_ ί l o(p)| |dF ί I rg 1 + δ8/2} =

From Lemma 12.2, there exists <59 > 0 such that if vol (M) ^ vol (S") - δs,

then

• f(f)' ™-(JL) ,

where α: = δ7δj2Q0L and L = L(δ10) — s_X̂ r — ^10)/sin(τr — £10) in Lemma

12.1.

Hereafter we denote by Γp,g the minimal geodesic from p to q. Then,

we observe that for q[ e Bi7 q] e Bjy if ϊq,,q, c Bπ_δlQ(p), then

dM(F(qd, F{q>3)) £ f
Jί β;,β;

= ί |c?F|dί + ί

{qi, q'3) + ί W ,

where m( ) is the canonical measure on Vq Λ>.

If mίr,.,,. - A[δs]) £ a, then

2 dsΛ{q'u Qd

In the following, we prove that pt can be taken in Λ[δa] Π Bτ. For the

existence oίp^Bγ[\Λ\δ^, we only note the inequality vol(βc_ J l 0 — Λ[δa])

< vol (S,).

Nextly, suppose that there exist points pu p2, , pk (pt e Bf) such

that

ddξiklίyi <:1 + δs for d,^, Pi) £ ^ . (1 ̂  ί, £ k)
20
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Then, we show that there exists pk+i^Bk+1 which satisfies

In fact, if not, then for any qeBk+ί, there exists pt e Bi such that

dM(F(q),

Then from (*), m(TqyP. — Λ[δ9]) > a or TqtPiΓiBδlQ(p) Φ φ, where p is the

antipodal point of p. Let S\ be the set of qeBk+ί such that m(ϊQίPι —

Λ[δ8]) > a and S\ be the set of q e Bk+1 such that ϊPuq Π Bδl0(p) Φ φ and St =

S\\jSl. Since, by the assumption, Bk+1 c \JiSί9 we may assume that

(**) vol (S1) = max vol (S,) ^ - ^ - vol (Bfc+1) .

Let C* be the cone consisting of the points of Tpuq(qeSl) and Cι —

exp"1 (C1). Put JSj = C< Π BXP^. Since mC^,,, - Λ[δ8]) > a, for q e S{, from

the Fubini's theorem, we observe

vol(Bπ_δl0(p)-Λ[δ8])

^ f
where ΐυ is the geodesic emanating from p^ with initial vector v, XA(t) is

the characteristic function of the set A and dvUpSd is the canonical measure

on UpS
d induced from Lebesgue measure on TpS

d.

^ (( + ) Bin'-1® dt)dυUrιS<
J UPlS

dnCi \\Jθ Jπ-δlo-a/2/ /

Namely,

ί d^ ί l S, ^ vol (5..,,, - >1[3J) 4 (

On the other hand, since dSi(pu BSw(p)) > δβ/100, we see
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where E is the cone in Sd, which contains Bδl0(p) far from its summit

with distance <58/100 and the length of generating line is smaller than π/10.

From the spherical trigonometry, we calculate

d 10 V πδe

Thus we estimate, from m(rv Π Bt) < δj50.

vol (Sd ^ vol (E\,w n A) + vol (El/W)

= ί ( ί Z(r,nΛ)(ί) sin*-1 (t)dt)dΌBfι84 + vol (El/10)

1 0 V

namely,

vol (S,) <

It contradicts (**). q.e.d.

(ii) Proof of Theorem 3.

We take a, ε > 0, which satisfy the assumption of Theorem 1. For

δΊ = ε/2, take δ8 > 0 satisfying δ8 <; min ((l/2)6J(^7/10)ω^1, α/10). Let {p<}

and a > 0 be the same as in Lemma 13.1. From Theorem 1, it suffices

to prove that there exists δ > 0 such that, if vol (M) ^ vol (Sd) — δ, then

{Fipt)} is an ε-dense, ε/10-discrete in M and it satisfies

—M %-——^— >̂ 1 — α , for 0 < dsd(pu p3) < —— .

dSd\pi, Pj) Δ\J

CLAIM 1: {F(pτ)} is 2δΊ (= ε)-dense in M.

Proof of Claim 1. If not, then there exists ne M such that
Bδ7/10(ή)Γ\(U Bzδ7/2(F(Pi))) =- Φ

i

Put
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B'( = {q e Bh(Pι) I q e rq,,pt, q' e dB,,(pt),

m(rq.,Pί - Λ[3J) > a or Γ , , , w n ΰ j p ) *= $5}

and Bt = BS7(p{) — Z?ί. From (*) in the proof of Lemma 13.1, we see

From the similar argument to Lemma 13.1, we see

vol (BO £ f ( !
2 \
f ()%ol(2Wp) ΛM) + (
2 \ α / o \ 10

vόliBd^

Note that

vol (F(Bt Π V - B M ) ^ (1 - β8) vol φt f]D'- B[δs]),

where B[δe] appears in Lemma 12.2.

From this, we have

vol (M) ^ vol (B,τ/10(n)) + vol (U F{Bt))

^ vol (BhnM) + (1 - \)( vol (U CB* Π Z)' - S[3J))

^ vol (Bhm{ήj) + (1 - β8)(vol (U BO) - vol (S* - ΰ') - vol

^ vol {Bhm{n)) + (1 - δ8)(vol (ψ B^pO)) - NAt - vol (S* - U)

^ vol (B,τ/10(n)) + vol (Sd) - δa vol (S") - NA, - vol (S* - D')

where JV = §{Pi}

From Lemma 12.2, there exists δn > 0 such that if vol (M) ^ vol (Sd)

— δn, then

δs vol (SO + iVΛ, + vol (S" - DO + vol (S[3J) <

(The constants are determined in following order, <57-><58 —>• <510 —>L—*a-^

Therefore, we see,

vol (M) > vol (Sd) + vol (Bδ7/ί0(n)) - 6/^/10) ^ vol (S"2) ^ vol (M) .

It is a contradiction.

CLAIM 2: M M ^ ^ U i . ίB > i _ α .

Proof of Claim 2. If not, then we may assume dM{F(pϊ), F(p2)) <

(1 - d,)dsd(pl9p2), Put d' = dsd(Pί,p2) and d" - du(F(p& F(pJ). There

exists δ12 > 0 such that
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\ 2 / \ 2 7 10 V 2 2 /

For this <J12> similarly as Lemma 13.1, there exists JJ > 0 such thatlf dM(F(q'),

F(Pi)) > d'β for q' e dBt.,t_,Jpd, then

m{rq.,pι - Λ[δ,]) > η or rt.,pt Π Bίlβ(p) =£ 95 .

Put

B = U (Ba,n_la(Pi) - {q e B4V2-ί.2

9' e dBd,/2(Pί), m(lίq,,Pi - yί[δj) > 9 or r,,,P( Π B,a(p) Φ

and

Then we observe i?(B) c (B^^Fip^ΌBd,n(F(p2))) and

^ vol (F(β)) ^ vol (Bd,/2(F(Pι)) U Bd,n(F(p2)))

< vol (B,V 2(F(P l))) + vol (β t f72(F(p2)))

- vo\(BiΊΪ_d,,n(z)) ,

where z is the mid point of the minimal geodesic from F(pϊ) to F(p2).

These inequalities imply that

vol (M) ^ vol (F(D' - (Bd,n(Pl) U Bd,n(p2))))

+ vol (F(D' Π (β ί 7.(Pi) U BdΊ2{p))))

£ voKS* - (Bd,n(Pl)Γ)BdΊ2(p2)))

+ vol (BdV2(p,) -

+ vol (Bd,/2(p2) -

+ vol

vol (Sd 7 2(A)) + vol (BdΊ2(p2)) + A2
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Note that the second term of A2 can be small if we take sufficiently small

δ10. From Lemma 12.2, there exists δlz > 0 such that if vol (M) >̂ vol (Sd)

— δn, then

We take

in Theorem 3. Then if vol (M) ^ vol (Sd) - δQ9 then

vol (M) < vol (Sd) - ± . b Λ - - - — ) < vol (Sd) - δ0 .
4 \ 2 2 /

It is a contradiction, ε/10-discreteness of {F(pi)} follows immediately from

Claim 2 with a <: ε2/10. q.e.d.

Corollary follows from the above and the following two theorems.

THEOREM A. (C. B. Croke [5], Theorem B.) Let M be a compact d-

dimensional Riemannian manifold with diam(Λf) ^D<Cπ and Ric^ >̂ d — 1.

Then there exists C(d, D) > 1 such that λt(M) ^ C(d, D)d.

THEOREM B. (A. Kasue [10], Theorem 4.1.) Given d, A, v0 > 0 with

A > 1, ϋ0 < ωd, for any Ve (v0, ωd), there exists a constant p = ρ(d, A, vo; V)

> 0 with p < π such that if d-dimensional Riemannian manifold M has

the property that Ric^ ^ d — 1, | JBΓ̂  | ^ J , vol (M) ^ u0 and diam (M) ^ |O,

ίΛen vol (M) ^ V.

§ 14. Proof of Lemma 12.2.

We firstly take constants which satisfy the following.

- δX δΛ < — . * .. and lo

min V 3 I 9

+ 1) / 3(16d2

s <• m\n (4/ί ^π^o d1B δ\s δ\s δ2i\ λ ^ ι520

min (ί4, 1 - exp (—
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Then we can conclude by putting

Put

C[3,, 314, 3i5] = {̂  € C7pS
d I r(ί) = expp tυ ,

m(r([0, π - δj) Π (B[314] U Sd -

D[δ3, δu, δκ] = UpS
d - C[δ3, δu, ί15] ,

and

CLAIM 1: / / vol (M) ^ vol (Sd) - δβ,

vol (S[3J) ^ vol (S[ί14]) ^ A < 35, vol (S* - Π) < δ6

voliUpSd)(C[δ3ί δU9 ί15]) ̂  - J 3 ? τ . _ _ < A .

where voliUpSd) means the canonical measure on UpS
d.

Proof of Claim 1. Since

vol (Sd) - δ6^ vol (M) = ί dvM = f |det rfF| d i v

^ ί (1 - δu)dυsd + ί dys<ι

= vol (Sώ) - vol (Sd - DO - δu vol

we see

vol (B[δu]) < -?t- and vol (Sd - D') < <56 .

From the Fubini's theorem,
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vo\(B[du]{jSd - D')

= ί ([XirvωnBztuiuist-D'vit) smd~ι tdt)dυL

^ —r~ s m i —-•- \avu Sd ,
Jec*3,*u,ίi5] 3 \ 3 /

namely

a a lϊ < 3vol(g[cyuSd-£>/)

2π '

q.e.d.: Claim 1.

For v e D[δ3, δu, δ15], put ϊ(t) = expm ίy and f(0 = expp tl-\v). Let

(resp. E/ ί̂)) (1 ̂  / ̂  rf — 1) be the linearly independent parallel vector

fields along tv (resp. tl'Xυ)) which is perpendicular to v (resp. I~\v)).

Put Yt(t) - dexpm(Z£/m F,(0 = dexvP(tUi(t)) and ^( ί) - PtoIoP_tγt(t),

where Pt and P_£ are the parallel translations along ΐ(t) and ΐ(t) respec-

tively. For ΐ(s0) e Dr - B[δ7], we put

Elo[δίβ] = Elfa, δu, 315, ί lβ]

- {r(s)Is e [o, s0], (logi y.00 Λ Λ F.-.ωiy

Λ Yd-ι(s)\Y + διe} .

CLAIM 2: m(r([0, s0]) - E',0[δu]) £ - I ^ S ίLziA*)_ < A .
' 16 1 ^

Proof of Claim 2. It is an easy consequence of the following two

inequalities,

(log I Y.is) Λ Λ Yd .,(*)!)' ^ (log I Ϋι(8) Λ Λ F d .

log [ F^o) Λ Λ 7,^(5)1 < (log ( ^(so) Λ Λ YdM - log(l - δ14) ,

q.e.d.: Claim 2

In the following, we fix s{ e Er

So[διs\. We may assume sx ^ π — δ^ —

S20/10 — 315 > τr/2. Since the value

(log 17,(8) A Λ y^OOl)' - (log I Y^s) A • Λ Y,-,(*)!)'

does not change when we replace Yt and Yi by linear combination, so

we may assume that {Y^sJ} and {Y^)} are orthonormal.

We denote by /^(Yi, Yi) the index form of Y< along Γ|[0,Sl].
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CLAIM 3: // ΐ(s,) e ΐ[0, s0]) - E>0[dlti], then

I.XWt, Wt) £ 7M(Yf, Yd + δu .

Proof of Claim 3. From the argument of Heintze-Karcher [8], we sea

( log lY^Λ Λ Y,.^)!)'

= Σ I.SY« Yd ({y*(β,)} are orthonormal.)
ί-1

d-1

^ Σ IsSWuWτ) (the index lemma.)

ί = l

^ Σ I.,(Fι, Ϋ«) = (log I F,(βj) Λ Λ ?„.,(«,)|y

= (log I Y,(S]) Λ Λ Y, _,(«,) I)' + 316

1 = 1

Thus with the index lemma, ISl(Yt, Yt) ^ ISl(Wi, Wt), we get

JSl(Wi; Wt) ^ I,JJu Yd + δu for each i .

q.e.d.: Claim 3

Since {Y/s)} is a basis of TrωM, we may put Wt(s) = Σ/^/tX*)1'/8)-
For fixed ί, we define

= {r(s)|se[O,sJ, \tfij

CLAIM 4: ( i ) m(ϊ([δ,, sj) - FjJ^]) <

(ii) If ϊ(s) e FJJSjJ, then,
017

Proof of Claim 4. From the arguments of Cheeger-Ebin [3] (Chap 1,
§r8, 1.21), we have

therefore,

i (w wz) = is (Yi9 Yt) + y] /• Y

d

2 fa Yj dt ̂  δu for

dt ,

This implies (i).
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By the integration by parts, we observe,

Γίί:r<,γjdt = f ± fiMYj, γ«)]s

Jo\j = i i Lj,fc=i J o

- Γ Σ KfitgW, Y«)dt

- f Σ f'MgW, Yu) + §(Yp Y'
J 0 j , k = l

For the estimate of

|Γ Σ K'j

firstly we see g(Y'j9 Yk) = g(Yi9 Y'k) by taking the derivation of the both

sides, (cf. [3] p. 25 (**))

Nextly, from R.C.T., we have

= I FJ(O)| sin (s) = I Ϋ&dl 4
s
4 ^ 4^
sm (sj sm (so δ

SJ(SI) sAsi) sAδ3)

Thirdly, we estimate \fίk\. Put Yi(s) = J^aίkek, W^s) = 2 bίkek, where

{ej?=i is the orthonormal basis of Tΐis)M. From Wt = Σ / ί i 7 Yj, we get bίk

= 2] /iΛfc Let i?i be the matrix such that the ^-th column of A = (aJk)

is replaced by bH. By Cramer's formula, fίk = det .ί^/det A. Note that

det A = I Yj Λ Λ Yd | and

max [det B\\ <̂  max (| Wt\

Since T(s) e Df - B[δΊ],

I Yi Λ Λ Yd I ̂  I Y1 A Λ Y, | (1 - δΊ) ^ sin d (s)(l - 37) .

It implies

|/,fe| ^ max |det Bi/det A | ^ - ^
sm

Fourthly we have

by the following arguments.

We may assume Δ > 1. Decompose Yk(s) as Yfe(s) = Z^s) + Z2(s), where
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Zt(s) are Jacobi fields with Zfa) = Z'2(sx) = 0, Z2(s) = Yk(sx) = 1 and ZJfo)

= Y£(s!). From the Berger's comparison theorem ([2] 1.29),

\Z2(Sl - πl2Δι**)\ ^ c.A/2J^) .

Then,

Thus, we get

\Yi(Sι)\ = \Z{(Sι)\£(^l-

Fifthly we have

(*)

)-' £ K2

= Σ ΓgWY*, r)ΐ, Yt)dt + g(Yl(Sl), Yk(Sι))dt
k i JO

\Sl (3/2)JI Ykpdt + I Yί(Sl)11 Y,(S l) |at

*-M < κt.
sΔ(δ3) ~

Therefore, we get, from W< =

Λs d

V f"f β(Y
Jo y,fc=i

^f'Σ^y.
Jo y=o

+ 2

sslβ +

ί
o . 7 = 1

1/2 / ΛS

(

\Jo

l/2

q.e.d.: Claim 4

We put

Then, from Claim 4 and (*), we see,
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CLAIM 5: If ΐ(s) e GjJifJ, then

\j[g(R(7i,hi,7t)-

Proof of Claim 5. From g(Ϋ't', Ϋt) = g(W't', Wt) and

( d \ / / d

we find if r(s) e GJJ^J, then,

*, T)ί Ϋt) -

2 £ f'JngW, Yί)dt\

Γ Σ /ίί5(ϊi, wt)dt + 21Γ £ K, Yj
Jo j=i !Jo j = ι

max(|/ 4 t | |Yi |

= δu
δu . q.e.d.: Claim 5

We put G{Y] = Π?=i GίJϋΓJ. We take another orthonormal basis {X{j}

at Γ(5X) with Xi 7' = (Xi + Y^/dYi + Y |̂) and repeat the above arguments

for each (i,j). Put Gr = p)Λ G { x * } and

G = f(0)ez>Q,14,15]

Gr

Then, since sγ ^ TΓ — £3 — <52O/1O — <515, we see

(**) π δ 3 ^ δ l 5 d ( ^ +

10 \ d17 K2

On the other hand, we find if T(s) e G\ then for any Xe Tfis)S
d,

, Ϋ)f, Wx) - g(R(X, T)ΐ, X) dt ^ π(16d* + ΐ)\X\*δί9 ,

where Wx = Ps o IoP_s(X). It is easily derived from the following ine-

quality,

, Y)dt
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+ 2 (|Γ
\ Jo

+ y,, y, + y,)dί

where ^(Z,, Z2) := g(R(Zu ΐ)ΐ, Z2) - g(R(WZι9 T)t WZ2) and ΣUi A = L

CLAIM 6: For ϊ(t) e Gr, \dFm\ < 1 + δ4.

Proof of Claim 6. Similarly as above, put Y(ί) = d expm (tU(t)) and
F(ί) = d expp (tl-^Uit))). Take r(^) e Ĝ  with ^ ^ δ3 and put

and = P t o Jo P.,V(ί) =

where {VJ are the linearly independent Jacobi fields such that
are orthonormaL For fixed

put

and

Then, similarly as above, we see

\Itl(V, V) - Itl(W, W)\ £ δlt

and therefore

\Itl(V, V) - Itι(V, 7)1

{g{R{W, ϊ)7, W) - g(R(V, hi V))dt

\, r)ΐ,

Namely,

For 7(t)eGr, since the value (log|y(ί)]X does not change
replace by constant multiple of y(<), for t <Ξ tu we see

\Y(Q\

s in
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(V, V)

£ Γ\tf'tV(\dt+ Γg(R(W,r)r, W)dt
JO ;ΐ = l I JO

and similarly,

Integrating these, we get

log I Y(t)\ - log I F(ί)| < log ( 4 = ^ - ) + δtlπ + ( ~ ) 2 3 ( J + l)πδia < δ22.
\ sin (δ3) ) \ δs I

Therefore we see

\dFm I = -g|jJ ^ exp (δj <l + δt. q.e.d.: Claim 6

Note that Ά[δ,] a Όf - F~\G) := A[d<] .

CLAIM 7: vol (A[δ4]) ^ vol (A[^4]) < 55.

Proo/ o/ C/αim 7. Since m(F-\Gr)) = τn(G0, we have, from Claim 1

and (**),

vUpSd
vol (A[3J) ^ f (Γ sin*"1 tdt)dv

J C[δ3,<5l4,3l5] \ J θ /

+ f ( ί sin*2"1 ίd

^ vol{UpSd) (C[δ3, δU9 δ15])τr

+ max m(r([0, -]) - GO vol ( S ^ 1

^ A π + (s25 + a8) vol (S^-1) ^ 55 . q.e.d.: Claim 7
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COLLAPSING RIEMANNIAN MANIFOLDS
TO ONES OF LOWER DIMENSIONS

KENJI FUKAYA

0. Introduction

In [7], Gromov introduced a notion, Hausdorff distance, between two metric
spaces. Several authors found that interesting phenomena occur when a
sequence of Riemannian manifolds Λf, collapses to a lower dimensional space
X. (Examples of such phenomena will be given later.) But, in general, it seems
very difficult to describe the relation between topological structures of Mt and
X. In this paper, we shall study the case when the limit space X is a
Riemannian manifold and the sectional curvatures of Mi are bounded, and
shall prove that, in that case, M, is a fiber bundle over X and the fiber is an
infranilmanifold. Here a manifold F is said to be an infranilmanifold if a
finite covering of F is diffeomorphic to a quotient of a nilpotent Lie group by
its lattice.

A complete Riemannian manifold M is contained in class Jί(n) if dim M <
n and if the sectional curvature of M is smaller than 1 and greater than - 1 . An
element N of Jt{n) is contained in Jί(n,μ) if the injectivity radius of N is
everywhere greater than μ.

Main Theorem. There exists a positive number ε(n,μ) depending only on n

and μ such that the following holds.

IfMeJP(n), N E:J({n,μ), and if the Hausdorff distance ε between them is

smaller than ε(«, μ), then there exists a map f:M -> N satisfying the conditions

below.

(0-1-1) (M,NJ) is a fiber bundle.

(0-1-2) The fiber offis diffeomorphic to an infranilmanifold.

(0-1-3) Ifξ^ T{M) is perpendicular to a fiber off, then we have

e-Ύ{t)<\df(ί)\/\ί\ <eτ{ε\

Received October 21, 1985 and, in revised form, April 11, 1986.
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Here τ(ε) is a positive number depending only on ε, n, μ and satisfying

limε^oτ(ε) = 0.
Remarks. (1) In the case when N is equal to a point, our main theorem

coincides with [6,1.4].

(2) In the case when the dimension of M is equal to that of N, the

conclusion of our main theorem implies that / is a diffeomorphism and that

the Lipschitz constants of / and f~ι are close to 1. Hence, in that case, our

main theorem gives a slightly stronger version of [7, 8.25] or [8, Theorem 1]. (In

[7] or [8], it was assumed that the injectivity radii of both M and N were

greater than μ, but here we assume that one of them is greater than μ.)

Next we shall give some examples illustrating the phenomena treated in our

main theorem.

Examples. (1) Let T? = R 2 / Z θ (l/ι)Z be flat tori. Then l i in,.^ 7)2 = Sι

( = R/Z) and T2 is a fiber bundle over S1.

(2) (See [9].) Let (M, g) be a Riemannian manifold. Suppose Sι acts

isometrically and freely on M. Let gε denote the Riemannian metric such that

gε(v, v) = ε g(υ, υ) if υ is tangent to an orbit of Sι and gε(υ, v) = g(υ, υ) if υ

is perpendicular to an orbit of S1. Then l i m ε ^ 0 ( M , gε) = ( M / S 1 , g') for some

metric g'. In this example, the fiber bundle in our main theorem is Sι -» M ->

M/S\

(3) Let G be a solvable Lie group and Γ its lattice. Put Go = G,GX = [G, G],

G2 = [G^G^ - ,G/ + 1 = [GvGj]. Take a left invariant Riemannian metric g

on G. Let gε denote the left invariant Riemannian metric on G such that

gε(v, v) = ε'*2' g(υ, v) if υ e Te(G) is tangent to G, and perpendicular to

Gi+1. (Here e denotes the unit element.) Then l i m ε ^ 0 ( Γ \ G, gε) is equal to

the flat torus Γ \ G/Gv and the sectional curvatures of gε are uniformly

bounded. In this example, the fiber bundle in our main theorem is

(Gλ Π Γ)\GX -> Γ \ G ^ T\G/GV

Finally, we shall give an example of collapsing to a space which is not a

Riemannian manifold.

(4) (This example is an amplification of [7, 8.31].) Let (G,, Γ, ) be a sequence

of pairs consisting of nilpotent Lie groups G, and their lattices Γ,.. Let (M,g)

be a compact Riemannian manifold and φ, a homomorphism from Γ, to the

group of isometries of (Af, g). Put T = Π/OJy^-φ^Γy)). Here the closure,

\Jj>iφJ(TJ), is taken in the sense of compact open topology. It is proved in [1,

7.7.2] that there exists a sequence of left invariant metrics g. on G7 such that

the sectional curvatures of g, (/ = 1,2, ) are uniformly bounded and that

Hmz-.^^ (Ti \ G,, gt) = point. On M X G,, we define an equivalence relation -

by (<Pi(y~ι)(x), g) ~ (̂ ?Ύg)> Let MXτGi denote the set of equivalence
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classes. Then it is easy to see

lim
/->oo

In this example, there also exists a map from M X Γ Gt to M/T.
This example gives all possible phenomena which can occur at a neighbor-

hood of each point of the limit. In fact, using the result of this paper, we shall
prove the following in [5]:

Let Mf be a sequence of compact m-dimensional Riemannian manifolds
such that the sectional curvatures of Mi are greater than -1 and smaller than 1.
Suppose lim/_^00M/ is equal to a compact metric space X. Then, for each
sufficiently large /, there exists a map f:Mt -+ X satisfying the following.

(1) For each point p of X, there exists a neighborhood U which is
homeomorphic to the quotient of IR" by a linear action of a group T. Here T
denotes an extension of a torus by a finite group.

(2) Let Y denote the subset of X consisting of all points which have
neighborhoods homeomorphic to Rk. Then (/) \f-\Y), f~ι(Y),Y) is a fiber
bundle with an infranilmanifold fiber F.

(3) Suppose p has a neighborhood homeomorphic to Mn/T. Then f~ι(p) is
diffeomorphic to F/T.

The global problem on collapsing is still open even in the case of fiber
bundles.

Problem. Let F be an infranilmanifold and (M, N, /) a fiber bundle with
fiber F. Give a necessary and sufficient condition for the existence of a
sequence of metrics gt on M such that the sectional curvatures are greater than
-1 and smaller than 1 and that l im^^M, gt) is homeomorphic to N.

The organization of this paper is as follows. In §1, we shall construct the
map /. In §2, we shall prove that (M, JV, /) is a fiber bundle. In §3, we shall
prove a lemma on triangles on M. This lemma will be used in the argument of
§§2, 4, and 5. In §4, we shall verify (0-1-3). In §5, we shall prove (0-1-2). Our
argument there is an extension of one in [1] or [6].

In [7, Chapter 8] and [9] (especially in [7, 8.52]), several results which are
closely related to this paper are proved or announced, and the author is much
inspired from them. Several related results are obtained independently in [3]
and [4]. The result of this paper is also closely related to Thurston's proof of
his theorem on the existence of geometric structures on 3-dimensional orbi-
folds. The lecture by T. Soma on it was also very helpful to the author.

Notation. Put R = min(μ, ττ)/2. The symbol ε denotes the Hausdorff
distance between M and N. Let σ be a small positive number which does not
depend on ε. We shall replace the numbers ε and σ by smaller ones, several
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times in the proof. The symbol τ(a\b,---,c) denotes a positive number
depending only on a,b,- - ,c,R,μ and satisfying l im α _ o τ(a\b, ,c) = 0
for each fixed b, , c. For a Riemannian manifold X, a point p e X, and a
positive number r, we put

BTr(p9X)={ξeTp(X)\\ξ\<r}.

Here T^(-Y) denotes the tangent space. For a curve l:[0,T]-+ X, we let
(Dl/dt)(t) denote the tangent vector of / at l{t). For two vectors ξ, ξ' e ^ ( X ) ,
we let ang(£, £') denote the angle between them. All geodesies are assumed to
have unit speed.

1. Construction of the map

First remark that Rauch's comparison theorem (see [2, Chapter 1, §1])
immediately implies the following.

(1-1-1) For each p e M and p' e N the maps exp| β Γ ( M) and
e x Pl BT2R(P' N) h a v e maximal rank. Here exp denotes the exponential map.

(1-1-2) On BT2R(p, M) [resp. BT2R(p\ N)]9 we define a Riemannian metric
induced from M [resp. N] by the exponential map. Then, the injectivity radii
are greater than R on BTR{p, M) and BTR(p', N).

Secondly we see that, by the definition of the Hausdorff distance, there
exists a metric d on the disjoint union of M and N such that the following
holds: The restrictions of d to M and N coincide with the original metrics on
M and N respectively, and for each x e N, y e M there exist x' e M,
y' €: N such that d(x, *') < ε, d(>>, >>') < ε. It follows that we can take subsets
ZN of N and ZM of M, a set Z, and bijections jM:Z -> ZM, jN:Z-^> ZN,
such that the following holds.

(1-2-1) The 3ε-neighborhood of Z^ [resp. ZM] contains Λ̂  [resp. M].
(1-2-2) If z and z' are two elements of Z, then we have

d{jN(z),jN(z'))>ε and

(1-2-3) For each zeZ,we have

z)jM{z)) < ε.

Now, following [8], we shall construct an embedding fN:N -> Mz. Put
r = σΛ/2. Let K be a positive number determined later, and h: R -> [0,1] a
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C°°-function such that
(1-3) *(0) = 1 and h{t) = 0 if t> r,

K < h'{t) < 0 if 0 < ί < ̂  or f < / < r.

We define a C°°-map fN:N -> Uz by fN(x) = (h(d(x, ^ ( z ) ) ) ) r e Z j v . In [8], it
is proved that, if ε and σ are smaller than a constant depending only on R, μ,
and n, then /^ satisfies the following facts (1-4-1), (1-4-2), (1-4-3), and (1-4-4).
The numbers Cl9C2,C3, C4 below are positive constants depending only on R,
μ, and n.

(1-4-1) fN is an embedding [8, Lemma 2.2].
(1-4-2) Put

Bc(NfN(N)) = {(P>u) G t h e normal bundle of fN(N) \ \u\ < C),

K= sup #(Br(p,N)njN(ZN)).
XGiV

Then the restriction of the exponential map to BCιKι/i(NfN(N)) is a diffeomor-
phism [8, Lemma 4.3].

(1-4-3) For each ξ' e Tp,(N) satisfying \£'\ = 1, we have

C2K
ι/2 < \dfN(ξ')\ < C3K

ι/2 [8, Lemma 3.2].

(1-4-4) Let x, y e N. If d(x, y) is smaller than a constant depending only
on σ, /A, and «, then we have

K^1 J(x, y)<C4 dRn(fN(x)JN(y)) [8, Lemma 6.1].

The next step is to construct a map from M to the CχίΓ1/2-neighborhood of
fN(N). The map x -» (h(d(x, JM(Z))))ZGZ ^ a s ^ s property. But unfor-
tunately this map is not differentiable when the injectivity radius of M is
smaller than r, and is inconvenient for our purpose. Hence we shall modify
this map. For z e Z and Λ: G M, put

(z), M)),

Assertion 1-5. J z is a Cι~function and for each ξ e TX(M) we have

== Vol(A) •

Here A = {y G Bε(jM(z),N)\y is not a cut point of x).
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Assertion 1-5 is a direct consequence of the following two facts: dz is a

Lipschitz function', the cut locus is contained in a set of smaller dimension.

{Remark that dz is not necessarily of C2-class.)

Lemma 1-6. / M ( M ) is contained in the 3εKι/2-neighborhoodoffN(N).

Proof. Let x be an arbitrary point of M. The definition of dz implies

W(JM(Z)> x) ~ dz(x)\ < ε. Take a point x' of N such that d(x, x') < ε. Then

condition (1-2-3) implies that \d{jM(z\x) - d{jN(z\x')\< 2ε. It follows

that \d(jN(z), x') - dz{x)\ < 3ε. The lemma follows immediately.

Lemma 1-6, combined with facts (1-4-1) and (1-4-2), implies that

Z^1 ° 7r ° Exp"1 o fM = f is well defined, where π: N(fN(N)) -> fN(N) denotes

the projection. This is the map / in our main theorem.

2. (M, Ny f) is a fiber bundle

The proof of the following lemma will be given in the next section. Let δ, δ',

and v be positive numbers satisfying δ < δ'.

Lemma 2-1. Let /,: [0, ίz] -> M(i = 1,2) 6e geodesies on M such that ^(0) =

/ 2 (0), and //: [0, t ] (i = 1,2) be minimal geodesies on N such that /{(O) = Γ2(0).

Suppose

(2-2-1) ^(//(O),/,-^))-^^^

(2-2-2) </(/,(0),/;(0)) < y,

(2-2-3) rf(/i(O.//(ί;))<^

(2-2-4) δ#/10 <h<8R and δ'R/10 < t2 < δ'R.

Then we have

Now we shall show that (M, N, f) is a fiber bundle. It suffices to see that fM

is transversal to the fibers of the normal bundle of fN(N). (Here we identified

the tubular neighborhood to the normal bundle.) For this purpose, we have

only to show the following lemma.

Lemma 2-3. For each p e M and ξ' e Tf(p)(N), there exists ξ e Tp(M)

satisfying

WMU) - dfN(t') \/\dfM') I < r(a) + τ(ε| σ).
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To prove Lemma 2-3, we need Lemmas 2-4 and 2-9.

Lemma 2-4. Suppose σ < δ, v < σ/100. Let /3:[0, t3] -* M,V3\[0, t'3] -> 2V

ί?e minimal geodesies satisfying the following

(2-5-1) </(/3(0),/;(0))<ι.,

(2-5-2) <*(/3('3)^('ί)) <'>

(2-5-3) 8R/10 < t3,t'3 < SR.

Then we have

τ(σ) + τ(ί>|σ,δ) + τ(ε |σ ,δ) .

Put /? = /3(0), f = (Dl3/dt)(0l ξ' = (Di;/dt)(0). For an arbitrary

element z of Z satisfying

(2-6) d(/>,y A , (z))>r + 2i' or </(/>, ̂ ( z ) ) < r/8 - 2v,

we have, by (1.3), that

(2-7) \i(h(d(jN(z), )))\<κ, \ξ(h(dx( )))\<κ,

in some neighborhoods of /̂ (O) and /3(0), respectively. Next we shall study the

case when z e Z does not satisfy (2-6). Assume that an element y of

Bε(jM(z), M) is not contained in the cut locus of p. Let /4: [0, t4] -> M and

' 4 : [0» 4̂] ~> ̂  denote minimal geodesies joining /3(0) to y and /̂ (O) to ^ ( z )

respectively. Since σR/10 < r/8 - 2 ε - 2 ^ < r + 2ε + 2^<σ.R, we have

σ#/10 < U < °R> SR/10 < t3 < 8R. Hence, Lemma 2-1 implies

\ξ'(d(jN(z), •)) " t(d(y9 •)) I < τ(σ) + φ | σ , β ) + τ ( ε | σ , δ ) .

Therefore, by using Assertion 1-5, we have

(2-8) \ξ'(d(jN(z), •)) " € K ( 0 ) I < τ(σ) + φ | σ , « ) + τ ( ε | σ , δ ) .
Then, Lemma 2-4 follows from (2-7), (2-8), and (1-4-3) if we take K sufficiently

small.

Lemma 2-9. For eachp e M,we have d(p, /(/?)) < τ(ε).

Proof. By the definition of / and Lemma 1-6, we have

(2-10) dR.(fM(p),fN(f(p))) < 3εK1/2

Let q G N be an element satisfying d(p, q) < ε. Then, by the proof of Lemma

1-6, we have

(2-11) d
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Inequalities (2-10) and (2-11) imply

Therefore (1-4-4) implies

d(q,f(p))<6C4ε.

The above inequality, combined with d(p, q) < ε, implies the lemma.
Proof of Lemma 2-3. By assumption, there exist geodesies /3: [0, ί3] -* M,

i;:[0, t'3] -» N such that /3(0) = p, /3'(0) = /(/>), d(l3(t3), / 3 ' (φ) < ε,
(Dl^/dt)(0) = ξ', and σR/10 < t3,t'3 < σR. Lemma 2-9 implies </(/3(0),/£(
< τ(ε). Therefore, Lemma 2-4 implies

dfAZ') - ̂ ( ^ ( 0 ) ) I j\dfN{ί')\ < Ho) + τ(ε|σ),

as required.

3. A triangle comparison lemma

To prove Lemma 2-1, we need the following:
Lemma 3-1. Let /;:[0, ί j-> M (z = 5,6) be geodesies on M such that

/5(0) = /6(0). Suppose

(3-2-1) /5(0) = /5(r5),

(3-2-2) \d{lMMh))-U\<v,

(3-2-3) 82R< t5< 28R and 8R/10 <t6<8R.

Then we have

7^(0), - ^ ( 0 ) ~ ττ/2 < τ(8) + τ(v\δ) + τ ( ε | δ ) .

Proof. Let / ^ [ - ^ / ^ *ό/^] ~~* ̂  be a minimal geodesic satisfying
^(/6(°X ^(O)) < e and d(l6(t6), l'e(t6)) < 3ε + r. (The existence of such a
geodesic follows from (3-2-2).) Take a minimal geodesic lΊ: [0, /7] -> M satisfy-
ing /7(0) = /5(0) and d(lΊ{tΊ\ l'e{tβ/8)) < ε. Let /8:[0, /8] -> M be a minimal
geodesic joining lβ(tβ) to / 7 (ί 7 ). Then, since \t6 + /8 — *7| < τ(ί') + τ(ε), and
since lΊ is minimal, it follows that

(3-3)

Let /9: [0, tβ/8] -> M denote the geodesic such that /9 | [ 0 t ^ = /6. Put r9 =
( < # ) . Inequality (3-3) and the fact \tΊ - t9\ < τ(v) + τ(ε') imply
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Hence, by the minimality of /7, we obtain

(3-4) \d(θ,l9(t9))-t9\<τ(v\S) + τ(ε\δ).

Now let /,: [0, ί,] -> 5ΓΛ(/x(0), M) (i = 5,9) denote the lifts of /, such that

7,(0) = 0. Then, (3-4) implies

(3-5) d(l5(t5),l9(t9)) > rf(/5(0),/,(*,)) - τ(v\8) - τ ( e | δ ) .

On the other hand, by (3-2-3), we have

(3-6) ts/t9 < 20δ and δ2R < t5.

Inequalities (3-5), (3-6), and Toponogov's comparison theorem (see [2, Chapter

2]) imply

(3-7) a n g ( ^ ( 0 ) , ^ ( 0 ) ) > tr/2 - τ (δ) - φ\δ) - τ ( ε | δ ) .

Next, let / 1 0 : [0, ί10] -* M be a minimal geodesic satisfying /5(0) = /10(0)

and d(Γ6{-tb/δ), ll0(tw)) < e. Then, since

\d{U(t6),/10(ί10)) ~Ue + ho) I < r(p) + τ(ε),

it follows that

(3-8) τ(v\δ) + τ ( ε | δ ) .

On the other hand, by the method used to show (3-7), we can prove

(3-9) a n g ( ^ ( 0 ) , ^ ( 0 ) ) > m/1 - τ(«) - τ ( , | δ ) - τ ( e | δ ) .

The lemma follows immediately from inequalities (3-7), (3-8), (3-9).

Remark that to prove Lemma 2-1 we may assume δ = δ'. When t2, t'2 < δR,

clearly we can take δ = δ\ and when t2, t'2 > δR, Assertion 3-10 implies that

we can replace /2, V2 by / 2 | [ ( U / ? ] , III^SRY

Assertion 3-10. d(l2(δR\l'2(δR)) < τ(v\δ,δ') + τ ( ε | δ , δ θ .

Proof. Take minimal geodesies l[x: [0, R] -> Λ̂  and ln : [0, tn] -> M satis-

fying /J(0) = /^(O), d(!2(δR), l^iδR)) < 2v + 2ε, /2(0) = /n(0), and

^(fii(*ii)> '11(^2)) < ε Let / 1 2: [0, ί12] -> M denote the minimal geodesies

joining l2(δR) to / n ( / n ) . Then, since \tn + δR - tn\ < τ(v) + τ(ε) and since

l n is minimal, it follows that

a n g ( ^ ( S * ) , ^ ( 0 ) ) < τ ( r | β , « ' ) + τ ( ε | δ , δ ' )

Hence we have

' 2 ) ^ i i ( ^ ) ) < τ(»Ίδ,δ ') + τ(βjδ,δ ')
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On the other hand, by assumption, we have

d{l2(h), I'M)) < ' . d{ln{tn), l^t't)) < ε.

Then, we conclude

Therefore, applying Toponogov's comparison theorem to N, we obtain

τ(v\δ,δ') + τ ( ε | δ , δ ' )

The assertion follows from the above inequality and the fact d(l2(8R),
l{x(δR)) < ε.

Therefore, in the rest of this section, we shall assume δ = δ'. Take a minimal

geodesic l u : [0, ίu] -> M joining lλ(tλ) to I2(ϊ2). Let /,.: [0, *,.] -> BT^l^O), M)

(i = 1,2,13) denote the lifts to /, such that /,(0) = 0 (/ = 1,2) and 713(O) =

Assertion 3-11. We have d(ju(t13)J2(t2)) < (τ(δ) + τ(v\δ) + τ(ε |δ)) δ.

Proof. Put i = d(lu(tι3)J2(t2)). We may assume δ 2 # < i. Take another

lift ί2 of l2 satisfying 12(t2) = Il3(tl3). Let 7z:[0, /J - ^ ^ ( / ^ O ) , M) (/ =

14,15) denote the minimal geodesies joining I2(t2) to 71 3(ί1 3) and 7^0) to /2(0)

respectively. Then Lemma 3-1 implies

τ(δ) + τ(p\δ) + τ ( ε | δ ) ,

< τ ( δ ) τ ( ε | δ ) ,

τ(δ) + τ ( » Ί δ ) + τ ( ε | δ ) ,

τ(δ) + τ(v\δ) + τ ( ε | δ ) ,

Hence, a standard argument using Toponogov's comparison theorem implies

> ί { l - τ ( β ) - τ ( p | δ ) - τ ( e | β ) } - δ { τ ( δ ) - τ ( » Ί δ ) - τ ( ε | δ ) } .

But /13(0) = ϊι(tι). The assertion follows immediately.
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Now we are in the position to complete the proof of Lemma 2-1. Assertion

3-11 implies

\d(h(ti)Mh)) ~ <*(/ί(Ί).'2('2))l < 2ε + δ { τ ( δ ) + r(v\8) + τ ( ε | δ ) } .

On the other hand, we have

tt - t'i\< 2v and SR/10 < tt < SR (i = 1,2).

Hence, Toponogov's comparison theorem implies

(δ) τ ( ε | δ ) ,

as required.

4. / is an "almost Riemannian submersion"

In this section we shall verify (0-1-13). First we shall prove the following:

Lemma 4-1. \df\ < 1 + τ(σ) + τ(ε |σ).

Proof. Since the second fundamental form of fN(N) is smaller than τ(σ),

the norm of the restriction of the exponential map to BΛεKι/i(NfN(N)) is

greater than l - τ ( σ ) - τ ( ε | σ ) (for details, see the proof of [8, Lemma 7.2]).

Therefore Lemma 4-1 follows from Lemma 2-3 and the definition of /.

Let p e M, q =/(/?). Put k = (the dimension of N). We introduce a new

small positive constant θ and assume σ < θ. Take points z{, z'2,''',z'k
of N such that d(q, z ) = 0# and that the set of vectors

gτsidq(d(z'ι, •)),• ,grad^(J(z^., •)) is an orthonormal base of Tq(N). Let zi

be a point of M such that d(zi9 z-) < ε. For x e BθiR(p, M), put

, j ) φ/Vol(2?e(z,., M)),

and let Ux(x) denote the linear subspace of TX(M) spanned by

^g^,- ^grad^g^), and Π 2 ( x ) the orthonormal complement of Π ^ J C ) .

P : TX(M) -» Π .(JC) denotes the orthonormal projections.

Lemma 4-2. For each ξ G Π ^ x ) satisfying \ξ\ = 1, we have

Proof. By Lemmas 2-4, 2-9, and the definitions of fM,fN and g, , we can

prove

( τ ( σ ) + τ ( ε | σ ) )
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Therefore, by the definition of /, we have

\ d f ( g m d x ( g ι ) ) - p a d f { x ) ( d ( z ' i 9 ) ) l < τ ( σ ) + τ ( ε | σ ) .

It follows that

\\df(ffadx(gi))\-l\<τ(σ) + τ(ε\σ).

This inequality, combined with Lemma 4-1, implies Lemma 4-2.
The following lemma is a direct consequence of Lemmas 4-1 and 4-2 and the

fact dim U2(p) = dim N.
Lemma 4-3. Let x e BΘiR{p, M). Then for each ξ e TX(M) tangent to the

fiber, we have

Now, (0-1-3) follows immediately from Lemmas 4-1, 4-2, and 4-3.
In the rest of this section, we shall prove several lemmas required in the

argument of the next section.
Lemma 4-4. Let x ^ Bθ*R(p, M) and let i e Π 1 (x) be a vector with

\ξ\ = 1. Then we have

\d(x,expx(sξ)) -s\< τ (σ) - τ ( ε | σ )

and

\d(f(x),f(expx(sξ))) ~s\< τ (σ) - τ(ε |σ )

for each s smaller than R.

Proof. Put ξ' = df(ξ)9 and /'(/) = exp(ίΓ/|Γ|). Lemma 4-2 implies \\ξ'\
— 1| < τ(σ) 4- τ(ε |σ) . Let /:[0, R] -> M be a minimal geodesic satisfying
d(l(R\Γ(R)) < 4ε + R(\ξ'\ - 1). Put η = (Dl/dt)(0). By Lemma 2-3 and
the definition of /, we have

(4-5) |£//(τj)-€'|<τ(σ) + τ ( e | σ ) .

Hence we have ||d/(η)| - h | | / | η | < τ(σ) 4- τ(ε|σ), Therefore, Lemmas 4-1,
4-2 imply

(4-6) | P 1 ( η ) - r ? | < τ ( σ ) + τ(ε |σ).

Inequalities (4-5), (4-6), combined with the facts £ e Ux(x), df(ξ) = £', and
Lemmas 4-1, 4-2, imply \η - ξ\ < τ(σ) + τ(ε|σ). Furthermore, by the defini-
tion of η, we have

\d(f(x)j(exvx(sη))) -s\< τ ( σ ) + τ ( e | σ ) .

The lemma follows immediately from these facts.

Lemma 4-7. Let x e BθiR(p, M), and ξl9 ξ2 G U^X) be vectors such that

l̂ il = 1̂ 1 < σ ^ Then we have

) - 2 \ξx\ ύn(ang(ξl9ξ2)/2)\ < τ ( σ ) + τ ( ε | σ ) .
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Proof. By Lemma 4-4, we have
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On the other hand, Lemmas 4-1 and 4-2 imply

| a n g ( J / ( | 1 ) , ^ / ( ξ 2 ) ) - ang(£ 1 ? £ 2 ) | < τ(σ) + τ ( ε | σ ) .

Hence, applying Toponogov's comparison theorem to N, we obtain the lemma.

Lemma 4-8. Let x e BθiR(p, M) and ξ e Π 2 ( x ) be a vector with \ξ\ = 1.

Then we have

d(f(exp(sξ)),f(x)) < ( τ ( σ ) + τ(θ) + r(e\σ,θ)) • s

for each positive number s smaller than Θ2R.

Proof. Put ll6(t) = exp(ί£). Since ξ e Π 2 ( Λ : ) , we have

(4-9) ang(ξ,gradJ C(g/)) = π/2.

Lemma 4-8 follows immediately from Lemmas 4-1, 4-2, 4-3, and the following:

Assertion 4-10. For each t < s,we have

:τ(e\θ) + τ(θ).

Proof. Let lk: [0, / J -> M (k = 17,18) be minimal geodesies joining x and

/ 1 6 ( 0 to zf respectively. By the definition of g/? we can take /17 and /18 so that

they satisfy

(4-11)

(4-12)

Let 1j (j = 16,17,18) denote the lifts of /y (y = 16,17,18) to BR(x,M)

satisfying 716(O) = 717(0) = 0 and 718(O) = 716(ί), and let 7 1 9 : [ O , / 1 9 ] ^

BR{x, M) denote the minimal geodesic joining / 1 7 (ί 1 7 ) to /i 8 (ί 1 8 ). Put /19 =

expx Z19. Then Lemma 3-1 implies that one of the following holds:

(4-13-1) t19 <Θ2R,

(4-13-2)

<τ(θ)+r(ε\θ),

: τ(θ) + τ ( ε | 0 )

If (4-13-2) holds, then applying Toponogov's comparison theorem to BR(x, M\

we obtain
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Then, in each case, we have d(ll7(tlΊ), 71 8(ί1 8)) = t19 < 2Θ2R. Therefore, by a
standard argument using Toponogov's comparison theorem, we can prove

(4-14)
/ nl nl \ i nl nl \

:τ(θ)+τ(ε\δ).

Assertion 4-10 follows immediately from (4-9), (4-11), (4-12), and (4-14).

5. The fiber in an infranilmanίfold

In this section we shall verify (0-1-2). The following is a direct consequence
of Lemma 2-9.

Lemma 5-1. The diameter of the fiber, f~ι(q), is smaller than τ(ε).
If we can obtain an estimate of the second fundamental form of f~ι(q),

Lemma 5-1 combined with [6,1.4] would imply (0-1-2). But as was remarked at
§1, the map / is only of C -̂class and not necessarily of C2-class. Hence, it is
impossible to estimate the second fundamental form. Then, instead, we shall
modify the proof of [6, 1.4] in order to verify (0-1-3). The detailed proof of [6,
1.4] is presented in [1]. Therefore, in the rest of this section, we shall follow [1],
mentioning the required modifications.

We introduce a new positive constant p smaller than Θ2R. Let πp denote the
local fundamental pseudogroup introduced in [6, 5.6] or [1, 2.2.6] (in [1] the
terminology, local fundamental pseudogroup, is not introduced, but the nota-
tion τrp is defined there). Here we take p as the base point. Following [1, 2.2.3],
we let * denote the Gromov's product on πp. For a vector space V, the symbol
A(V) denotes the group of all affine transformations of V. Let m:πp-^>
A(Tp(M)) denote the affine holonomy map introduced in [1, 2.3], r its rotation
part, and / its translation part. The following lemma is proved in [1, 2.3.1].

Lemma 5-2. For α, β e τrp, we have

d(r(β)or(a),r(β*a)) <\t(a)\ \t(β)\,

\ t ( m ( β ) o m ( a ) ) \ - \ t ( β * a ) \ < \ t ( a ) \ \ t ( β ) \ ( \ t ( a ) + t ( β ) \ ) .

Next we shall prove the following:
Lemma 5-3. For each a e πp,we have

\Pι°r(a)oP1 - Pχ\ < τ(θ) + τ ( σ | 0 ) + τ ( p | 0 ) + τ ( ε | σ , 0 ) .

Proof of Lemma 5-3. Put s = (the length of a). Let ξ be an arbitrary
element of Hι(p) satisfying \ξ\ = ΘR. First we shall prove

(5-4) rf(
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In fact, let | e T0(BTR(p, M)) be a vector satisfying (d(expp))(ξ) = ξ, let a

curve a: [0, s] -> BTR(p, M) denote the lift of α satisfying ά(0) = 0, and let

I G T<*(S)(BTR(P> M)) be a vector satisfying Jίexp^Xl) = r(£). By the defini-

tion of r, the vector | is a parallel translation of f along ά. Let 1(0 G

Tά(ΐ)(BTR(p, M)) denote the parallel translation of f along α | [ 0 t]. Set JtQ{u)

= D/dt\t=tQexpά{t)(u | ( 0 ) . Since //o( ) is a Jacobi field along the geodesic

u -> exp a ( / )(κ | ( ί o ) ) ?

 a n d since |//o(0)| = 1, it follows that |/,o(l) | has an

upperbound depending only on n and \ξ\. Therefore, ζ(s) = | implies that

</(exp(f),exp(!)) < Γ

Inequality (5-4) follows immediately.

(5-4) and Lemma 4-4 imply

(5-5) |</(/>,exp(r(α)(€))) - \r(a)(ξ)\\

τ ( p | β ) .

( σ ) ( ε | σ ) .

Next we shall prove the following:

Assertion 5-6. We have

- r(a)(ξ)\/\r(a)(ξ)\ < τ(θ)

Put / 2 0 ( 0 = exp/ί r(a)(ξ)/\£\) and /20 = |ξ|. Let / 2 0 : [0, r2 0] - TV

denote the minimal geodesic satisfying /^(O) = <?, d(l20(t20), /^(^o)) < ε» a n ^

/ 2 1 : [0, /21] -> M be a minimal geodesic joining p to expp(r(α)(|)). Then, by

inequality (5-5) and Lemma 2-9, we can apply Lemma 2-1, and obtain

(5-7) τ(p|fl)

On the other hand, by Lemma 2-4 and the definition of /, we have

τ(σ) + τ ( ε | σ ) .

It follows that

DU
Ho)dt

Therefore, Lemmas 4-1 and 4-2 imply

(5-8)

τ(σ) + τ ( ε | σ ) .

r ( σ ) + τ ( ε | σ ) .

Inequalities (5-7) and (5-8) immediately imply the assertion.

Now, Lemma 5-3 follows immediately from inequality (5-5) and Assertion

5-6.
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We put T = τ(θ) + τ(p I θ) + τ(σ | θ) + τ(ε | σ, p, 0). The following lemma

corresponds to [1, Proposition 2.1.3].

Lemma 5-9. For each ξ e Π2(/?) w/r/i |ξ| < p, rtere e m t t α e τ r p satisfy-

ing \ξ - t(a)\ <τp.
Proof. By Lemma 4-8, we have

d(f(exp(O),q)<τ-\ξ\.

This formula and Lemma 5-1 imply that

d(exp(ξ),p)<τ(ε) + τ \ξ\.

The lemma follows immediately.

Next we shall prove a lemma corresponding to [1, 2.2.7]. Following the

notations there, we define a group πp as follows. Let W(πp) be the free group

of words in the elements of πp; let N0(πp) be the set of words aβy~ι where

γ = a*/?; let N(πp) be the smallest normal subgroup in W(πp) which contains

N0(πp). Put τrp = W(πp)/N(πp).

Lemma 5-10. If p is smaller than a constant depending only on n and μ, and

if σ and ε are smaller than a constant depending only on n and R, then there

exists a natural isomorphism Φ: πp -> πλ(f~ι(q)).

Proof. Since / is a fiber bundle and since any μ balls in N are contractible,

we see that ^ ( / " H ? ) ) i s isomorphic to the image of iΓι(Bc(p,M)) in

iΓι(Bc,(p, M)), where σ, ε < τ(C) < C < C / 2 < C < μ. Using this remark,

we can prove Lemma 5-10 by the same method as [1, Proposition 2.2.7].

Using Lemmas 5-2, 5-9, and 5-10, the arguments of [1, Chapters 3 and 4]

stand with little change. Then, we obtain the following result which corre-

sponds to [1, 4.6.5].

Lemma 5-11. We can choose p such that the following holds.

(i) The natural map πp -> πp is injectiυe and mp = πι(f~\q)9 p)

(ii) π has a nilpotent, torsion free normal subgroup t of finite index. We put

Γp = f p n v

(ϋi) Γp is generated by m loops yv , γm such that each element γ e Γp can

uniquely be written as a normal word γ = γ/1 γ^w; these generators are

adapted to the nilpotent structure, i.e.

V < Y i > " »Y»> * Y / 1 = <Vi> Ύ / > ( X < i < j < m ) .

Here m denotes the dimension off~1(q).

Furthermore, Corollary 3.4.2 in [1] implies the following.

Lemma 5-12. If a e Γp, then \r(a)\ < τ.
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Next we shall follow the argument of [1, Chapter 5]. By Corollary 5.1.3 of

[1], we have the following:

Lemma 5-13. The structure of nilpotent groups on Γp = (Zn, •) can be

extended to Un. Namely there exists a nilpotent Lie group G = (Un, ) such that

Γp is a lattice of G.

Following [1, 5.1.4], we shall introduce a left invariant metric on G.

Definition 5-14. Put Xt = P2(ί(γ, )), ϊ) = exp-^γ,) e L. Here L denotes

the Lie algebra of G. We introduce a scalar product on L such that the linear

map given by X. -> Yt is an isometry between U2(p) and L, and extend this

product by left translation to a Riemannian metric on G.

Let B be a subset of M containing B2p(p,M) and satisfying πλ(B) =

τr 1(/" 1(^)). Let B denote the universal covering space of B, and TΓ : B -» B the

projection. Take a point j? in π~ι(p). By the method of [1, 5.4], we can prove

the following two lemmas.

Lemma 5-15. For each α G Γp, we have

\d(p,a(p))-dG(e,a)\<τ.

Here dG is the distance induced from the metric defined in 5-14, and e denotes

the unit element.

Lemma 5-16. The absolute value of the sectional curvature of G has an

upperbound depending only on the dimension.

Let fc:G -> L2(Tp) be the map defined by x ->(h(dG(x9y(p))))Ύ(ΞTpy where

h is a function satisfying condition (1-3), and as the number r in (1-3) we take

a constant depending only on p, R, and n. The restriction of fG to Bp(e, G) is

an embedding. Let dB:B -> L2(Tp) denote the map defined by x ->

( Λ ( J ( x , γ ( ^ ) ) ) ) γ e Γ . Now using Lemmas 5-15 and 5-16 we can repeat the

argument of §§1, 2 and obtain the following. The symbol C5 below denotes a

constant depending only on p, R and, n.

Lemma 5-17. Let B' be the C5-neighborhood of {y(ρ)\y e Γp_C 5}. Then

there exists a map Φ:2?'->2?p(e,G) such that the following hold:

(5-18-1) Φ has maximal rank.

(5-18-2) Ifx E 5 ' J G fp, γ(jc) e IT, /Λe« γ(Φ(jc)) = Φ(γ(jc)).

(5-18-3) Ifx G 5 ^ G 7;(£') jέi/wĵ  dΦ(gx) = 0, //zeπ we have

(.see Lemma 4.3).

Now we are in the position to complete the proof of (0-1-2). Put F —
7 Γ " 1 (/~ 1 (^)) % Lemma 5-1, we may assume F c B' replacing ε by a smaller

one if necessary. Hence, by Lemma 5-17, we obtain a map F/tp -> G/tp. Fact

(5-18-3) and Lemma 4-3 imply that this map is a covering map. Hence F/tp is
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a nilmanifold. On the other hand, F/tp is a finite covering of f~ι(q).
Therefore f~ι(q) is an infranilmanifold. Thus the verification of (0-1-2) is
completed.
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\S 0. Introduction.

The purpose of this paper is to investigate the phenomena that a sequence
of Riemannian manifolds $M_{i}$ converges to ones with lower dimension, $N$, with
respect to the Hausdorff distance, which is introduced in [11]. We have studied
this phenomena in [7] and proved there that $M_{i}$ is a fibre bundle over $N$ with
infranilmanifold fibre. In this paper, we study which fibre bundle it is, and
give a necessary and sufficient condition. We will describe it in Theorem 0-1
and 0-7.

THEOREM 0-1. Let $M_{i}$ be a sequence of $n+m$-dimensional compact Rieman-
nian manifolds and $N$ be an n-dimensional compact Riemannian manifold. Assume

(0-2-1) $M_{i}$ converges to $N$ with respect to the Hausdorff distance,

(0-2-2) sectional curvature of $M_{i}|\leqq 1$ .
Then, for $suJficiently$ large $i$ , there exists a map $\pi_{i}$ : $M_{i}arrow N$ such that the follow-
ing hold.

(0-3-1) $\pi_{i}$ is a fibre bundle.

(0-3-2) $\pi_{i}^{-1}(p)=G/\Gamma$ , where $G$ is a nilpotent Lie group and $\Gamma$ is a discrete group
of affine transformations of $G$ satisfying $[\Gamma:G\cap\Gamma]<\infty$ . Here we put the
(unique) connection on $G$ which makes all right invariant vector field parallel,
and $G$ is regarded to be a group of $aJfine$ transformations on $G$ by right
multiplication.

(0-3-3) The structure group of $\pi_{i}$ is contained in the skew product of
$C(G)/(C(G)\cap\Gamma)$ and Aut $\Gamma$ , where $C(G)$ denotes the center of $G$ .

REMARK 0-4. Statements (0-3-1) and (0-3-2) were proved in [7].

REMARK 0-5. [7, 0-1-3] also holds. Namely $\pi_{i}$ is an almost Riemannian
submersion in the sense stated there.
$\overline{This}$research was partially supported by Grant-in-Aid for Scientific Research (No.
63740014), Ministry of Education, Science and Culture.
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REMARK 0-6. It is well known that the group $\pi_{k}$ (Diff $(G/\Gamma)$ ) is not finitely
generated in general, but $\pi_{k}(C(G)/(C(G)\cap\Gamma)\cross Aut\Gamma)\sim$ is always finitely gener-
ated. Therefore, there exist a lot of fibre bundles which satisfy (0-3-1) and
(0-3-2) but do not satisfy (0-3-3).

THEOREM 0-7. Let $M$ be an $n+m-\ men\Omega onal$ manifold, $N$ an n-dimenstonal
complete Riemannian manifold with bounded sectional curvature, and $\pi;Marrow N$ be
a smooth map. Supp0se that $\pi$ satisfies (0-3-1), (0-3-2) and (0-3-3). Then, there
exists a family of Riemannian metrics $g_{\epsilon}$ on $M$ such that the following hold.

(0-8-1) The sequence of Riemannian manifolds $(M, g_{e})$ converges to the Rieman-
nian manifold $N$, with respect to the Hausdorff distance.

(0-8-2) There exzsts a constant $C$ independent of $\epsilon$ such that

$|sectional$ curvature of $(M, g_{\epsilon})|\leqq C$ .

Theorems 0-1 and 0-7, combined with [9, Theorem 0-6], imply the following:

THEOREM 0-9. For each $m$ and $D$ , there exists a positive constant $\epsilon(n, D)$

such that the following holds. Supp0se an m-dimensional Riemannian manifold $M$

satisfies
(0-10-1) volume of $M\leqq\epsilon(m, D)$ ,

(0-10-2) diameter of $M\leqq D$ ,

(0-10-3) sectional curvature of $M|\leqq 1$ ,

(0-10-4) $\pi_{k}(M)=1$ , for $k\geqq 2$ .
Then, MinvolM$=0$ , where MinvolM is defined in [10].

Theorem 0-9 is a partial answer to the following

PROBLEM 0-11. Does there exist $\epsilon_{m}$ such that Minvol $M\leqq\epsilon_{m}$ implies Minvol $M$

$=0\rho$

If we can remove the conditions (0-10-2) and (0-10-4), we will have the
affirmative answer.

The organization of this paper is as follows. Sections 1 to 5 are devoted
to the proof of Theorem 0-1. The outline of these sections is in \S 1. In the
course of the proof, we shall prove some results on eigenfunctions of Laplace
operator, which improve one of [6]. These results may have an independent
interest. In \S 6, we shall prove Theorem 0-7. In \S 7, we shall give an orbifold
version of Theorem 0-1. The proof of Theorem 0-9 is in \S 7. In \S 8, we add
some remarks concerning the case when the limit space is not a manifold.

The author would like to thank ${\rm Max}- Planck$-Institut f\"ur Mathematik where
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this work is done. He would also like to thank Prof. T. Yamaguchi and the
refree who pointed out that the orbifold case is not completely analogous to the
manifold case.

NOTATION. For a Riemannian manifold $M$, Vol $M$ denotes the volume of
$M$, Diam $M$ denotes the diameter of $M$. For a metric space $X$ and $x\in X$ we
put

$B_{D}(x, X)=\{y\in X|d(x, y)<D\}$ .
$B(C)$ stands for $B_{C}(0, R^{n})$ . For two metric spaces $X,$ $Y,$ $d_{H}(X, Y)$ denotes the
Hausdorff distance between them which is defined in [11], $\lim_{iarrow\infty}X=X$ means
$\lim_{iarrow\infty}iarrow\infty d_{H}(X, X_{\ell})=0$ .

\S 1. Outline of the proof.

Our main Theorem 0-1 is a consequence of the following:

THEOREM 1-1. Let $M_{i}$ and $N$ be as in Theorem 0-1. Then, for each suffici-
en tly large $i$ , there exists a fibration $\pi_{i}$ ; $M_{i}arrow N$ such that the following hold.

(1-2-1) For each $p\in N$, there exists a flat connection on $\pi_{i}^{-1}(p)$ , which depends
smoothly on $p$ .

(1-2-2) There exists a nilpOtent Lie group $G$ and a group of affine transforma-
tions $\Gamma$ of $G$ such that $\pi_{l}^{-1}(p)$ is affinely diffeomorphic to $G/\Gamma$ and that
$[\Gamma:\Gamma\cap G]<\infty$ .
Theorem 1-1 is a generalization of Ruh’s result [14], which corresponds

to the case when $N$ is a point.
Theorem 0-1 is a corollary of Theorem 1-1. In fact, let $\pi_{i}$ : $M_{t}arrow N$ be as

in Theorem 1-1. Then, by (1-2-1) and (1-2-2), we can find $(U_{j}, \psi_{i,j})$ such that

(1-3-1) $U_{j},$ $j=1,2,$ $\cdots$ is an open covering of $N$,

(1-3-2) $\psi_{i.j}$ is a diffeomorphism between $\pi_{i}^{-1}(U_{j})$ and $U_{i}\cross G/\Gamma$ ,

(1-3-3) the restriction of $\psi_{i.j}$ to each fibre gives an affine diffeomorphism be-
tween $\pi_{i}^{-1}(p)$ and $\{p\}\cross G/\Gamma$ .

By (1-3-3), the transition function of $\pi_{i}$ with respect to the chart $(U_{j}, \psi_{\iota.j})$ is
contained Aff $(G/\Gamma)$ , the group of affine diffeomorphism of $G/\Gamma$ . We may
assume that $G$ is simply connected. Then, we have the following:

LEMMA 1-4. There exists a sPlit exact sequence

$1arrow G/\Gamma\cap C(G)arrow Aff(G/\Gamma)arrow Aut\Gammaarrow 1$ .

Here $C(G)$ denotes the center of $G$ .
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We omit the proof, which is straightforward. Let Aff $’(G/\Gamma)$ be the sub-
group of Aff $(G/\Gamma)$ generated by $C(G)/\Gamma\cap C(G)$ and Aut $\Gamma$ . Then we have
Aff $(G/\Gamma)/Aff’(G/\Gamma)\cong R^{k}$ . Therefore the structure group of the Aff $(G/\Gamma)$

bundle $\pi_{i}$ ; $M_{i}arrow N$ can be reduced to $Aff’(G/\Gamma)$ . And $Aff’(G/\Gamma)$ is a skew
product of $C(G)/\Gamma\cap C(G)$ and Aut $(\Gamma)$ . This implies Theorem 0-1.

The proof of Theorem 1-1 occupies Sections 2 to 5. Since it is long, we
shall give an outline first. The proof uses a parametrized version of Ruh’s
argument in [14]. To apply it, we have to improve the result of [7] and to
prove that the fibres of the fibre bundles $f_{i}$ : $M_{i}arrow N$ obtained there are almost
flat. ([7, 0-1-2] implies that fibres are diffeomorphic to almost flat manifolds.
But, in [7], we did not obtain the estimate of the curvatures of the fibres.)

Namely we shall prove Lemma 1-6 below. As will be remarked at the begin-
ning of \S 5, we can assume, without loss of generality, that

(1-5) $|\nabla^{k}R(M_{i})|<C_{k}$ .

Here $R(M_{i})$ is tbe curvature tensor, $|$ $|$ the $C^{0}$-norm, and $C_{k}$ a constant inde-
pendent of $i$ . For $x\in M_{i}$ , we let $\exp_{x,r}$ : $B(r)arrow M_{i}$ denote the exponential map
at $x$ . We fix a coordinate system $(U_{j}, \psi_{J}):U_{j}\subseteqq R^{n},$ $\psi_{j}$ : $U_{j}arrow N$.

LEMMA 1-6. Let $M_{i}$ and $N$ be as in Theorem 0-1. Assume that $M_{i}$ satisfies
(1-5). Then, for sufficiently large $i$ , there exists a fibration $\pi_{i}$ ; $M_{i}arrow N$ such that
$\pi_{i}$ is an almost Riemannian submersion in the sense of [7, 0-1-3], and that

(1-7) $|_{\partial}^{\underline{\partial^{|\alpha|}}(} \frac{\psi_{j}\circ\pi_{i}.\circ\exp_{x.r})}{x_{1}^{\alpha_{1}}\cdot\cdot\partial x_{n^{n}}^{\alpha}}|\leqq C_{\alpha}$

holds for each multiindex $\alpha$ . Here $C_{\alpha}$ denotes a constant indePendent of $i$ .

(1-7) and the fact that $\pi_{i}$ is a Riemannian submersion imply that the sec-
tional curvatures of the fibres of $\pi_{\ell}$ are uniformly bounded. Hence, the fibres
are almost flat for sufficiently large $i$ . Therefore, [14] shows that there exists
a flat connection on each fibre satisfying (1-2-2). A little more argument is
required to obtain a connection on $\pi_{i}^{-1}(p)$ depending smoothly on $p$ . This is
done in \S 5.

The proof of Lemma 1-6 is performed in Sections 2 to 4. Recall that in
[7] we used embeddings $M_{i},$ $Nc_{>}R^{Z}$ in order to construct the fibration $M_{i}arrow N$.
The embeddings there were constructed by making use of the distance function
from a point. To obtain an embedding satisfying (1-7), we have to approximate
this embedding by one with bounded higher derivatives. The approximation
we used in [7] is not sufficient for this purpose, because it is not of $C^{2}$-class.
In this paper, we use another embedding constructed by making use of eigen-
functions of Laplace operator. This embedding is appropriate for our purpose
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since eigenfunctions enjoy uniform estimate of higher derivatives. In order to
apply the argument of [7, \S \S 1, 2] to our embedding, we need to study the
convergence of eigenfunctions. In [6], we introduce a notion, measured Haus-
dorff topology and proved that the k-th eigenvalue of the Laplace operator on
$M_{\mathfrak{t}}$ converges to that of the operator $P_{(N.\mu)}$ defined in [6, \S 0], if $M_{i}$ converges
to $(N, \mu)$ with respect to the measured Hausdorff topology. We also proved an
” $L^{2}$-convergence” of eigenfunctions there. But, for our purpose, $L^{2}$-convergence
is not sufficient. We have to prove a “

$C^{1}$-convergence“. (Precise statement will
be given as Theorem 3-1.) For this purpose, we shall begin with proving that
eigenfunctions of $P_{(N,\mu)}$ are smooth. [6, Theorem 0.6] implies that the measure
$\mu$ is a multiPle of the volume element $\Omega_{N}$ by a continuous function $\chi_{N}$ . If $\chi_{N}$

is of $C^{1}$ -class, our operator $P_{(N,\mu)}$ is written as

(1-8) $P_{(N,\mu)}\varphi=\Delta_{N}\varphi-\langle d\varphi, d\chi_{N}\rangle/\chi_{N}$ .
Therefore, to prove that the eigenfunctions of $P_{(N,\mu)}$ are smooth, it suffices to
show that $\chi_{N}$ is smooth. This is done in \S 2. In \S 3, we shall prove the “ $C^{1}-$

convergence”. The proof of Lemma 1-6 is completed in \S 4.

REMARK. In 1984, S. Gallot proposed to embed Riemannian manifolds using
heat kernels, in order to study Hausdorff convergence. The embedding we use
in this paper is essentially the same as Gallot’s.

\S 2. Smoothing density functions.

LEMMA 2-1. Let $M_{i}$ be a sequence of $n+m$-dimensional $co?npact$ Riemannian
manifolds satisfying (0-2-2) and (1-5), and $X$ be a metric space, $\mu$ a pr0bability
measure on it. Supp0se $M_{i}$ converges to (X, $\mu$ ) with respect to the measured
Hausdorff top0l0gy defined in $[$6, 0.2 $B]$ . Then there exists a function $\chi_{X}$ on $X$

such that

(2-2-1) $\mu=\chi_{X}\cross$ ( $the$ volume element of $X$ ),

(2-2-2) $\chi_{X}$ is of $C^{\infty}$-class,

(2-2-3) $\chi_{X}$ satisfies [6, 0.7.1 and 0.7.3].

PROOF. In [6, 0.6], we have already proved (2-2-1) and (2-2-3). By the
argument in [6, \S 3], it suffices to show (2-2-2) in the case when $X$ is a com-
pact Riemannian manifold $N$. Put $V_{i}=VolM_{i},$ $\mu_{M_{i}}=\Omega_{M_{i}}/V_{i}$ , where $\Omega_{M_{i}}$ denotes
the volume element of $M_{i}$ . By the definition of measured Hausdorff topology,
we can take $\epsilon_{i}$-Hausdorff approximation $f_{i}$ : $M_{i}arrow N$ such that $(f_{i})_{*}(\mu_{M_{i}})$ con-
verges to $\mu$ with respect to the weak* topology. (Here $\epsilon_{i}arrow 0$ . The definition
of the Hausdorff approximation is in [8, 1.6].) In view of [7], we may assume
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that $f_{i}$ is a fibration. Then, by [6, \S 3], the functions $p-Vol(f_{i}^{-1}(p))/V_{i},$ $i=$

$1,2,$ $\cdots$ on $N$ converge, with respect to the $C^{0}$-norm, to a continuous function
$\chi_{N}$ satisfying (2-2-1) and (2-2-3). We shall prove that $\chi_{N}$ is of $C^{\infty}$-class.
Choose (not necessary continuous) section $\psi_{i}$ : $Narrow M_{i}$ to $f_{i}$ . Take an arbitrary
point $p_{0}$ of $N$ and put $p_{i}=\psi_{i}(p_{0})$ . We shall prove that $\chi_{N}$ is of $C^{\infty}$-class at $p_{0}$ .
Put $B=B(1)$ . Let $Exp_{i}$ : $Barrow M_{i}$ be the composition of a linear isometry $Barrow$

$T_{p_{i}}(M_{i})$ and the exponential map $T_{p_{i}}(M_{i})arrow M_{i}$ . Let $g_{i}$ denote the Riemannian
metric on $B$ induced by $Exp_{i}$ from the metric on $M_{i}$ . In view of (1-5), we
may assume, by taking a subsequence if necessary, that $g_{i}$ converges to a
metric $g_{0}$ with respect to the $C^{\infty}$-topology. Now, recall the argument in [8,

\S 3], where we constructed a sequence of local groups $G_{i}$ converging to a Lie
group germ $G$ , such that

(2-3-1) $G_{i}$ acts by isometry on the pointed metric space (( $B$ , go), $0$),

(2-3-2) $((B, g_{i}),$ $0$ ) $/G_{i}$ is isometric to a neighborhood of $p_{i}$ in $M_{i}$ ,

(2-3-3) $G$ acts by isometry on (( $B$ , go), $0$ ),

(2-3-4) $((B, g_{0}),$ $O$ ) $/G$ is isometric to a neighborhood of $p_{0}$ in $N$.

Let $P_{i}$ : $(B, g_{i})arrow M_{i},$ $P:(B, g_{0})arrow N$ denote natural projections. (In fact, $P_{i}=Exp_{i}.$ )

In our case, since $N$ is a manifold, the action of $G$ on $B$ is free. Let $\mathfrak{g}$ denote
the Lie algebra of $G$ . Choose a basis $X_{1},$ $\cdots$ , $X_{m}$ of $\mathfrak{g}$ . We can regard $X_{i}$ as
a Killing vector field on $(B, g_{0})$ . For $x\in B$ , we put

(2-4) $\tilde{\chi}(x)=|X_{1}(x)\Lambda\cdots\wedge X_{m}(x)|$ .

Since the nilpotent Lie algebra $\mathfrak{g}$ is unimodular, it follows that $\tilde{\chi}$ is G-invariant.
Therefore, there exists a function $\chi$ on a neighborhood of $p_{0}$ such that $x\circ p=\tilde{x}$ .
Clearly $\chi$ is of $C^{\infty}$-class. Hence, to prove Lemma 2-1, it suffices to show the
following:

LEMMA 2-5. $\chi_{N}/\chi$ is a constant function on a neighborhood of $p_{0}$ .

PROOF. Put

(2-6-1) $G_{i}’= \{\gamma\in G_{i}|d_{(B,g_{i})}(\gamma(0), 0)<\frac{1}{2}\}$

(2-6-2) $G’= \{\gamma\in G|d_{(B,g_{0})}(\gamma(0), 0)<\frac{1}{2}\}$ .

There exist a neighborhood $U$ of $p_{0}$ in $N$ and a $C^{\infty}$-map $s:Uarrow B$ such that

(2-7-1) $s(p_{0})=0$ ,

(2-7-2) $P\circ s=identity$ ,

(2-7-3) $d_{(B,g_{0})}(s(q), 0)=d_{N}(q, p_{0})$ holds for $q\in N$.
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Put

(2-8-1) $E_{i}(q, \delta)=$ { $x\in B|$ there exists $\gamma\in G_{i}’$ such that $d_{(B,g_{i})}(x,$ $\gamma s(q))<\delta$ },

(2-8-2) $E_{0}(q, \delta)=$ { $x\in B|$ there exists $\gamma\in G’$ such that $d_{(G.g_{0})}(x,$ $\gamma s(q))<\delta$ }.

SUBLEMMA 2-9. There exists a $po\alpha tive$ number $C$ independent of $q$ such that

$\lim_{\deltaarrow 0}\lim_{iarrow\infty}|\frac{V.o1(E_{i}(q,\delta))}{\# G_{i}’\delta^{n}\cdot Vo1(f_{i}^{-1}(q))}-C|=0$ .

The proof of the sublemma will be given at the end of this section. Next
we see that

(2-10) $\lim_{iarrow\infty}su_{P}q\in|\frac{Vo1(E_{i}(q,\delta))}{Vo1(E_{0}(q,\delta))}-1|=0$

holds for each $\delta>0$ . Thirdly, we put

$G’(q)=\{\gamma s(q)|\gamma\in G’\}$ .
Then, clearly we have

(2-11) $\lim_{\deltaarrow 0}$ Vol $((E_{0}(q, \delta))/\delta^{n})=W_{n}$ Vol $(G’(q))$ ,

(2-12) $\frac{Vo1(G’(q))}{\chi(q)}=\frac{Vo1(G’(q’))}{\chi(q’)}$ ,

for $q,$ $q’\in U$ . Here $n=\dim N,$ $W_{n}=VolB^{n}(1)$ . (2-11) and (2-12) imply

(2-13) $\lim_{\deltaarrow 0}\frac{Vo1(E_{0}(q,\delta))\cdot\chi(q’)}{Vo1(E_{0}(q’,\delta))\cdot\chi(q)}=1$ .

From Sublemma 2-9, Formulas (2-10) and (2-13), we conclude

$\lim_{iarrow\infty}\frac{Vo1(f_{i}^{-1}(q))\chi(q’)}{Vo1(f_{i}^{-1}(q’))\chi(q)}=1$ .
On the other hand, we have

$\lim_{iarrow\infty}\sup_{q,q’eN}|\frac{Vo1(f_{i}^{-1}(q)\cdot\chi_{N}(q’))}{Vo1(f_{i}^{-1}(q’))\chi_{N}(q)}1|=0$ .
Therefore,

$\frac{\chi_{N}(q)\chi(q’)}{\chi_{N}(q’)\chi(q)}=1$ .

This implies Lemma 2-5.

PROOF OF SUBLEMMA 2-9. Put $s_{i}=P_{i^{\circ}}s:Uarrow M_{i}$ . Choose an open subset
$V_{i}(\delta)$ of $B$ such that the following hold.

(2-14-1) If $\gamma\in G_{i}’,$ $\gamma\neq 1$ , then $\gamma V_{i}(\delta)\cap V_{i}(\delta)=\emptyset$ .
(2-14-2) $P_{i}(V_{i}(\delta))$ is a dense subset of $B_{\delta}(s_{i}(q), M_{i})$ .
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(2-14-3) $V_{i}(\delta)\subset B_{\delta}(s(q), (B, g_{i}))$ and if $x\in V_{i}(\delta),$ $\gamma\in G_{i}’$ , then

$d(\gamma(x), s(q))\geqq d(x, s(q))$ .
Put $E_{i}’(q, \delta)=\{\gamma(x)|\gamma\in G_{i}’, x\in V_{i}(\delta)\}$ . Then, by the definition of $V_{t}(\delta)$ and
$E_{i}(q, \delta)$ , we have $\overline{E_{i}’(q,\delta)}=\overline{E_{t}(q,\delta)}$ . Hence, by (2-14-1), we have

(2-16) Vol $(V_{i}( \delta))=\frac{Vo1(E_{l}(q,\delta))}{\# G_{i}}$ .

On the other hand, put

$c_{i}= \sup_{p\in U}d(s_{i}(p), p_{i})$ , $d_{i}= \sup_{p\in}$ Diam $f_{i}^{-1}(p)$ .

Then, $\lim_{iarrow\infty}c_{\iota}=\lim_{iarrow\infty}d_{i}=0$ . It is easy to see

(2-17) $f_{i}^{-1}(B_{\delta-d_{i}-c_{i}}(q, N))\subset B_{\delta}(s_{i}(q), M_{i})\subset f_{i}^{-1}(B_{\delta+d_{i}+c_{i}}(q, N))$ ,

(2-15), (2-16), and (2-17) imply

(2-18)
$iimiarrow\infty V^{\frac{(q,N)Vo1(f_{i}^{-1}(p))\cdot\Omega_{N}}{o1(E_{i}(q,\delta))}}\underline{\# G_{i}’\cdot\int_{p\in B_{\delta}}}=1$

where $\Omega_{N}$ is the volume element of $N$. Since the family of functions $p\mapsto$

log $(Vol(f_{i}^{-1}(p))),$ $i=1,2,$ $\cdots$ , is equicontinuous ([6, Lemma 3.2]), it follows that

(2-19)
$\lim_{\deltaarrow 0i}\sup_{=1,2}\ldots|\frac{\int_{\frac}p\in B_{\delta}(q.N)Vo1(f_{i}^{-1}(p))\cdot\Omega_{N}}{\delta^{n}W_{n}Vo1(f_{i}^{-1}(q))}1|=0$ .

The sublemma follows immediately from (2-18) and (2-19). Q. E. D.

\S 3. $C^{1}$-convergence of eigenfunctions.

THEOREM 3-1. Let $M_{i}$ and (X, $\mu$ ) be as in Lemma 2-1. Then, there exist
smooth maps $f_{i}$ : $M_{t}arrow X$ such that the following hold.
(3-2-1) $f_{i}$ satisfies [7, (0-1-1), (0-1-2), (0-1-3)], if $X$ is a Riemannian manifold.
(3-2-2) $(f_{i})_{*}(\mu_{M_{i}})$ converges to $\mu$ with respect to the weak* topology, where

$\mu_{M_{i}}=\Omega_{M_{i}}/Vol(M_{i})$ .
(3-2-3) Let $\varphi_{i,k}$ be a k-th eigenfunction of the Laplace operat0r on $M_{i}$ satisfying

$\sup_{x\in M_{i}}|\varphi_{i,k}(x)|=1$ . Then there exist functions $\varphi_{i.k}’$ on $X$ such that

(a) $\varphi_{i.k}’$ is a k-th eigenfunction of $P_{(X,\mu)}$ ,
(b) for each $p_{i}\in M_{i}$ , we have

$|\varphi_{i,k}(p_{i})-\varphi_{i,k}’(f_{i}(p_{i}))|<\epsilon_{i}(k)$ ,

(c) for each vector $V_{i}\in T(M_{i})$ , we have
$|V_{i}(\varphi_{i.k})-(f_{i})_{*}(V_{i})(\varphi_{l,k}’)|<\epsilon_{i}(k)\cdot|V_{t}|$ ,
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where $\epsilon_{i}(k)$ denotes Positive numbers depending only on $i$ and $k$ and
satisfying $\lim_{iarrow\infty}\epsilon_{i}(k)=0$ .

REMARK. In the case when $X$ is a manifold, (3-2-1) means that $f_{i}$ is a
fibration with infranilmanifold fibre.

First, we shall prove $C^{0}$-convergence, (b). We begin with the following
Ascoli-Arzel\‘a type lemma.

LEMMA 3-3. Let $X_{l}$ and $X$ be compact metric spaces, $\psi_{i}$ : $Xarrow X_{i}\epsilon_{i}$-Hausdorff
aPprommation, lim $\epsilon_{i}=0$ , and $\varphi_{i}$ be continuous functions on $X_{i}$ . Assume

(3-4-1) $\varphi_{i},$ $i=1,2,3,$ $\cdots$ , are uniformly bounded,

(3-4-2) $\varphi_{i},$ $i=1,2,3,$ $\cdots$ , are equi-uniformly continuous. $Naf?\iota ely$ for each $\epsilon>0$ ,

there exists $\delta>0$ indePendent of $i,$ $x$ and $y$ such that $d(x, y)<\delta,$ $x,$ $y\in X_{\iota}$

implies $|\varphi_{i}(x)-\varphi_{i}(y)|<\epsilon$ .
Then, there exist a subsequence $i_{j}$ and a continuous function $\varphi$ on $X$ such that

$\lim_{jarrow\infty}\sup_{x\in X}|\varphi(x)-\varphi_{i_{j}}\circ\psi_{i_{j}}(x)|=0$ .

The proof is an obvious analogue of that of Ascoli-Arzel\‘a’s theorem, and
hence is omitted. Next we need the following:

LEMMA 3-5. $\varphi_{i.k},$ $i=1,2,3\cdots$ , are equi-uniformly continuous for each $k$ .

PROOF. By [6, 4.3], we have

$|V(\varphi_{i.\ovalbox{\tt\small REJECT}})|<k\cdot|V|\Vert\varphi_{i,k}\Vert_{L^{2}}/Vol(M_{i})^{1/2}$

for each $V\in T(M_{i})$ . The lemma follows immediately. Q. E. D.

Now we shall prove (3-2-1), (3-2-2) and (3-2-3) (a) and (b). We constructed,
in [7, Theorem 0-1], the map $f_{\iota}$ satisfying (3-2-1) and (3-2-2). Suppose that
we can not find $f_{i}$ satisfying (3-2-3) (a) and (b). Then, there exist $\theta>0$ and
a subsequence $i_{j}$ such that

(3-6)
$\sup_{x\in M_{i_{j}}}|\varphi_{i_{j}.k}(x)-\varphi^{\circ}f_{i_{f}}(x)|>\theta$

holds for each $j$ and each k-th eigenfunction $\varphi$ of $P_{(X,\mu)}$ . On the other hand,
Lemmas 3-3 and 3-5 imply that we may assume, by taking a subsequence if
necessary, the existence of a continuous function $\varphi_{\infty}$ on $X$ such that

(3-7) lim $\sup|\varphi_{i_{j},k}(x)-\varphi_{\infty}\circ f_{i_{j}}(x)|=0$ .
$jarrow\infty x\in M_{t_{j}}$

Moreover, [6, Theorem 0.4] implies that the $L^{2}$-distance between $\varphi_{\iota_{j}}\circ\psi_{j}$ and the
k-th eigenspace of $P_{(X,\mu)}$ converges to $0$ , where $\psi_{f}$ : $Xarrow M_{i_{j}}$ is a measurable
map satisfying $f_{i_{j}}\circ\psi_{j}=identity$ . Therefore, (3-7) implies that $\varphi_{\infty}$ is a k-th eigen-
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function of $P_{(X.\mu)}$ . This contradicts (3-6).

REMARK. We have not yet used Assumption 1-5.

To prove (3-2-3) (c), we first remark the following elementary inequality

LEMMA 3-8. Let $\varphi:(a-\epsilon, b+\epsilon)arrow R$ be a $C^{2}$-function satisfying

$\sup_{t\in[a,b]}|\frac{d^{2}\varphi}{di^{2}}|\leqq C$ .
Then we $hal$) $e$

$| \frac{d\varphi}{dt}(a)-\frac{\varphi(b)-\varphi(a)}{b-a}|\leqq C\cdot(b-a)$ .

Secondly, [6, 4.3.2] implies the following.

LEMMA 3-9. There exists a constant $C_{k}$ indePendent $i$ such that the following
holds. Let 1: $[0,1]arrow M_{i}$ be a geodesic with unit speed. Then

$\sup_{t\in[0,1]}|\frac{d^{2}(\varphi_{i.k}\circ l)}{dt^{2}}|<C_{k}$ .

By a method similar to [6, \S 7], we may assume that $X$ is a manifold, $N$.
Then, since the k-th eigenspace of $P_{(N,\mu)}$ is finite dimensional and consists of
smooth functions, it follows that

(3-10) $\sup_{t\in[0,1]}|\frac{d^{2}(\varphi_{i.k}’\circ l)}{dt^{2}}|<C_{k}’$

holds for each geodesic 1: $[0,1]arrow N$ with unit speed.
Now let $V_{i}\in T(M_{i})$ be a unit vector. We put $l_{i}(t)=\exp(t\cdot V_{i}),$ $l_{i}’(t)=$

exp $(t\cdot(f_{i})_{*}(V_{i})/|(f_{i})_{*}(V_{i})|)$ . Then, by [7, \S 4], we have

(3-11) $\lim_{iarrow\infty t}\sup_{\in[0,1]}d(f_{i}l_{i}(t), l_{i}’(t))=0$ ,

(3-12) $\lim_{iarrow}\sup_{\infty}|(f_{i})_{*}(V_{i})|\leqq 1$ .

Let $\delta$ be an arbitrary small positive number. Lemmas 3-8 and 3-9 imply

(3-13) $|V_{i}( \varphi_{i,k})-\frac{\varphi_{i,k}\circ l_{i}(\delta)-\varphi_{i,k}\circ l_{\ell}(0)}{\delta}|\leqq C_{k}\cdot\delta$ .

On the other hand, by Lemma 3-8, Formulae (3-10), (3-12), we have

(3-14) $\lim_{iarrow}\sup_{\infty}|(f_{i})_{*}(V_{i})(\varphi_{i,k}’)-\frac{\varphi_{i,k}’\circ l_{i}’(\delta)-\varphi_{i.k}’\circ l_{\ell}’(0)}{\delta}|\leqq C_{k}’\cdot\delta$ .

Furthermore (3-2-3) (b) and (3-11) imply

(3-15) $\lim_{iarrow\infty}\sup_{t\in[0,1]}|\varphi_{i.k}\circ l_{i}(t)-\varphi_{i.k}’\circ l_{i}’(t)|=0$ .
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From Formulae (3-13), (3-14), (3-15), we conclude

$\lim_{iarrow\infty}|V_{i}(\varphi_{i.k})-(f_{t})_{*}(V_{i})(\varphi_{i.k})|\leqq(C_{k}+C_{k}’)\delta$ .

Q. E. D.

\S 4. Estimating derivatives of the fibration.

In this section we shall prove Lemma 1-6. Let $M_{i}$ and $N$ be as in Theorem
0-1. By [1], we obtain, for each $\delta>0$ , metrics $g_{i,\delta}$ on $M_{i}$ such that

(4-1-1) $|g_{i.\delta}-g_{i}|<\tau(\delta)$ ,

(4-1-2) $|\nabla^{k}R(M_{i}, g_{i.\delta})|<C(k, \delta)$ .
Here $g_{i}$ denotes the original Riemannian metric on $M_{i}$ , and $\tau(\delta),$ $C(k, \delta)$ are
positive numbers indePendent of $i$ and satisfying $\lim_{\deltaarrow 0}\tau(\delta)=0$ . By taking a sub-
sequence if necessary, we may assume $(M_{i}, g_{i.\delta})$ , $i=1,2,$ $\cdots$ , converge to a
metric space $N_{\delta}$ with respect to the Hausdorff distance. Then, [8, Lemma 2-3]
implies that $N_{\delta}$ is diffeomorphic to $N$ and

(4-2) $\lim_{\deltaarrow 0}d_{L}(N, N_{\delta})=0$ ,

where $d_{L}$ denotes the Lipschitz distance dePned in [11]. Therefore, it suffices
to show Lemma 1-6 for $M_{i.\delta}$ and $N_{\delta}$ . Hereafter we shall write $M_{i}$ and $N$ in
place of $M_{i.\delta}$ and $N_{\delta}$ . Thus, we verified that we can assume (1-5) while prov-
ing Lemma 1-6.

By [6, Corollary 2-11], we may assume, by taking a subsequence if neces-
sary, that $M_{i}$ converges to $(N, \chi_{N}\Omega_{N})$ with respect to the measured Hausdorff
topology. Then, Lemma 2-1 implies that $\chi_{N}$ is smooth. Hence the operator
$P_{(N.\chi_{N}\Omega_{N})}$ is elliptic with smooth coefficients. It follows the following:

LEMMA 4-3. There exists $J$ such that the maP $I_{0}$ : $Narrow R^{J}$ defined by $I_{0}(P)=$

$(\varphi_{1}(P), \cdots , \varphi_{J}(P))$ is a smooth embedding. Here $\varphi_{k}$ denotes a k-th eigenfunction
of $P_{(N.\chi_{N}\Omega_{N})}$ .

Next, we apply Theorem 3-1 to obtain eigenfunctions $\varphi_{i.k}$ and $\varphi_{i.k}’$ satisfy-
ing (3-2-3). Put

$I_{i}’(x)=(\varphi_{i.1}(x), \varphi_{i.J}(x))$ .
Then, there exists a sequence of isometries $L_{i}$ of $R^{J}$ such that $L_{i}\circ I_{i}’$ converges
to $I_{0}$ with respect to the $C^{1}$-topology. We have the following:

LEMMA 4-4. There exist smooth maps $I_{i}$ : $M_{i}arrow R^{J},$ $I_{0}$ : $Narrow R^{J}$ such that

(4-5-1) $I_{0}$ is an evebedding,

(4-5-2) $\lim_{iarrow\infty}\sup_{x\in M_{i}}|I_{i}(x)-I_{0}\circ f_{i}(x)|=0$ ,
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(4-5-3) $\lim_{iarrow\infty}\sup_{V\in T(M_{i})}|(I_{i})_{*}(V)-(I_{0}\circ f_{i})_{*}(V)|=0$ ,

(4-5-4) $|\Delta^{k}I_{i}|\leqq C^{k}|I_{i}|$ .

Here $f_{i}$ : $M_{i}arrow N$ is a fibration of \S 3, and $C$ is a constant independent of $i$ and $k$ .

PROOF. Put $I_{i}=L_{t}\circ I_{t}’$ . We have already proved (4-5-1), $\cdots$ , (4-5-3).

Formula (4-5-4) follows from the definition of $I_{i}$ and the estimate of the eigen-
functions of Laplace operators (see [6]). Q. E. D.

Now, put

$B_{\delta}N(N)=$ { $(p,$ $u)\in R^{J}||u|<\delta,$ $u$ is perpendicular to $(I_{0})_{*}(T_{p}(N))$ }.

Let $E:B_{\delta}N(N)arrow R^{J}$ denote the map $E(p, u)=I_{0}(p)+u$ . Then, by (4-5-1), we
can choose $\delta$ such that $E:B_{\delta}N(N)arrow R^{J}$ is a diffeomorphism to its image. Then,
by (4-5-2), we see that, for sufficiently large $i$ , we have $I_{i}(M_{i})\subset E(B_{\delta}N(N))$ .
Thus, the map $\pi_{i}=P\circ E^{-1}\circ I_{i}$ is well defined, ( $P:E(B_{\delta}N(N))arrow N$ is defined by
$P(P, u)=p)$ . As in [7, \S 2], the fact (4-5-3) implies that $\pi_{i}$ is a fibration.
Facts (4-5-4) and (4-1-2) imply that $\pi_{\iota}$ satisfies (1-7). The proof of Lemma 1-6
is now complete.

\S 5. The construction of a smooth family of connections.

In this section, we shall complete the proof of Theorem 1-1. Then, Lemma
1-6 implies the following:

LEMMA 5-1. Let $\pi_{i}$ : $M_{i}arrow N$ be as in Lemma 1-6. Then, there exists a con-
stant $C$ independent of $i$ , such that

$|the$ second fundamental form of $\pi_{i}^{-1}(p)|<C$ .
On the other hand, we have

(5-2)
$\lim_{iarrow\infty p}\sup_{\in N}$ Diam $(\pi_{i}^{-1}(p))=0$ .

Hence, by [14], we can construct, for each $i$ and $p\in N$, a flat connection on
$\pi_{i}^{-1}(p)$ such that $\pi_{i}^{-1}(p)$ is affinely diffeomorphic to $G/\Gamma$ , where $G$ and $\Gamma$ are
as in Theorem 1-1. Hence it suffices to modify these connections so that they
depend smoothly on $p$ . If the flat connection constructed in [14] were canonical,
then there would be nothing to show. But, unfortunately, the connection there
depends on the choice of the base point on an almost flat manifold. Therefore,
we should check carefully the construction there. In [14], the construction of
the connection is divided into three steps. In the first step, a flat connection
$\nabla’$ with small torsion tensor is constructed. The connection $\nabla’$ is used, in the
second step, to construct a flat connection with parallel torsion tensor. In the
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third step, it is shown that almost flat manifolds equipped with a flat connection
with parallel torsion tensor are affinely diffeomorphic to $G/\Gamma$ . Roughly speak-
ing, we do not have to modify the arguments in the second and the third steps,
because connections constructed there depend smoothly on the data given in the
first step.

Now, we shall present the parametrized version of the first step. First we
change the normalization of the metric of the fibres. (Our normalization so
far was $|curvature|\leqq 1,$ $Diameterarrow 0$ . The normalization in [14] was Diameter
$=1,$ $|curvature|arrow 0.$ )

LEMMA 5-3. Let $\pi_{t}$ : $M_{t}arrow N$ be as in Lemma 1-6. Then, there exists $c$

smooth family of Riemannian metrics $g_{i}(p)$ on $\pi_{i}^{-1}(p)$ such that

(5-4-1) Diam $(\pi_{i}^{-1}(p), g_{i}(p))=1$ ,

(5-4-2) $|\nabla^{k}R(g_{i}(p))|\leqq\epsilon_{i,k}$ ,

where $\lim_{iarrow\infty}\epsilon_{\iota.k}=0$ .

Secondly, we introduce the $C^{k}$ -norm on $\pi_{i}^{-1}(p)$ as follows. Take $x\in\pi_{i}^{-1}(p)$

and let $Exp_{x}$ : $B(100)arrow\pi_{i}^{-1}(p)$ be the exponential map. Let $A$ be a tensor on
$f_{i}^{-1}(p)$ . We define $|A|_{C^{k}}$ to be the $C^{k}$ -norm of the coefficients of $E^{*}(A)$ . This
definition is independent of $x$ modulo constant multiple. Then (5-4-2) implies

(5-4-3) $|R(g_{i}(p))|_{C^{k}}\leqq\epsilon_{i.k}$ .
Thirdly we put $p_{j}\in N,$ $V_{j}=B_{\mu}(p_{j}, N),$ $U_{j}=B_{2\mu}(p_{j}, N)$ , where $\mu$ is the one third
of the injectivity radius of $N$. Assume $\cup V_{j}=N$. Let $s_{i,j}$ : $U_{j}arrow M_{i}$ be smooth
sections to $\pi_{i}$ . Then, using st. $j(p)$ as a base point of $\pi_{i}^{-1}(p)$ , we can follow
the argument of [14, p. 5, p. 6] and obtain the following:

LEMMA 5-5. For each $i$ and $j$ , there exists a smooth family of connections
$\nabla^{(i}j)(p)$ on $\pi_{i}^{-1}(p)(p\in U_{j})$ such that

(5-6-1) $\nabla^{(i,j)}(p)$ is flat,

(5-6-2) $|T^{(i,j)}(p)|_{C^{k}}<\epsilon_{i.k}$ , where $T^{(i}j$ ) $(p)$ is the torsion tensor of $\nabla^{(i}j$ ) $(p)$ ,

(5-6-3) $\nabla^{(i.f)}(p)$ is a metric connection with respect to the metric $g_{i}(p)$ .

Fourthly, we shall estimate the tensor $\nabla^{(i,j)}(p)-\nabla^{(i,j’)}(p)$ , and prove

(5-6-4) $|\nabla^{(i,j)}(p)-\nabla^{(ij’)}(p)|_{C^{k}}<\epsilon_{i,k}$ .

By the construction of $\nabla^{(i,j)}(p)$ (which is presented in [14, p. 5, p. 6]), it suffices
to estimate the parallel transform (Sublemma 5-7). Let $\tilde{g}_{i,j}(p)$ be the metric
on $B(100)$ induced by the exponential map $Exp_{s_{iJ^{(P)}}},$ : $T_{s_{i,j}(p)}(\pi_{i}^{-1}(p))arrow\pi_{i}^{-1}(p)$ .
For $x\in B(100)$ , we identify $R^{n}$ and $T_{x}(B(100))$ in an obvious way. Then, for
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$x,$ $y\in B(100)$ , the parallel translation along the shortest geodesic $p_{x}^{i}:$ : $T(B(100))$
$arrow T_{y}(B(100))$ with respect to the metric $\tilde{g}_{i.j}(p)$ , can be regarded as an element
of $GL(n, R)$ . Put

$Q_{i^{j,p}}^{i}xy(Z)=P_{x.z}^{\ell,j,p}-P_{y}^{i};_{z}^{f,p}$ .
$Q_{x}^{c_{i}j.p}y$ is a matrix valued function. Now, (5-6-4) follows from the following:

SUBLEMMA 5-7. There exists $\epsilon_{k}(\delta)$ indePendent of $i,$ $j,$ $p$ such that if $|x-y|$

$<\delta$ then $|Q_{x.y}^{;,j.p}(Z)|_{C^{k}}<\epsilon_{k}(\delta)$ . Here $\lim_{\deltaarrow 0}\epsilon_{k}(\delta)=0$ .

PROOF. If Sublemma does not hold, there exist $x_{l},$ $y_{l},$ $z_{(l)}^{(0)}\in B(100),$ $i_{l},$ $j_{l}$ ,
$\theta>0$ and a multiindex $\alpha$ such that

(5-8-1) $| \frac{\partial^{|\alpha\rceil}(.P_{i^{j_{1}}}^{i_{1}}x_{1}z)}{\partial z_{1}^{\alpha_{1}}\cdot\cdot\partial z_{n^{n}}^{\alpha}}-\frac{\partial^{|\alpha\rceil}(.P_{y_{1}^{1}.z}^{i,j_{1}})}{\partial z_{1}^{\alpha_{1}}\cdot\cdot\partial z_{n^{n}}^{a}}|_{z=z_{(l)}^{(0)}}>\theta$ ,

(5-8-2) $\lim_{larrow\infty}d(x_{l}, y_{l})=0$ .
By taking a subsequence, we may assume that lim $x_{l}= \lim y_{l}=W$ , lim $z_{(l)}^{(0)}=z^{(0)}$

and $\tilde{g}_{i_{l}.j_{l}}(p)$ converges to $g_{\infty}$ with respect to the $C^{\infty}$-topology. Then we have

(5-9) $\lim_{larrow\infty}(\frac{\partial^{\rceil\alpha\rceil}.P_{x_{l}^{l}.z}^{ij_{l}}}{\partial z_{1}^{a_{1}}\cdot\cdot\partial z_{n}^{a_{n}}}|_{z=z_{(l)}^{(0)}})=\frac{\partial^{|a|}.P_{w}^{\infty}}{\partial z_{1}^{\alpha_{1}}}\partial\frac{z}{z_{n}^{\alpha_{n}}}|_{z=z^{(0)}}=\lim_{larrow\infty}(\frac{\partial^{|\alpha|}.P_{y_{l}^{ll}}^{ij}z}{\partial z_{1}^{a_{1}}\cdot\cdot\partial z_{n}^{\alpha_{n}}}|_{z=z_{(l)}^{(0)}})$ ,

where $P^{\infty}$ denotes the parallel translation with respect to $g_{\infty}$ . (5-9) contradicts
(5-8-1). Q. E. D.

Thus, we have verified (5-6-4). Finally we shall prove the following:

LEMMA 5.10. There exists a smooth family of connections $\nabla_{i}’(p)$ on $\pi_{i}^{-1}(p)$

$(p\in N)$ such that

(5-11-1) $\nabla_{i}’(p)$ is flat,

(5-11-2) $|T_{i}’(p)|_{C^{k}}\leqq\epsilon_{i.k}$ , where $T_{i}’(p)$ is the torsion tensor of $\nabla_{i}’(p)$ ,

(5-11-3) $\nabla_{i}’(p)$ is a metric connection with respect to the meiric $g_{i}(p)$ .

PROOF. For simplicity, we assume $V_{1}\cup V_{2}=N$. First we shall find a gauge
transformation $O_{p.i}$ such that $\nabla^{(i,1)}(p)=O_{p.i}^{-1}\circ\nabla^{(i,2)}(p)\circ O_{p.i}$ holds for $p\in U_{1}\cap U_{2}$ .
Here $O_{p,i}$ is a section of the fibre bundle Aut $(F(\pi_{i}^{-1}(p)))=F(\pi_{i}^{-1}(p))\cross_{Ad}O(m)$ ,

where $F(\pi_{i}^{-1}(p))$ is the frame and $m=\dim\pi_{i}^{-1}(p)$ . We have two monodromy
representations $\tilde{\rho}_{1}^{(p,i)},\tilde{\rho}_{2}^{(p,i)}$ : $\Gammaarrow 0(T_{s_{i,1}(p)}(\pi_{i}^{-1}(p)))$ with respect to the flat con-
nections $\nabla^{(i,1)}(p)$ and $\nabla^{(i,2)}(p)$ , respectively. (Here we recall $\pi_{i}^{-1}(p)=G/\Gamma$ . And
$O(T_{s_{i,1}(p)}(\pi_{i}^{-1}(p)))$ denotes the set of linear isometries of $T_{s_{i,1}(p)}(\pi_{i}^{-1}(p)).)$ By the
construction of $\nabla^{(i,j)}(p)$ presented in $[$ 14, $P$ . 5, $P$ . 6 $]$ we see $\tilde{\rho}_{1}^{(p,i)}(\Gamma\cap G)=$

$1\tilde{o}_{2}^{(p,i)}(\Gamma\cap G)=1$ . Hence there exist a projection $P:\Gammaarrow\Lambda$ to a finite group $\Lambda$

and representations $\rho_{1}^{(p,i)},$ $\rho_{2}^{(p,i)}$ : $\Lambdaarrow O(T_{s_{i,1}(p)}(\pi_{i}^{-1}(p)))$ such that $\rho_{1}^{(p,i)}\circ P=$
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$\tilde{\rho}_{1}^{(p,i)},$ $\rho_{2}^{(p,i)}\circ P=\tilde{\rho}_{2}^{(p.i)}$ . Then, since $\#\Lambda<\infty$ and $\rho_{1}^{(p,i)}$ and $\rho_{2}^{(p,i)}$ are close to
each other, there exists $\alpha_{i}(p)\in O(T_{s_{i}}1^{(p)(\pi_{i}^{-1}(p)))}$ depending smoothly on $P$ such
that $\rho_{2}^{(p,i)}(\gamma)=\alpha_{i}(p)^{-1}\rho_{1}^{(p,i)}(\gamma)\cdot\alpha_{i}(p)$ , and $\alpha_{i}(p)$ converges to identity with respect
to the $C^{\infty}$-topology when $i$ tends to $\infty$ . Now we define $O_{p,i}(x):T_{x}(\pi_{i}^{-1}(p))arrow$

$T_{x}(\pi_{i}^{-1}(p))$ , for $x\in\pi_{i}^{-1}(p)$ , as follows. Let $l:[0,1]arrow\pi_{i}^{-1}(p)$ be an arbitrary curve
connecting $x$ to $s_{i,1}(p)$ , and $P_{1},$ $P_{2}$ : $T_{x}(\pi_{i}^{-1}(p))arrow T_{s_{i,1}(p)}(\pi_{i}^{-1}(p))$ denote the parallel
translations along 1 with respect to the connections $\nabla^{(i}1$ ) $(p)$ and $\nabla^{(i2)}(p)$ , re-
spectively. We put

(5-12) $O_{p.i}(x)(V)=P_{2}^{-1}(\alpha_{i}(p)^{-1}\cdot P_{1}(V))$ .

Using $\alpha_{i}(p)^{-1}\cdot\tilde{\rho}_{1}^{(p,i)}\cdot\alpha_{i}(p)=\tilde{\rho}_{2}^{(p,i)}$ , it is easy to verify that $O_{p,i}(x)$ does not de-
pend on the choice of $l$ . The equality $\nabla^{(i}1$ )

$(p)=O_{p.i}^{-1}\circ\nabla^{(i.2)}(p)\circ O_{p,i}$ is also
obvious from the definition. By construction, $O_{p,i}$ converges to the identity
with respect to the $C^{\infty}$-topology. Therefore, the section log $O_{p,i}$ to $F(\pi_{\iota}^{-1}(p))$

$\cross_{ad}\circ(m)$ is well defined, (where $o(m)$ is the Lie algebra of $O(m)$ and $m=$

dim $\pi_{i}^{-1}(p))$ , and log $O_{p,i}$ satisfies

(5-13) log $O_{p,i}|_{C^{k}}\leqq\epsilon_{i}(k)$ .

Take a smooth function $\psi:Narrow[0,1]$ such that $\psi\equiv 1$ on a neighborhood of
$\overline{V_{1}\backslash U_{2}}$ and that $\psi\equiv 0$ on a neighborhood of $\overline{V_{2}\backslash U_{1}}$ . Put $O_{p.i}’=\exp$ ( $\psi(p)$ log $O_{p,i}$ ),

for $p\in U_{1}\cap U_{2}$ . We define $\nabla_{l}’(p)$ by

$\nabla_{(i)}’(p)\{\begin{array}{ll}=O_{p,i}^{\prime-1}\circ\nabla^{(i}2)(p)\circ O_{p,i}’ p\in U_{1}\cap U_{2}=\nabla^{(i}2)(p) p\in V_{2}-U_{1}=\nabla^{(i}1)(p) p\in V_{1}-U_{2}.\end{array}$

(5-12) implies that $\nabla_{i}’(p)$ depends smoothly on p. (5-13) implies (5-11-2). Facts
(5-11-1) and (5-11-3) are obvious from the construction. Q. E. D.

Thus we have proved the parametrized version of the first step in [14].

The rest of the argument is completely parallel to [14]. We use Newton’s
method to obtain a sequence of flat connections $\nabla_{i,k}’(p)$ and a connection $\nabla_{i}(p)$

such that

(5-14-1) $\nabla_{t.0}’(p)=\nabla_{i}’(p)$ ,

(5-14-2) $\lim_{karrow\infty}|\nabla_{i,k}’(p)-\nabla_{i}(p)|_{C^{2}}=0$ ,

(5-14-3) $\nabla_{i}(p)(T_{i}(p))=0$ , where $T_{i}(p)$ is the torsion tensor of $\nabla_{i}(p)$ .

(In [14] the convergence of $\nabla_{i,k}’(p)$ to $\nabla_{i}$ is the $C^{0}$-convergence. But, in our
case, we can prove the $C^{k}$ -convergence for an arbitrary $k$ , thanks to (5-11-2).)

By (5-14-2) $\nabla_{i}(p)$ is a $C^{2}$-family of connections. It is easy to modify it to a
$C^{\infty}$-family. Then (5-14-3) implies, as in [14, p. 13], that $\nabla_{i}(p)$ is the connec-
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tion we have been looking for. The proof of Theorem 1-1 is now completed.

\S 6. The construction of a collapsing family of metrics.

In this section, we shall prove Theorem 0-7. Let $\pi$ : $Marrow N$ be a fibre
bundle satisfying (0-3-1), (0-3-2), (0-3-3). $T$ denotes the structure group of the
fibration $\pi$ . Then $T$ is an extension of a torus $T_{0}$ by a discrete group $\Lambda$ con-
tained in Aut $\Gamma$ , where $\Gamma$ and $G$ are as in (0-3-2). Choose a $T$ connection of
$\pi$ . It gives a decomposition of $T_{x}(M)$ to its horizontal subspace $H_{x}(M)$ and
vertical subspace $V_{x}(M)=T_{x}(\pi^{-1}\pi(x))$ . We put

(6-1-1) $g_{\epsilon}(V, W)=g_{N}(\pi_{*}(V), \pi_{*}(W))$ , if $V,$ $W\in H_{x}(M)$ ,

(6-1-2) $g_{\epsilon}(V, W)=0$ , if $V\in H_{x}(M),$ $W\in V_{x}(M)$ .

Here $g_{N}$ denotes the Riemannian metric of $N$. We shall define $g_{\epsilon}(V, W)$ for
$V,$ $W\in V_{x}(M)$ .

Let $\pi_{1}$ : $P_{1}arrow N$ be the principal T-bundle associated to $\pi$ , and $\pi_{2}$ ; $P_{2}arrow N$ be
the principal $\Lambda$ -bundle induced from $\pi_{1}$ . (Namely $P_{2}=P_{1}/T_{0}.$ ) Let $\mathfrak{g}$ be the Lie
algebra of $G$ . Put $\mathfrak{g}_{0}’=\mathfrak{g},$ $\mathfrak{g}_{k+1}’=[\mathfrak{g}_{k}’, \mathfrak{g}]$ , and $\mathfrak{g}_{k}=\mathfrak{g}_{k}’+$ (center of g) if $\mathfrak{g}_{k}’\neq 0,$ $\mathfrak{g}_{k}=0$

if $\mathfrak{g}_{k}’=0$ . We have $[\mathfrak{g}, \mathfrak{g}_{k}]\subset \mathfrak{g}_{k+1}$ . If $\mathfrak{g}_{K}=0,$ $\mathfrak{g}_{K- 1}\neq 0$ , then $\mathfrak{g}_{K-1}=center$ of $\mathfrak{g}$ .
Since $\Lambda\subset Aut\Gamma$ , Malcev’s rigidity theorem (see [13, p. 34]) implies $\Lambda\subset AutG$ .
Hence $\Lambda$ acts on $\mathfrak{g}$ by isomorphism. It follows that $\Lambda$ preserves the filtration
$\mathfrak{g}=\mathfrak{g}_{0}\supset \mathfrak{g}_{1}\supset\cdots\supset \mathfrak{g}_{K}=0$ . Put $E=P_{2}\cross\Lambda \mathfrak{g},$ $\cdots$ , $E_{K}=P_{2}\cross_{\Lambda}\mathfrak{g}_{K}$ . Then $\pi_{0}$ ; $Earrow N$,
$\pi_{k}$ ; $E_{k}arrow N$ are vector bundles. Fix a metric $h_{1}$ on $E$ and let $F_{k}$ be the inter-
section of $E_{k-1}$ and the orthogonal complement of $E_{k}$ . Then, $F_{k},$ $k=1,2,$ $\cdots$

are orthogonal to each other and $\oplus F_{k}=E$ . We define $h_{\epsilon}$ by

(6-2) $h_{\epsilon}(V, W)=\delta_{k.k’}(\epsilon^{2^{k}})^{2}h_{1}(V, W)$

for $V\in F_{k},$ $W\in F_{k’}$ . Let $U_{\ell}\subset N,$ $\psi_{i}$ : $\pi^{-1}(U_{1})arrow U_{i}\cross G/\Gamma$ be a coordinate chart
and $s_{i,j}(p)\in T(p\in U_{i}\cap U_{j})$ be the transition function. Namely, if $\psi_{i}(p)=(p, g)$

then $\psi_{j}(p)=(p, s_{j.\ell}(P)\cdot g)$ . Let $\psi_{i}’$ : $\pi_{0}^{-1}(U_{i})arrow U_{i}\cross \mathfrak{g}$ be a coordinate chart. By
definition we can take $\psi_{i}^{f}$ so that the transition function of this chart is $P(s_{i.j})$ ,
where $P:Tarrow\Lambda=T/T_{0}$ is the natural projection. Namely

(6-3) $\psi_{i}’(u)=(p, P(s_{i.f}(p))\cdot a)$ if $\psi_{f}’(u)=(p, a)$ .

For $V,$ $W\in \mathfrak{g},$ $p\in U_{i}$ , we put

$h_{\epsilon,i}(P)(V, W)=h_{\epsilon}(\psi_{\iota^{-1}}’(p, V),$ $\psi_{i^{-1}}’(p, W))$ .

The quadratic form $h_{\epsilon,i}(p)$ gives a right invariant metric $\tilde{g}_{\epsilon,i}(p)$ on $G$ . Hence
it induces a Riemannian metric on $G/(G\cap\Gamma)$ . By Lemma 1-4, $\Gamma/(G\cap\Gamma)$ is a
finite subgroup of Aut $(G)$ . Therefore, we can choose $h_{1}$ so that $h_{\epsilon,i}(p)$ is pre-
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served by $\Gamma/(G\cap\Gamma)\subset Aut(\mathfrak{g})$ . Then, $\tilde{g}_{\epsilon,i}(p)$ induces a Riemannian metric on
$\{p\}\cross G/\Gamma$ . This metric, together with (6-1-1) and (6-1-2), determines a Rie-
mannian metric $g_{\epsilon.i}$ on $U_{\ell}\cross G/\Gamma$ . Then, using (6-3) and the fact that $T_{0}$ is
contained in the center of $G$ , we can easily verify that $g_{\epsilon.i}$ can be patched
together and gives a Riemannian metric $g_{\epsilon}$ on $M$. The equality $\lim_{\epsilonarrow 0}H(M, g_{\epsilon})=N$

is obvious. Thus, we are only to show that the sectional curvatures of $g_{\epsilon}$ have
an upper and a lower bound independent of $\epsilon$ . Since the problem is local, we
have only to study $U_{i}\cross G/\Gamma$ . Hence it suffices to obtain an estimate of sec-
tional curvatures of $(U_{i}\cross G,\tilde{g}_{\epsilon,t})$ . (Hereafter we omit the index $i.$ ) Now, let
$e_{1}’,$ $\cdots$ , $e_{n}’$ be an orthonormal frame of vector fields on $U$ , and $e_{1},$

$\cdots$ , $e_{n}$ denote
their horizontal lifts to $U\cross G$ . Choose an orthonormal basis $x_{1}(p),$ $\cdots$ , $X_{m}(p)$

of $(\mathfrak{g}, h_{1}(p))$ , such that there exists a nondecreasing map $0:\{1, \cdots , m\}arrow Z^{+}$

satisfying $X_{i}(p)\in F_{O(i)}(p)$ , where $F_{k}(p)$ denotes the orthogonal complement of
$\mathfrak{g}_{k}$ in $(\mathfrak{g}_{k-1}, h_{1}(p))$ . We may assume that $X_{i}(p)$ depends smoothly on $p$ . These
elements $X_{i}(p)$ determine, through the right action of $G$ , a vector field on
$\{p\}\cross G$ . Thus, we obtain a vector field $f_{i}$ on $U\cross G$ . Then, $(e_{1}, \cdots, e_{n}, f_{1}, \cdots, f_{m})$

is an orthonormal frame of vector fields on $(U\cross G,\tilde{g}_{1})$ and $(e_{1},$ $\cdots$ , $e_{n},$
$\epsilon^{-2^{0(t)}}f_{1}$ ,

.. , $\epsilon^{-2^{0(m)}}f_{m}$ ) is one on $(U\cross G,\tilde{g}_{\epsilon})$ . We shall calculate commutators of those
vector fields. First, since our connection of $\pi$ is a T-connection, it follows that

(6-4-1) $[e_{i}, e_{j}]= \sum_{k=1}^{n}a_{i,j}^{k}e_{k}+$
$\sum_{0(k)=O(m)}$

$b_{i.j}^{k}f_{k}$ ,

where $a_{i,j}^{k}$ and $b_{i,j}^{k}$ are functions on $U$ . Secondly, since $[\mathfrak{g}_{k}, \mathfrak{g}]\subset \mathfrak{g}_{k+1}$ , we have

(6-4-2) $[f_{i}, f_{j}]=$
$\sum_{0(k)>0(i)}$

$C_{i,j}^{k}\cdot f_{k}$ ,
$0(k)>0(j)$

where $C|,j$ are functions on $U$ . Next we shall calculate $[f_{i}, e_{j}]$ . Let $Y_{1},$
$\cdots,$

$Y_{m}$

be a basis of $\mathfrak{g}$ . We may assume that $Y_{i}$ is contained in $\mathfrak{g}_{o(t)-1}=\oplus_{k\in 0(i)}F_{k}(p)$ .
The element $Y_{i}$ of $\mathfrak{g}$ , through the right action of $G$ , induces a vector field $f_{i}^{*}$

on $U\cross G$ . Since our connection of $\pi$ is a T-connection and in particular is a
G-connection, it follows that the horizontal lift is invariant by the right action
of $G$ . Therefore

(6-5) $[e_{i}, ff]=0$ .

On the other hand there exist functions $\alpha_{i,j}$ on $U$ such that

(6-6) $f_{i}(p, g)= \sum_{0(j)\geq 0(i)}\alpha_{i.j}(p)\cdot f_{j}^{*}(p, g)$ .

We regard $U$ as an open subset of $R^{n}$ , and put

(6-7) $e_{i}’(p)= \sum_{j=1}^{n}\beta_{i,j}(p)\frac{\partial}{\hat{o}p^{j}}$ .
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Then, (6-5), (6-6) and (6-7) imply

$[e_{i}, f_{j}](p, g)=$
$\sum_{1\leqq k\leqq n}$

$\beta_{j,k}(p)\frac{\alpha_{i,l}}{p^{j}}f_{k}^{*}(p\underline{\partial}\partial g)$ .
$0(l)\geqq 0(i)$

Therefore, we have

(6-4-3) $[e_{i}, f_{j}]=$
$\sum_{0(k)\geqq 0(i)}$

$d_{ij}^{k}f_{k}$ ,

where $d_{i.j}^{k}$ are functions on $U$ .
Now, let $e^{1},$ $\cdots$ , $e^{n},$ $f_{\epsilon}^{1},$ $\cdots$ , $f_{\epsilon}^{m}\in\Lambda^{1}(U\cross G)$ be the dual base of $(e_{1},$ $\cdots$ , $e_{n}$ ,

$\epsilon^{-2^{O(1)}}f_{1},$ $\cdots$ , $\epsilon^{-2^{O(m)}}f_{m}$ ). Then, by (6-4-1), (6-4-2), (6-4-3), we have

(6-8-1) $de^{i}= \sum_{j,k}a_{jk}^{i}e^{j}\Lambda e^{k}$

(6-8-2) if $0(i)\neq O(m)$ , then

$df^{i}\epsilon_{8_{(i}^{(i}\}}=\geq 8_{(k)}^{C_{jk}^{i}\cdot\epsilon^{2-2-2}\cdot f_{\epsilon}^{j}\Lambda f_{\epsilon}^{k}+}(f)0(i)0(j)0(k)$ $\sum_{0(i)\geqq 0(k)}$
$d_{fk}^{i}\cdot\epsilon^{2^{0(i)}-2^{0(k)}}e^{j}$ A $f_{\epsilon}^{k}$ ,

(6-8-3) if $O(i)=O(m)$ , then

$df_{\epsilon}^{i}= \sum_{(@t)\geq\int_{(k)}^{(j)}}\epsilon^{2^{0(i)_{-2}0(j)_{-2}0(k)}}\cdot$

$+$
$\sum_{0(i)\geqq 0(k)}$

$d_{jk}^{i}\cdot\epsilon^{2-2}e^{j}\Lambda f_{\epsilon}^{k}+\Sigma b_{J^{k}}^{i}\cdot\epsilon^{2^{O(t)}}e^{j}\wedge e^{k}0(i)0(k)$

We see that the coefficients $a_{jk}^{i},$ $c_{jk}^{\ell}\cdot\epsilon^{2^{0(i)_{-2}0(j)_{-2}0(k)}},$ $d_{J^{k}}^{i}\cdot\epsilon^{2-2}0(i)O(j)$ $b_{jk}^{i}\epsilon^{2^{0(i)}}$ are
bounded, with respect to the $C^{k}$ -norm, while $\epsilon$ tends to $0$ . Therefore, we can
prove that the sectional curvatures of $g_{\epsilon}$ are uniformly bounded thanks to the
well known formula which expresses the curvature tensor in terms of these
coefficients. The proof of Theorem 0-7 is now complete.

\S 7. The orbifold version of the main theorem.

For our application in \S 8, we use a little more general result than Theorem
0-1. In other words we need to treat the case when $M_{i}$ converges to a Rie-
mannian orbifold.

DEFINITION 7-1. Let $X$ be a metric space. We say that $X$ is a Riemannian
orbifold and $\{(U_{i}, \varphi_{i}, \Gamma_{i})\}$ its chart if the following hold.

(7-2-1) $U_{i}$ is an open subset of $R^{n}$ equipped with a Riemannian metric.

(7-2-2) $\Gamma_{i}$ is a finite group of isometries of $U_{\iota}$ .

(7-2-3) $\varphi_{i}$ is a map: $U_{i}arrow X$ which induces an isometry: $U_{i}/\Gamma_{\ell}arrow\varphi_{i}(U_{i})$ .
(7-2-4) $\{\varphi_{i}(U_{i})\}$ is an open covering of $X$ .

REMARK. The definition of the Riemannian orbifold here is not equivalent
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to one in [4]. The definition in [4] is a little more restrictive.

Next we shall define fibre bundles and their structure group in the category
of orbifolds. We remark that if $X$ is a Riemannian orbifold, we can modify
its chart so that the following hold in addition.
(7-2-5) Suppose $\varphi_{i}(U_{i})\cap\varphi_{j}(U_{j}),$ $i<j$ . Then there exist a map

$\varphi_{i.j}$ : $\varphi_{i}^{-1}(\varphi_{i}(U_{i})\cap\varphi_{j}(U_{j}))arrow\varphi_{j}^{-1}(\varphi_{i}(U_{i})\cap\varphi_{j}(U_{j}))$ , a homomorphism
$\pi_{i.j}$ ; $\Gamma_{i}arrow\Gamma_{j}$ , and a subgroup $\Lambda_{i.j}\subset\Gamma_{i}$ such that:

(7-2-5-1) $\varphi_{i.j}(\gamma x)=\pi_{i,j}(\gamma)\varphi_{i.j}(x)$ .
(7-2-5-2) $\varphi_{i,j}$ induces an isometry between $\varphi_{i}^{-1}(\varphi_{t}(U_{i})\cap\varphi_{j}(U_{j}))/\Lambda_{i.j}$ and

$\varphi_{j}^{-1}((0,(U_{i})\cap\varphi_{j}(U_{j}))$ .
(7-2-5-3) $\pi_{i.j}$ induces an isomorphism between $\Gamma_{i}/\Lambda_{i.j}$ and $\Gamma_{j}$ .
(7-2-5-4) $\varphi_{i}(\varphi_{i.j}(x))=\varphi_{i}(x)$ , for $x\in\varphi_{i}^{-1}(\varphi_{i}(U_{i})\cap\varphi_{f}(U_{j}))$ .

DEFINITION 7-3. Let $M,$ $F$ be manifolds, $X$ a Riemannian orbifold, and $G$

a Lie group action on $G$ . A map $f$ : $Marrow X$ is said to be a fibre bundle, $F$ its
fibre, $G$ its structure group, if there exist a chart $\{(U_{i}, \varphi_{i}, \Gamma)\}$ of $X$ satisfying
(7-2-5), and $\{(g_{i.j}, \psi_{i}, \theta_{i})\}$ such that:

(7-4-1) $\psi_{i}$ is a map: $U_{i}\cross Farrow f^{-1}\varphi_{i}(U_{i})$ .
(7-4-2) $g_{i,j}$ is a continuous map from $\varphi_{i}^{-1}(\varphi_{i}(U_{i})\cap\varphi_{j}(U_{j}))$ to $G$ .
(7-4-3) $\theta_{i}$ is a homomorphism from $\Gamma_{t}$ to $G$ . We let $\Gamma_{i}$ act on $U_{i}\cross F$

by $\gamma(x, y)=(\gamma x, \theta_{i}(\gamma)y)$ .
(7-4-4) $\psi_{i}(\gamma(x, y))=\gamma\psi_{i}(x, y)$ for $\gamma\in I_{i}^{7}$ .
(7-4-5) $\psi_{i}$ induces a fibre preserving diffeomorphism between

$(U_{i}\cross F)/\Gamma_{i}$ and $f^{-1}\varphi_{i}(U_{i})$ .
(7-4-6) For $i<j<k,$ $x\in\varphi_{i}^{-1}(\varphi_{i}(U_{i})\cup\varphi_{j}(U_{j})\cap\varphi_{k}(U_{k}))$ , we have

$g_{j.k}(\varphi_{i.j}(x))\cdot g_{i,j}(x)=g_{i.k}(x)$ ,

where $\varphi_{i.f}$ is an in (7-2-5).

(7-4-7) For $i<j,$ $x\in\varphi_{i}^{-1}(\varphi_{i}(U_{i})\cap\varphi_{j}(U_{j})),$ $\gamma\in\Gamma_{i},$
$\pi_{i.j}$ ; $\Gamma_{i}arrow\Gamma_{j}$ , we have

$\theta_{j}(\pi_{i.j}(\gamma))\cdot g_{i.j}(x)=g_{i.j}(\gamma x)\cdot\theta_{i}(\gamma)$ .
(7-4-8) We define

$\hat{\varphi}_{i.j}$ : $\varphi_{i}^{-1}(\varphi_{i}(U_{i})\cap\varphi_{j}(U_{j}))\cross Farrow\varphi_{j}^{-1}(\varphi_{i}(U_{i})\cap\varphi_{j}(U_{j}))\cross F$

by $\hat{\varphi}_{i.j}(x, y)=(\varphi_{i,j}(x), g_{i.j}(x)y)$ . Then, we have

$\psi_{j}\hat{\varphi}_{i.j}(x, y)=\psi_{i}(x, y)$ , for each $(x, y)\in\varphi_{i}^{-1}(\varphi_{i}(U_{i})\cap\varphi_{j}(U_{j}))$ .
REMARK 7-5. In the case when $F=S^{1},$ $G=O(2)$ . Definition 7-3 is equi-
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valent to that of Seifert fibred space.

Now we have:

THEOREM 7-6. Theorem 0-1 holds also in the case when the limit $N$ there
is replaced by a Riemannian orbifold $X$ .

SKETCH OF THE PROOF. Let $FM_{t}$ be the frame bundles of $M_{i}$ . $FM_{i}$ con-
verges to a Riemannian manifold $Y$ on which $O(n)$ acts by isometry so that
$Y/O(n)$ is isometric to $X$ (see [8], \S 10). By an argument in \S \S 2, 3, 4, we
obtain $O(n)$ equivariant fibrations: $FM_{i}arrow Y$ with bounded higher derivatives. It
induces a smooth map $f$ : $M_{i}arrow X$ with bounded higher derivatives. By an argu-
ment similar to one in \S 1, we see that it suffices to construct a smooth family
of flat connection on fibres such that their torsion tensors are parallel. There
exists a natural stratification $\Sigma_{t}\subset X$ such that $\Sigma_{i}-\Sigma_{i-1}$ are Riemannian mani-
folds. By the argument of \S 5, we can construct smooth family of connections
with parallel torsion tensor over each $\Sigma_{i}-\Sigma_{i-1}$ . We can extend this family to
one over $B_{\epsilon_{i}}(\Sigma_{i})-B_{\epsilon_{i-1}}(\Sigma_{i-1})$ , where $\epsilon_{i}$ and $\epsilon_{i-1}/\epsilon_{i}$ are very small. By construc-
tion, those connections are close to Levi-Civita connection with respect to the
$C^{\infty}$ norm. Therefore, we can use the arguments of \S 5 again to construct a
desired family of connections over $X$ . The conclusion holds.

THEOREM 7-7. Theorem 0-7 holds also in the case when $N$ is replaced by a
Riemannian orbifold $X$ .

We omit the proof.

\S 8. A gap theorem for minimal volumes.

In this section we shall prove Theorem 0-9, by contradiction. We assume
that there exists a sequence of n-dimensional Riemannian manifolds $M_{i}$ such that

(8-1-1) Diam $M_{i}\leqq D$ ,

(8-1-2) Vol $M_{i}\leqq 1/i$ ,

(8-1-3) sectional curvature of $M_{i}|\leqq 1$ ,

(8-1-4) Minvol $M_{i}\geqq\epsilon>0$ ,

where $\epsilon$ is independent of $i$ . Using [9, Theorem 0-6], we can find a subsequence
$M_{\iota_{i}}$ , and an aspherical Riemannian orbifold $X/\Gamma$ such that

(8-1-5) $\lim_{iarrow\infty}HM_{k_{i}}=X/\Gamma$,

where an aspherical Riemannian orbifold stands for the quotient $X/\Gamma$ of a con-
tractible Riemannian manifold $X$ by a properly discontinuous action of a group
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$\Gamma$ consisting of isometries of $X$ . By a modification of the argument in \S \S $1\cdots 5$ ,

we can generalize Theorem 0-1 to the case when the limit space is an orbifold.
Hence we obtain a fibration $\pi_{p_{i}}$ : $M_{k_{i}}arrow X/\Gamma$ whose fibre is $G/\Gamma$ and whose
structure group is the extension of $C(G)/(C(G)\cap\Gamma)$ by Aut $\Gamma$ , where $G$ and $\Gamma$

are as in (0-3-2). Hence, Theorem 0-7 (more precisely its generalization to
orbifold case) implies that there exist metrics $g_{\epsilon}$ on $M_{\iota_{i}}$ such that

(8-2-1) $\lim_{\text{\’{e}}arrow 0}H(M_{k_{i}}, g_{\epsilon})=X/\Gamma$ ,

(8-2-2) sectional curvature of $g_{\epsilon}|\leqq C$ ,

where $C$ is a number independent of $\epsilon$ . On the other hand, (8-1-2) and [11,

8.30] imply dim $X/\Gamma\leqq\dim M_{k_{i}}$ . Hence, by (8-2-1) we have

(8-2-3) $\lim_{\epsilonarrow 0}$ Vol $(M_{k_{i}}, g_{\epsilon})=0$ ,

(8-2-2) and (8-2-3) contradict (8-1-4). Q. E. D.

\S 9. The case when the limit space is not a manifold.

So far, we have studied sequences of Riemannian manifolds converging to
a manifold. In [8] we have studied more general situation. The method of
this paper can be joined with one in [8] to prove the following:

THEOREM 9-1. Let $M_{t}$ be a sequence of $n+’ n$-dimensional Riemannian mani-
fold satisfying (0-2-2) which converges to a metric space $X$ with respect to the

Hausdorff distance. Then, there exist a $C^{1}a$-manifold $Y$ and $\pi_{i}$ : $FM_{i}arrow Y$ , such
that the following hold. (Here $F_{1}M_{i}$ denotes the frame bundle.)

(9-2-1) $O(n+m)$ acts by isometry to Y. We have $X=Y/O(n+m)$ .
(9-2-2) $\tilde{\pi}_{i}$ satisfies (0-3-1), (1-2-1), (1-2-2).

(9-2-3) $\tilde{\pi}_{i}$ is an $O(m+n)$-map, and the diagram

$FM_{i}\downarrow\underline{\tilde{\pi}_{i}}\pi_{\iota}\downarrow Y$

$f\backslash /I_{t}-X$

commutes.

(9-2-4) Let $g\in O(n+m),$ $p\in\}’$ . Then the map $g:\tilde{\tau}_{i}^{-1}(p)arrow\tilde{\pi}_{i}^{-1}(g(p))$ preserves
affine structures.

We omit the proof.

Unfortunately, our method in \S 6 does not give the converse to Theorem
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9-1. In other words, it seems that (9-2-1), $\cdots$ , (9-2-4) is not a sufficient condi-
tion for the existence of a family of metrics $g_{\epsilon}$ on $M_{i}$ and that $\lim_{arrow 0}H(M_{i}, g_{\epsilon})=X$

and that sectional curvatures of $g_{\epsilon}|\leqq C$ .
In [2] and [3], Cheeger and Gromov developed another approach to study

collapsing. They introduced the notion, F-structure there. Our Theorem 8-1
implies the following:

COROLLARY 9-3. There exists a Positive number $\epsilon(n, D)$ such that the follow-
ing holds. Suppose an $n- di_{\overline{l}}nensional$ Riemannian manifold $M$ satisfies
(9-4-1) Vol $(M)\leqq\epsilon(n, D)$ ,

(9-4-2) Diam $(M)\leqq D$ ,

(9-4-3) sectional curvature of $M|\leqq 1$ .

Then $M$ admits a pure F-structure of $po\alpha tive$ dimension.

REMARK 9-5. The assumption of Cheeger and Gromov in [3] is less re-
strictive than ours in the point that they do not assume the uniform bound of
the diameter. Our conclusion is a little stronger. (In [3], the existence of F-
structure is proved.)

REMARK 9-6. The converse to Corollary 9-3 is false. A counter example

is given in [2, Example 1.9].

PROOF OF COROLLARY 9-3. We prove by contradiction. Assume $\Lambda I_{i}$ satisfies
(9-4-2), (9-4-3) and $\lim_{iarrow 0}$ Vol $(M_{i})=0$ , but $M_{i}$ does not admit pure F-structure
of positive dimension. By taking a subsequence if necessary, we may assume
that $M_{i}$ converges to a metric space $X$ with respect to the Hausdorff distance.
Therefore, by Theorem 9-1, we have $Y,\tilde{\pi}_{i},$ $\pi_{i}$ satisfying (9-2-1), $\cdots$ , (9-2-4).

Let $G/\Gamma=\tilde{\pi}_{i}(P)$ . Then $C(G)/(\Gamma\cap C(G))$ acts on each fibre. In view of (0-3-3),

this action determines a pure (polarized) F-structure on $FM_{i}$ . Then, (9-2-4)

implies that tbis F-structure induces a pure F-structure on $tII_{\iota}$ . We shall prove
that this F-structure is of positive dimension. Remark that we can assume
(1-5). Let $x\in X,$ $p_{i}\in\pi_{i}^{-1}(x)\subseteqq M_{i}$ . We recall the argument in [8, \S 3]. We
have metrics $g_{t},$ $g_{\infty}$ on $B=B(1)$ , local groups $H_{i}$ , and a Lie group germ $H$ such
that

(9-7-1) $H_{\iota}$ acts by isometry on the pointed metric space $((B, g_{\iota}),$ $0$),

(9-7-2) $(B, g_{i})/H_{i}$ is isometric to a neighborhood of $p_{i}$ on $M_{i}$ ,

(9-7-3) $H$ acts by isometry on the pointed metric space $((B, g_{\infty}),$ $0$),

(9-7-4) $(B, g_{\infty})/H$ is isometric to a neighborhood of $x$ in $X$ ,

(9-7-5) $g_{i}$ converges to $g_{\infty}$ with respect to the $C^{\infty}$-topology.
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Let $C(H_{i})$ and $C(H)$ denote the centers of $H_{i}$ and $H$, respectively. By con-
struction, the dimension of the orbit through $p_{i}$ of our F-structure on $M_{i}$ is
equal to the dimension of the orbit $C(H)(O)$ . We shall prove dim $C(H)(O)\neq 0$ .
If $0$ is not a fixed point of $C(H)$ , there is nothing to show. We assume that
there exists $\gamma\in C(H)\backslash \{1\}$ such that $\gamma(0)=0$ . Take $\gamma_{i}\in C(H_{i})$ such that lim $\gamma_{i}=\gamma$ .
We have

(9-8) $\lim_{arrow\infty}d(\gamma_{i}(0), 0)=0$ .

Let $\delta$ be an arbitrary small positive number. Then (9-8) and the fact that
the action of $H_{i}$ is free imply the existence of $n_{i}$ such that

(9-9) $\delta\geqq\lim_{iarrow\infty}d(\gamma_{i}^{n_{i}}(0), 0)\neq 0$ .
We can take a subsequence $k(i)$ such that $\lim_{iarrow\infty}\gamma_{k(i)}^{n_{k(i)}}$ converges to an element
$\gamma’$ of $C(H)$ . Then by (9-9) we have

(9-10) $\delta\geqq d(\gamma’(O), 0)\neq 0$ .
Since $\delta$ is arbitrary small, (9-10) implies dim $(C(H)(O))\neq 0$ .

Thus we have constructed a pure F-structure on $M_{i}$ for a sufficiently large
$i$ . Tbis contradicts our choice of $M_{i}$ . Q. E. D.
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COLLAPSING RIEMANNIAN MANIFOLDS WHILE
KEEPING THEIR CURVATURE BOUNDED. II

JEFF CHEEGER & MIKHAEL GROMOV

0. Introduction

This is the second of two papers concerned with the situation in which
the injectivity radius at certain points of a riemannian manifold is "small"
compared to the curvature.

In Part I [3], we introduced the concept of an F-structure of positive
rank. This generalizes the notion of a torus action, for which all orbits
have positive dimension. We showed that if a compact manifold, Yn ,
admits an F-structure of positive rank, then it also admits a family of rie-
mannian metrics, gδ , whose sectional curvatures are uniformly bounded
independent of δ and for which the injectivity radius, i (gδ) goes uni-
formly to zero at all points y e Yn , as δ -» 0. Such a sequence is said to
collapse with bounded curvature (see Part I for variants and refinements of
the above result).

In the present paper, we prove a kind of strengthened converse to the
collapsing theorem. If y e Yn , let \K(y)\ denote the maximum of the
absolute value of the sectional curvature over τ e A2(Ty(Yn)).

Theorem 0.1. There exist constants c{(n), c2(n) > 0 such that if Yn

is a complete riemannian manifold, then Yn = Yjt u Y£, where

(1) Yp is an open set which admits an F-structure of positive rank,
whose orbits, @y, have diameter satisfying diam(^) <cx{n)iy,

(2) for all y eY£ , there exists w in the ball Bt jc^n){y) with

(0.2) \K(w)\l/2iy>c2(n).

Remark 0.3. For the F-structure we construct, the local actions almost
preserve the metric. By applying Lemma 1.3 of [3], we can replace the
metric on Yn by a nearby metric which is invariant for the F-structure
o n Yn

F.
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Remark 0.4. The set Yp can be taken to be the interior of a subman-
ifold with boundary.

Remark 0.5. The constants cx(n) and c2(n) can be estimated explic-
itly, although we do not do this here. But there is one point in our construc-
tion, Proposition 3.4, which is considerably easier to treat by a noneffective
argument based on the compactness theorem in riemannian geometry [2],
[13], [11], [17]. For completeness, we indicate a second proof of Proposi-
tion 3.4, which yields explicit constants.

Remark 0.6. If \K(y)\ is uniformly bounded, say \K(y)\ < 1, then
the set Yg has bounded geometry. In this case, roughly speaking, by the
compactness theorem, all geometrical and topological measurements of
YQ can be estimated in terms of its size. Thus, the thrust of Theorem 0.1
for the case of bounded curvature is that Yn admits a decomposition into
two pieces, on each of which there is a certain kind of control. Earlier
versions of this decomposition were known to Margulis (unpublished) for
manifolds of negative curvature, in which case they can be obtained much
more directly by special arguments; see [18] for an exposition in the case
of 3-manifolds of constant negative curvature.

Remark 0.7. The hypothesis of completeness in Theorem 0.1 is just
a convenience since, for an arbitrary manifold, the same decomposition
holds sufficiently far from Ύn\Yn (here Ύn is the completion of Yn).

Remark 0.8. Although there is an essentially canonical set of choices
for the F-structure on MF (which are dictated by the local geometry)
there is a certain ambiguity in the construction which cannot be entirely
removed. In fact, if the F-structure were uniquely determined, it would
vary continuously with the local geometry. Then, of necessity, it would
always be pure (see Part I, §1). But this would contradict the results of
Part I (see Theorems 4.1 and A.I).

By combining Theorem 0.1 with the main results of Part I [3] we obtain
corollaries such as the following.

Corollary 0.9. {Critical radius) If a compact manifold Yn admits a
metric which is sufficiently collapsed at all points (say \K(y)\ < 1, iy <
c2(n)), then Yn admits a family of metrics which collapses with bounded
curvature.

The proof of Theorem 0.1 will be given in the remaining sections.
^-structures are discussed in § 1.
An F-structure, &, on U consists of a sheaf, / , on U whose stalk,

/x , at each point x e U, is isomorphic to some torus and a local action,
μ, of / on U, for which certain additional conditions are satisfied.
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Suppose we are given a finite normal covering U of U and a represen-
tation p: Γ -> Sl(fc, Z) of the covering group Γ. Then p determines a
flat Tk bundle, /, over U. Given an action of the semidirect product,
Γ xp Tk, on £/, which extends the action of Γ, we obtain a local ac-
tion μ of / on {7. The pair ( / , μ) determines a so-called elementary
F-structure, &.

Typically, an F-structure is specified by a locally finite collection of
open sets, {Va}, each of which carries an elementary F-structure, ^ .
On nonempty intersections, Va Π Va, we require that /ζ agrees with a
sub-bundle of Λ , or vice versa, that the corresponding local actions agree,
and that Va n Vβ is saturated for the local action of the larger of /a , /^ .
In this situation, / = \Ja/a.

There is a stability result for elementary structures which follows from
a simple generalization of the stability theorem for compact group actions.
As a consequence, a collection, {(Va, ^a)} as above, for which the cor-
responding local actions on intersections only agree to a high degree of
approximation, can be perturbed to one which determines an F-structure.
This observation (see Lemma 1.5) provides the framework for the proof
of Theorem 0.1. (Actually, Lemma 1.5 will be formulated in terms of the
concept of weak F-structure, since this turns out to be more convenient
for the application to the proof of Theorem 0.1; see §1 for details.)

In proving Theorem 0.1, first we find a covering of the sufficiently col-
lapsed part of Yn by a collection of sets which are the homeomorphic im-
ages of certain subsets of complete flat manifolds. The homeomorphisms
are almost isometries. Then, we transfer to Yn , certain elementary F-
structures which are defined over these subsets. Finally, we fit together the
transferred elementary F-structures, using Lemma 1.5.

The relevant discussion of elementary F-structures on complete flat
manifolds is given in §2. First we describe a class of elementary F-
structures of positive rank, which are carried by a noncontractible flat
manifold, Xn for these manifolds |ΛΓ(x)|ι/2 iχ = 0. Each such structure
is determined by a union of conjugacy classes, {y.} , of geodesic loops γ..
The γj lie in the canonical normal abelian subgroup, A c nχ(Xn), whose
existence follows from the Bieberbach Theorem (and the Soul Theorem).
In particular, a loop γ lies in A if the rotational angles of its holonomy
are not too big.

Next we describe the elementary F-structures which are utilized in the
proof of Theorem 0.1. Each of these is specified by a collection of loops
at x which lie in A, with the following property. A loop γ is in the



272 JEFF CHEEGER & MIKHAEL GROMOV

collection if and only if every loop at x with the same length and iso-
morphic holonomy transformation is also included. These collections are
not necessarily invariant under conjugation by elements of πχ (Xn) and, in
general, the corresponding elementary F-structures are only defined over
proper open subsets, V c Xn .

In §3, we show that if \K(w)\1^2 / is sufficiently small for w near
y eYn , then we can find an open neighborhood U of y, a complete flat
manifold Y* and a quasi-isometry / : £ / - > Tu(Sm). Here Tu(Sm) is the
w-tubular neighborhood of a soul, Sm c Y. The quasi-isometry, / , is
almost an isometry if \K(w)\1^2 i is sufficiently small.

In §4, this approximation is regularized so that holonomies Pγ and Py

of corresponding loops γ and γ in U and Tu{Sm) are close if the loops
are not too long.

With the results of §§3 and 4, we can transfer an elementary F-structure
from a subset of Tu(Sm) to a subset of U. Moreover, a structure so
obtained has an approximate description in terms of geodesic loops of
Yn.

The proof of Theorem 0.1 is carried out in §5, by implementing Lemma
1.5.

If y e Yn is a point such that \K(w)\ι/2iy is small for w near y, then
there exist various local flat approximations to (Yn, y) as in §§3 and 4.
To each such point y , we assign a flat approximation fy: Uy —• Tu (Sy),

a thin subset Vy , with y e Vy c Uy , and an elementary F-structure, ^ ,
as above, over V .

The main point is to make these choices such that on all intersections,
Vy Π V , either / D / or vice versa. This condition is called property
(F{) compare the discussion above, of the contents of §1.

Since the corresponding local actions for both / and / have an
approximate description in terms of geodesic loops of Y, these actions
will be close if the maps f and fy are sufficiently close to being isome-
tries. In fact, were it not for the fact that {Vy} has infinite multiplicity,

iy

{(V , &)} would actually satisfy the hypothesis of Lemma 1.5.

Thus, if we choose a locally finite subcollection, {Vy }, with suitably

bounded multiplicity, then the full hypothesis of Lemma 1.5 is satisfied forthe collection {(V , «^)} and we obtain a weak F-structure (of positive
rank). Our particular method of selecting {(Vy9&^)} (which guarantees
that property (F{) holds) will also enable us to conclude that our weak
F-structure is actually an F-structure.
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A more detailed outline of the argument is given at the beginning of §5.
In the Appendix to §2 we give some examples which show that the

elementary F-structures discussed in §2 which are defined over all of Xn

do not satisfy the hypothesis of §1, since the size of their orbits grows too
rapidly at infinity.

Let us mention that by replacing the compactness theorem used in §3 by
one proved recently by M. Anderson (see his preprint "Convergence and
Rigidity of Manifolds under Ricci Curvature Bounds") the hypothesis of
Theorem 0.1 can be replaced by the following assumptions: In (0.2), one
can substitute "Ricci curvature" for "sectional curvature," provided one
also assumes that for some sufficiently small constant, c 3(n),

(0.10) / \R\nβ < c3(n).
J

Finally, we point out that K. Fukaya has obtained a number of remark-
able results on collapsing in the case of bounded curvature and diameter;
see [7]—[10]. His techniques are rather different from those employed here
and in [4]. In recent joint work with Fukaya, a common generalization of a
portion of his work and ours is obtained by combining the two approaches.

1. F-structures and their stability

Before beginning we recall an elementary fact which is used (sometimes
without further mention) in this section and the next.

Let G be a connected topological group which acts on a space Z . Then
this action lifts (necessarily uniquely) to the action of a covering group,
G, on a covering space, (Z , z), if and only if

where φz{g) = f g(z).

Equivalently, let G, the universal covering of G, act on Z , the uni-
versal covering of Z . If G = G/H and Z = Z/Γ then the action of G
on Z descends to an action of G on Z if and only if the action of G
normalizes that of Γ and H c Γ.

For the convenience of the reader, we begin by reviewing some defini-
tions from [3] (to which we refer for further details).

A partial action, A , of a topological group, G, on a Hausdorίf space,
X , is given by
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(1) a neighborhood ^ c G x ! of e x X , where e is the identity of
G, and a continuous map A: 2) -• Λf, also written (#, c) -+ gx,
such that

(2) {g{g2)x = gx(g2x) whenever (gχg2, x) and (^ , g2x) lie in ^ ,
and such that ex = x for all x.

Two partial actions (Aχ,3ίχ) and (Λ2,i^2) are called equivalent if
there is a neighborhood i^ c 3fχ, i^2 containing exX, such that ^ | ^ =
A2\3f . A /oca/ action, {A} , is an equivalence class of partial actions.

Assume G is connected.
A subset Xo c X is called {^-invariant if for some (equivalently, any)

representative we have gx e Xo for all x e Xo with (g, *) £ 3 . It is
easy to see that the X is partitioned into minimal invariant sets called
orbits. Let <9χ denote the orbit of X.

A local action can be restricted to any open set U c X by restricting the
domain, 31, of some representative to 21 D e x X, such that gx £ U for
(g, x) e 3!1. Similarly a local action can be pulled back under a locally
homeomorphic map.

Now consider a sheaf, ^ , of connected topological groups over X.
Let #(U) denote the group of sections over U. An action of / on I
is a local action of #(U) on U, for every connected open set U c X,
such that the structure homomorphisms #(U) —• ^(ί/ ; ) (for C/; c t/)
commute with the restriction of local actions.

A set is invariant if its intersection with U is invariant for all U.
Again, X is partitioned into minimal invariant subsets called orbits. A
set is called saturated if it is a union of orbits. The rank of the action at
x G X is the dimension of the orbit, (9X . The action has positive rank if
dim^f. > 0, for all x e X.

An action of p is called complete if for all x e X there is an open
neighborhood, V(x), of x and a locally homeomorphic map, F(x) —•
V(x) (V(x) Hausdorff), such that:

(1) If π(jc) = x, then for any open neighborhood W c K(JC) of
* def

x , the structure homomorphism, π (#){W) —• pχ = #x is an
isomorphism.

(2) The local action of π*(^) comes from a global action of

Definition 1.1. A &-structure on Λf is given by the complete action of
a sheaf of connected topological groups, p, on ΛΓ, such that the neigh-
borhood, V(x), can be chosen to satisfy:

(1) π: V(x) —• F(x) is a normal covering.
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(2) For all x, V(x) is saturated.

(3) For an orbit, (9, if x, y e (9, then V(x) = V(y).

Definition 1.2. A ^-structure is called an F-structure if

(1) For all x, the stalk, pχ , is isomorphic to a torus.
(2) For all x , the normal covering, V{x) —• F(jt), can be chosen to

be finite.

A structure satisfying (1) and (3) of Definition 1.2 (but not necessarily
(2)) is called a weak &-structure. A weak ^-structure which satisfies the
additional conditions of Definition 1.2 is called a weak F-structure.

We emphasize that the existence of a weak F-structure of positive rank
does not guarantee that we can perform the collapsing constructions of [3].
However, we will formulate Lemma 1.5 in terms of this concept, since this
turns out to be convenient for the application to the proof of Theorem 0.1.

For the remainder of this section we restrict attention to F-structures
(although everything we say generalizes to ^-structures).

Definition 1.3. An F-structure is called elementary if V(x) —• V(x)
can be chosen independent of x.

Note that in Definition 1.3, necessarily, we have V(x) = X. Also, as
indicated in the introduction, the concept of elementary F-structure can
be reformulated as follows.

Suppose we are given

(1) a (possibly disconnected) finite normal covering, X —• X, with
covering group Γ,

(2) a representation, p: Γ —• Aut(tk), for some torus Tk ,

(3) an action of the semidirect product, ΓxpT
k , extending the action

of γcΓxpT
k.

The above data determines an elementary F-structure, ^ on X, for

which the sheaf, / , is the associated flat bundle on X, with fiber iso-

morphic to Tk and holonomy representation isomorphic to p. The action

of Tk c Γ x Tk on X determines an obvious action of ^ on X.

For y as above, let / ' c / be a sub-bundle with fiber Tk> c Tk.
Then the action of / restricts to an action of / ' . Moreover, the re-
striction of / ' to any set U' which is saturated by the orbits of / ;

determines an elementary F-structure over Uf.

Typically, an F-structure is determined by specifying the following

data.
Let {Va} be a locally finite collection of open subsets of X and, for

each a, let ^ = {/a, μa) be an elementary F-structure over Va . Assume
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that

(Fγ) for all a,β, either /a\VaΠVβ is a sub-bundle of /β\Va Π Vβ or
vice versa;

(F2) in the former case, μa is obtained restricting μβ and Va n Vβ is
saturated for μ^ .

Note that in (Fx) above, we allow /a\VanVβ to coincide with /β\VaΠ
Vβ

Obviously, a collection, {Va, &~a} , satisfying (Fx) and (F2) determines
an F-structure, &, over (J V , for which the associated sheaf, /, is

If we replace condition (F2) by

(F 2 ) w in the former case, μa is obtained by restricting μβ and Fα n Vβ

is saturated for μa ,

then a collection satisfying (Fj) and (F 2 ) w determines a weak F-structure.
In the proof of Theorem 0.1, we will apply Lemma 1.5 to obtain a col-

lection satisfying (F{) and (F 2 ) w . But, it will turn out that two additional
conditions ((F3) and (F4)) are satisfied. These guarantee that the weak
F-structure is actually an F-structure.

(F3) If VQ , , Va is any sequence such that, for / = 0, , / - 1,

V Γ\V Φ<Z and / is properly contained in / on V f)V ,

then /a extends over \Jι

0 Va .

(F4) If Vβ , ••• , F^7 is a second such sequence and Va Γ\Vβ/ ^ 0

then the extensions of / , A to V , VR satisfy / c /R or
/ ao ' Po aι Pi' Λao ~ ΛPo

vice versa on F nVR .

Note that the extension of /£ , assumed to exist in (F 3 ), is necessarily

unique.
Let s(a) denote those β for which there exists a sequence as in (F3)

with a = aQ and β = a(. Put WQ = U/?€5(α) ^ τ h e n i f (^3) a n d

(F4) hold, we claim that {(Wa,/a)} satisfies (F{) and (F 2 ). Hence
{(Wa, /ζ)} , or, equivalently, {(J^, ^ ) } , determines an F-structure.

Observe that the part of condition (F2) which relates to the actions is
automatic. Also, W ΠWR is a union of sets, V Π VR as in (FJ , and

α o "0 aι Pi'

we can assume that /a = /β t . For if, say, /a is properly contained in

/β t , then Vβ f c Wa and we can replace the sequence Va , , Va by

v , , V , VR . Thus, V Γ\VR is saturated for / = Λ and hence

for /^ and Λ . Therefore, (F2) holds. (F,) is obvious from (F 4 ) .
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The main result of this section, Lemma 1.5, says essentially that if (Fχ)
is satisfied and (F2)

v/ holds to a high degree of approximation, then the
collection can be perturbed to one for which both {Fχ) and (F 2 ) w hold.
This is a consequence of the stability theorem for compact group actions,
in the form given in [14] (compare also [16]).

We begin by adapting their theorem to our context.
Let Vj c X be open sets, j = 1, 2. Let (Vj9 /., μ.) be an elementary

F-structure such that μ is induced by an action of Γ x Tk on a normal
J J Pj

covering space, Vj-^Vj- We suppose that /[\VχnV2 agrees with a sub-

bundle, / 2 , o f /2\VxnV2.

Let Tk = Sι X' xS1 and let d(g) denote the distance of g e Tk

from the identity element, under the metric obtained by averaging the

product metric under the holonomy of /χ \ Vχ n V2. Assume that V. has a

metric ( , ) . , which is invariant for μ. and let Vp c V. denote the set of

points at distance > p from dV. for the metric ( , )•. Assume that the

injectivity radius for ( , ) is bounded below by \ and that the sectional

curvature is bounded by 1 in absolute value. Finally, assume there is a

\-quasi-isometry between ( , )χ and ( , ) 2 (see (3.3).

Let x0 e Vχ n V2 and let μx, μ2 be representative partial actions for

μχ, μ2 on some contractible neighborhood W of i 0 . If d(g) is suffi-

ciently small, we define η(g): W —> X by η(g) = μ2(g~l)Mι(g) - We say

that (μx,/ι) (μ2, /n) are δ\ enclose) on Vχ Π V2 , if for all such x0, g

the map η(g) is d(g)δ (C1-close) to the inclusion, W^+S.

Let φ: Vχ -> Vχ be an imbedding which is ε (C1-close) (in the sense

of [14]) to the inclusion, with ε < \ . Since the injectivity radius of the

metric ( , )x is > \ , there is a natural identification of (Φ~l)*{/[Vχ

p)

with /x\Φ{Vχ). This identification is understood implicitly in (2) and (4)

of Lemma 1.4 below.

Lemma 1.4. For all 1 > p > 2ε > 0, there exists δ = δ(p, ε, N) > 0

such that if (μx, /χ) and (μ2, /2) are δ (C1 -close), and the coverings

V. —• V have order N. < N, then there exists an embedding, φ: Vχ —• Vχ,

with the following properties'.

(1) φ is ε (C1 -close) to the inclusion Vχ

p ^ Vχ and φ(x) = x for

xeVx\ V2

P/2.

(2) ( / , φμxφ~l) agrees with (/χ2 , μ2) on φ{Vχ) n V2 .

(3) If for some xeφ(Vχ

p) and all g with d(g) sufficiently small, we
have η(g)(x) - x, then x e Vp and φ(x) = x.
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(4) (Φ(VP), /x, φμxφ~X) and (Vp, / 2 , μ2) determine an F-struc-
ture over φ(Vp)uV2

p.

Proof. Consider the subset μχ(π~ι(Vp/4 n V2

p/4)) c V, the saturation

of π~\vp'4 Π F/ / 4) by the action of Tk which lifts μχ . By writing an

arbitrary element g e Tk as g e hm , where h is sufficiently close to the

identity, and then comparing with the local action of the lift of μ2, we

easily find that for δ sufficiently small,

We also obtain the corresponding statement with the roles of μχ and μ2

reversed (for the action of μ 2 (/J 2 )) .

Let Vχ Π V2 -£-> Vχ n V2 be a common covering of n~\vχ n K2). We

can assume VχnV2 is normal and of order N < TV2. Put N/JV. = /..

The action of Tk = Rk/Zk on μj(π~ι{V{

p/4 n F// 4)) lifts to an action

of Rk/ljZk on the inverse images of μ.{π~\vpl4 n F// 4)) in ^ n V2.

By composing with the homomorphisms fk = Rkllλl2Z
k -> Rk/ljZk , we

obtain actions /ij and /i2 of the same torus on these inverse images (in

general, these actions are noneffective). Let Γ and Γ denote the cover-

ing groups of π~ι(V{Γ\V2) and V{nV2. By using the homomorphisms
p

pj.T -> Γ. — ^ Sl(fc, Z), we extend /i7 to an action of the semidirect

product Γ x * Tk .
"j

Since the order of the covering fk —• Tk is bounded (by TV2) it is

clear that if μ{ and μ2 are C1-close, then μχ and μ2 are C1-close on

the intersection of their domains (write g = hm as above).

If δ is sufficiently small, we can restrict the domains of the μ. to obtain

domains W. for μ. such that

π~\vp n vp) cw{cw2c π-\vpβ n κ//2)

and the boundaries of these sets are at mutual distance at least /?/24 for
( , )j . Again, for δ sufficiently small, the argument of [14] gives an em-
bedding, ψ: Wχ —> ίV2, as C!-close as we like to the inclusion, satisfying
ψμχ = μ2ψ. Moreover, ψ is the identity at points at which μχ and μ2

agree locally.
Put π(Wj) = W.. The embedding ψ induces ψ\Wχ^W2, satisfying

ψμχ = μ2ψ with ψ as C1-close to the inclusion as we like. Let Ux be
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invariant for μχ and satisfy Vf Π Vf c Ux c Wχ , with the boundaries of
these sets at mutual distance at least pj 100 for the metric ( , ) χ . By using
the Isotopy Extension Theorem, we can find an embedding φ\Wχ-±Wχ,
as enclose to ψ as we like, such that φ\Ux = ψ\Uχ , φ is the identity
near dWχ, and φ(x) = x if ψ(x) = x. Then we can extend φ to all of
Vχ by making it the identity off Wχ . Finally, we can assume that φ is
close enough to the inclusion so that φ(Vχ) n Vζ c φ(Uχ). The resulting
map satisfies (l)-(4). q.e.d.

Let {Va} be a covering. Assume there are at most Nχ of those sets
whose intersection with any fixed Va is nonempty. Let ^ = {,/, μa}
be a collection of elementary F-structures over the sets {Va} such that
condition (Fχ) above holds. Assume that the orders of the coverings Va —•
Va are all < N2 and that the fibers of the /a all have dimension < N3.
Finally, assume that each Va carries an invariant metric for μa, with
injectivity radius > j and curvature < 1 in absolute value and that these
metrics are ^-quasi-isometric on intersections.

In the following lemma we identify (Φ~l)*(/a\V*) with /a\φa(V*) as
in (2) and (4) of Lemma 1.4.

Lemma 1.5. For all 1 > p > 2ε > 0, there exists δ = Nχ2
Nι

δ(p, ε, N2, N3) > 0 such that if for all a, β (say) /a\VaΓιVβ agrees
™ith Δ,β\Va^Vβ (where/aβc/β),and(/a,μa) and(/aβ,μβ) are
δ (C1 -close), then there are embeddings φa: Vf —• Va, with p < p, such
that the following holds:

(1) For all a, the embedding φa is ε (C -close) to the inclusion

Vp' ^V .
a a

(2) Thecollection {(φa(Va

p>), / „ , ΦaμJΓX)} satisfies (F.) and (F2)
w,

and hence determines a weak F-structure over \Jn Φn{V£ ) .

Proof Consider the collections α = (α0, , α.) of indices such that
V Π Π V is maximal with respect to the property of having nonempty
intersection. Choose an enumeration, ctχ, α 2 , ... , of these. For each
α , we can reorder the subscripts, ak e ex. such that on Vn n Γ\Va ,
w e h a v e / a | c / ; 2 c . . . c / n / .

Now we go through the α. in order and for each one we do the follow-
ing. Order the pairs (ak, ak>) with k < k' by (ak, ak>) < (α/? αy) if
k! < I1 or k' = l' and k < I. Then run through these pairs in descend-
ing order. At each stage apply Lemma 1.4, with p/(Nχ2

N[), ε/(Nχ2
N>)
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in place of p, ε to the subsets V' , V' of V , V , which have pro-
ak ak' • ak ak'

duced possible previous applications of Lemma 1.4, at earlier stages of the
process.

We claim that the above process produces a collection for which (1) and
(2) hold.

To see this let x e (Ja Φa(V^ ) and let a(x) be the set of those a with

x E Va, Let α < α < where j \ < j 2 < , be those α which

contain a(x) and put OL(X) = α . . By referring to (3) of Lemma 1.4 we

see that if the actions on those V%

a with α E α(x) agree at the point x,
after the stage of the process corresponding to ct(x) has been concluded,
then they do not change during the remainder of the process.

It suffices to check that after this stage has been concluded, all of these
actions agree at x. Recall that Lemma 1.4 is applied for each pair of
subscripts ak, ak> e ct(x), with k < k'. Moreover, these pairs are con-
sidered in descending order and the action is changed only on a subset
of V%

a . Thus, we can assume that for some α/ with / > k', the actions
for the pairs (ak , α ;) and (ak>, αz) are compatible before the step corre-
sponding to {ak , ak,) but the actions corresponding to (ak , α ;) are not
compatible after this step. However, by (3) of Lemma 1.4 (and induction)
this does not happen, q.e.d.

2. Elementary F-structures on complete flat manifolds

(a) Preliminaries; short loops. Let Mn be a complete riemannian man-
ifold. For c a curve in Mn , let L[c] denote the length of c.

Given curves c{ and c2 with the same end points, we say that c{ and
c2 are short homotopic, if they are homotopic keeping end points fixed,
through curves of length at most max L[Cj].

Let meMn . Let Rm be the largest number such that expw \BR (0) c

Mn

m is nonsingular. If c is closed with c(0) = m, L[c] < Rm , then
c is short homotopic to a unique geodesic loop γ on m. Suppose, in
particular, that c = γ and that τ is a curve with τ(0) = m. Let τs

denote τ|[0, s]. As long as the closed curve τs U γ U -τs, on τ(s), is
homotopic to a geodesic loop γs on τ(s), with L[γs] < Rτ(^s), then γs is
unique. We say that γs is obtained from γ0 = γ by sliding along τ . The
map, γ0 —• γs, is compatible with the isomorphism between πx(Xn , τ(0))
and πι(Xn

9τ(s)) induced by τ 5 .
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If γ{ and γ2 are geodesic loops on m with L[γ{] + L[γ2] < Rm , then
γ{uγ2 is short homotopic to a unique geodesic loop, yx *y2 . In particular,
if Rm = oo, then πι(Mn, m) is isomorphic to the group of geodesic
loops on m with the product *. In this case, a loop at m gives rise to
a collection of loops {γ}m at each point mx e Mn , each of which is
free homotopic to γ. The collection {γ}m represents a conjugacy class
in π{(Mn , m{).

Let im denote the injectivity radius at m .
Lemma 2.1. There is a constant c(n) such that if the sectional curvature

of Mn satisfies \K\ < 1 and Aim < π/2 (Λ > 0), then there are at most
c(n)An geodesic loops on m of length < Aim .

Proof. Each loop γ lifts to a segment of a ray, γ, through the origin
in Mn

m. Clearly, there exists c{n) such that if there are more than Λ"
geodesies of length at most Λ im then endpoints of some pair y{, y2 are
at distance less than 2/w(Λ/m/sinhΛ/m). It follows that the loop which
is short homotopic to γι * γ2

ι has length < 2/m . This is a contradiction.
(b) Geometry of complete flat manifolds. Let Xn be a complete flat

manifold. Write Xn = X x R , isometrically, where X has no Eu-
clidean factor. Then X contains a unique compact flat totally geodesic
submanifold, Sm , the soul, such that X is isometric to the total space
of the normal bundle v{Sm) (see [3; 19, Theorem 3.3]). There the metric
on v{Sm) is induced by its natural flat connection.

Note that any tubular neighborhood Tu(Sm) (u > 0) is totally convex,
i.e., any geodesic with endpoints in Tu(Sm) lies in Tu(Sm).

From now on we assume k < n , or, equivalently, m > 0.
Let Sm be a soul of Xn and let Sm A Sm denote the holonomy

covering of the compact flat manifold Sm . By Bieberbach's theorem, Sm

is isometric to a flat torus and Sm -* Sm has order at most λ(n), for
some constant λ{n) depending only on n (> m). Since Sm ^ Xn is
a homotopy equivalence, we can regard Z ~ A = π{(Sm) as a normal
subgroup of π{(Xn). Clearly, A is independent of the particular choice

Let γ be a geodesic loop with orientation preserving holonomy, having

all its rotational angles < π/λ(n) in absolute value. We write rot(Py) <

π/λ(n). In this case γ e A. In fact, let τ be a minimal geodesic with

τ(/) = y(0) and τ(0) the point on Sm closest to y(0). By sliding γ along

τ we obtain a geodesic loop γs c Γ^S"1) at τ(s). In particular, Pyo ~ Pγ

(since Z " is flat), Pγ c Sm, and the claim follows from Bieberbach's

theorem.
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Note that L[γs] is given by the increasing function

(2.2) L[γs] = (L2[γ0) + (2sinθ/2)V) 1 / 2

5

where Pv rotates τ'(0) through an angle θ . This follows by an elemen-

tary argument after one lifts γ0 to the universal covering space of Xn .
If γ0 G A, then γ0 is automatically smooth closed since it lifts to a loop

γ0 contained in the torus Sm .
(c) Elementary F-stnictures. We will explain how a finite subset of A

which is invariant under conjugation by elements of π{ (Xn) and for which
the corresponding holonomy transformations are orientation preserving,
gives rise to an elementary F-structure. This construction depends on a
suitable set of choices of logarithms for the holonomy transformations.

Let (w, eB) represent an isometry of Rn , with translational part w .

Put w = w + w" , where eB(w') = w' and w" is orthogonal to the +1-

eigenspace of e . Let (1 — e )~ w" denote the unique inverse image of

w" orthogonal to ker(l - eB). Then the curve

(2.3) t->(tw + ( l - e ) ( l - e ) w ,e )

is a 1-parameter subgroup passing through (w , eB) at / = 1. The orbit,
&, of the origin, is the curve t -> tw + (1 - eBt)(l - eB)~xw" . Let L be
the length of the restriction of this curve to the interval 0 < t < 1. An
elementary computation shows that

where λ is the largest eigenvalue of B which is not an integral multiple
of 2π/.

Let {(Wj, eBj)} be a collection of mutually commuting isometries, such
that the {B.} are mutually commuting skew symmetric transformations
with no eigenvalue of the form 2πik, for k φ 0. By a trivial calculation,
for all j , k, we have

(2.5) (1 =eBk)Wj = (l-eBj)wk,

(2.6) (1 - eBk)w'j = (1 - eBj)wk = 0.

It follows easily that the subgroups given by (2.4) are mutually commuting.
Conversely, let {gj} be mutually commuting elements of SO(/i). Then

we can find skew symmetric transformations, {Bj}, such that e J = gj ,
the {Bj} are mutually commuting, and each B. has no eigenvalue of
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the form 2πik for k Φ 0. In particular, if rot(^) < π , then the Bj
are uniquely determined if we require ||2?.|| < π . In any case, given a
mutually commuting set {(it;., gj)} , we can obtain mutually commuting
1-parameter subgroups as above.

Now assume that the {(w.9 eBj)} form a group A c^ Zk of covering

transformations of Rn . Given a finite subset {(it;., eBj)} , j = 1, - - , N,
we obtain an action of the Cartesian product of the corresponding 1-
parameter subgroups on Rn , which descends to a TN action on Rn/A
(see the discussion at the beginning of §1). This action need not be effec-
tive, but an effective action can be obtained by passing to a quotient of

Example 2.7. Let (w , eB("θ)) denote the isometry of R3 such that w
is a translation in the direction of a unit vector along the x-axis and B(θ)
is given by the matrix

(2.8) B(θ)={θ Q

in the y,z-plane. The isometries (w, eB<"θ)) and (2w, eB{2θ)) generate
a group Λ = Δ ~ Z (we assume θ , 20 ^ 0 mod 2π). The construction
above gives a noneffective Γ 2 action on R3/A, inducing an effective action
of Tι. If we use B(2Θ - In) in place of B(2Θ), we obtain an effective
T2 action. Note for 0 < θ < π/2, \2Θ\ < π while for π/2 < θ < π,
\(2θ-2π)\<π.

Now suppose that πx is a group of covering transformations and that
Ac^Zk is a normal subgroup of finite index < λ(n). Suppose {(it;., eBj)} ,
j = 1, , TV, is invariant under conjugation by elements of π{. Then
there is an induced representation p: πχ/A —• Aut(ΓΛΓ), which together
with the action of ΓΠ on Rn/A determines an elementary ^-structure on
R"/πt .

The F-structure just constructed can also be described in terms of geo-
desic loops on Xn = Rn/π{ . Identify X" ~ Rn with the universal cover-
ing space of Xn . Then the group of isometric covering transformations
is isomorphic to the group of geodesic loops at x. The element corre-
sponding to a loop, γ, can be recovered as (Vγ, P_y) where Vy denotes
translation by L[γ] /(0) and -γ denotes γ transversed in the opposite
sense.

A collection {ϊj}x , j = 1, , N, of conjugacy class of loops, y}: e A ,
determines an elementary ^-structure, &, on Xn. In the sequel we are
always concerned with the case rot(P,) < π/λ(n). Note that for any
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γj e A, the conjugacy class {ϊj}x contains at most λ(n) loops. The fiber,

/χ , at an arbitrary point xχ e Xn of the sheaf (flat TN bundle) /,

associated to &, can be identified with the Cartesian product of loops in

We now describe a class of elementary F-structures which, in general,
are defined only over proper subsets of Xn. These will be used in the
construction of the F-structure of Theorem 0.1.

Let [Pγ] denote the isomorphism class of Pγ.

Let γx, , γN be loops at x e Xn which lie in A. Fix ε > 0.
Assume that if γ e A and γ Φ γ. for any /, then for all /, at least one
of the following holds:

(2.9) \L[γ]-L[γi]\>ε

or

Let &"' be any elementary F-structure as above on Xn and let TB{(^X)

denote the open tubular neighborhood of the orbit, ^ , of radius ε.

Lemma 2.11. (1) At each xλ e T,4({f^) there are exactly N loops, γ,

which, for some i, satisfy

(2.12) \L[γ]-L[γi]<ε/2, [Pf] = [Pγ}

(2) The collection yχ, ,γN of such loops is the collection obtained

from γχ, ,yN under homotopy in Tε/4(^) i.e., sliding a loop, γiffrom

x to JCj along any curve c c Te,4(^) gives a loop, γ., for some j .

Proof. Note first that sliding a loop, γ, does not change [Pγ]. Then,
by an obvious continuity argument, (2) implies (1).

Since A c nx(Xn) is normal, the collection of loops at x lying in A
can be obtained by sliding the collection of loops lying in A at x along
any curve c. If xx e Te,4(^), there is a minimal geodesic σ of length
s < ε/4 connecting xχ to a point on <?χ. Since sliding a loop along σ
changes its length by at most 2s < e/2, it suffices to assume xx e @'x and
to show that for some curve c, from xχ to x2 , sliding loops of A along
c leaves their lengths unchanged.

Let x e X be a lift of x , let γ be a loop at x lifting γ e A, and let Tι

be the torus corresponding to &1, which acts on Xn . We can find a curve
g(t) c Tι with g(0) the identity element and g(l)x = xχ a lift of xχ .
The curve g(i) projects to a curve c from x to xx and by an obvious
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continuity argument, g{ί){γ) projects to the loop obtained by sliding γ
along c. Since g{\) is an isometry, our claim follows, q.e.d.

Let y{9 -" , γN, γN+{, ,γN* be a collection of loops at x which lie
in A and let &1 be the elementary F-structure determined by the union
of conjugacy classes, {yj)x , 1 < j < Nf. Assume that γχ, ,γN satisfy
(2.9) and (2.10) above. Then Lemma 2.11 implies

Corollary 2.13. The set γ{, , γN is invariant under conjugation in
π 1 ( Γ ε / 4 ( ^ ) ) and hence defines an elementary F-structure, SF', over

τφ«) •

Let γ G A be a loop at x, with lift γ at x. For the circle action on
Xn corresponding to γ, the orbit of x (counted with multiplicities) is
homotopic to γ (see (2.3)). Since L[γ] > 0 is of shortest length in its
homotopy class, the orbit of x has positive length. Thus, the elementary
F-structures constructed above all have positive rank.

Clearly, an orbit of any elementary structure as above lies at constant
distance from any soul, Sm . The maximum size of an orbit is controlled
by the upper bound in (2.4). If | |5 . | | < π for all j , then the orbit in Xn

corresponding to the j th circle in TN = Sι x x Sι, has length at most

Remark 2.14. The injectivity radius need not be constant on orbits.
However, in view of the obvious relation

(2.15) iχ<iχ<λ(n)iχ,

the ratio of the maximum value of the injectivity radius to the minimum
value, on an orbit, is bounded by λ(n).

Appendix to §2: Growth of the injectivity radius

We claim that it is not possible to assign to each complete flat manifold,
Xn, an elementary F-structure, ^(Xn), of the type considered in §2,
in such a way the ratio of the diameter of the orbit, diam(^.), to the
injectivity radius, iχ , remains uniformly bounded as x and Xn vary.

Suppose first that the rotational angles of P are all rational multiples

of 2π, for some loop γQ on z e Sm . Then

N
/ — ^ ^ def Λ ΓγQ * * γQ = N γ Q

has trivial holonomy, for some smallest integer N. Let τ be a geodesic
normal to Sm with τ(0) = z. Let Nγs be the geodesic at τ(s) obtained
by sliding Nγ0 along τ . Then L[Nγχ] = L[Nσ0].
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On the other hand, if σ0 is any loop on z with <(Pγ(τ(0)), τ'(0)) =
θ > 0 then L[σs] grows linearly along τ (see (2.1)).

It follows that those elementary F-structures constructed in §2, for
which the diameter of the orbits does not grow linearly in almost all di-
rections, are precisely the ones generated by loops with trivial holonomy.

The following example is typical.
Example A.I. Let x\ be the total space of the flat 2-plane bundle

over S{ with holonomy θ. For each θ = | π (with | < 1 in lowest
terms) there is an elementary ^-structure with sublinear (actually con-
stant) asymptotic growth with orbits, #τ^ , of length qL[Sι] = 2/T(j), for
s large. Then however,

(A 2) Φ ) ψ )

for s small. Here q can be taken arbitrarily large.
If Xn is such that there exists no geodesic loop with rational holonomy,

then for all γ0, the function L[γs] grows linearly in almost all directions.
Hence, the same holds for the orbits of any elementary F-structure arising
from the construction of §2. But the injectivity radius itself always satisfies
the following estimate (put is = i,,).

Lemma A.3. For say s > ^iQ,

(A.4) is<c(n)[\ol(Sm)]l/m+csc/m+\

where

(A.5) c = [(n- m)/2].

Proof. We can assume /τ(0) = 1. There are at least cχ(n)rm/Yo\(Sm)

geodesic loops in Sm on τ(0) of length < r, where r > / τ ( 0 ). At least

one of these, σ, has rot(Pσ) < ε π, if

(A 6) C (

Then, by (2.2),

(A.7) L[σs] < (r2 + (2s • sin b-π) J .

Given s, choose r and ε, which satisfy (A. 6) and

(A.8) r = εs.

Then

(A.9) L[σs] < (r2 + (εs)2)l/2 < sfϊr
/ \ / τ r i/nWIvvl/ffl+C CIm+C Λ

= c(n)(Vol(S )) s ' . q.e.d.
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Let Xn = X x Rn~ι. The isometry group of X1 is generated by a
collection of circle actions, one for each set of generators for nχ(Sm) ~ Z w

and the orthogonal transformations of the normal bundle v{Sm) (leaving
Sm pointwise fixed) which centralize the holonomy group. The function
iχ is constant on orbits and the isometry group is transitive on fibers of
v(Sm).

Lemma A.10. Let σ(s) be a normal geodesic in Xn and put iσ^s) = is.

Then for all s

(AM) is<i0 + 2s,

and for say s > ^i0,

(A.12) is<c(n)%e+1se/e+ί =c(n)ψ/io)
e/e+\

Proof The estimate in (A. 12) is clear. The proof of (A. 13) is com-
pletely analogous to that of (A.4). We just restrict attention to multiples
of a fixed loop.

3. Local approximation by complete noncontractible flat manifolds

Let Yn be a complete riemannian manifold and let y GYn . Set

(3.1) v(y,R)ά= sup \K(w)\ι/2i

BR.,y(y)

By Theorem 4.3 of [5] (see also [6]) it follows that

(3.2) iw > iymin(π/v(y, R), c ( « ) ) . - ( " - 1 ) / W ) .

If Ux and U2 are riemannian manifolds and / : Ux —> U2 is a C1-

smooth quasi-isometry, let M(f) denote the infimum of those ε such

that if V(y,δ~ι)<δ,

(3.3) e-gι<f{g2)<etgv

The following proposition will allow us to transfer the elementary F-
structures on complete noncontractible flat manifolds which were dis-
cussed in §2 to more general manifolds.

Proposition 3.4. Given a continuous decreasing function h: (0, oo) —•
(0, oo) and k > 0, there exist δ = δ(h,/:,«), R(h, k, ri), such that if
υ(y, δ~ι) < δ, then there exists

(i) a complete flat manifold Y" and a soul S c Y " ,

(ii) a quasi-isometry, f:U -+ Tu{Sm), with u<R(h,k, n)iy, and U

an open neighborhood of y, such that
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(iii) M(f)<h(u/iy),

(iv) maκ(iy,f(y)9S, dmm(S))<u/k,

(v) / = /

Proof. Assume the contrary. Then (after possible rescaling) there are

sequences (Y*, yβ such that i = l/v(y., j) < l/j and either there ex-

ists no / as above satisfying (iii) and (iv) or the smallest u for which there

exists such an / is > j . By the compactness theorem in riemannian ge-

ometry, there is a pointed C°° manifold (YΛ, y) with a C l α riemannian

metric (for all a > 1) such that for some infinite subsequence (Yj 9y )9

and any r, the sequence of balls Br(yj ) converges in the Lipschitz metric

to Br(y). Clearly, Yn is complete flat and noncontractible (z = 1). In

particular its metric is C°° . Since / = 1, y, Sm < oo, diam(5tW) < oo

for some soul Sm c Yn , we obtain a contradiction.

Remark 3.5. Although the fact that h can be chosen to be an arbitrary
decreasing function of r is of interest in describing the local geometry of
the manifolds considered in Proposition 3.4, for the application to the
proof of Theorem 0.1 it will suffice to choose h to be a sufficiently small
constant.

Remark 3.6. Lipschitz convergence (i.e., (iii) above) is actually not
strong enough for our purposes since we will want to compare holonomies
around corresponding loops in Yn , Yn and not just their lengths. In fact
the versions of the compactness theorem proved in [11] or [17] show that
in harmonic coordinates the convergence of metric tensors actually takes
place in the C 1 > α topology. The compactness theorem as stated in [13]
would also suffice. However, in order to emphasize the elementary nature
of our result, we show in the next section, by a simple direct argument,
that Lipschitz convergence implies C1 convergence, in case the limit is
flat. For this result we do not require a special coordinate system.

Example 3.7. Fix θ > 0 and let EQ denote the complete flat mani-

fold obtained by dividing R3 by the group of isometries generated by the

isometry (w, eB{θ)) of Example 2.7. Let S be the soul of E] . We will

show directly that Proposition 3.4 holds for the family (E3

Θ , y), where y

is a variable point in Eθ .

Observe that if γ is a shortest geodesic loop at y , then the holonomy,

P , converges to the identity transformation as y, S —• oc. This is an

immediate consequence of the discussion of the Appendix to §2.
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Let SJ denote the circle of length /. Then 0 x SJ is a soul of the

riemannian product R2 x SJ . Fix k > 0 . It follows easily from the obser-

vation above that for y, S sufficiently large there exists a neighborhood U

of y and a quasi-isometry fy:Uy-+ Γ 2 ^ (0 x Sι

2i), with f(y) eOx S^ .

Moreover, M(f) —• 0 as y, S —• oc .

Given a function h as in Proposition 3.4, choose Λ such that M(f) <

A(2fc), if y, 5 > Λ. For such points, the quasi-isometry, / , satisfies the

conditions of Proposition 3.4 (with u = 2k i , u/k = 2/ ). Moreover,

we can take R(k, h, 3) = Ik for the subfamily consisting of the {E\ , y)

with y, S > A.
The set of points for which y, S < A is compact. Thus, for all these

points, we can take f to be the identity map on a sufficiently large tubu-
lar neighborhood of S. Then we take R(k, h, 3) for the whole family
(2?0 , y) to be the larger of 2k and the radius of this tube.

In order to estimate explicitly the constants cλ(ri) and c2(n) in Theo-
rem 0.1, it is necessary to give a proof of Proposition 3.4 which does not
depend on an argument by contradiction. We now briefly outline such an
argument; details will appear elsewhere.

(1) Rescale the metric on Y such that iy = 1 and view BR(g) as the
quotient of a ball on the tangent space by an isometric pseudo-group, Γ.
In the spirit of [12] (see also [1]), we can imitate the proof of the Soul
Theorem for flat manifolds, given in [19, Theorems 3.2.8 and 3.3.3]. In
this way we obtain a group, Γ, which acts isometrically in Rn and freely
on a large ball about the origin. Moreover, Γ has an abelian subgroup,
A ~ Zk , of index < λ(n). Finally, Γ is isomorphic to a subpseudogroup
of Γ.

(2) By deforming the action of Γ slightly if necessary, we can assume
that Γ acts freely on R" .

(3) By a generalization of the argument of Example 3.7, after making
a second small deformation of the action of Γ, we can assume that the
bounds of (iv) of Proposition 3.4 hold for RΛ/Γ.

(4) Finally we construct a quasi-isometry / between a slightly smaller
ball BR,(y) c BR(y) and a ball in Rπ/Γ. Here we use the result of [15]
to take care of the finite group Γ/A .

4. Regularization of the approximation

Let y eY" and let / : f/ -> Tu{Sm) be as in Proposition 3.4. Let Hf

denote the Hessian of / .
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Proposition 4.1. The constants δ(h, k, ή) and R(h, k, ή) can be cho-
sen such that there exists f satisfying (i)-(iv) of Proposition 3.4 and the
additional estimate

(4.2) \\Hf\\ < h(u/iy).

The idea of the proof is to regularize / by convolving with a suitable
smoothing kernel. For an arbitrary map, this would only have the effect
of making the Hessian bounded. But by using the fact that / maps U
to a flat space with M(f) small, it will follow that the Hessian of the
regularized map is actually small.

Proof of Proposition 4.1. We can assume iy = 1.

Let φ(s): [0, 1] —• [0, 1] be a C°° function such that ψ = 1 near
s = 0 and ψ = 0 near s = 1. Put ψλ(s) = ψ{s/λ). Let w{, w2 e Yn

and denote the distance from wχ to w2 by w{, w2. Finally, let ω denote
the volume form on Yn . Put

(4.3)

where the integration is with respect to w2.

Choose δ = δ(h{, 2k, n) where hχ < ̂  is to be determined later (see

Proposition 3.5). If v(y, δ~ι) <δ , standard estimates give

(4.4) \\dψλ\\<c{δ)λ-\

(4.5) \\Hψλ\\<c(δ)λ \

on Bδ-ι_λ{y).

Let f:U-> Tu{Sm) be the map provided by Proposition 3.4. Lemma
A.3 and Remark A. 10 give a lower bound, i0, for iz on Tu(Sm). If we
choose

(4.6) λ < i / 0 ,

then for all yχ e U, the range of f\Bλ{y{) is contained in a convex subset
of a flat space. Hence,

(4.7) fλ = J ψχ(wχ, w2)f{w2)ω

is well defined.
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Let 1 be a real valued, affine linear function, with ||1|| < 1 on Br(y) c
Tu(Sm) where r<\i0. Then

(4-8) \\Hfί\\ = \\H(lof)ι\\.

Up to a constant, any 1 as above can be written in the form

(4.9) 1 =
a~Pϊ~

where pa is the distance function from a. e Tu(Sm), and d = a{, a2 = j

Let f(yj) = cij and consider the function

(4.10)

Then by (4.4)(and (4.5)) / has differential everywhere close to 1, small
Hessian and is uniformly close to 1 o / . The explicit bounds depend on
hx. It suffices to estimate H{Xof_l) . Since \o f -I is arbitrarily small for
suitably small hχ, it is clear that given h , we can choose h{ such that fλ

will satisfy (3.2). q.e.d.
Let f:U -• Tu(Sm) be as in Propositions 3.4 and 4.1. Let γ c U

be a geodesic loop on y with L[γ] < Ry, where expy BR (0) c Y" is

nonsingular. Let γ c Y" be the unique geodesic loop which is short
homotopic to f(γ).

Corollary 4.11. Put h = A(M//y). ΓΛέW

(4.12) e-hL[γ] = L[γ]<ehL[γ],

(4.13)

(4.14)

Proof. Relation (4.12) follows from the minimizing properties of γ,
γ and (iii) Proposition 3.4. By using, in addition, (4.2), relations (4.13)
and (4.14) also follow by straightforward arguments.

Suppose that for γ as above, NL[γ] < Ry . Let Nγ denote the unique
geodesic loop which is short homotopic to the N-fold iterate of γ . Then
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we have
Corollary 4.15.

/ ^
y

Proof. This follows immediately from Corollary 4.11 and the fact that
the holonomy of a curve depends only on its homotopy class in the flat
case.

5. Construction of the F-structure

(a) Outline of the construction. In this section we prove our main result,
Theorem 0.1, by using the results of §§2, 3, and 4 to implement Lemma
1.5.

Our basic strategy was sketched in §0. Given a complete riemannian
manifold Yn , let Y£ denote the set of points at which v(y, δ~ι) < δ
(see (3.1)). To each y e Y£ (δ sufficiently small) we assign a set, Vy,
containing y, and an elementary F-structure, !? , over Vy . This is done

ii y

in such a way that {(Vy, <9p} satisfies all the conditions of Lemma 1.5,

apart from the bound, N{, on the multiplicity. Then we extract a suitable

locally finite subcover {Vy }. The collection {{Vy ,9Γ

y)) satisfies the

hypothesis of Lemma 1.5 and leads to the desired /-structure.

In this subsection, we outline the steps involved in selecting {{Vy,^y)}

and {(Vy , y )} . Further details are given in subsections (b)-(g) (which

correspond to Steps 1-6 below).

Step 1. To each point y e Y£ we assign a set of short geodesic loops

[γ.]v, with rot(P ) < π/3λ(n) (λ(n) as in §2). Our choice depends only
j y Yj

on the lengths of the short loops at y and on the isomorphism classes

of their holonomy transformations. Moreover, the following precursor of

property (Fχ) holds. If yχ, y2 are sufficiently close, then [γ ] contains

or is contained in [γj]y . (As usual we identify loops at y{ with loops at

y2 by sliding them along the unique minimal geodesic from y{ to y2.)

Step 2. Let fy: Uy —• Tu (Sy) be any map as provided by Proposition

3.4. The set of loops of Tu (Sy) corresponding to [y.] determines an

elementary F-structure, 3Γy> over a neighborhood, V^ of f (y), as in

Corollary 2.13. The fiber of the corresponding elementary /-structure,

9y, over Vy = f~l(Vy) can be identified with the Cartesian product of

the loops in [yj\y. It follows that the collection {(V , &)} satisfies a

weak version of property (F,): If y{ and y2 are sufficiently close, either

/yΊ7>/yy, or vice versa, on Fv n F .
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Step 3. Clearly, V and V can have nonempty intersection even if
yχ and y2 are not close. But by using Lemma 2.9 and Remark 2.14, we
find that property (F{) holds for {(Vy, 9^} .

Step 4. On a set V Γ\Vy the closeness of corresponding local actions

for /y and /y is determined by the deviation from isometry (in the

C2-topology) of the maps f and f . This is an immediate consequence
of the description of elementary F-structures in terms of geodesic loops,
for the flat case discussed in §2.

To apply Lemma 1.5 to a subcollection, {(V , & )} , these deviations

must be small relative to the size of the Vy and the multiplicity, Nχ, of

Step 5. By a simple variant of a standard packing construction, we select

a subcover, { Vy } , with \Ja Vy c Y% , whose multiplicity, N{, is bounded

by c{n).
Step 6. By the results of §4, the deviation from isometry (in the C2-

topology) of a map fy is controlled by the function h of Proposition
3.4. In view of the bound of Step 5, it suffices to take h{r) = ε(n),
for ε(n) > 0 sufficiently small. Then the covering {Vy } satisfies the
hypothesis of Lemma 1.5. The weak F-structure obtained by applying
Lemma 1.5 is easily seen to have properties (F3) and (F4) of §1. Hence
it is an F-structure.

(b) Assigning short loops to points. Our procedure for choosing the
collections [y.] is based on some trivial observations about sequences.

Let bχ < bx < < bM be a nondecreasing sequence such that for some
cχ < c2 and N <M

(5.1) * i < ^ i < ^ 2 <

Clearly, there exists at least one index, / < N, such that

(5.2) », + °-i^ < bM ,

(5.3) h < CΛψ.
Remark 5.4. The collection of all such / depends only on the subse-

quence, bχ < b2< -" < bN.
The following lemma is obvious.
Lemma 5.5. Let b[ < b'2 < < b'M be a second sequence and let π

be a permutation of {1, , M} such that for j < M,
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Then if J satisfies ( 5 . 2 ) , π preserves t h e sets { 0 , ••• , / } a n d {J +
1, . , M } .

Choose a nondecreasing function φ: [0, π] —• [0, oo), with

(5.7) 0|[O,π/6A(/i)]=l

and

(5.8) φ\[π/3λ(n),π] = 6(6λ(n))[n/2].

Define a function a(γ) on loops at y by

(5.9) α(y) = 0(rot(Py))-L[y].

Clearly, we have L[γ] < a(γ).

Lemma 5.10. For δ < δ0 sufficiently small,

(5.11) minfl(y)<2(6A(Λ))[ l i/21-iy.

The inequality

(5.12) L[γ] < a(γ) < 6(6λ(n))[n/2] iy

holds for at most N = N(n) loops. For all such loops

(5.13) rot(^) < 3 ^ .

Proof. Let γ be a shortest loop at y. Thus, L[γ] = 2iy ,. By Corollary
4.15 and the standard packing argument, if δ0 is sufficiently small, there
exists k such that

(5.14) L[kγ]<2kiy<2(6λ(n))[n/2],

Lemma 2.1 implies (5.12), and (5.13) is clear from (5.8) and (5.9). q.e.d.
From now on, we assume δ < δ0 as above.
Let y G yj1 and let γ{, γ2, . . . be an ordering of the loops at y such

that

(5.16) a(γι)<a(γ2)<"'.

It follows from Lemma 5.5 that there exists a smallest index, J < N =
N(n), such that

(5.17) α ( y . ) + ^ _ _ £ . < a ( 7 y + i ) ,

with c, = 2(6A(«))[n/2] and c2 = 2c,.
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Define [γj\y to be the set {y,, , yy} . Note that the ordering y,, y2,
... need not be uniquely determined if the numbers {a(γ )} are not all
distinct. However, the set [γj\y is independent of the choice of ordering.
Also, by (5.13), for 7j&[7j]y

(5-18) k

Lemma 5.19. There exists 0 < ε(/t) < 1 such that if y χ , y2e Y# and

y x , y 2 < ε(n)iy , then either [γj\y D [yj\y or vice versa.

Proof. Let y—γ2 < εiy^ . Let {yf yj. } = S?\ k = 1, 2, be the

loops at yk, with h(γk) < < h(yk

τj < c2. By Remark 5.4, the sets

[ϊj]y are determined by {a{yk

{ , , a(γ^)} or by any larger subsets of

{a(γk

x)9...}.
If ε < e(n), it is clear that by using (4.14), we can find subsets &k D

S? , which are identified with each other under the correspondence be-
tween loops at y{ and y2, and such that for yk. e-S^ ,

(5.20) a{γk) < 3c2 = 6(6λ(n))[n/2].

Let b{ < " < bM (M < N) be the sequence obtained by arranging the

numbers {fl(yj)}, y) €&l , in ascending order. Let b\ < ••• < b'M be
obtained similarly from 3*1. Let π be the permutation of {1, , M}

induced by the correspondence between -S^1 and 3*1. Our claim now is

a direct consequence of Lemma 5.10.
( c ) A s s i g n i n g e l e m e n t a r y F - s t r u c t u r e s t o p o i n t s . A m a p f : U - +

Tu(Sm) as in Proposition 3.4 is determined by a number k > 0 and a
decreasing function h(r). In what follows, it will suffice to choose h to
be a sufficiently small constant, and to take

(5.21) k= \S(6λ(n))[n/2\

For each y e Y# (δ < δ0 sufficiently small) we can, by Proposition 3.4,

find a map / : [ / — • Tu (Sv). Note that by our choice of k, each loop

of [7j]y

 i s contained in U. Let [Yj]f{v) denote the collection of loops

at fv{y) which are homotopic to the images of [γj]y . By Corollary 2.13

[γ ] determines an elementary F-structure, &γ, over a neighborhood

^ . Here we take

(5.22) ry = t(6λ(n)Γl"/2] min a(y),
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where the minimum is over all loops γ at y . The number t < 1 will be
specified below. Note that ry < % iy .

Let & be the elementary F-structure over V = f~l(Vy). The fiber

{/y)y of /y at y can be identified with the Cartesian product of the loops

i n \lj\y - Thus, it follows from Lemma 5.19 that if y{, y2 < 2{ry + ry )

and t < ε(n) for ε(n) > 0 sufficiently small, then /y c / ^ on ^ n V

or vice versa. This is the precursor of property (F{) of § 1.
(d) Property (Fx) for {(Vy , ̂ ) } . By Lemma 2.9, the set of values

which the function a(y) takes on loops of A c πJT (S)) is constant on
1 u

y y

orbits of the elementary F-structure & . Let TV = N(n) and let t be as
in parts (b) and (c). For each point yχ e Vy, consider the set consisting
of the iV smallest values (counted with multiplicities) of the function a .
Then if ε(n) is sufficiently small, t < ε(n), and f is sufficiently C2-close
to being an isometry, the above set of values is as close as we like to being
independent of the point yχ. Now, the argument of part (c) shows that
{(Vy,^y)} has property (Fχ).

(e) Closeness of local actions. The fiber of / at y can be identified
with the Cartesian product of at most N(n) loops (see (5.17)) of length
bounded by (5.12). By (2.3), (2.4), Corollary 4.11, and (4.16) we can
insure that the local actions of / and /y are as C1-close as we like on
Vy^Vy > provided that h of Proposition 3.4 and δ0 above are sufficiently
small. (In measuring the closeness of local actions we rescale the metric
so that, say, i — 1, to conform to the context of Lemma 1.5.)

The degree of closeness required in Lemma 1.5 depends on the max-
imum fiber dimension, N3, on the maximum order, N2, of a covering
space associated to the elementary F-structure and on the multiplicity,
N, of the covering. In our situation 7V3 < N(n) and N2 < λ(ή). In part
(f) below, we will extract a subcovering, {Vy } of {Vy}, with bounded
multiplicity.

(f) The subcover {v }. Let q{y) denote the number of loops in [y.]
and let Y%q c Y£ be the set of points, y, with q{y) = q .

Let qQ be the largest value of q for which Y£ is nonempty. Choose

a maximal set of points from Y%* such that

(5-23) 0 ,0 >±min(r ,r ) ,
; " ' β '<* *β

where ry and ry are as in (c) above. Then choose a maximal set of

points from yj1

 χ such that (5.24) continues to hold for all points (in
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Y^ q U Y# q _ j) selected so far. By proceeding in this way, we obtain a

set of points {ya}. Clearly, for every point y e Y£ there exist ya with

Qiya) > Q(y) and

(5.24) ^y^y -

Since q(ya) > q{y), it is clear that for δ sufficiently small, say

(5.25) yτκ<~

(and the same holds for all points of @y). Thus, {Vy } covers Y# and in

fact, {f-\TK/4(^ {v ))} still covers.

Now, by using the standard packing argument as in [13, Theorem 5.3],
the multiplicity of {Vy } can now be bounded by some Nx(n).

(g) Fitting together local F-stπictures. The collection {(V , & )} con-
structed in (f) above satisfies the hypothesis of Lemma 1.5. Thus, we
obtain a weak F-structure, y , o n a set containing Y^ , for δ < δo(n)
sufficiently small. Since the elementary ^-structures,!? , have positive
rank, so does &. The bound on the diameter of orbits (see (1) of Theo-
rem 0.1) is also satisfied.

To see that the structure we have constructed is actually an ^-structure,
we observe that property (F3) of § 1 holds if t of (5.22) is sufficiently small.
Note that the maximal length of a chain Va , , Va,, as in (F3) is, of
course, bounded by N(n), the maximal dimension of the fiber. Now it
is-clear from Corollary 2.13 that if t in (5.22) is taken to be l/4N(n)
times the value dictated by our previous considerations, then (F3) and
(^4) hold.

As mentioned in §2, the local actions might be noneffective for the struc-
ture just constructed, but this can be remedied by passing to a quotient.
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Abstract  

By the work of [CG2] and [CG3], the Riemannian manifolds whose 
injectivity radii are small everywhere relative to the bound on sectional 
curvature admit positive rank F-structures. We will prove, in dimension 
four, that if the volumes of the manifolds are also smaller than a positive 
constant, then the manifolds actually admit polarized F-structures. In 
particular, this result implies an affirmative answer to the Gromov's Gap 
conjecture on vanishing minimal volume in dimension four. 

O. Introduct ion  

Let M be a manifold. The minimal volume of M, MinVol(M), is defined 
to be the infimum of the volumes of all the complete Riemannian metrics 
on M with sectional curvature IKI < 1. The work about  this invariant 
can be found in [Gr2], [Fu4] and [BCG]. Motivated by Thurston's result in 
[Th] on the volumes of all 3-dimensional hyperbolic manifolds, M. Gromov 
conjectured ([Gr2]): 

GAP CONJECTURE FOR VOLUME 0.1. There exists a real number vn > 0 
depending only on n such that if  an n-dimensional manifold M satisfies 
MinVol(M) < vn, then MinVol(M) = 0. 

The Gromov's Gap Conjecture for volume is one of several Gap con- 
jectures concerning collapsing Riemannian manifolds. From now on, unless 
specified elsewhere, all Riemannian manifolds will be assumed to be com- 
plete and have bounded sectional curvature, say [K[ _< 1 after normalizing 
the metrics. Let a(g)  denote one of the following geometric measures of a 
Riemannian metric g: the diameter D(g),  the supremum I(g) of injectiv- 
ity radii at all points, or the volume V(g). We consider the Riemannian 
manifolds whose a(g)  are su~ciently collapsed, i.e., a(g)  is smaller than a 
small constant depending only on the dimension of M.  We say M admits 
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an a(g)-collapse if there exists a family of metrics {g6} on M,  0 < 5 _< 1, 
such that the sequence {a(g~)} converges to zero as 5 ---* 0. 

The Gap conjecture for sufficiently a(g)-collapsed Riemannian mani- 
folds is 

GAP CONJECTURE 0.2. There exists a constant an, depending only on n, 
such that i f  a complete n-manifold M has a(g) < ~n, then M admits  a 
c~-collapse. 

The affirmative answers are known for c~(g) = D(g), I(g).  Gromov's 
work [Grl] showed that a sufficiently diameter collapsed closed manifold is 
an infro-nilmanifold. Note that an infro-nilmanifold does admit a diameter 
collapse. The result in [CG3] asserts that a sufficiently injectivity radius 
collapsed manifold admits a kind of topologicM structure, ~', called a posi- 
tive rank F-structure associated to g (compare with [CFG]). Further, using 
such a positive rank F-structure one is able to construct an injectivity ra- 
dius collapse ([CG2]). Roughly speaking, an F-structure on a manifold M 
can be thought of as a family of local torus actions on M satisfying certain 
consistency conditions on overlaps so that M is parti t ioned into orbits of 
the actions (see w An F-structure is said to have positive rank if every 
orbit has positive dimension. A pure F-structure means that  its local torus 
groups all have the same dimension. 

An F-structure is said to be polarized if all isotropy groups of the local 
tori actions are of finite order. Assuming a polarized F-structure, one is 
able to construct an invariant volume collapse ([CG2], [Fu2]). Since on 
a 3-manifold, any positive rank F-structure has a polarized substructure 
([Rol]), the Gromov's Gap conjecture for n = 3 is a consequence of the main 
results in [CG2] and [CG3]. In [Fu3], Fukaya partially verified Gromov's Gap 
Conjecture for volume for aspherical manifolds under the strong assumption 
that the constant vn also depends on the diameter of the manifold. Recently, 
Buyalo ([Bul], [Bu2]) verified the Gromov's Gap Conjecture for volume for 
non-positively curved 4-manifolds. Essentially, the main approach taken 
by both [Bul], [nu2] and [Fu] is to show that an associated F-structure is 
actually polarized in those special circumstances. 

The main result of this paper is given by the following theorem. 

T H E O R E M  0.3. There exists a real number v > 0 such that if M is any a 
4-manifold with MinVol(M) < v, then M admits  a polarized F-structure. 1 

Combining Theorem 0.3 with a result in [CG2] (see Theorem 1.3), 

1 In [Ro2], it will be shown that the polarized F-structure can actually be chosen 
as a substructure of the associated F-structure constructed in [CG3]. 



476 X. RONG GAFA 

Theorem 0.3 has as a corollary the Gromov's Gap conjecture for volume in 
dimension four. 

C O R O L L A R Y  0.4. There exists a rea /number  v > 0 such that if a 4-manifold 
M satisfies MinVol(M) < v, then MinVol(M) = 0. 

Remark 0.5: In contrast to the special situations considered by [Bul], [Bu2] 
and [Fu3], if no additional restrictions on the metric, g, are assumed, the 
associated F-structure may not be polarized no mat ter  how small the volume 
of (M, g) (see Example 1.4). This implies that  our polarization in Theorem 
0.3 may not be achieved solely through the geometrical constructions given 
in [CG3], [CFG] and [Fu]. In particular, the arguments used by [Bul], [Bu2] 
and [Fu] cannot apply in our situation. 

Our approach to Theorem 0.3 is to study in detail the singularities of 
an associated F-structure 9 r on a manifold with small volume. The singular 
set Z ( ~ )  of an F-structure j r  is by definition the union of all singular orbits 
of local torus actions. If Z( j r )  = ~ (i.e., j r  is polarized), then a result in 
[CG2] implies Gromov's Gap conjecture. In general, a component of Z(9 r) 
is a union of compact totally geodesic submanifolds (with respect to any 
invariant metric). In our four dimensional case, each component is either 
a two torus, a Klein bottle or a cylinder. If the manifold is compact, then 
the closure of a cylinder component is a compact cylinder with boundary. 
We emphasize that  there are infinitely many possibilities for the topological 
structure in a tubular neighborhood of a singular component (see w 

Roughly speaking, we find that if a complete 4-manifold has sufficiently 
small volume, then it turns out that the singular structure of an associated 
F-structure is very special so that one can modify 5 r,  in a saturated neigh- 
borhood U (5  M)  of Z(gr), to obtain a new polarized F-structure which 
coincides with j r  on M - U. (Note that it does not follow a priori, that  if 
such a neighborhood exists, it can always be chosen to be a tubular neigh- 
borhood T~(Z(gr)).) We emphasize that  in dimension four most singular 
structures do not have such a property although they are compatible with 
metrics which are arbitrarily injectivity radius collapsed. 

To explain the above, we first consider an arbitrary positive rank F- 
structure j r  (on a 4-manifold). Clearly, we can assume that  each component 
Z0 of Z(9 r )  is irremovable, that  is, the restriction of ~" to T~(Zo) of Z0, 
jr[T~(Z0), has no polarized substructure. A non-singular SX-orbit of j r  is 
called exceptional if, the isotropy group of the local S 1-action around the or- 
bit is non-trivial. Consider the closure of union of all exceptional Sl-orbits. 
Let E(.~) denote the union of those components of all exceptional S 1-orbits 
which have non-empty intersection with Z(Jr). Let W(9 r)  = Z(5 r)  U E(gr), 
and let W0 denote a component of W. We will classify all possibilities for 
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the restriction .TITe(Wo ). For each W0 with compact closure, the structure 
in T,(Wo) can be characterized by an integer-valued invariant, k(Wo). As 
a result, we are able to conclude that for W0 with compact closure, one 
can modify 5 t" in T,(Wo) to obtain a polarized F-structure if and only if 
k(Wo) = 0. Moreover, it turns out that if the closure of W0 is not compact,  
then one can always modify ~" in T,(Wo) to obtain a polarized F-structure. 

Now suppose that  2- is the F-structure associated to a sufficiently injec- 
tivity radius collapsed metric. The integer invariant k(Wo) does not directly 
relate to the volume of the metric. As one consequence of the compatibility 
of the metric and the structure ([CG3]), there is a second topological invari- 
ant, the residue, which will relate the structure of .~IT,(Wo) to the volume 
([Ya]). The residue of a singular component, Res(Z0), is a topological in- 
variant of the structure, .T]Te(Zo). The residue of a saturated open subset 
U is defined by the sum of the residues of the singularities contained in U. 
We will show that the residue of T,(Wo) determines the previous invariant 
of W0, and Res(W0) E 1/2][. In particular, we can modify 5 r in T,(Wo) to 
obtain a polarized structure if and only if ]Res(T,(W0))l < 1/2 (in which 
case Res(W0) = 0). Here the fact that  the set we consider is of form T~(Wo) 
is crucial since there are examples of saturated subsets whose residues can 
be arbitrarily small (or even zero) in absolute value but  the structures on 
them cannot be modified to obtain a polarized structure (see Example 3.4). 

Next, we will show that if a saturated compact  manifold U with bound- 
ary satisfies the conditions: the second fundamental form of cgU and the 
second fundamental form of ~--orbits are bound by a constant, each orbit 
of the restriction .TIOU has normal injectivity radius (see f in w lower 
bounded by a universal constant, and the volume of U is smaller than a 
constant depending on C and p, then I Res(U)l < 1/2. In the proof of 
this inequality, we will use the Atiyah-Patodi-Singer theorem and results 
in [CG2] and [Rol] on limiting eta-invariants. The recent results in [CFG] 
and [CG4] enter to guarantee the existence of such neighborhood around 
each W0. 

By way of further explanation as to why we consider the sets W0, 
we mention the following. We first point out that  if a component Z0 is 
removable, then Res(Z0) = 0. However, the converse, while it is true, cannot 
be seen directly; it requires additional work which is based on the main 
result of this paper. In any case, since I Res(Z0)l can take arbitrarily small 
non-zero values, we cannot restrict attention to such individual singular 
component in proving Gromov's Gap conjecture. 

This paper is organized as follows: In w we will recall some necessary 
notation about  F-structures and the main results in [CG2] and [CG3]. 

In w we will prove a classification result for components of T,(W(,~)). 
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As a result, we obtain a criterion for ~" to be modified in T~(W(.T)) to 
obtain a polarized structure. 

In w we will briefly recall the residue theory associated to F-structure 
in [Ya]. From the residue formula in [Roll we then obtain the explicit 
residue for T~(Wo), and restate the criterion of w in terms of the residue. 

Finally, in w we will establish an inequality in which the absolute 
value of the residue bounds from below the volume of an invariant metric 
on M. This easily suffices to complete the proof of Theorem 0.3. 

A c k n o w l e d g m e n t .  The author is deeply indebted to Jeff Cheeger for his 
many very valuable suggestions and many helpful conversations concerning 
this paper. 

1. Pre l iminar ies  

In this section, we will recall the notion of F-structure and the main results 
in [CG2], [CG3] (compare with [CFG]) which will be used in this paper. 

a. F - s t ruc tures  on  col lapsed R i e m a n n i a n  manifo lds .  
Given a small number e > 0. For any Riemannian manifold M,  there 

is a natural  way to decompose M into the so-called e-thin part Mc and 
e-thick part M(e), where M~ consists of all the points of M whose injective 
radius are smaller than e and M(e) = M - M~. The basic problem about 
the thin-part of Riemannian manifolds is to understand the interplay of 
the collapsing geometry and topology of underlying manifolds. This study 
was begun in [Grl], and it has a t t racted much attention since then. Some 
fundamental  results were obtained in [CG2], [CG3], [CFG] and [Ful]-[Fu4]. 
There, it is found that  the topological aspects of a sufficiently injectivity 
radius collapsed metric are, to a large extent, captured by the local isometric 
structure of a nearby metric. This structure is called an F-structure by 
Cheeger and Gromov ([CG2], [CG3]). 

On a (complete) flat manifold, one can always obtain a collapse by scal- 
ing the metric by small positive numbers 6, 0 < 6 _< 1. An F-structure ~" 
on a manifold M is a kind of combination of local flat structures. More pre- 
cisely, an F-structure on a manifold is a collection of triples, 9 t- = 
{(U~, Uo, r k~ )}, where {Ua} is a local finite cover (each U~ is also called a 
chart of ~-) of M and 7r~ : U~ ~ Uo is a finite normal covering on which T k~ 
acts which extends the deck transformations on Ua (thus, the Tk~-orbits 
is invariant under the deck transformation). The local torus actions satisfy 
the following consistency condition: if U~ f3 U~ r 0, then ~r~ -1 (U~ N U~) and 
r~ l (U~ N U~) have a common covering space on which the lifting of T k~ is 

a subgroup of the lifting of T k~ or vice versa. 
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The consistency condition implies that M is partit ioned into orbits. 
j r  is said to have positive rank if every orbit of j r  has positive dimension. 
The singularity Z( j r )  of j r  is the union of all singular orbits of local torus 
actions. In particular, if every isotropy subgroup of the local action is finite, 
jr  is said to be polarized. If the local tori act (almost) as isometrics, we say 
jr  is (almost) compatible with the metric, or equivalently, that  the metric is 
(almost) invariant with respect to jr. An F-structure is said to be pure if 
the local torus groups have the same dimension. A polarization of a positive 
rank F-structure is a collection of connected subgroups of the local torus 
groups such that the dimension of each subgroup is equal to the dimension 
of its orbits. If all the subgroups are compact,  we call this polarization a 
polarized substructure. 

There is another equivalent definition for F-structures which is useful 
in residue theory ([Ya]). If M is equipped with an invariant metric, the 
Lie algebra of the local torus group determines the local Killing vector 
fields on each chart U of jr. The consistency condition means these local 
Killing fields commute on overlaps (see [CG3], [Ya]). The fundamental result 
concerning the existence of a sufficiently injective radius collapsed metric is 
the following. 

T H E O R E M  1.1 ([CG2], [CG3], [CFG]). There exists a constant i,~ > 0 
depending only on n such that for all 0 < e < in, i f  a complete n-manifold 
M with sectional curvature IK] < 1 has injectivity radii smaller than e at 
all points, then M admits  a positive rank F-structure jr, and an invariant 
metric g~ such that 

(1.1.1) There exist a constant r,~ > 0 and a positive integer kn depending 

only on n such that for all p e M there is a chart (Ui, Ui, T k' , ~i), 

such that Bp(rn) C Ui, diam(O~) <_ e and ~Ti ---* Ui is at most  a 
kn-fold cover. 

(1.1.2) e-eg~ <_ g < e*g~,l]V - V~[I < e, llVkR*ll <_ C(n ,k , e ) ,  where V 
and V * are the Levi-Civita connections of g and ge respectively. 

Conversely, suppose a manifold admits a positive rank F-structure. 
Then it admits  an invariant injectivity radius collapse. 

We will call the constant is the critical injectivity radius of dimension n, 
and the positive rank F-structure corresponding to e = in, jra, an associated 
F-structure. 

Remark 1.2: The first part of Theorem 1.1 was generalized considerably in 
[CFG] recently. There, an associated F-structure is realized as a substruc- 
ture of some so-called N-structure. Basically, an orbit of a N-structure is an 
infro-nilmanifold whose center forms the orbit of the associated F-structure. 
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The basic difference between these two structures is that  the orbits of the 
N-structure absorb all collapsed directions of the metric while the orbits 
of F-structure only point the most collapsed directions proportional to the 
injectivity radius (see w and [CFG] for more explanation). 

We emphasize that  the invariant injectivity radius collapse as in the 
second part of Theorem 1.1 may not be a volume collapse (see w or may 
not even have finite volume. In order to obtain an invariant volume collapse, 
certain properties of the F-structure are required. 

T H E O R E M  1.3 ([CG2]). Let M be a manifold. Suppose M admits a po- 
larized F-structure. Then M admits an invariant volume collapse. 

Note that  in [CG2], a condition on an F-structure weaker than the 
existence of a polarized F-structure was found which also yields a volume 
collapse. However, it seems very hard to find the assumptions on a collapsed 
metric which will guarantee that the associated F-structure satisfies this 
condition. 

Because of Theorem 1.3, it is natural to ask whether for a collapsed 
metric with sufficiently small volume, an associated F-structure is actually 
polarized (compare [Bul], [Bu2] and [Fu4]). The following simple example 
shows the answer is negative. 

EXAMPLE 1.4: Take a one-sphere S 1 and a two sphere S 2, and set M = 
S 2 x S 1 . We will construct a volume collapse on M,  g~, 5 ~ 0, such that 
for any small 5, the associated F-structure on M has singularity. 

Let H be the S 1 subgroup of SO(3) defined by 

H = sin t cos t 0 0 < t < 27r 
0 0 1 

Equipped with the product metric of the standard metrics on S 2 and S 1, 
T 2 = H x S 1 acts as isometries on M by H acting on the first factor and 
by multiplication on the second factor. Take a dense Rl-subgroup Re of 
T 2 and split the metric into g = go | gl, where go is the restriction of g 
to the orbits of R~ and gl is its orthogonal component. We then construct 
a continuous collapse: g6 = 5g0 �9 gl- Clearly, Vol(M, g6) --* 0 as 5 --~ 0, 
and the limiting space is a closed interval because of the density of R 1 in 
T 2. Consequently, for all sufficiently small 5, the associated F-structures 
9r~ to g~ is of pure T2-structure with singular set Z(J~)  consisting of the 
Sl-factors at the two poles of S 2. 

Finally, we point out that  in Example 1.4, ~ actually contains many 
obvious polarized substructures. 



Vol.3, 1993 P O L A R I Z E D  F - S T R U C T U R E S  ON V O L U M E  C O L L A P S E D  4 - M A N I F O L D S  481 

2. T h e  S ingular i t ies  of  Pos i t ive  Rank  F-s tructures  In D i m e n s i o n  
Four 

From now on, unless specified otherwise, M will be a 4-manifold and 3 v will 
be an arbitrary positive rank F-structure on M with singularity Z ( ~ ) .  

For a Sl-act ion on an open subset of M,  a Sl-orbit  is called exceptional 
if its isotropy group is finite non-trivial. Consider a non-singular Sl-orbit  
Ox of .T. Let ~r~ : Uo --* U~, x E U~ be any rank-one chart containing O ,  
(the rank of a chart is defined to be the dimension of the torus group). We 
call Ox an exceptional orbit of J" if Ox is the projection of an exceptional 
orbit of the Sl-act ion on U~. It is easy to check that this definition is 
independent of the choice of charts involved. As before, E(3 v) will denote 
the union of the components of all exceptional orbits which have non-empty 
intersection with the closure of Z(Sr), and W(3 r) = Z(5 r) t3 E(J ' ) .  The 
explanation for introducing W(J ' )  was given in w Further explanation 
will be given at the end of b.  

In this section, we will s tudy W(5 r) and classify all possible structures 
on T~(Wo), where W0 represents a component of W(~') (Theorem 2.7). As 
a result, we will obtain a necessary and sufficient condition for modifying 
~" in TdW(.T))  to obtain a polarized structure (Corollary 2.10). 

a. T h e  removable  s ingulari t ies .  
We will first rule out a kind of trivial singularity. A component Z0 of 

Z(9 t') is said to be removable if YIT~(Zo) contains a polarized substructure. 
Otherwise, we call Zo irremovable. Clearly, if all components of Z(~')  are 
removable, then ~" contains a polarized substructure. In this part, we will 
first show that an irremovable singularity is contained in charts of rank two. 
Then, we will describe the possible structures of removable singularities. 

First, we observe a simple fact. 

LEMMA 2.1. Assume M admits an effective T3-action without fixed points. 
Then a singular orbit Of any) is an isolated two torus whose tubular neigh- 
borhood is homeomorphie to D 2 x T 2. 

Proof: Assume O,  is a singular orbit through x E M. We can choose a slice 
S ,  of O ,  at x such that Sx is homeomorphic to a unit ball in R k, where 
k = 4 - d im(O,) ,  d im(O, )  = 1 or 2 (see [Br]). We first rule out the case 
dim(Ox) = 1. In this case, the identity component of the isotropy group at 
x is a two torus which acts effectively on S~ (a ball in R3); this is impossible. 
Further, for d im(O, )  = 2, because G ,  ~ S 1 has only single fixed point in 
S~ ~_ D 2, Ox is some isolated singular orbit, o 

COROLLARY 2.2. For x E M,  let O~ be a singular orbit of 3 v. If  O ,  
is contained in a chart of rank three (Ua, Ua, T3), then O,  is isolated and 



482 x. RONG GAFA 

removable. In particular, any positive rank pure T 3-structure on M contains 
a polarized substructure. 

Proof: Assume O ,  is in a chart, (U~,Uo, T3). By L e m m a  2.1, O ,  is some 
isolated singular orbit  and is either a two torus T 2 or a Klein bot t le  K 2. In 
either case, let O~ be the singular orbit of the T3-act ion in Uo, 7r(O~) = Ox. 
From L e m m a  2.1, T~(O~) ~" D 2 • O~ for small e. Clearly, we can remove 
the singulari ty Ox by replacing T 3 by a T2-subgroup which acts freely on 
U~ and is preserved by the deck t ransformat ions  acting on L:,~. o 

We now consider a removable singular component  Z0 which is contained 
in some rank-two charts.  Clearly, Z0 is either a two torus (or a Klein bott le)  
or a cylinder. An embedded cylinder is called finite if its closure is a compact  
subset. Otherwise, we call it  an infinite cylinder. 

If Z0 is a two torus, Tr is homeomorphic  to a bundle over a circle 
with fiber a solid torus. Since Z0 is removable, we then conclude tha t  the 
fiber bundle s t ructure  is trivial (compare with Structure  I below). 

Similarly, if Z0 is an infinite cylinder, then TdZo)  is homeomorphic  to 
a bundle over a line or semi-line wi th  fiber a solid torus. 

If Z0 is a finite cylinder, the bounda ry  of Tr is ac tual ly  a lens space. 
on which the restrict ion ~ I U  is a mixed F-structure.  This  mixed s t ructure  
on OT~(Zo) can be expressed by { ( 0  2 x S 1 , S1) ,  (z[ x T 2, T2), (D 2 x S 1 , $1)}. 
where OT~(Zo) = D 2 x S 1 UD 2 x S 1 and I x T 2 = D 2 x S 1 AD 2 x S 1 . Clearly, 
.TITe(Z o) has a polarized subst ructure  if and  only if the two Sl -ac t ions  agree 
on I x T 2. 

b.  The  three m o d e l s  o f  singularities.  
In view of the preceding discussion, we will assume 9 v has only irremov- 

able singularities, and  thus each singular component  is either a two torus 
(or a Klein bott le)  or a (finite or infinite) cylinder which is contained in 
rank-two charts.  Note tha t ,  if necessary, we can always replace ~" by a sub- 
s t ructure  all of whose singular components  are irremovable. This  reduct ion 
is necessary to achieve a classification result  for T~(W(.T)) (see Remark  2.6). 

We will first describe three different models  of singularities. Then,  we 
will look at all possible substructures  of the  three models.  It turns  out  that  
these singular s t ructures  actual ly  cover all the possibilities in dimension 
fou r .  

STRUCTURE I. This singular s t ructure  appeared in Example  1.9 of 
[CC2]. 

Take D 2 x S 1 wi th  mult i -polar  coordinates  (r, 01,02), and  form the 
product  (D 2 • S 1) x [0, 1]. Then,  identify the two ends, (D x S 1 ) • {0} with 



Vol.3, 1993 P O L A R I Z E D  F - S T R U C T U R E S  ON V O L U M E  C O L L A P S E D  4 - M A N I F O L D S  483 

(D x S 1) x {1}, by the map (r, 01,02) ~ (r, r 02)), where 

Ck= 0 : ( O D x S  1) x { 0 } - - * ( 0 D x S  1) x { 1 } ,  (2.3) 

and k is an integer. We use Ul,k to denote the resulting compact manifold 
with boundary. From the construction, we see that  Ul,k is actually the total 
space of a bundle over S 1 with fiber a solid torus. Thus, the boundary 0171,k 
is a 3-nilpotent manifold with characteristic matrix Ck. Note that  Ul,k has 
a pure T2-structure .Tl,k which is given by the obvious local T 2 action on 
f ibers . .The singular set Z(J'l ,k) is a two torus which is the union of the 
singular orbit of T2-action on fibers. 

To see that -~l,k (k • 0) cannot be modified in T~(Z(.TI,k)) to obtain 
a polarization, we will recall Example 1.9 in [CG2]. There, for each k 
0, a closed orientable 4-manifold, Mk, with non-zero signature was found 
which admits a positive rank F-structure .P such that .T]T~(Zo) is isomorphic 
to (Ul,k, 9el.k), where Z0 is a component of Z(~'). By Theorem 1.3 and 
Hirzebruch's signature theorem, we then conclude that  Mk does not admit 
any polarized F-structure. This implies that one cannot modify -Tl,k in 
T~(Z(gt'l,k)) to obtain a polarization for k ~ 0. On the other hand, it is 
obvious that  if1,0 contains polarized substructures. 

STRUCTURE II. This model is similar to Structure I except the singu- 
larity is a finite cylinder. 

To begin with, we take two copies, Y1 and Y2, of N • S 1, where N _ 
D 2 x S 1 is a solid torus. We will glue Y1 and ]/2 together in the following 
way: First, fix any Pi E ONi, and let T~(pi • S 1) denote the e-tubular 
neighborhood of Pi x S 1 in O(Yi x $1), Te(pi x S 1) = D 2 • S 1. Then, 
we take D~ 2 x S 1 x [0, 1], and identify its one end, (D~ x S 1) x {0}, with 
Zr • S 1 ) and glue the other end, D 2 x S 1 x {1}, with T~(p2 x S ~ ) via the 
map ~k as in (2.3). Clearly, the result carries an obvious mixed F-structure, 
~'2.k, which is the Sl-rotat ion on Y/, and the pure T 2 elsewhere. Note that  
the singular set, Z(I'2,k), is a finite cylinder. We will use U2,k to denote a 
tubular neighborhood Z(JV2,k). 

It turns out that  if 3c2,k can be modified in T~(Z(.~,k)) to obtain a 
polarization, then the same conclusion holds for 3Cl,k. Therefore, 9v2,k can 
be modified in T~(Z(.T2,k)) to a polarized structure if and only if k = 0. 

Remark 2.d : Note that in the construction of Structure II, the choice for Y/ 
does not play any significant role. In fact, the same construction works if N 
is replaced by any compact 3-manifold whose boundary is a closed surface 
of genus > 1. 

STRUCTURE III.  Let U3 ~- (D 2 x S 1) x J,  where J is an interval, 
J -~ [0, 1) or J _~ (0, 1). Let .T3 be the pure T2-structure on U3 given by 
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the obvious T2-action of D u • S 1 . The singular set Z3 ~ S 1 x J.  Clearly, 
Z3 is a removable singularity. 

Next, we will describe substructures of ~i,k (i = 1, 2) and 53. 

EXAMPLE 2.5: Let (U, 5 )  represent (Ui,k, 5i,k) or (U3,53). Consider the 
natural  projection onto the orbit space, 7r : U --~ X ~_ U/.T. Thus, the sub- 
set Z / 5  " S 1, [0, 1] and J corresponding to Structures I, II and III respec- 
tively. Given any locally finite open cover {Vj} for Z/ .T  and any family of 
Si-actions {S 1, e j}  on D:  • S 1 without fixed points, {(7~ -1 (TV~), S 1 , ~ j ) }  de- 
termines a mixed substructure 5 '  of 517r-I(Z/ .T) with T2-orbits on 
V/N Vj ~t q). Note that  5 '  is actually a substructure of 5 for U -- Ul,k 
or U3. As for U -- U2,k, {(~i-l(Vj), S 1, r  together with the Sl-rotations 
on Y1 and Y~, determine a substructure of 52,k on U2,k. Clearly, in each 
case, Z ( 5 ' )  is a disjoint union of several finite cylinders embedded in Z(5 ) .  

It is easy to see that  any substructures of 5i,k (i -- 1, 2) and 53 can 
be constructed as in the above because any Sl-action on D 2 x S 1 • I ,  I an 
interval, is actually a Sl-action on D u • S 1. 

We now further explain the motivation for introducing W ( 5 )  (compare 
w Let (U, 5 )  represent one of the models of Structure I, II and III. As 
seen earlier, we are able to modify ~" to obtain a polarization if and only 
if it is Structure III, or it is Structure I or II and k = 0. Clearly, the 
same is true for any substructure 5 '  of 5 in Example 2.5. To be precise, 
we will replace ~"[Tc(W(Y))  (not 5 ' [T~(Z(5 ' ) )  !) by a Sl-action without 
fixed points and keep ~" elsewhere. Note that  for ~" = ~'2,0, the Sl-action 
is actually uniquely determined. We emphasize that  the conclusion that 
5 '  can be modified in a neighborhood to obtain a polarization cannot be 
achieved if the relation that  ~" is a substructure of J~ is not being explored. 

We now consider an arbitrary positive rank F-structure 5 .  In view 
of the above, in order to obtain a necessary and sufficient condition for 
modifying 9 c, we have to divide the components of Z(~') into groups in such 
a way that  each group is embedded in the singularity of some model, as was 
done in Example 2.5. Thus, starting with a single singular component, we 
must  be able to determine the whole collection of the singular components 
in the same group. In fact, two components, Z1, Z2, of Z ( 5 )  are in the same 
group if and only if T~(Z1) and TE(Z2) lie in a component of Te(W(5) ) .  For 
instance, as in Example 2.5, if all components of Z(.~') are irremovable, 
then W ( ~ ' )  = Z(~')  (k r 0). 

Remark 2.6: As in the above, if we allow Z ( 5 ' )  to have removable com- 
ponents, then W(.T') C Z ( 5 ) .  
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c. T h e  s ingular  s truc tures  in d i m e n s i o n  four. 
In this part, we will prove the following classification result. 

T H E O R E M  2.7. Let M be a 4-manifold (without boundary), and let 9 c be 
a positive rank F-structure on M.  Then for every component Wo of W ( ~ ) ,  
J~IT((Wo) is isomorphic to a substructure of some (Ui,k,-~'i,k) (i = 1, 2) or 
(u3,f). 

Theorem 2.7 allows us to associate to each component W0 of W(}')  an 
integer-vahted invariant, s(Wo), called the s-invariant of W0: if T~(Wo) is 
homeomorphic to Ui,k, then s(Wo) = k, otherwise s(Wo) = 0. A component 
W0 is called essential if s(Wo) ~ O, and all other components of W(}') are 
inessential. 

We will first show that each component of E(9 c) is either a two torus 
(or a Klein bottle) or a cylinder. This is actually a consequence of a result 
of [Fil] and [Fi2]. 

LEMMA 2.8 ([Fil], [Fi2]). Let M be a 4-manifold on which S 1 acts without 
fixed points. Then, the orbit space M / S  1 is 3-manifold, and 

(2.8.1) I f  M is closed, then each component of E is an embedding two 
torus on which the exceptional invariants are the same. 

(2.8.2) I f  M is compact with a M  = N,  then a component of E is either 
an embedded two torus or a cylinder whose boundary is in N.  

LEMMA 2.9. Let M be a 4-manifold, let .T be a positive rank F-structure 
on M. Then, 

(2.9.1) A component of E(.T) is homeomorphic to one of the following: a 
two torus (or Klein bottle), a finite cylinder or an infinite cylinder. 

(2.9.2) I f  a component of E(J ~) is a finite cylinder, then it has non-empty 
intersection with the c/osure of Z (~ ) .  

(2.9.3) Let Zo be any irremovable singular component which is a finite 
cylinder. I f  Zo has empty  intersection with E ( ~ ) ,  then Tr is 
homeomorphic to U2,k for some k ~ O. 

Proof: It is easy to see that (2.9.1) follows from Lemma 2.8. 
Let E0 be an exceptional component which is a finite cylinder, and let 

So denote a boundary circle. Take any rank-one chart, U, which contains 
So. Let E L be the exceptional component in U which contains So. Clearly, 
E0 C EL" Take any exceptional orbit, S~, in E L - E 0  (note that we may take 
S~ to be one end of the finite cylinder EL). If (2.9.2) is false, then S~ is in 
a T2-orbit of .~', say O, such that  ~[Tc((9) is polarized pure T 2. Since S~ is 
in O and since S~ is exceptional, we then conclude that  (9 is an exceptional 
T2-orbit. Since in dimension four any exceptional T2-orbit is isolated, we 
then conclude that  S~ is an isolated exceptional Sl-orbit; a contradiction. 
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Consider T~(Zo), where Z0 is a finite cylinder. Clearly, T~(Zo) is formed 
by gluing two solid tori along their boundaries. Take two rank-one charts, 
Ui (i = 1, 2) which contain the boundary circles of Z0 respectively. By the 
assumption in (2.9.3), the Sl-actions on T~(Zo) have no exceptional orbits 
around the boundary circles of Z0, and this implies the gluing map is defined 
in (2.3). Since Z0 is irremovable, we then conclude k ~ 0. Finally, we can 
find an embedded Yi in Ui (compare with Remark 2.4). D 

Proof of Theorem 2.7: Let W0 be a component of W(,T). Since each 
singular component is either a two torus (or a Klein bottle) or a cylinder, 
from (2.9.1), we immediately see that  W0 is homeomorphic to either a two 
torus (or a Klein bottle),  a finite cylinder or an infinite cylinder. 

First, if W0 is a two torus or an infinite cylinder, then clearly T~(Wo) 
is homeomorphic to a model of Structure I or III. Assume W0 is an finite 
cylinder. We observe that (2.9.2) implies that the boundary circles of W0 
are not exceptional Sl-orbits.  Thus, replacing 5C[T~(W0) by the obvious 
pure T2-structure, we then reduce to the situation as in (2.9.3). Therefore, 
we can conclude that T~(Wo) is homeomorphic to U2,k for some k. o 

Theorem 2.7 has the following important consequence. 

COROLLARY 2.10. Let M be a 4-manifold, and let J: be a positive rank F- 
structure on M.  Then, .~ can be moditied in T,( W ( ~)  ) to obtain a polarized 
structure if and only if all components of W(5 c) are inessential. 

3. A R e s i d u e  Cri ter ion  

The purpose of this section is to restate Corollary 2.10 in terms of the 
residue of T~(W0); which will be used in w to prove Theorem 0.3. In the 
following, we will first briefly review the residue theory in [Ya]. Then, we 
will compute the residue of T~(Wo). 

d. T h e  res idue  t h e o r y  as soc ia ted  to  F - s t r u c t u r e s .  
Let M be a compact orientable 2n-manifold with boundary N.  A given 

metric g on N and a 2n-characteristic form P ( ~ )  determine a geometric 
invariant of N,  the so-called secondary geometric invariant, defined by 

SP(N,g)  = f P ( 5 )  mod Z 
J(M ,~) 

where ~ is any extension of g to M which is the product metric near N. 
The secondary geometric P-invariant SP(N,  g) depends only on the metric 
of N and P.  This invariant were studied in [CS], [ChS], [APS1] and [APS2] 
etc. 
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Assume M admits a Killing vector field X without zero points in N. 
Then SP(N, g) can be made into a topological invariant as follows: First, by 
the standard transgression formula in [Bo] and [BC], there is (2n - 1)-form 
(x  defined on M - Ui Zi such that P ( ~ )  = d(x, where Zi are components 
of zeros of X. Then, by applying the Stokes theorem, we obtain 

- U ,  T((Z,) Z, Tr 

Taking limit in (3.1) as e ~ 0, the integrals on the left side of 

~ P ( Q ) - - f N ( X = E ( l i m f o r d z d ~ X )  = E R e s p ( Z i )  �9 
Z, \ e-.--+O Z, 

(3.2) 

becomes a topological invariant depending only on P,  N and X. called a 
secondary topological invariant. The chain of differential forms, P ( ~ )  - ( x .  
is known as the Bott-form. 

Formula (3.2) was generalized in [Ya] to the situation where a single 
Killing vector field on M is replaced by an F-structure on M such that 
5VlN is polarized. If M is equipped with an invariant metric, then the local 
Killing vector fields over charts of ~-, which are generated by the Lie algebras 
of local tori actions, forms a sheaf of the local Killing vector fields over M 
(see [CG2], [CG3] and [Ya]). First, associated to an arbitrary F-structure 5 c 
on M, M has a natural stratified decomposition into compact submanifolds 
with corners, {Ms}, such that each Ms is contained in a chart of ~ (this 
stratification is called subordinate to .Y). Using any invariant metric g. 
[Ya] constructed the generalized Bott-form, /3(f~). which is a chain in the 
de Rham complex of the stratification subordinate to :-  (see [FGG]), and 
showed that  the value of/5(ft) on the complex, M = Us  Ms, is a topological 
invariant of M depending only on : ' I N  and P. We will denote this invariant 
by P[M, :-]. Moreover, there is also a transgression formula, /5(ft) = d~; ,  
on M - Z ( ~ ) ,  Z(9 c) = Ui Zi. Therefore, by the generalized Stokes theorem 
for de Rham complex, 

P[M, 9 r] = - E n e s p ( ~ - ,  Zi) , (3.3) 
i 

where Resp(~y,  Zi) is the residue of ~y at Zi. 
We now explain how to use the collapsing technique in [CG2] to express 

P[M, 9 r] as an integral (see [Ya]). First, put M ~  = M U (N x [0, co)), and 
parallel extend 2"IN to a polarized F-structure on N x [0, or Then, using 



488 x. RONG GAFA 

the collapsing technique in [CG2] one can construct an invariant metric g 
on Mor with finite volume satisfying 

(3.4.1) II(g~ I < A1 for some constant A1 
(3.4.2) Vol(OMi) --* 0 as i ~ ~ ,  where Mi = M U (N x [0, i]); 
(3.4.3) ]]II(OMi)ll < h2, where II(OMi) is the second fundamental  form 

of OMi. 
It turns out that  conditions (3.4.1)-(3.4.3) imply limi-.oo fOM, ~ = 0 as 
i --, oc (see [Ya]). Thus, by taking the limit, i ~ cr to the equation 
P[M, 2-] = P[Mi, 2-i] = fM, P(~)  - foM, ~ ,  we then obtain 

P[M, 2-]= /M P(f~) . (3.5) 
o o  

Formula (3.5) has the following consequence: If 2-' is a substructure of 2- 
such that 2-' = 2- on N,  then P[M, 2-] = P[M, ~'].  Combining with (3.3), 
this yields, 

Resp(Zi )= ~ Resp(Zj)  (3.6) 
z~cz(~) z, cz(J:') 

Note that equation (3.6), in turn, implies that  the requirement 2-']N = 
2-]N is superfluous, that  is, RIM, 2-] = P[M, 2-'] holds even 2-']N is a 
substructure of 2-IN. 

Finally, we define the residue of an arbitrary saturated subset U with 
OU f3 Z(9 ~') = ~ by Resp(U) = ~ z ,  cv  Resp(Zi).  

e.  A r e s i d u e  c r i t e r i o n .  
Based on the result in w we will compute the explicit value for the 

residue, Res(Tr where W0 is a component of W(2-) with compact 
closure. 

LEMMA 3.7. (3.7.1)I[T~(Wo)ishomeomorphic to Ul,k, then Res(T~(Wo)) = 
k. 

(3.7.2) I[ a double cover of T~(Wo) is homeomorphic to Ul,k, then 
Res(TdW0)) = k/2 

(3.7.3) IfT~(Wo) ~- U2,k, then aes(Tr = k. 

Proof: In this proof, all Riemannian metrics are assumed to be invariant. 
We claim it suffices to compute Res(Z(2-i,k)), i = 1, 2. By Theorem 2.7, the 
restriction 3VlTr is isomorphic to a substructure of 2-i,k on Ui,k (up to 
a double cover). According to the discussion in d, we then conclude that if 
T~(Wo) ~- Ui,k, then Res(T~(W0)) = aes(Z(gVi,k)). 

We first compute Res(Z(2-1,k)). Let X be the Killing vector field gen- 
erated by the (unique) Sl-action on Ul,k which is a pure Sl-substructure 
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r of 7"1,k. Note that  the set of zeros of X coincides with Z(~'l,k). 
Applying the standard transgression formula in [Bo] and [BC], we can 
write Pt(f~) = - d ( x ,  on Ul,k - T,(Z(Z't,k)), and derive, Res(Z(iTt,k)) = 
l i m ~ 0  fOT,(Z(7~,,)) ~X = k. This is because the Euler number of Ul,k, which 

is a D2-bundle over T 2, is k with suitable orientation. 
Assume a double cover of T~(Wo) is homeomorphic to Ut,k. Let 7r : 

Ul,k ~ Vl,k denote the covering map, Vt,k = T~(Wo). Put  U1,k,~ = 
U1, k U ((~U1, k x [0, (X:))) and Vl,k,~ = Vl,k U (OVl,k x [0, oc)), and extend 
7r to a covering map ~ : Ul,k,~ ~ Vl,k,~. As seen in d, we then obtain 
an invariant metric g~  on V1jr satisfying (3.4.1) (3.4.3). Clearly, the 
pullback metric #*(g~) shares the same properties. From (3.3), we then 

derive Res (Z( f t , k ) )  = fu,.~.ocPl(~) = 2fv,,k. ~ Pt(f t )  = 2Res(T~(W~,k)). 

Therefore, Res(T~(Wl,k)) = 1/2 Res(Z(gCt,k)) = k/2. 
Finally, we will compute Res(Z(SC2,k)). Note that f2,k does not have 

any pure Sl-polarization if k r 0. The computat ion will follow the process 
in [Ya]; and the reader is referred to [Ya] for more detail. 

We first choose a stratification of U2,k subordinated to 9c2,k as 
{M1,Me, MI~}, where M1 = ]/1, M2 = (D~ x S t x [0,1])Uck I/2 and 
Mt2 -= J~/1 CI -]~/2 -~ D~ x S t x {0}. Note that  each .Vii is an open manifold 
and 2f/i is the compact manifold with corners. Let X1 be the Killing vector 
fields on Y1 generated by St-rotation, and let X2 be the Killing vector field 
on M2 which extends the St-rotat ion on I/2. The singular set of X1 and 
X2, Z12, consists of the points at which Xt  and X2 are linearly dependent. 
Clearly, Zt2 coincides with Z($-2,k). 

Since Xi has no zeros in Mi, Pl(f t )  = -d~ i  o n  Mi, i = 1,2. By 
employing a generalized transgress formula in [Ya], we can write ~t - ~2 = 
- d ~ 1 2  o n  Mr2-T~(Z12),  where (12 is 2-form on M12-T( (Zt2) .  The residue 
Res(Z(~'2,k)) is defined to be lim~-~0 f O T d Z ~ ) ~ "  To evaluate this limit, 

we choose a multipolar coordinate, (r, 0~, 0e) for D~ x S ~, and write Xt = 
0/00~, X~ = 0/001 + k0/c902. A straightforward computat ion shows that 

Res(Z(.~'2,k)) = lim [ ~12 = k/1 - 0/1 = k . 
~-'~O 30T~( Z~) 

D 

Using Lemma 3.1, we are able to restate Corollary 2.10 as 

P R O P O S I T I O N  3 . 8 .  Under the same assumption as in Theorem 2.8, we can 
modify J: on T~(W(JZ)) to obtain a polarized structure if and only if for 
every t~nite component Wo of W ( ~ ) ,  Res(T~(Wo)) < 1/2 (in which case, 
Res(T~(W0)) = 0). 
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Finally, we will give an example showing that Proposition 3.2 fails when 
applied to an arbitrary saturated subset. 

EXAMPLE 3.9: (i) Let N be a solid torus, and let U = N x (0, 1). Given 
two Sl-actions, (N, S11), (N, S21) on N,  we define a mixed F-structure 5 r 
on U, ~" = {(N x (0, 2/3), $1), (N • (1/3, 1), $21)}. Fix an orientation for 
N, any S 1 on N is determined by the so-called Seifert invariant, (p, q), 
0 < q < p, up to an isomorphism (see [Or]). Assume the Seifert invariants 
of the two Sl-actions are (pi, qi), i = 1, 2. Then, by the same process as in 
the proof of (3.7.3) we then find that  Res(U) = ql/pl - q2/p2. (Note that 
the orientation on U is the product of the orientation of N and the standard 
orientation of [0, 1].) 

(ii) Let M be the closed orientable 4-manifold which is the double of 
Ul,k (k r 0), M = Ul,k U Ul,k, and let J" be the pure T2-structure on M. 
Note that Res(M) = Res(Ul,k) - Res(Ul,k) = 0. However, as seen earlier, 
9 v cannot be modified around Z(~-) to obtain a polarized substructure. 

4. T h e  R e s i d u e s  and  V o l u m e  

In this section, we will relate the residue to the volume. More precisely, we 
will show that  if a complete 4-manifold M with IKI _< 1 has volume smaller 
than a constant v > 0, then all components of W(J'a) are inessential, where 
~-a is the associated F-structure (see w By Corollary 2.9, this implies 
Theorem 0.3. 

We will first prove an inequality concerning complete 4n-manifolds 
which admit  compatible F-structures. This inequality asserts that  if a sat- 
urated subset U satisfies certain geometrical conditions, then I ResL(U)I 
bounds from below the volume of U. 

Secondly, we will show that  in dimension four, one can always find a 
tubular neighborhood around each component W0 of W(Y) which meets 
these conditions. We emphasize that  the Atiyah-Patodi-Singer index for- 
mula ([APS1], [APS2]) and the recent results in [CG1], [CFG] and [CG4] 
play a crucial role in the proof. 

f. A bas ic  inequa l i ty .  
Let M be a complete manifold with IKI < 1. Assume M admits a 

compatible F-structure it .  Let O be an 5-orbit .  For x E (9, let Tx(O) 
denote the tangent space of (P and T~ ((9) be the orthogonal complement 
of Tx(O) in T~(M). The normal injectivity radius o.f O, denoted by p(O), 
is the largest r such that  the exponential map, expy : T~(O) ~ M is 
an embedding into M when restricted in an open ball of radius r. (Note 
that  since the metric is invariant, the normal injectivity radius of (P is 
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independent of x E O). The normal injectivity radius of iP, p(jZ), is defined 
to be the infimum of the normal injectivity radii of all orbits of .T. 

We now assume dim(M) = 4n, and let PL(~) be the Hirzebruch L- 
polynomial in the curvature form. In this following discussion, Ci, A and p 
denote constants, and Cj( ) means the constant depends on numbers in the 
parentheses. 

T H E O R E M  4.1. Let M4n,.T and PL(f]) be as the above, let U 4n be a 
compact saturated 4n-submanifold with smooth boundary such that Z(.T) N 
OU 4~ is empty. Assume the following conditions: 

IIrI(0ud)[[ < A ; (4.1.1) 

II/I(Ox)ll _ A,  for all x e OU 4 ," (4.1.2) 
p(5 r)  >_ p > 0 .  (4.1.3) 

Then, there is a constant C(n, A, p) > 0 such that 

[ ResL(U4)] < C(n, A, p)(Vol(U 4n) + Vol(0Udn)) , (4.1.4) 

where the residue is with respect to Hirzebruch's L-class. 

We first prove a lemma. Let M be a compact manifold with boundary 
N, let 3 v be an F-structure on M which is polarized on N. Put  Moo = 
M U ( N  7 xR+),  and parallel extend the polarized F-structure 5r[N to N xR +. 

LEMMA 4.2. Let M,  N and J~ be as in the above. Given any invariant 
metric g on N which satisfies II([ < 1, (4.1.2) and (4.1.3), there exists a 
complete metric on Moo, god such that: 

(4.2.1) the restriction of god to N coincides with g; 
(4.2.2) Vol(N x R +) _< C1Vol(N), 
(4.2.3) IKg= I -< C'(n, A, p); 
(4.2.4) [II(N)I < 1. 

Proof: We shall first construct a metric g' on N x R +. Then we shall obtain 
god by extending g' to M. 

From the proof of Theorem 1.3 in [CG2], we see that using the polarized 
F-structure ~" on N one is able to construct a continuous invariant volume 
collapse {g~}0<~_<l on N,  with gl = g, which satisfies 

(4.2.5) [KgeI5 C2(g); 
(4.2.6) Vol(N, g~) _< C2 Vol(N)e kin ~l ln6] k 

where k is the rank of ~ (the rank of f is defined to be the smallest 
dimension of all orbits.) We define a Riemannian metric on N x R + by 
9' = g~-~Odr 2. Then we extend g' to M such that [Is <_ 1 and [II(N)] <_ 1. 
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We now inspect (4.2.2) and (4.2.3). Let V~ denote the volume of 
N • {r}. From (4.2.6), we then derive (4.2.2) by 

/0 /0 Vol(N x R +) = V~dr <_ C2 Vol(N)e-k~r3dr 

< n!C2 Vol(N) = C1 Vol(N) . 

Note that  by our definition for g~, it is easy to see that (4.2.3) is equiv- 
alent to [Kgt[ < C2(n,A,p). However, as indicated by (4.2.5), the bound 
on [I(g6 [ may depend on the initial metric (also see Example 4.4). We shall 
show that conditions (4.1.2) and (4.1.3) enter to guarantee a bound as in 
(4.2.3). This can be seen by carefully inspecting the proof of Theorem 1.3 
in [CG2]. We now explain this in more detail. 

Recall the construction of g~ in [CG2]. The idea is to construct collapse 
on each chart, and match them up properly on overlaps of the charts. W(, 
first check the collapsed sequence on a chart. 

For any x E N,  choose a chart of ~-[N, (U~,U~,Tk~). First, by (1.1.1) 
in Theorem 1.1, we can assume Bx(p) C U~, where p is given by (4.1.3). 
Since jc is polarized and compatible with the metric, by passing to a finite 
cover, we may assume that T k~ acts freely on U~ as isometries. Thus. 
the orbit space X~ = [;~/T k~ is a Riemannian manifold with the quotient 

metric, and the projection r(~ : U~ ---* X~ is a Riemannian submersion. 
The collapse formed on 5~, g~, is multiplying the metric on the vertical 
component by 5 2 while keeping the metric on the horizontal space (see 
[CC3]). 

From the computat ion in [Gro], the bound on Kg 6 depends on the 
bound in (4.1.2) and bounds on K 9 and K~. By O'Neil 's formula [O], the 
sectional curvature on X~ is always greater than the sectional curvature of 
the horizontal space in U~. Here the problem is to bound K~ from above. 
By O'Neil 's formula for horizontal section, it suffices to show that O'Neil's 
tensor, A, has a bound depending on (4.1.2) and (4.1.3) (see [O]). 

Now given any unit horizontal vector fields Y1 and Y2 such that g(Y1, Y~-) 
= 0 and given any unit vertical vector field T. Since g([Y~, T], ]~) = 0, we 
then derive 

g(T, Ay, ]/2) = g(T, 1/2[Y1, I/2]) = g(T, Vv, Y2) = - g ( V v l  T, Y2). 

By the above, the proof reduces to bound 1[~TypT][ in terms of A and p. 
We first fix a point p and let 7 : [0, r] --~ M be the minimal geodesic 

tangent to Y = ]/1 at p, where r = p/2. Assume the parameter  is the arc 
length. We can assume that there is a Sl-subgroup of T k~ such that T is 
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the velocity vector field. Note that in the above set up, we have [Y, T] = 0. 
By the compatibility with the metric, the Sl-action on 7 generates a family 
of geodesics. Hence, T is actually a Jacobi field on 7. Put  VypT = T'(0). 

We first observe that  the bound in (4.1.2) implies that e-2htllT(O)l I < 
IIT(t)ll <_ e2AtllT(O)l I. This can be seen by integrate g ( T , T ) ' / g ( T , T )  = 
2g(VyT, T ) /g (T ,T)  = -2g(VTY, T ) /g (T ,T)  = 2g(Y, V T T ) / g ( T , T )  = 
2II(T,  T) on [0, t]. In particular, IIT(r)ll <_ e2nL 

Let T1 be a Jacobi field on 7 such that TI(0) = T(0) and Tl(r) = O. 
Then, the Rauch-estimate implies that  the norm of d expp rT(O) = T~(O) 
is bounded. Put  T2 = T - T1, a Jacobi field on 7. Since T2(0) = 0 and 
T2(r) = T(r),  we then have that  dexpp rT~(0) = T(r).  Hence, 

T(r) + dexpp T;(0) 
d expp T'(0) = 

r 
By the above discussion, the right-hand side of the above equation is bounded 
by a constant depending on A and p. By the Rauch-estimate, we then con- 
r that  IIT'(0)II _< C(A,p).  

We now explain how the above analysis goes through the situation 
where Us has non-empty overlap with charts of different ranks. From the 
proof of Theorem 1.3 in [CG3], we see, in this case, that the collapse on the 
overlap is modified by expanding the metric properly at a rate I ln 5 I. Since 
(4.1.2) and (4.1.3) remain for all 5, we then conclude (4.2.3). D 

COROLLARY 4.3. Under the same assumption as in Lemma 4.2, assume M 
is also an orientable 4n-manifold. Then, 

I Resn(M)[ _< [a(M) - r/(g)[ + C~(n ,A ,p)Vol (g )  . (4.3.1) 

Proof: Put  Mo~ = M t 2 ( N  x R +) and let go~ be as Lemma4.2 .  From 
(4.2.3), we have ]IPL(f))[[ _< C3(A,p). By (3.5) and (3.6), we derive 

[ResL(M)I = I / i "  PL(f~)[ (4.3.2) 
d M  o~ 

[ /i ~ PL(f~)[ + C3(n, A, p) Vol(N) < 

By (4.2.4), we can write [II~,(N)I <_ C3 Vol(N). Thus, applying the Atiyah- 
Patodi-Singer index formula to the first term, we obtain 

I / ] ,  nL(12)l <- ]a(M) - •(N)[ + [II~(N)I (4.3.3) 

_< la(M) - r/(N)l + C3 Vol(N) . 

Combining (4.3.2) and (4.3.3) we then see (4.3.1). D 
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Proof of Theorem 4.1: Let V 4n be as in Theorem 4.1. For the sake of 
distinction, we use go to denote the original metric on U 4n, and use gl 
to denote the metric on U~ as in Lemma 4.2 constructed from go]OU 4~. 
Clearly, go = gl on OU 4n. By Corollary 4.3, conditions (4.1.2) and (4.1.3) 
yield 

I ResL(U4n)] ~- I~ - r]( 0U4n, gl)l  + 63( A, P) Vol(0U 4~, g~) (4.4.1) 

Applying the Atiyah-Patodi-Singer index formula to f u ~  PL (fl0), we see 

(7(U4n) -- 7]( ou4n ,  go ) -~" /U 4n PL ( ~-~O ) -- I Icr ( C~U4n, gO) �9 (4.4.2) 

Since go = gl on OU 4~, plugging (4.4.2) into (4.4.1) yields 

laesL(U4n)l< lf 4-PL(e~ +lII (~176 + C3(h' P) V~176 " 

(4.4.3) 
Since IKI <_ 1, we see ItPL(eo)ll <_ c and thus I J'v,oPL( o)l <_ 
C Vol(U 4n, go). By (4.1.1), we can have IIIo(OU 4~, 9o)1 <_ C(A) Vol(0U 4~, go). 
Finally, substituting these two inequalities into (4.4.3) we then obtain (4.1.4). 

Next, we give an example showing that  condition (4.1.3) is necessary. 

EXAMPLE 4.4: Let N1 = S z x S 1, and let F be the T2-action on N1. Let 
{g6} be the invariant volume collapse on N1 as in Example 1.4. For each 
6 > 0, let ~ be the product metric of g6 and the unit circle. 

Choose any Sl-subgroup, T a, of ~- which has no fixed-points on N1. 
Clearly, for all 6 > 0, the second fundamental form of T 1-orbits is indepen- 
dent of 6 (this can be seen by lifting the T 1-orbits to the universal covering 
space of N1). For each fixed 6, we use ge,~ to denote the invariant volume 
collapse formed by multiplying the metric on the subspace tangent to the 
Tl-orbit  by e 2 while keeping the metric g~ on its orthogonal complement. 
The limit space is a product of the metric space, X~, with the unit circle, 
where Xe is a rugby ball with singularity at two poles. Clearly, X~ is get- 
ting thinner and thinner as 6 ~ 0, and therefore the absolute value of the 
sectional curvature goes to infinity as 6 ~ 0. 

Note that  p(T 1 , g~) ---* 0 as 6 ~ 0. 
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g. T h e  p r o o f  of  T h e o r e m  0.3. 
In this part, M 4 will be a sufficiently injectivity radius collapsed 4- 

manifold, f ~  will be an associated F-structure on M 4. By Theorem 1.1, we 
can choose the collapsed metric compatible with f a .  

T H E O R E M  4.5. Let M 4 and ~a be as the above. Then there exist con- 
stants A > 0 and p > 0, such that each component Wo of W(i~a) has a 
neighborhood U0, U0 n W ( f , )  = W0, which satis~es (4.1.1)-(4.1.3) and 
Vol(0Uo) < C(p) Vol(U0). 

We will first give a proof for Theorem 0.3 by assuming Theorem 4.5; 
the proof of Theorem 4.5 will occupy the rest of this paper. 

Proof of Theorem 0.3: The constant v is determined as follows: Let v4 > 
0 be a sufficiently small number so that Vol(M 4) < v4 implies that  for 
all x C M 4, the injectivity radius of M 4 is smaller than i4, the critical 
injectivity radius in dimension four (see w Choose U0 as in Theorem 
4.5, and let A > 0, p > 0 and C(p) be the constants in Theorem 4.5. 
From Theorem 4.1, we obtain (4.1.4) with a constant C(A,p). Put  v = 
(1/2) rain{v4, 1/[C(A, p)(1 + C(p))]). 

Assume Vol(M 4) < v. Since v < v4, we can assume the associated F- 
structure f ~  on M. By Corollary 2.10, it suffices to show each component 
with compact closure W0 of W(5 v) is inessential. 

From (4.1.4) and the choice for v, we then derive 

I ResL(U)I _< C(A, p)(Vol(U0) + Vol(0U0)) 

_< C(A, p)(Vol(U0) + C(p) Vol(U0)) 

_< C(A, p)(1 + C(p)) Vol(M 4) < 1 / 2 .  

Since UoNW(J:) = Wo (Theorem 4.5), [ ResL(T~(W0))] = ] aesL(U0)] < 1/2. 
Finally, by Proposition 3.8 we then conclude that  W0 is inessential. D 

h. F - s t ruc tures  and N - s t r u c t u r e s  in d i m e n s i o n  four. 
We observe the assertion in Theorem 4.5 that  p(.T'~lOUo ) >_ p > 0 

amounts to saying that  the f~-orbits  absorb all collapsed directions of the 
metric; roughly speaking, this means that for all x E M, the homotopy 
classes of all short geodesic loops at x are contained in 7h (Ox, x). According 
to [CG3], the orbit (9x points to the most collapsed directions at x, that is, 
the directions in which the geodesic loops have length proportional to the 
injectivity radius at x by a constant ([CG3]). A priori, the normal injectivity 
radius of an associated F-structure may not have a uniform lower bound. 

In [CFG], the theory of F-structure was generalized to N-structure 
(compare Remark 1.2). The definition for N-structure is similar to the 
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definition of F-structure (see w except in a chart (U~, Us, N~"),  N k" is a 

nilpotent group of dimension k~ and r~ : U~ -* U is allowed to be an infi- 
nite cover. In [CFG], it was showed that on a sufficiently injectivity radius 
collapsed manifold, given all small e > 0, one can construct a N-structure, 
Aft, which actually absorb all collapsed directions (compare with Theorem 
1.1). In particular, the F-structure jr~ is a (commutative) substructure of 
Aft. We denote by Ha an associated N-structure with e = in, the critical 
injectivity radius in dimension n. 

The reason we use F-structure instead of N-structure in this paper is 
that  we can apply the residue theory in [Ya] while a N-structure is not suit- 
able for this purpose. The following lemma is crucial to prove Theorem 4.1. 

LEMMA 4.6. Let M 4 be as in Theorem 4.5, let A/" and jr be the associated 
N-structure and F-structure on M respectively. Then there is a constant 
r > 0 such that the restriction Af]Tr(W0) = jr]T~(W0). 

Remark 4.7: By Lemma 4.6, we can assume the jra-orbits in T~(Wo) absorb 
all collapsed directions. Since jra is constructed with a fixed collapsing 
scale, from [CFG] (see page 365) we have the following easy consequences: 
(i) there exists a constant p0 > 0 such that each Sl-orbit  in T~(Wo) has 
normal injectivity radius _> P0. In particular, Tp(Wo) ~- Ui,k or U3; (ii) the 
second fundamental forms of all Jr-orbits in Tr(Wo) -Tpo (Wo) are bounded 
by A(p0); (iii) p(jrlOTpo(Wo)) >_ P(po) > 0 for some constant p depending 
on p0- 

The proof of Lemma 4.6 requires certain preparation, and we will first 
give a proof for Theorem 4.5 by assuming Lemma 4.6. In the proof of 
Theorem 4.5, we also need a result in [CG4]. 

T H E O R E M  4.8 ([CG4]). Let M ~ be a complete n-manifold with bounded 
sectional curvature [K[ _~ 1. Assume M ~ admits  an F-structure compatible 
with the metric. Then, given a saturated subset X C M n, and a real number 
0 < e ~ 1, there is a saturated submanifold U n with smooth boundary OU n 
such that for some constant C~ depending on n, 

x c u" c 

Vol(OU") _< C .  Vol(T (X))e - '  , 
]III(OU")II <_ Cne -~ , 

(4.8.1) 
(4.8.2) 
(4.8.3) 

Proof of Theorem 4.5: Let Ha and jra denote the associated N-structure 
and the associated F-structure on M 4 respectively. By Lemma 4.6, there 
is a constant r > 0 such that  Ha = jra on Tr(Wo). From Remark 4.7, 
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we then obtain a constant, p0, such that Tp(Wo) is homeomorphic to U~,k 
or U3. Without loss of generality, we can assume r /2  > po. Clearly, 
Tpo ( W o ) N W ( ~ )  -- 0. Finally, applying Theorem 4.8 to W0 with �9 = po/2 we 
then obtain the desired neighborhood U0. (Note that in our circumstances, 
it is not hard to see that  U0 is homeomorphic to TpoWo. ) Finally, we see 
that (4.1.1) is from (4.8.3), and (4.1.2) and (4.1.3) are from Remark 4.7. D 

i. T h e  l i m i t i n g  r / - invar iants  a s s o c i a t e d  to  v o l u m e  col lapses .  
As a preparation for the proof of Lemma 4.6, we will briefly recall the 

two different kinds of the limiting eta-invariants in [CG2]. Note that the 
inequality (4.10) and residue formula (4.11.2) below will be used in the proof 
of Lemma 4.6. 

Let N be a (4n - 1)-dimensional closed orientable manifold. Assume 
N admits a volume collapse, {g~}. Let r/(N, gi) denote the eta-invariant of 
Atiyah-Patodi-Singer (see [APS1], [APS2]). In [CG1], it was found that if 
{gi} satisfies certain conditions, then the limit, limi~o~ r/(N, gi), exists and 
has topological significance. 

Let 7r : N --~ N be the universal covering. A metric g on N is said to 
have bounded covering geometry (briefly, BCG) if the pullback metric on N 
has injectivity radius >__ 1. A volume collapse {gi} is said to have BCG if 
~*(gi) has BCG for all i. 

T H E O R E M  4.9 ([CG1]). Let N be an orientable closed (4n - 1)-manifold. 
Assume N admits  a volume collapse {gi} with BCG. Then, the limit. 
~*(N) = limi~o~ ~/(N, gi), exists and is independent of the volume collapse. 

A topological interpretation of r/*(N) in 3-dimensional case can be 
found in [Roll. The proof of Theorem 4.8 in [CG1] is to show that for 
any metric on N with BCG 

I r / * ( N )  - r/(N, g)l -< Vol(N, g). (4.10) 

We now consider the other limiting eta-invariant. Assume N admits 
a polarized F-structure, 5 v. By Theorem 1.3, N admits invariant volume 
collapses. 

THEOREM 4.11 ([CG1]). Let N and .T be as above. Then, for any in- 
variant volume collapse as constructed in Theorem 1.3, then the limit, 
limi_o~ r/(N, gi ), exists, and is independent of  the invariant volume collapse. 

We will call the limiting eta-invariants as in Theorem 4.11 the limit- 
ing eta-invariant associated to )r, and denoted it by T/(N, .T). Notice that 
y(N, .T) does depend on .T, that is, N may admit two different polarized 
F-structures, ~'l, .~"2, such that  r/(N, 9rl) # q(N, ~2) (see [Rol]). 
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Next, we will derive a residue formula for y(N, 5V). For this purpose, 
we assume there is a compact orientable 4n-manifold M, OM = N and 5V 
extends to an F-structure on M (note that the extension may have singu- 
larity). 

As in w we form M ~  = M U ( N  x R+), and parallel extend 5V to Mo~, 
and then construct an invariant metric on Moo, goo, which satisfies (4.2.1)- 
(4.2.3). Let PL(~) be the Hirzebruch's signature form in the L-polynomial, 
PL. Combining (3.5) and (3.6), we see fMoo PL(12) = ~-,i ResL(Zi). 

From our construction for goo, it is easy to see that  Mi = M U ( N  x [0, i]) 
forms an invariant good chopping. Thus, we apply the Atiyah-Patodi-Singer 
index formula to Mi, and obtain 

f M  P L ( n )  = - - II (OM ) . 
i 

(4.11.1) 

Moreover, a(Mi) = a (M) ,  l i m i _ ~  ~(OMi) = ~(N, 5V) and limi__,~ II~(OMi) 
= 0; the second equation follows from Theorem 4.11, and the third equation 
is due to the fact Mi is a good chopping. Finally, taking the limit to (4.11.1) 
as i ~ 2 ,  combining with (3.3) we then conclude 

a(M)- y(N, SV) = E ResL(Z,) . 
i 

4.11.2) 

The above two limiting eta-invariants coincides if N admits an mjective 
F-structure. A polarized F-structure is said to be injective if the fundamen- 
tal group of 5C-orbit injects into the fundamental  group of the manifold. In 
[Rol], we showed that  if 5V is injective, then the invariant volume collapse 
in Theorem 1.3 has BCG. In this case, ~(N, SV) = r/*(N). 

LEMMA 4.12. (4.12.1) OU~,k admits an invariant volume {g~} collapse with 
BCG and p(svl,k, gi) _> 1. 

(4.12.2) a(Ul,k) - y(2)(0Ul,k) = k/3. 

Proo]: Note that  5vl,klOUl,k is injective. By Theorem 2.5 in [Rol] we then 
conclude (4.12.1). 

By Theorem 4.8 and Theorem 4.10, from (4.12.1) we have y*(N) -- 
limi__.o~ q( N, gi)=r/( N, 5vik ). So, (7(Ul,k )--r](2)( OUl,k )-~tT(Ul,k )--T]((~Ul,lc, . ~ l , k ) '  

By Lemma 3.7, a(Ul,k)-y(OUl,k, 5vl,k) = ResL(Z(5Vl,k))=I/3 Res(Z(svl,k)) = 
k/3 because PL = 1/3P1. a 
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Proof of Lemma 3.6: First, as seen in g, we obtain two compatible struc- 
tures on M, the associated N-structure Ha and its a substructure, the as- 
sociated F-structure 9t-a. 

We will proceed by contradiction. Assume there is a component W0 
of W(gt'a) such that  T,(Wo) contains nil-orbits for some sufficiently small 
e > 0. In this case, it is not hard to see that T((Wo) ~- Ul,k for some 
k r 0, and thus W0 actually is an isolated singular orbit. By Theorem 1.7 
in [CFG], we can choose a chart ofAf,  (U, U, N3), such that T~o(Wo) C U 
for some universal constant r0 > 0. (Note that W0 is an (singular) orbit 
of Af.) Also, since W0 is an isolated singular orbit, the normal injectivity 
radius of W0 satisfies p(Wo) > pl > 0, where Pl is a constant (compare 
Remark 4.7). Without losing generality, we assume r0 >_ pt. Moreover, the 
second fundamental  form of (gTp~ (W0) is bounded by a number C(p~). 

We now apply the Atiyah-Patodi-Singer index formula to Tpl (W0), and 
derive 

I f  
(Wo))- PL( ) + I I I ~ ( O T p l ( W o ) ) l  . 

(4.13.1) 

We claim that  the right hand side can be made arbitrarily small, pro- 
vided the metric is sufficiently injectivity radius collapsed. This is clear 
for the integral term because IKI <_ 1 and the volume Vol(Tp, (Wo)) ~- 
diam(Wo)pl can be made arbitrarily small. Since III(OTp,(O))I <_ C(pl) 
and Vol(0Tp~ (W0)) is as small as we like, provided diam(0Tp, (Wo)) is suf- 
ficiently small, II,,(OTp, (Wo)) can be make sufficiently small. 

On the other hand, since Tpl (Wo) ~- Ul,k for some k r 0, by Lemma 
4.12 and Theorem 4.10 we derive 

-3<--3-1 Ik[ = la(Tp, (W0)) - 7/(2)((9Tp, (W0))l (4.13.2) 

< Io(Tp,(W0)) - o(OTp,(Wo))I + 1O(2)(OT~,(Wo)) - ~(OTo,(Wo))I. 

From (4.13.1) and the discussion, the first term on the right-hand side of 
(4.13.2) is sufficiently small, provided the metric is sufficiently collapsed. 
We will derive a contradiction by showing the second term on the right- 
hand side of (4.13.2) is also small. From (4.9), it suffices to check that the 
induced metric on OTpl (Wo) has bounded covering geometry by a universal 
constant. This condition is satisfied because OTp, (Wo) is a single X-orbi t  
which is injective. D 
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E X I S T E N C E  OF P O L A R I Z E D  F - S T R U C T U R E S  
O N  C O L L A P S E D  M A N I F O L D S  

W I T H  B O U N D E D  C U R V A T U R E  A N D  D I A M E T E R  

J.  CHEEGER AND X. RONG 

A b s t r a c t  
We study the class of collapsed Riemannian n-manifolds with bounded sec- 
tional curvature and diameter. Our main result asserts that there is a con- 
stant, 5(n, d) > 0, such that i fa  compact n-manifold has bounded curvature, 
[KM-I --< 1, bounded diameter, diam(M n) < d and sufficiently small volume, 
Vol(M n) <_ 5(n, d), then it admits a mixed polarized F-structure. As a con- 
sequence, infg Vol(M '~, g) = 0, where the infimum is taken over all metrics 
with IK(M,Lg)L <__ 1. This assertion can be viewed as a weakened version of 
Gromov's "critical volume" conjecture. 

O. I n t r o d u c t i o n  

We will begin by briefly recall ing the  not ion of F-s t ruc tu re  and some relevant 
related concepts;  for fur ther  details, see [CG1], [CG2], [CR] and sections 1 3 
below. 

An F-structure, .f, on a manifold,  M n, is a kind of general ized torus 
action. Specifically, it is a sheaf of Lie algebras, together  wi th  a homomor-  
phism of this sheaf onto a sheaf of abel ian Lie algebras of vector  fields, ey ,  
for which a cer ta in  addi t ional  condi t ion  is satisfied. In the  sequel, only the  
image sheaf  e j ,  plays a role. 

Let  f denote  a subsheaf  of e2  and fx its s talk at x. The  addi t ional  
condit ion on e j= is the  following. For all x E M ' ,  there  exists an open 
neighborhood,  U(x), and a subsheaf, f ( x ) ,  of e2lV(x), such tha t  f(x)~ = 
(es~)x and such tha t  for some finite normal  covering space, 7r : U(x)  --~ U(x), 
the lifted Lie a lgebra sheaf, f(x), is a constant  sheaf, which is isomorphic to 
the infini tesimal genera tors  of the  effective act ion of a torus, T k(x), on U(x) .  

If all stalks, (e~-)~., of the  sheaf, e~-, have the  same dimension,  k(x) = k, 
the s t ruc ture  is cMled pure. Otherwise ,  i t  is called mized. 

If for all x, one can choose U(x) and U(x) ,  such t h a t / ) ( x )  = U(x), then  
the F-s t ruc tu re  is cMled a T-structure. In this case, e~- is actual ly  the  Lie 
algebra sheaf  of a sheaf of tori, 87 .  If in addit ion,  ¢- is a pure s t ructure ,  
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then the sheaf, g~:, can be described alternatively as a flat torus bundle 
with holonomy in SL(k,  Z). 

If M n is simply connected, a pure F-s t ructure  is actually a T-structure 
for which the bundle, gs~, has trivial holonomy. Thus, in the simply con- 
nected case, modulo a choice of isomorphism of some fiber with the s tandard  
torus, a pure F-s t ruc ture  is just  an ordinary torus action. 

A substructure is defined by a subsheaf of eT, for which the action gen- 
erated by each f (x )  is isomorphic to a torus action, i.e. the orbits are closed. 

The action on each 0 (x )  of its covering group, preserves the orbits of 
the action generated by f (x ) .  Hence, the open set, U(x), is part i t ioned 
into the projections of these orbits. Clearly, the projected orbit  through a 
point, x, is independent of the choice of neighborhood, U(x). It is denoted, 
(9~, the orbit of x. It follows tha t  M ~ is the disjoint union of orbits, (9~. 
Every such orbit  is diffeomorphic to a compact  flat Riemannian manifold, 
by a diffeomorphism which is unique up to atfine equivalence of the flat 
manifold. 

The rank of the structure is the dimension of the orbit,  (gx, of smallest 
dimension. An orbit,  (.gz, is called singular if dim (gz < k(x). The singular 
set S, is by definition, the union of the singular orbits. As with a group 
action the set S, has a canonical "coarse" stratification into s trata ,  Si. By 
definition, Si consists of all orbits of dimension i. Note that  S.i may contain 
exceptional orbits which are mult iply covered. 

If S is empty, the structure is said to be polarized. 
A Riemannian metric, g, on M n is called invariant for 5 ~, if e j= is actually 

a sheaf of Killing fields of g. Every F-s t ructure  admits  invariant metrics 
whose sectional curvatures satisfy the normalization, IKI < 1. 

For addit ional  background on the relation between F-structures  and col- 
lapsed Riemannian manifolds with bounded curvature, see [CG1,2], [CR], 
[F1-4], [G1,21, [m-3l. 

We now specialize to the situation which is the focus of this paper. 
Let M n be a compact  Riemannian manifold, with bounded sectional cur- 

vature, say ]KMn I -< 1. By [CFG], IF1-4], there exists a constant e(n, d) > O, 
such tha t  if in addition, d i a m ( M  n) < d and Vol(M ~) < e(n, d), then M n 
admits  a pure F-structure,  5 ~, of positive rank, for which a metric, g' ,  close 
to the given one is invariant. After multiplying g' by a suitable constant 
(close to 1) we can assume that  g~ satisfies 

IK(M,,g,)I _< 1 , d i a m ( M n , g  ') < d' , Vol(M'~,g ') < e(n,d') . 

Moreover, we can assume that  for the metric, g', there are definite bounds 
on the higher covariant derivatives of the curvature tensor. 
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Our main result, Theorem 0.1, asserts that pure F-structures which 
arise in this way enjoy a significant property which is not shared by pure 
F-structures in general. Such an F-structure will be called a sufficiently 
collapsible pure F-s~iiitdfure. 

T h e o r e m  0.1. There exists 6(n, d) > O, such that if  M~ satisfies [KM~ [ ~ 
1, diam(M ~) < d and Vol(M ") <_ 6(n, d), then the associated sufficiently 
collapsible F-structure .T admits a polarized substructure. 

For M ~ simply connected, a pure F-structure is (up to choice of isomor- 
phism) a torus action. If such a structure has positive rank, it follows that 
any 1-dimensional subgroup (with closed orbits) which does not intersect 
any nontrivial isotropy group defines a polarized substructure. Thus, in 
Theorem 0.1, implicitly our concern is with the nonsimply connected case. 

Typically, the polarized substructure constructed in Theorem 0.1 will be 
mixed. In this connection, note that by Example 6.4 of [CR], there exist 
pure structures satisfying the assumptions of Theorem 0.1 (for fixed d and 
arbitrarily small 6) which admit no pure polarized substructure. 

Gromov defined the Minimal Volume of a compact manifold by 

MinVol(M") = inf Vol(M ~, g) , 
g 

where the infimum is taken over all metrics, with bounded sectional curva- 
ture, IK(Mn g)l _< 1; see [G2]. He conjectured the existence of a "gap" or 
"critical volmne", i.e. there exists 5(n) > 0 such that MinVol(M ~) < ~(n) 
implies Min Vol(M n) = 0. 

By the collapsing construction of [CG1], the existence of a polarized F- 
structure on M n implies MinVol(M") = 0. Thus, Theorem 0.1 implies the 
following weakened version of Gromov's conjecture. 

T h e o r e m  0.2. There exists 5(n,d) > 0 such that i f  M n admits a metric 
with 

IKM "l-~ 1 ,  diam(M n ) _ < d ,  V o l ( f  '*) ~ 6 ( n , d )  , 

then Min Vol (M") = 0. 

It might seem natural to try to replace the conclusion, Min VoI(M ~) = 0, 
in Theorem 0.2, with the stronger assertion that  M n collapses with bounded 
curvature and diameter. However, Example 6.4 of [CR] indicates that this 
could well be false in general. 

By the finiteness theorem of [C], for all v > 0, there are only finitely many 
diffeomorphism types of manifolds satisfying ]KM-[ _~ 1, diam(M n) < d, 
for which in addition, Vol(M n) > v; see also [Pe]. Hence, we obtain 
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COROLLARY 0.3. For all n, d > 0, there are only a finite number of dif- 
feomorphism classes of manifolds of  nonvanishing minimal volume, which 
admit a metric with [KM~ I --< 1, d i am(M n) < d. 

Corollary 0.3 implies tha t  there is a sense in which "most" manifolds 
with IKM,~ l -< t have minimal volume zero. Indeed, according to [G1] for all 
n _> 3, d > 0, there exist infinitely many manifolds admit t ing a metric with 
IKM n I --< 1 and d i a m ( M  n) _< d. Moreover, it follows from the construction 
of [CR], Example 6.4, that  given n > 4, there exists an increasing sequence, 
di -~ co, such tha t  for all i, there are infinitely many manifolds admit t ing 
a metric with IKM~ I <_ 1, d i am(M n) _< d,+l ,  which admit  no metric with 
IKM n I --< 1, d i am(M n) < di. 

If M 2k has some real characteristic number nonzero, then by Chern- 
Weil theory, there is a definite positive lower bound on Min Vol(M2k); [C]. In 
[CG1], examples of pure positive rank F-structures on compact 4k-manifolds 
with nonvanishing Pontrjagin numbers are given (the first such example was 
due to T. Janusziewcz). These examples show tha t  in order to obtain the 
existence of a polarized substructure,  some addit ional geometric hypothesis 
on the pure F-s t ructure  is required. 

I t  is possible however, that  the bound on the diameter  assumed in The- 
orem 0.1 is actually unnecessary and that  a polarized substructure exists 
whenever IKI _< 1, Vol(M ") < 6(n), a sufficiently small positive constant. 
Presently, this is known to hold for n = 2 ([C]), n = 3 ([CG1,2]) and n = 4 
([Bul,2], [R1,2]); but compare Example 4.1 of [CG1]. If indeed, the bound 
on diameter  is unnecessary, then by the collapsing construction of [CG1], 
the "critical volume" conjecture holds; in part icular,  it holds for n <_ 4. 

We now briefly describe the contents of the remaining 5 sections of the 
paper.  

As is explained in section 1, the proof of Theorem 0.1 will be carried out 
by working on the frame bundle, F M  n. In section 1, we also introduce a 
proper ty  of a rb i t ra ry  pure F-s t ruc tures  and a proper ty  of pure F-s t ruc tures  
which satisfy the geometric assumptions of Theorem 0.1. These two prop- 
erties play a crucial role in the proof. 

In section 2, we prove Theorem 0.1 modulo the above mentioned two 
properties.  

In section 3, we establish the property of a rb i t ra ry  pure F-s t ructures;  see 
Theorem 3.2. I t  concerns a certain canonical (mixed) substructure defined in 
a neighborhood of the singular set, S. This substructure,  which is generated 
by the kernels of the local torus actions, turns  out to be an F-s t ruc ture  of 
an extremely special type. 

In section 4, we establish the proper ty  of pure F-s t ruc tures  which are 
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compatible with sufficiently collapsed metrics; see Theorem 4.1. Namely, 
over each s t ratum, Si, there exists a pure polarized substructure, T'i. 

In section 5, we give a generalization of Theorem 0.1 to the case in which 
only a bound on the diameter  of each component,  S i , j ,  of S is assumed 
(rather than on the diameter  of M ~ itself). 

1. O u t l i n e  o f  T h e  P r o o f  

In this section we give an indication of the proof of Theorem 0.1. Thus, 
unless we make explicit  mention to the contrary, we will assume here that  
our structure,  ~ ,  is a sufficiently collapsible pure F-structure,  equipped with 
an invariant metric. 

Our discussion is simplified considerably by working on the frame bundle, 
F M  n, rather than on M ~ itself; compare IF1-4]. Although this necessitates 
our making all constructions O(n)-equivariant,  in practice, for natural  con- 
structions, O(n)-equivariance turns out to be automatic.  For instance, a 
pure substructure defined over an O(n)-invariant subset of F M  n is always 
O(n)-equivariant; see [CR, Remark 0.1]. 

The advantage of working on F M  n lies in the fact tha t  the canonical 
lift to F M  n of an F-s t ruc ture  is actually a T-structure,  5 r, of a part icularly 
simple type - namely, one for which the local actions are free. (The lift is 
defined via the differentials of the local torus actions.) In particular,  given 
a pure F-s t ruc ture  on M ~, we can regard F M  n as the total  space of an 
O(n)-invariant torus bundle, whose structural  group lies in the group of 
affine automorphisms of the torus, T k. Note that  this group satisfies the 
exact sequence, 

e ~ T k ~ A f f ( T  k) ~ S L ( k ,  Z) -~ e .  

Before proceeding, we point out tha t  the existence of pure F-s t ructures  
of positive rank on sufficiently collapsed manifolds with bounded curvature 
and diameter  was actually proved by working on the frame bundle; see 
IF1-4] and [CFG]; see also [CR] for further discussion. 

In constructing a polarized substructure,  it is clear that  we can restrict 
at tention to a neighborhood of the singular set, S; outside such a neighbor- 
hood, our polarized structure will be chosen to coincide with ~ itself. 

Let D denote the inverse image of S in F M  ~. Observe tha t  D consists of 
those points for which the corresponding torus-fibre and O(n)-fibre intersect 
in a subset of positive dimension. We denote by Di,  the inverse image of Si 
in F M ' L  

On each s t ratum, Di, we define the i so t ropy  s u b s t r u c t u r e ,  Z~, to be the 
unique maximal  substructure,  whose projection to M ~ has rank zero. The 
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orbits of this structure are just the components of the intersections of torus- 
fibres and O(n)-fibres. 

An O(n)-equivariant substructure, 5 y, on F M  ~, descends to a polarized 
substructure on M n, if and only if on each Di, it is transversal to 2-i, i.e. 
on each Di, the intersection of an orbit of T and an orbit of 1:/ consists 
of a finite set of points. Equivalently, E:~ N £i~ = E0, where E0 denotes 
the trivial subsheaf whose stalk at any point is the subgroup consisting of 
the identity element. A substructure of T with this property will be called 
nondegenerate. 

Let l ~ r l  :>> r2 >> . .-  > 0. L e t ~ > 0 .  
Put  Hi(U) = TvT~(Di) \ Ut<iT½T~(Dz), where TT-( ) denotes the r- 

tubular neighborhood. We can assume that  the sequence, {ri}, decreases 
so rapidly that if U <- 3, then for every point, p, of Hi(U), there is a unique 
point of Si closest to p. Note that for i ~ j ,  the intersection, Hi(U)nHj(u) ,  
can be nonempty and might not be connected. 

We also put H~ = Hi( l )  \ (Ji>l Hi(2) and note that H~ C Hi( l )  and 
H.~ A Hj = 0, for all distinct i, j .  

Our O(n)-equivariant nondegenerate substructure of 7" will be construc- 
ted on ~Ji Hi(l) .  A priori, it is not clear why there should exist such a sub- 
structure over even a single Hi(l) .  However, using our geometric hypothesis, 
we will show the following; see Theorem 4.1. 

P r o p e r t y  o f  suff ic ient ly  col lapsible  p u r e  F - s t r u c t u r e s .  On each 
Hi(l),  there exists a pure nondegenerate substructure, Pi, of jr. 

The existence of a pure nondegenerate substructure on each set, Hi(l) ,  
is the only consequence of our geometric assumptions which is used in the 
proof. Indeed, we have the following refinement of Theorem 0.1. 

T h e o r e m  0.1 ~. Let jr be an arbitrary pure F-structure on M n. I f  for all i, 
there is a pure nondegenerate substructure, 7~i, on Hi(l),  then there exists 
a canonical mixed polarized substructure, whose lift to the frame bundle, 
~,  satisfies P[H~ ---- Pi. 

The sense in which the substructure, P ,  is canonical will be made clear 
in the proof of Theorem 0.Y. 

To construct an O(n)-equivariant nondegenerate substructure on 
[-Ji Hi(l) ,  whose restriction to each H~ coincides with "P~, we will introduce 
a certain auxiliary substructure, 2-, defined on [-Ji Hi(2). 

Since Di nHi(2)  is a deformation retract of Hi(2), it follows that ZilDi N 
Hi(2) extends naturally to a pure substructure, Zi, on Hi(2). The collection 
{(///(2), Zi)} determines a mixed structure, Z, on [-Ji Hi(2), whose orbit at a 
point, x, is the orbit of Zio, where i0 is the maximal i, for which x E Hi(2). 
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Clearly, on H~, a pure substructure T C f is nondegenerate if and only 
if it is transversal to ZIH ~. On the other hand, we claim that  Zl(  [Ji H i ( l )  \ 
[-Ji Hi)  has a canonical mixed nondegenerate substructure, C. As will be 
explained in section 2, the nondegenerate substructure, on [Ji H~(1) which 
we are seeking, is obtained by suitably combining a portion of C with a 
collection of substructures derived from the nondegenerate substructures, 
{PilHi(1)}. 

The existence of C is a direct consequence of the following property of 
arbi t rary  pure F-structures;  see Theorem 3.2. 

P r o p e r t y  o f  a r b i t r a r y  p u r e  F - s t r u c t u r e s .  There exists a canonical 
inner product on the Lie algebra, (ez)~, of each stalk of the sheaf, ez, such 
that  the pointwise inner product  of two locM sections of the sheaf, ez, is 
a constant flmction. Moreover, if a subspace of (ei)~ exponentiates to a 
closed subgroup, then so does its orthogonal complement. 

We close this section by mentioning that  the arguments used in estab- 
lishing the above mentioned property of sufficiently collapsible pure F- 
structures are related to those of [CR], where collapsed manifolds with 
bounded diameter and bounded covering geometry are studied. Here in- 
stead, we exploit local bounded covering geometry; see [CFG, Theorem 1.7] 
and section 4. 

2. P r o o f  o f  T h e o r e m  0.1 M o d u l o  T w o  P r o p e r t i e s  o f  P u r e  F -  
s t r u c t u r e s  

Let ~- denote a pure F-s t ructure  on M ~ with invariant metric and let T 
denote the lifted T-structure on F M  n. 

In the proofs of Theorems 0.1, OA r , we will use the following procedure 
for constructing equivariant mixed substructures of T. 

Let {Z~} be a covering of F M  n by O(n)-invariant  sets. Assume that  over 
each Z~, we are given a pure substructure,  /:~. Clearly, there is a unique 
smallest mixed substructure,  /:, such that  for all ~, £:~ is a substructure 
of £1Z~. Moreover, for any {ct} = { a l , . . ' , a i }  the restriction of /2 to 
Z~ 1 N . - .  N Z~, \ Us, ~t(~} Z ~ ,  is the smallest pure structure containing the 
restrictions of ~ ;~1 , ' " , /2~ , ,  to this set. 

Now assume tha t  ~- has nonempty singular set, S, with coarse stratifi- 
cation, $ 1 , . . . ,  Sk. Put  Di = 7r-l(Si) .  Let H1(71),.. . ,  Hk(~) be defined as 
in section 1. 

The proof of Theorem 0.1 consists of three steps: First ,  we construct 
a special invariant open cover for (Ji Hi ( l ) .  Then (as above) we assign to 
each open set of this cover, a pure substructure of T.  Finally, we verify that  
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on every nonempty  mul t ip le  intersect ion,  the  assigned pure  subs t ruc tures  
genera te  a nondegenera te  pure  subs t ruc tu re  (i.e. one which is t ransversa l  to 
the  i so t ropy subs t ruc tu re  on the intersect ion) .  

a .  A n  i n v a r i a n t  o p e n  c o v e r .  For  1 < i < k, pu t  

i>~ 

For  any 1 < j < i _< k, define 

Note  t h a t  since Hi(r/)  is invariant ,  so are Ai and Bid.  Formally,  Ai  behaves  
like B~,-1, a l though for this  to  be correct ,  we mus t  define, H_1(2)  = M n. 

L E M M A  2 . 1 .  

(2.1.1) H;  C Ai C H i ( l )  . 

(2.1.2) H i ( l )  = (Ui>eBi ,e )  U A i .  

(2.1.3) If  Bi,j  N Bi,, j ,  7 5 0 and i > i '  t hen  j > i '  . 

(2.1.4) If  Bi,j  n Ai, 7 ~ 0 ,  then  i '  = i or j >_ i' . 

(2.1.5) Ai  r~ Ai, = 0 ,  for i ¢ i '  . 

Proof .  Since (2.1.1), (2.1.3), (2.1.4) and  (2.1.5) can be seen di rec t ly  from 

the  definition, we will only check (2.1.2). Pu t  Aid = H i ( 1 ) \ U i > e >  j H e ( 3 ) .  
Then  Ai = Ai,e, where g is the smal les t  index such t h a t  De is nonempty.  
I t  is easi ly checked tha t  for i - 1 > j ,  one has Bid U Ai , j  = Ai , j+l  and 
Bi, i -1  U Ai , i -1 = H i ( l ) .  By an obvious induct ive  a rgument ,  the  c la im 
follows, u 

As a consequence of L e m m a  2,1, every  nonempty  intersect ion of a sub- 
col lect ion of {Bid}  U {Ai} can be wr i t t en  in one of the  following forms: 
(2.1.6) X = Bil , j l  N . .  • R B~l,jkl N B~2,t 1 N . . .  r3 Bi2,1k2 N . .  • r) Bi.~,ml CI. • • A 

Bi . . . .  k~, where i l  > j l  > "'" > jk~ > i2 > l l  > . . .  > Ik2 >_ " "  >-- 
i r  > m l  :> - "  > m k ~ .  

(2.1.7) X n Ai,  where  X is as in (2.1.6) and  e i ther  i = i~ or mk,. >_ i. 
(2.1.8) Ai ,  for some i. 

b .  A s s i g n m e n t  o f  p u r e  s t r u c t u r e s .  Assume tha t  on each H i ( l ) ,  there  
is a pure  nondegenera te  subs t ruc ture ,  7~i, of T IHi (1); compare  Theorem 4.1. 

On each nonempty  intersect ion,  H i ( l )  N H i ( l ) ,  where  i > j ,  there  is 
a canonical  subs t ruc ture ,  Zi,j C Zj ,  such t ha t  Zi,j is t ransversa l  to  Zi. By 
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definition, the Lie algebra of a stalk of :/Ti,j is the orthogonal complement 
of the Lie algebra of 17/ in the Lie algebra of Zj, with respect to the inner 
product  described in the proper ty  of arbi t rary  pure F-s t ructures  s tated in 

g 
section 1; see Theorem 3.2. Thus, if Hi ( l )C/  (N~=IHj~(1) )  ~ ~ (where 
i > j l  > j2 > "'" > jg) then on this set, 5<j 1 C --- C Z~,j e. 

We now assign to each element of the collection {Bi,j} U {Ai}, a pure 
nondegenerate substructure as follows. 
(2.2.1) To each Ai, assign the nondegenerate substructure Pi]A~ (note that  

Ai C H i ( l ) ) .  
(2.2.2) To each Bid,  assign a pure substructure, 7~i,d, where 5oi,j = 7 ) /n  

Zj, provided this substructure is nontrivial, and 7)i,j = Zi,jl Bi,j 
otherwise. 

Observe tha t  a pure substructure on Bi,j  is nondegenerate if and only if 
it is transversal to Zj lBi  O. Prom the above definition, it is clear that  ~Pi,j is 
nondegenerate. 

As explained at the beginning of this section, the collection, { (Ai, "PilAi)} 
U {(Bi, j ,7)i , j )} ,  generates a substructure,  P ,  of T[{.JiHI(1 ). Clearly, 
PlH;(1)  = Pi.  In the next subsection we will show that  the substructure, 
7 ~, is nondegenerate. 

c. N o n d e g e n e r a c y  on  m u l t i p l e  i n t e r s e c t i o n s .  The remainder of the 
proof of Theorem 0.1 uses only elementary linear algebra. 

LEMMA 2.3. Assume  Bi,jl UI . . .  N Bi,je is nonempty,  where j l  > "'" > j b  
Then on this subset the pure substructure generated by Pi, j l , .  • •, Pi,je is 
nondegenerate, f f  in addition, Bi,jl N . . .  n Bi,je N Ai, is nonempty,  where 
i' = i or jk  >_ i', then on this subset, the pure substructure generated by 
73i,jl , . . . , 7~i,je, 7~i, is nondegenerate.  

Proof. Since Zj~ C - . .  C Zj~ either 7~i n Zj~ ~ ~ or for some j~, we have 
P.~ ~ Z~ = ~, for s = j l , . . . ,  jr, where j t  is the last such index. We will 
assume tha t  the la t te r  al ternative holds, since the argument in the former 
case is entirely similar to the one that  follows. For the same reason, we can 
assume j t  < jg. 

The substructures assigned to B i , j l , . . . ,  Bi,jt are Z i , j , , . . . ,  Zi,j,, respec- 
tively. The substructures assigned to Bi , j t+ l , . . .  , Bi,je, are Pi  N Z j , + I , . . . ,  
Pi N Zje, respectively. Thus, on Bi,jl KI . . .  CI Bi,jk the pure substructure 
generated by P i , j l , . . . ,  "Pi&, is actually generated by Zi,j~ and Pi A Zj~. 
Moreover, Zi,j, is transversal to gi, Zi,j~ c Zj, ,  and :Pi n27j~ is transversal  to 
:/Tit. To verify the first assertion of Lemma 2.3, it suffices to check tha t  the 
substructure generated by :Z-i,j, and Pi n Y.j, is transversal to Zi. In view of 
the above, this (pointwise) condition follows by elementary linear algebra. 
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We now verify the second assertion. If i t = i, our substructure is gen- 
erated by ~i,j, and P~, where Pi is transversal to 2:j, D "Zij,. On the other 
hand, if ik > i ~, our substructure is generated by Zi,j,, 7)iNIj, and P~,, where 
Pi, is transversal to I j , .  As above, in either case, the assertion follows. [] 

Proof of Theorem 0.1 ~. Given the characterization of the substructure,/2, 
generated by a collection, {(Z~, £~)}, which was stated at the beginning of 
this section, it suffices to check that over each nonempty intersection of sets 
taken from a subcollection of {Bi,j} U {Ai}, the substructure generated by 
the relevant subset of {Pi,j} U {Pi} is nondegenerate. But in view of the 
description of the possible nonempty intersections given in (2.1.6) (2.1.8), 
the nondegeneracy follows by repeated application of Lemma 2.3 (and the 
elementary linear algebra facts, employed in its proof). D 

Proof of Theorem 0.1. As explained in section 1, Theorem 0.1 follows 
directly from Theorem 0.Y and the property of sufficiently collapsible F-  
structures stated in that section (i.e. Theorem 4.1). [] 

REMARK 2.4: Consider the lifted T-structure associated to an arbitrary 
F-structure. As above, it follows that the collection, {(Bi,j, Ii,j)} generates 
a canonical nondegenerate substructure, {C}, over [.J Bi,j. Moreover, it is 
easy to check that  U Bi,j = ~Ji Hi( l)  \ [.Ji H~. 

3. A Property  of  Arbitrary Pure  F-structures  

In this section we prove the property of arbitrary pure F-structures stated in 
section 1. Thus, throughout this section, we will consider an arbitrary pure 
F-structure, ~ ,  on M n, with nonempty singular set. We assume that the 
Riemannian metric on M n is invariant, so that ~" lifts to an O(n)-invariant 
pure polarized T-structure, T,  on the frame bundle, 7r : F M  ~ ---. M n. 

The inner products on stalks, (ez)x, arise from the isotropy represen- 
tations of the local actions of the stalks of $~- on finite covering spaces of 
neighborhoods in the base. For completeness, we will describe these lo- 
cal actions, in the process supplying further details of the description of 
F-structures given at the beginning of the introduction. 

Let F denote the torus fibre of the T-structure, T, and let Afro(F)  de- 
note the identity component of the group of affine automorphisms, A f f ( F ) ,  
of F. Recall that  a choice of affine isomorphism, F ~ T k, induces an iso- 
morphism, Afro(F)  ~- T k, where k is the rank of ~'. 

Let G(F) C O(n) denote the subgroup which preserves F under the 
natural action of O(n) on F M  n. Thus, G(F) = {e}, the trivial subgroup, 
unless F C D. In particular there is a faithful representation, ~- : G(F) ---* 
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Aff(F) .  Let Go(F) C G(F) denote the identity component. Then ~- : 
Go(F) ~ Affo(F). 

Fix el > 0 such that  for every point y E T~I(F ), the q - t u b u l a r  neigh- 
borhood of F ,  there is a unique point, x C F ,  closest to y. Fix  e2, 5 > 0, so 
small that  every component of T6(G(F)) intersects a unique component of 
G(F), in addition, g(T~ (F) ) C Tq (F) and finally, if g(T~2(F))NT~ 2 (F) # O, 
then g E Te(G(F)). 

The action of Afro(F) extends canonically to a torus-fibre preserving 
action on T~ 1 (F);  see [CR, Section 2]. Moreover, for g E r~(ao(F)), the au- 
tomorphism in Af f (F)  defined by, A --, g-lAg, is continuously deformable 
to the identity and hence is trivial. In part icular  the action of elements of 
Te(Go(F)) commutes with the action of Afro(F) on T~(F). 

Put  W = T,~ (F) .  Then W is a disjoint union of equivalence classes, 
where yl ~ y2 if and only if Y2 = gY~, with g E T~(G(F)). Moreover, ~r(W) 
can be identified with the corresponding quotient space with its natural  
topology. Similarly, the equivalence relation Yl ~ Y2 if and only if Y2 = gYl, 
with g C Te(Go(F)), can be identified with a finite normal covering space, 

# : 7r(W) --+ 7r(W), with covering group, the group of components of G(F). 
Since the action of each element of Affo(F) commutes with that  of each 

element of T6(Go(F)), it follows that  there is a canonical action of Afro(F) 
o n  ~r(W). 

Note the action of an element of Affo(F) need not commute with that  
of an element of T~(G(F)). Thus, Affo(F) need not act natural ly on 7r(W) 
itself. Equivalently, an F-s t ruc ture  need not be a T-structure (nor in par- 
ticular, is a flat manifold necessarily a torus). 

Clearly, the isotropy group of any point of ~r -1 (rr(F)) C 7r(W) is 7(G(F)) 
C Af f (F) .  

If x E F ,  then by definition, the stalk of g:r at x is Affo(F). We have 
x E Di,  for some i, if and only if d i m G ( F )  > 0. Let x E D. By definition, 
r(Go(F)) is the stalk of the subsheaf, EL, of g~-. Thus, there is a natural  
(faithful) isotropy representation of (gz~)~ on the tangent  space, We(~), for 
any x C F .  The lifted isotropy representation, p, acts on the quotient of 
the tangent  space, W~, by the tangent space to the O(n)-orbit ,  O(n)~. Let 
xe --~ x, where {xe} C Di, x C Dj and i > j .  Then the limit of the isotropy 
representations, lime~o~ p(Ez,)x~, is the restriction of the representation, 
P((Sz~ )~), to the l imit  subgroup, lime--,~ (gZ,)x~ c (gz~)~. 

Let p,  denote the representation of Lie algebras induced by p. Since a 
torus is compact,  the symmetric bilinear form, 

((A, B)) = -½tr(p.(A)p.(B)) , 
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defines a canonical inner product on the Lie algebra, (ez)x, of the stalk, 
(e:r)x, of ez at x E D. Recall that  up to isomorphism, representations of a 
compact Lie group are isolated. Moreover, the bilinear form, 
- ½ t r ( p . ( A ) p . ( B ) )  is invariant under isomorphism. Thus, it follows that 
the inner product of two local sections of the sheaf, e~, is a constant func- 
tion. Note that local sections of the sheaf, e:r, can be described equivalently 
as local sections of the corresponding vector bundles which are parallel with 
respect to the canonical fiat connection. 

Observe that by the above discussion, if x~ ~ x, where xe c Di, x E Dj  
and i > j ,  then: 
(3.1) The sequence of canonical inner products on Lie algebras, (cz~)xe, con- 

verges to an inner product on the limit Lie algebra, lim~--.o¢ (e:~)xe C 
(ez~)~. Moreover, the limiting inner product, coincides with the re- 
striction to lim~-~oo (ez,)x~, of the canonical inner product on (ez~)x. 

Recall that Z is the substructure of T defined on U~ Hi(2) by the collec- 
tion, {(H~(2),Z~)}. 

Now we can state the main result of this section. 

T h e o r e m  3.2. For alt i, there is a canonical pointwise inner product on 
stalks o f  ez~ such that the inner product o f  two local sections is a constant 
function. Moreover, i f  Hi(2) A Hi(2) ~ ~, where i > j ,  then: 
(3.2.1) The canonical inner product on ez~lHi(2) N Hi(2) coincides with 

the restriction of  the canonical inner product on ez3 ]Hi(2)N Hj (2). 
In particular, the collection of  inner products on the various ez,, 
i -- 1, 2 , . . . ,  defines an inner product on ez.  

(3.2.2) There is a pure substructure, Zi,j, o fZ j  [H.i (2) N Hj (2) such that each 
stalk (ex~,~)x, is the orthogonal complement of  (ez~)~ in (ez~)~. 

Proof. Clearly, the inner product on Lie algebras of stalks of Zi, initially, 
defined over Di, extends naturally over Hi(2). As a consequence of the 
consistency condition implied by (3.1), it follows that  if x C H~(2) A Hi(2), 
where i > j, then the inner product on (ez~)~, obtained by restricting 
the canonical inner product on (ez~)x, coincides with the canonical inner 
product on (ez~)~. This gives (3.2.1). 

To verify (3.2.2), it suffices to consider an orthogonal representation of 
the standard k-torus, T k ---- S 1 x . . .  x S 1. Let ei denote the vector in the Lie 
algebra of T k such that the i-th circle factor is the 1-parameter subgroup 
generated by ei, and exp 2~rei is the identity element. Subtori of T k are in 
1-1 correspondence with subspaees of ]K k, which admit a basis, v l , . . . ,  v j ,  
where vj  -- ~ i  ai,je~, and a i j  is rational, for all i , j .  Thus, by elementary 
linear algebra, an inner product, ( , ) satisfies that  (ei, e~) is rational, for 
all i, ~, if and only if it has the property that the orthogonal complement 



Vol.6, 1996 POLARIZED F-STRUCTURES 423 

of a subspace which exponentiates to a subtorus always exponentiates to a 
subtorus. 

For any representation, p, of T k, there is a decomposition, 

I~ '~ = LI @ " " @ L~ @ K , 

into p-invariant subspaees, where each Lj is 2-dimensional and p(T k) acts 
trivially on K.  On Lj ,  we have p(expte/[exp2rre~]) = Rrn,,~t, where mi,~ E 
Z and R~ denotes rotat ion by s. From this, it follows immediately that  
the inner product ,  ((A, B}} = - ½ t r ( p , ( A ) p , ( B ) ) ,  has the above mentioned 
rat ionali ty property. D 

4.  A P r o p e r t y  o f  S u f f i c i e n t l y  C o l l a p s i b l e  P u r e  F - s t r u c t u r e s  

In this section, we will prove the property of sufficiently collapsible pure 
F-structures  which was s tated in section 1. 

T h e o r e m  4.1. Let  the assumptions be as in Theorem 0.1. I f  J r is a suffi- 
ciently collapsible pure F-structure, with lifted structure, T ,  then for M1 i, 
TID~ has a pure nondegenerate substructure. 

First  we will recall from [CR], geometric conditions which guarantee the 
existence of a nondegenerate pure substructure on the frame bundle over a 
subset of M n. In [CR], the assumptions were such tha t  this subset could be 
taken to be M n itself. Here, we will show that  these conditions are actually 
satisfied when restricted to each set, Di. 

a. A c r i t e r i o n  for  t h e  e x i s t e n c e  o f  t r a n s v e r s a l  s u b s t r u c t u r e s .  Let 
p : E ~ B be a fiber bundle with fiber a torus, T k, and structural  group 
A f f ( T k ) .  Assume tha t  E is equipped with an invariant metric, for the local 
action described in section 3. In particular,  the projection, p, is a Riemann 
submersion. 

Recall tha t  a subfibration of p : E --~ B is a fibration, Pl : E --~ BI ,  such 
that  each fiber of pl  is a total ly  geodesic submanifold of a fiber of p. Let P2 
be another subfibration of p. We say tha t  P2 is transversal to pl  if the fiber 
of the la t ter  is tranversal to  tha t  of the former at each point (cf. [CR]). 

T h e o r e m  4.2 [CR]. There exists a constant, ~(n, d, A, p) > 0, such that the 
following conditions imply the existence o f  a subfibration o f  p transversal 
to pl  , 
(4.2.1) d iam(E)  < d, 
(4.2.2) the second fundamental form of  each p-fiber satisfies [[II(F)][ <_ A, 
(4.2.3) the injectivi ty radius of  each pl-fiber is greater  than p, 
(4.2.4) the diameter o f  every p-fiber satisfies, d iam(F)  < e(n, d, A, p). 
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Now let M n be as in Theorem 4.1,_with the lifted T-structure, 21", on 
F M  ~ and a degenerate set D. Let f : F M  ~ --* B] be the projection 
to the orbit space of the bundle, F --* F M  n ---+ B]  defined by T. Then 

]~ : D~ --* B~, the restriction of f to Di, is also an O(n)-invariant torus 
bundle. Moreover, the substructure, Zi, of Di gives rise to an O(n)-invariant 
subfibration, pi : Di ~ Bp . 

In view of Theorem 4.2, the following proposition implies Theorem 4.1. 

PROPOSITION 4.3. Let the assumptions be as in Theorem 4.1. Then, there 
exist constants, h(n, d), A(n) and p(n ), such that for all i, the following hold. 
(4.3.1) The second fundamental form of each ]i-fiber satisfies ]II (][ -l ( x) )[ 

< A(~), 
(4.3.2) diam(D~) < h(n,d),  
(4.3.3) the injectivity radius of each pi-fiber is greater than po(n). 

b. P r o o f  o f  (4.3.1). By [CFG], there exists a constant, A(n), such 
that the O(n)-invaxiant fibration, f : F M  "~ --~ B]  satisfies (4.3.1). Hence, 

]~ : D~ --* Bi satisfies (4.3.1). 

c. P r o o f  o f  (4.3.2). As in section 1, we have S/ = ~r(Di), where S~ is a 
singular s tratum of S = n(D). There is a universal constant, C, such that 

C - ]  • diam(Si) < diam(Di) < C .  diaIn(Si) . 

By the above discussion, (4.3.2) is equivalent to 

LEMMA 4.4. Let the assumptions be as in Proposition 4.3. There exists 
a constant, h(n, d) > O, depending on n and d such that each singular 
stratum, S~, has diameter < h(n, d). 

Proof. We argue by contradiction. Assume that there is a sequence of n- 
manifolds, {Mj~}, which satisfy the assumptions of Theorem 4.1 and such 
that  the invariant pure structure on Mj ~ has a singular stratum, Si~ (M~), 
with diam(Si~ (M~)) > j .  

As mentioned in the introduction, we can assume that  the metric on 
F M ~  has a uniform bound on the covariant derivative of the curvature ten- 
sor (see section 0 and [CFG]). Then, by Gromov's precompactness theorem, 
after passing to a subsequence, we can assume that  {M~} converges to a 
metric space, B, and the sequence of the frame bundles, {FM~},  converges 

to a Riemannian manifold/)  (of lower dimension) such that for j sufficiently 
large the following diagram commutes (compare IF2]). 
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FM~ ~ 

rb 

Here 0j : FM~ -~ B is an O(n)-invariant fibration with fiber affine isomor- 
phic to a nilmanifold, and affine structural  group; see [CFG] and compare 
section 1. In the language of [CFG], r b defines a nilpotent Killing structure 
on M~ ~. The O(n)-invariance implies that  /)  admits an isometric O(n)- 
action such that  B = B/O(n) and the fibration 0j descends to a singular 
fibration projection, r 5 : M~ ~ 13. I t  follows from Proposit ion A1.14 of 

[CFG] tha t  the O(n)-act ion o n / )  is effective. The centers of the nilpotent 
fibers form an O(n)-invariant  torus bundle. This is the structure which was 
described in section 1 (see [CR]). 

Note that  the singular set of the nilpotent Killing structure coincides 
with tha t  of the canonical F-structure; see [CR]. 

Let {Z~} denote the collection of all singular s t ra ta  of the O(n)-act ion 
on /). Then the above commutat ive diagram implies tha t  {~-(Z~)} is the 
collection of images under the projection, r]j, of all singular s t ra ta  of the 
nilpotent Killing structure on Mj ~. Thus, {fj-l(~-(Zi))} is the collection 
of all singular s t ra ta  of the nilpotent Killing structure on M~ ~. By the 

above discussion, { f -1  (#(Zi))} is the collection of all singular s t ra ta  of the 
canonical pure F-s t ructure  on M2.  

Since ~(Zi) has a definite diameter,  the diameter of fj-1 (#(Zi)) is bound- 
ed for all j .  Since there are only finitely many singular s t ra ta  for the O(n)- 
action o n / )  (see [B]), we conclude that  the diameters of all f~-t(#(Zi)) are 
uniformly bounded; a contradiction. D 

d. P r o o f  of  (4 .3 .3) .  Let M n be as in Proposit ion 4.1 and let 9 c be a 
sufficiently collapsible pure F-s t ructure  on M'L 

LEMMA 4.5. There exists c(n,r) > 0, such that for att p C M n, there 
exists q E B~(p) \ S, such that the second fundamental form of Oq satisfies 
II~I(Oq)ll _< c(n,~).  

Proof. It  follows from Theorem 1.7 of [CFG] (local bounded covering geom- 
etry) tha t  the norm of the second fundamental  form of a nonsingular orbit  
of 5 r can be bounded above in terms of its distance from the singular set S. 
Thus, it suffices to show tha t  each ball of radius r contains a nonsingu- 
lar orbit  lying at  a definite distance (depending only on n and r) from S. 
This can be seen by an argument by contradiction analogous to the proof of 
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Lemma 4.4. In this connection, recall that  the O(n)-action on/3 is effective. 
Thus, the set of nonsingular orbits is dense. [] 

For a subset U of M ~, we use 7rg : U --~ U to denote the universal 
covering space of U equipped with the pullback metric. 

LEMMA 4.6 [CFG]. There exists a constant, p(n) > O, such that for any 
p E M n, there is an invariant open subset, U, containing the ball, B2p(n)(p) , 
and each point in 7ru 1 ( Bp(n) (p) ) h ~  injectivity radius > p(n). 

Note that  Lemma 4.6 is a version of local bounded covering geometry 
which suffices for our present purposes (for the full statement, see [CFG, 
Theorem 1.7]). 

Proof of (3.3.3). Let x e Di. Put  7r(x) = p. For p(n) as in Lemma 4.6, 
and r = p(n), let q be as in Lemma 4.5. Clearly, there exists y C 7r -1 (q) and 
a minimal geodesic, V, with V(0) = x, ~/(1) = y, such that ~r(7 ) C Bp(n)(p). 

By light abuse of notation, let (9 z~ denote the orbit through v(t), of the ~(t) 
parallel translate along % of the stalk, ($z,)x. Here the parallel translation 
is with respect to the canonical connection on ST, viewed as a flat bundle. 
By Lemma 4.6, 7r(Ozil)) = 7r(Oy z')  has second fundamental form bounded in 

norm by c(n, r). Moreover, for U as in Lemma 4.6, the family, ir(OZ't ), pro- ()  
vides a contraction in U, of 7c(OZy ') to point x. Let ~) C I ru- l (y)  and let O 3 

denote the component of 7rul(Tr(OZ')) through ~). Then 7ru[O z" is a home- 

omorphism. Thus, for the pull back metric, inj rad((9~ *) = inj rad(~r(Oy z~)). 

Since also HII(()~')l I = HII(Tr(ozy~))ll <_ c(n,p(n)),  it follows from Lemma 

4.6 that inj rad((9~') > po(n). The fact that  7r : F M  n --~ M n is a Rieman- 

nian submersion, easily implies inj rad(Oy z*) >_ P0 (n) as well. 
By (4.3.1) and (4.3.2) metrics on orbits of Zi are quasi-isometric, with 

the constant depending on n and d. Hence, it follows from the above that  
inj rad(O~ z ' )  has a lower bound depending only on n and d. [] 

5. A G e n e r a l i z a t i o n  o f  T h e o r e m  0 .1  

In this section, we will give a generalization of Theorem 0.1; see Theo- 
rem 5.2. 

DEFINITION 5.1: Let 9 v be a (possibly mixed) F-structure. A singular 
component, Si, of ~" is called essential if b r has no polarized substructure 
in any neighborhood of Si. 
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By definition, an F-s t ructure  has a polarized substructure if and only 
all singular components are nonessential. Examples of positive rank F- 
structures with essential singularities were mentioned in the introduction. 

Let M n be a complete manifold with IKM,~ I --~ ]. Recall that  for all 
sufficiently small e > 0, there is a natural  decomposition, M n = B(e)Ug(c),  
where B(c) consists of points at  which the injectivity radii are not less than 

and C(~) is the complement. If M n = C(c), then M n is called e-coUapsed. 
The main result in [CFG] asserts that  there is a constant, e(n) > 0, such 

that  (after a slight adjustment  of its boundary)  C(£(n)) admits  a (possibly 
mixed) positive rank F-structure,  5 ~, which is almost compatible with the 
metric. We will also call ~ the associated F-structure. 

The following result can be viewed as a generalization of Theorem 0.1. 

T h e o r e m  5.2. For all d > O, there exists a constant, 0 < ~(n, d) < ~(n), 
such that the following holds, f f  M n is an ~(n, d)-collapsed complete mani- 
fold with IKM, I ~-- 1 such that the associated F-structure on M ~ has essen- 
tial singular components, then all such components have diameter ~_ d. 

Note that  the injectivity radius collapsed metric in Theorem 5.2 need 
not be volume collapsed, i.e. the volume need not he small and could be 
infinite. 

COROLLARY 5.3. Let M n be a complete manifold with ] K I l l  and Vol(M n) 
oo. Suppose that for the associated F-structure, ~ ,  on C(e(n)), all singu- 

•ar components have diameter ~_ d. Then, there is a constant, 0 ~ ~(Tz, d) ( 
c(n), such that )v]g(E(n, d)) has a polarized substructure. 

Note that  Corollary 5.3 means that  3 v has a polarized substructure near 
infinity. 

REMARK 5.4: Theorem 5.2 provides a geometric constraint on essential 
singular components. Nonessential singular components can have arbi trar i ly 
small diameter;  see Example 5.7. 

REMARK 5.5: Recall that  given a positive rank F-structure,  ~', there exists 
a family of invariant metrics with IKI <_ 1 and injeetivity radii  uniformly 
converging to zero ([CG1]). An F-s t ructure  associated to each sufficiently 
collapsed metric is actually a substructure of ~ .  If, in addition, one as- 
sumes that  Y has essential singularities, then such an F-s t ructure  will have 
an essential singular component ([CG1]). (Note tha t  by definition, any 
substructure of an F-s t ructure  with essential singularities has essential sin- 
gularities). 

Assume tha t  M ~ is e-collapsed with 0 < e < e(n). Consider an associ- 
ated F-structure,  5 ~, on M% Note that  ~ need not be a pure F-s t ructure  
(see Example 0.1 of [CFG]). However, we have 
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LEMMA 5.6. For a / /d  > 0, there is a constant, 0 < e(n, d) < e(n), such that  
i f  M n = C(e(n, d)), then for all x E M n, the restriction of  ~ to a subset  
containing J~d(X) has a pure positive rank substructure. 

Proof.  The proof is based on an observation concerning the construction of 
sufficiently collapsible F-s t ructures  in [CFG]. 

Fix any d > 0. It follows from section 5 of [CFG], there is a constant,  
0 < ~(n,d) < e(n), depending only on n and d such tha t  if M s = C(~), 
e < e(n, d), then for all x E M n, a subset containing Bd(x)  admits  a pure 
positive rank F-structure,  say ~ , d ,  such tha t  all orbits have diameter less 
than  e. 

If, in addition, we choose e(n, d) << e(n), then ~'x,d is actually a pure 
substructure of the associated F-structure,  ~', on M n. This can be seen 
from the construction of 9 ~ in [CFG]. D 

Now the proof of Theorem 5.2 follows easily from Lemma 5.6 and The- 
orem 0.1. 

We conclude this paper  with an example mentioned in Remark 5.4. 

EXAMPLE 5.7": Consider the s tandard  T2-action on S 2 x S 1. Using a 
s tandard  method (see [CG1]), we will construct a (continuous) sequence of 
invariant metrics, g~, with ]Kg¢] < 1 such that  (S 2 × Sl ,g~)  converges to 
a closed interval (e --* 0) in the Gromov-Hausdorff topology (see [GLP]). 
Clearly, the F-s t ructure  associated to any sufficiently collapsed metric coin- 
cides with the T2-action. Observe tha t  the length of each of the two singular 
circle orbits (each one is a non-essential singular component) goes to zero 
as e --* 0. 

Take a one parameter  subgroup, R, of T 2 such tha t  the closure of R 
is T 2 and take a T2-invariant metric, g, on S 2 × S 1. At  each point, write 
g -~ gR • g~,  where gR is the restriction of g to the subspace tangent  to 
the R-orbi t  and g~ is the orthogonal compliment. Then g~ = E2gR @ g~, 
0 < e < l .  
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A BOUNDARY OF THE SET
OF THE RIEMANNIAN MANIFOLDS

WITH BOUNDED CURVATURES AND DIAMETERS

KENJI FUKAYA

Dedicated to Professor Itiro Tamura on his sixtieth birthday

0. Introduction

In [12], Gromov introduced a metric (Hausdorff distance) on the class of all
metric spaces. There, he proved the precompactness of the set consisting of
the isometry classes of Riemannian manifolds with bounded curvatures and
diameters. In this paper we shall study the structure of the closure of this
set.

.Definition 0.1. For a natural number n and D G (0, oo], we let ./#(n, D)
denote the set consisting of all isometry classes of compact Riemannian mani-
folds M such that

(0.2.1) the dimension of M is equal to n,

(0.2.2) the diameter of M is smaller than D,

(0.2.3) the sectional curvature of M is smaller than 1 and greater than —1.

The following problem is fundamental in the study of the Hausdorff distance
on Jί{n,Ό).

Problem 0.3. (A) Determine the closure of Jί(n,D) with respect to
the Hausdorff distance. (Hereafter ^ # ( n , D) denotes the closure.)

(B) Let Xi (i = 1,2, ) be a sequence of elements of K#(n, D). Suppose
Xi converges to a metric space X with respect to the Hausdorff distance.
Then, describe the relation between the topological structures of X{ and X.

Our main result on Problem 0.3(A) is Theorem 0.5 and those on Problem
0.3(B) are Theorems 0.12 and 10.1.

First we deal with Problem 0.3(A). Let £PJ(n denote the set of all pointed
compact Riemannian manifolds (M,p) satisfying (0.2.1) and (0.2.3), and
Ή&Jίn the closure of &Jίn with respect to the pointed Hausdorff distance
(see 1.6). If M G gJ#(n,£>) then (M,p) G ̂ <52#n for each pe M. We let
M{n,D,μ) denote the set of the elements of Jί{n,D) whose injectivity radii

Received November 4, 1985 and, in revised form, November 12, 1986.
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are greater than μ. Put

= (J
μ>0

n,£>))

and d^2#n are defined similarly.
Gromov, in [12], proved that the elements of lτιt(&£n) are manifolds. In

general, elements of d3Wn have singularities. Several examples of elements
of d£PJίn can be constructed with help from torus actions and more generally
from F-structures (see [3], [18]). One of the main theorems of this paper
asserts that every element of Ψ^ί£n is locally of this type. To state it, we
need a definition.

Definition 0.4. We say elements {X,po) and X of g " ^ # n and
K#(n,oo) are smooth if they satisfy the following:

For each point p of X, there exist a neighborhood U of p in X, a compact Lie
group Gp and a faithful representation of Gp into the orthogonal group, O(n),
such that the identity component of Gp is isomorphic to a torus and that U is
homeomorphic to V/Gp for some neighborhood V of 0 in R m . Furthermore
there exists a Gp-invariant smooth Riemannian metric g on V such that U is
isometric to {V/Gp,g), where g denotes the quotient metric.

Theorem 0.5. Smooth elements are dense in W&Wn with respect to the
pointed Lipschitz distance. In particular, every element of Ψ&J£n is homeo-
morphic to a smooth one.

Theorem 0.5 gives us complete information on the local topological struc-
ture of the elements of W&^n. Our result on global structure is not yet
complete.

Theorem 0.6. Let X G Kί%*Cι Then there exists a Riemannian mani-
fold M on which O(n) acts as isometries such that the following holds.

(0.7.1) X is isometric to M/0(n). (Let P: M —• X be the projection.)
(0.7.2) For each point p of X the group {g G O(n) | g(p) = p} is isomorphic

to Gp, where Gp is as in Definition 0.4.
By virtue of Theorem 0.5, the Hausdorff dimension of each element of

&&£n is an integer. Inspecting this fact, we define stratifications on
and (§M(n,D) as follows.

Definition 0.8.

EJ?k(n, D) = {X G K#(n, D) \ (Hausdorίf dimension of X) < n - fc},

Ξ ^ # n ) A ; = {(X,p) G Ψ3Mn I (Hausdorff dimension ofX)<n- k}.

[12, 8.39] implies ΞJΊ{n,D) = dJf(n,D).
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Our next result concerns the metric structure of the smooth elements of
Let (X,p0) be a smooth element of S ̂ ί ^ ^ - Ξ ^ ί ^ ^ + i . Then X has

a stratification X = S0{X) D Sχ(X) D D Sk(X) such that St(X)-Si+1{X)
is a (fc — 2')-dimensional smooth Riemannian manifold. In the case when X is

not necessarily smooth, we define a stratification on X using that of a smooth

one and the Lipschitz homeomorphism given by Theorem 0.5. [7, Example

1.13] or [16] shows that we cannot obtain an upper bound of the sectional

curvatures of Si(X) — Si+ι(X) while X moves on K^M^. But we have the

following.

Theorem 0.9. Let (X{,pi) be a sequence of smooth elements of

Ξ<3^n,k — z&£rι,k+i and(X,po) a pointed metric space. Assume that (X{,pi)

converges to {X,Po) in the sense of the pointed Hausdorff distance. Then X

is contained in Έί&^n,k+ι if one of the following two conditions is satisfied.

(0.10.1) There exist a positive c and a positive integer j such that

(O.lO.l.a) pτ G Sj{Xt) and d(pt,Sj+1{Xt)) > c, and

(O.lO.l.b) the sectional curvatures of Sj(X{) - Sj+ι(Xi) at pi are un-

bounded.

(0.10.2.a) pi satisfies (O.lO.l.a) and

(0.10.2.b) the injectivity radius of Sj(Xi) — Sj+ι(Si) at pi converges to 0

when i tends to infinity.

Furthermore, in the case when (0.10.1) holds, we have po £ S\[X).

Theorems 0.5 and 0.9, combined with [9], [19] or [12, 8.28], imply the

following.

Corollary 0.11. Let (X, po) be a (not necessarily smooth) element of

W&d'n. Then Sk{X) — Sk+ι(X) is a Riemannian manifold with continuous

metric tensor and C1^-distance function, where a is an arbitrary number

contained in [0,1).

Next, we shall describe our results from Problem 0.3(B). In the case when

Xi G Int(./#(n,i})) we have the following:

Theorem 0.12. Let M{ G lnt(Jί(n,D)) and X G gJ#(n,£>). Suppose

Yϊmi-^ocd^Mi.X) = 0. Then, for each sufficiently large i, there exists a

differentiable map f: Mi —• X satisfying the following.

(0.13.1) For eachj, the restriction off to f-1(Sj(X) - Sj+!{X)) is a fiber

bundle whose fiber is diffeomorphic to an infranilmanifold.

(0.13.2) Let po G X - SΊ(X), p G X, F = f~ι{p - 0) and Gp be the group

given in Definition 0.4. Then Gv acts freely on F and f~ι{p) is diffeomorphic

to the quotient space F/Gp.

More precise informations on the map / and on its relation to the metric

structures of X and Mi are in §10. In the case when Xi G cL#(n, £>), we can
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prove a similar result. But, since the result is a bit complicated, we do not
state it here (see §10), and restrict ourselves to the following simple case.

Theorem 0.14. Ξ&Mn,k — Έ&Mn,k+i is complete with respect to the
pointed Lipschitz distance. The pointed Hausdorff distance and the pointed
Lipschitz distance define the same topology on it.

In the case when k — 0, Theorem 0.14 follows from the results of [12].

In the course of the proof of Theorem 0.12, we shall prove the following
finiteness theorem.

Theorem 0.15. For each n and D < oo, there exists a finite set Σ of
manifolds whose dimensions are not greater than n + (n — l)(n — 2)/2 and
which satisfy the following. For each element M of M(n,D), there exists a
smooth map f from the bundle of orthonormal frames of M to an element of
Σ, such that f is a fiber bundle with an infranilmanifold fiber.

The following result is a direct consequence of Theorem 0.15.

Corollary 0.16. sup{Σ<rank(J/i(M;/f)) | M e M{n,D),K: field} is
finite for each D < oo and n.

By a different method, M. Gromov proved in [11] the same conclusion
without assuming that sectional curvature is less than or equal to 1.

The organization of this paper is as follows. In Chapter I, we shall prove
Theorem 0.5. In §2, we take an element (X,po) °f &&^n and prove that, to
verify Theorem 0.5, it suffices to show that X is smooth if (X,po) is a limit of
pointed Riemannian manifolds (M^p;), the derivatives of whose curvatures
are uniformly bounded. In §3, we shall represent a neighborhood of each point
of X as the quotient B/G of a Riemannian manifold B by a smooth action
of a Lie group germ G. For this purpose, we shall pull back the metrics of
Mi to their tangent spaces TPi(Mi), following [12, 8.33-8.36], and represent
neighborhoods of pi as the quotient spaces B/Yi. Taking the limit, we obtain
B and G. In §4, we shall prove that G is nilpotent. The proof of Theorem
0.5 is completed in §5.

Chapter II is devoted to the study of Problem 0.3(B). In §6, we shall
introduce the set SF5PJ[n consisting of the frame bundles of the elements of
&Jίn, and shall prove that the smooth elements of the closure ^^3i£n are
Riemannian manifolds. In §7, we shall give an estimate on the sectional
curvatures of the smooth elements of K ^ 2 ^ . In §8, we shall prove Theorem
0.15. In §9, we shall prove an equivariant version of the result of [6], which is
used in §10 to prove our results on Problem 0.3(B). The proof of Theorems
0.6 and 0.9 is also in §10.

In §1, we gather several notations used in this paper. The reader can skip
this section and return there when §1 is explicitly quoted.
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Some of the results of this paper were announced without proof in [7].
There we also gave several examples and open problems. See also [3], [4], [5],
[6], and [18] for related results, and [8] for an application.

The author would like to thank the referee who pointed out an error in the
first version of this paper.

1. Notation and preliminary considerations

In this section, X and Y denote metric spaces, po € X, Qo Ξ Y, and M

denotes a Riemannian manifold.
Notation 1.1. We put

= BD(0,R n), JB

Notation 1.2. Let C(X,Y) denote the set of continuous maps from X
to Y. We define a metric d on C(X, Y) by

g) = sup{d(f(x),g(x))\xeX}.

Notation 1.3. Set

FM = {(Vlr • , Vn) I (Vi, , Vn) is an orthonormal base of

the tangent space of a point of M}.

We define a metric on FM as follows. Let π: FM ->Mbe the natural projec-
tion. The fiber of TΓ is identified with the orthogonal group O(n). Fix a canon-
ical metric on O(n). For each q G FM, using the Levi-Civita connection, the
tangent space Tq(FM) is decomposed into the vertical subspace Tq(π~1π(q)),
and the horizontal subspace Hq. We define a metric on Tq(π~1π(q)) using
the canonical metric on O(n) and on Hq so that dπ\ Hq —> Tπ^(M) is an
isometry. Also, we let the horizontal and the vertical subspaces be orthogonal.
Thus we obtain a metric on FM. The group O(n) acts as isometries on FM,
and the quotient space FM/O(n) with the quotient metric is isometric to M.

Notation 1.4. Let 7 be a selfisometry of M. Assume that p G M
and that d(p,η(p)) is smaller than the injectivity radius of M at p. Let
/: [0, to] —• M denote the minimal geodesic connecting p with 7(p). (We
assume that / has unit speed.) Let P: TΊ(P)(M) —> TP(M) denote the parallel
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transformation along /. We set

h(l) = to • 1(0),

r p ( 7 ) : TP(M) - TP(M): V ~ P(dΊ(V)),

mp(Ί): TP{M) - TP(M): V -> P(d-γ(V)) + tp(Ί),

11 r p (7) || = the supremum of the angles between V and rp(η)(V),

N o t a t i o n 1.5. We put

Jί{n,D \C) = {M\M satisfies (0.2.1), (0.2.2) and the sectional

curvature of M is smaller than C and greater than — C}.

SBΛiAP) = {{M,p) I M e JT{n, 00 | C)}.

(We do not assume that the elements of &#ή(C) are compact.)

Definition 1.6. We recall the definition of the ε-Hausdorff approxima-

tion and its pointed version. A (not necessarily continuous) map f:X—*Y

[resp. (X,Po) —• (^^0)] is said to be an εΉausdorff approximation [resp.

ε-pointed Hausdorff approximation] if

(1.7.1) The ε-neighborhood of f(X) contains Y [resp. Bι/ε(qo,Y)].

(1.7.2) For each two elements z,y of X [resp. B1/ε(po,X)\ we have

\d(x,y)-d(f(x)J(y))\<ε.

We define the Hausdorff distance [resp. pointed Hausdorff distance] dn(X, Y)

[resp. dn((X,po), (Y, qo))] to be the infimum of the positive numbers ε such

that there exist ε-Hausdorff approximations [resp. ε-pointed Hausdorff ap-

proximations] from X to Y and from Y to X [resp. from (X,po) to (Y, #0)

and from (F, qo) to (X,po)]

N o t a t i o n 1.8. We let dL(X, Y) and d L ((X,p 0 ), (F, g0)) denote the Lip-

schitz distance and the equivariant Lipschitz distance, which is defined in [12,

Chapitre 3A].

Definition 1.9. Next, we need equivariant versions of the notion of the

Hausdorff distance. Let G and H be groups acting as isometries on X and Y

respectively. A pair of maps (/, <£>), / : (X, po) ~^ (Y)Qo)i <P: G —• i/, is said

to be an ε-pointed equivariant Hausdorff approximation if the following hold.

(1.10.1) / is an ε-pointed Hausdorff approximation.

(1.10.2) For each g eG and x E X, we have

if 2; and g(x) are contained in Bι/ε(po,X), and if /(x), f(g(x)) and φ{g)(f(x))

are contained in Bι/ε(qo, Y).
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Let the pointed equivariant Hausdorff distance, de.

(Y, H, ςr0)), denote the infimum of the numbers ε such that there exist ε-

pointed equivariant Hausdorff approximations from (X, G,po) to (Y,H,q0)

and from (Y, H, qo) to (X, G,po). The nonpointed version is defined similarly.

The equivariant Hausdorff distance defined here is equivalent to that of [5].

Therefore, [5, Theorem 2.1] implies the following:

Lemma 1.11. //

then

lim

Definition 1.12. Suppose that a group G acts on X and V as isome-

tries. We say a map / from X to Y is an ε-G-Hausdorff approximation if

(/, identity): (X, G) —• (Y, G) is an ε-equivariant Hausdorff approximation.

We define the G-Hausdorff distance, cfG-#(X, Y), to be the infimum of the

positive numbers ε such that there exist ε- G-Hausdorff approximations from

X to Y and from Y to X.

Lemma 1.13. Let ΛLf(n,D;G) denote the set of pairs (M, χ) of Rieman-

nian manifolds M contained in Jί{n,Ώ) and an isometric action χ of G on

M. If D < oo, then J£{n, Ό\ G) is precompact with respect to the G-Hausdorff

distance.

We omit the proof, which is an easier half of the argument presented in [5,

§3].

CHAPTER 1

SINGULARITIES OF THE ELEMENTS OF THE BOUNDARY

2. Reduction to the case when the differentials

of the curvatures are bounded

First we recall the following result. (The symbol d\, is as in 1.8.)

Theorem 2.1 (Bemelmans, Min-Oo & Ruh [1]). For each positive

number ε and Riemannian manifold M G Jί{n, oo), there exists a Rieman-

nian manifold M' G JP(n,oό) such that

(2.2.1) d L (M,M')<ε,

(2.2.2) \\VkR(Mf)\\<C{n,k,ε).

Here the symbol R(M') denotes the curvature tensor, \\ \\ the CQ-norm, and

C(n, k,ε) a positive number depending only on n, k and ε.
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Secondly we need the following. (The symbol du is defined in 1.6.)

Lemma 2.3. Let Xi, Yi, X, Y be metric spaces, all of whose bounded sub-

sets are relatively compact. Suppose that

lim dH(Xi,X) = 0, lim d H ( ^ , Y) = 0,
i—+oo i—+00

and ίftαί d L (*t , *ί) < ε. Then we have dL{X, Y) < ε.

Proof. We may assume dH(Xι,X) < 1/ί and du(Yi,Y) < 1/i. Then

there exist (l/i)-Hausdorff approximations ψ{: X —• Xi, ψi: F2 —> Y. On the

other hand, since dι,(Xi,Yi) < ε, there exist homeomorphisms fa: Xi —• Y%

satisfying

(2.4) e-ε<d{U{x)Jt{y))ld{x,y)<eε

for each x, y EX*.

Next, take a dense countable subset Xo of X. By a standard diagonal pro-

cedure, we may assume, by taking a subsequence if necessary, that Ψifiφiix)

converges for each x E XQ. Let f'(x) be the limit. Then formulas (1.7.2) and

(2.4) imply

(2.5) e-e <d(f'(x)J'(y))/d(x,y)<eF

for each x, y E XQ. Therefore / ' can be extended to a homeomorphism

/ : X —> Y satisfying (2.5). The required inequality dι,(X,Y) < ε follows,

q.e.d.

Now we start the proof of Theorem 0.5. Let (X,Po) be an arbitrary ele-

ment of ^S&^n. Then there exists a sequence (M^pJ ) of elements of &£n

such that liiϊii-^oocίHί^Po)? (Λ^ iPΐ)) — 0 Hence, Theorem 2.1 implies

that, for each positive number ε, there exists (M^(ε),p2(ε)) E 3&ίn such

that dL((M2(ε),p,(ε)),(M;,pJ)) < ε and

(2.6) ||V fci?(M,(ε))||<C(n,fc,ε).

Since ^9°Jίn is compact [12, 5.3], we may assume, by taking a subsequence if

necessary, that (Mz(ε),pi(ε)) converges to a metric space (X(ε),po(ε)) with

respect to the Hausdorίf distance. Then Lemma 2.3 implies dι,(X,X(ε)) < ε.

Thus, we see that to prove Theorem 0.5 it suffices to show that X(ε) is a

smooth element of ^3ί€n. The proof of this fact occupies the rest of this
chapter. Hereafter we shall write (Mi,pi) and (X,Po) instead of (M*(ε),Pι(ε))

and (X(ε),po(ε)), for simplicity.

3. Construction of the Lie group germ

Some part of the argument of this and the next sections overlaps with that

of [12, 8.30-8.36 and 8.48-8.51]. But, since the argument here is a bit delicate
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and since the author cannot understand some part of the argument there, he
will not omit the overlapped part.

By changing a base point, we see that it suffices to show that a neighbor-
hood of p is smooth. We may assume that d&((X,po), (Mi,pi)) < 1/i. Let
<Pii (X,po) —• {Mi,pi) denote a (l/z)-Hausdorff approximation and fa: R n —•
Mi the composition of a linear isometry R n —> TPi(Mi) and the exponential
map TPi(Mi) —• Mt . By Rauch's comparison theorem (see [15, Chapter VIII,
Theorem 4.1]), the map fa is of maximal rank on the unit ball B (see 1.1).
Let qi (= gij,k): B —* R n be the Riemannian metric tensor induced by fa
from that of Mi. Formula (2.6) implies that

dxmidxm2 - - 'dxmι

<Cι.

It follows that we may assume, by taking a subsequence if necessary, that
Qi converges to a C°°-metric tensor QQ. Hereafter we let di (i = 0,1,2, )
denote the distance function associated to gi and d the ordinary Euclidean
distance.

First, we shall construct a local group G of isometries such that a neigh-
borhood of po m X is isometric to U/G for a neighborhood U of 0 in B. The
fundamental definitions on local groups are presented in [20, §23D, ,N].
There the notion of an action of a local group on a pointed topological space
is not defined. But we omit the definition, since it can be defined in an obvious
way.

Now, we define the local group Gi as

Gt = {ΊeC(B(l/2),B)\fιΊ = fi},

where C(A, B) is as in 1.2. The local group structure on Gi is defined as
follows: for 71,72,73 £ Gi, we put 7172 = 73 if the composition 7172 is well
defined and coincides with 73 in a neighborhood of 0. Next, for p € B(l/2)
and ε > 0, we put

Gi(p,e) = {/€<?< I d(/(p),p)<ε}.

Second, we shall take the limit of Gi. Put

L = {/ G C(B(l/2), B) I 1/2 < do(/(x), /(v))/do(*, y) < 2

for each x,y e B(l/2)}.

Ascoli-Arzela's theorem implies that L is compact. It is well known that the
set of closed subsets of a given compact set is compact with respect to the
(usual) Hausdorff distance. Therefore, by taking a subsequence if necessary,
we may assume that Gi converges to a closed subset G of L. We can define a
local group structure on G by a method similar to that for G{.
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Remark that when a local group H acts as isometries on a pointed met-
ric space (F,p), the isometry type of a neighborhood of (p mod if) in the
quotient space Y/H is well defined (see [20, §23J]). We shall let this "lo-
cal metric space" be denoted by (Y,p)/H. In our case, (5(1/2,0),0)/Gt is
isometric to B1/2{pi,Mi). (Furthermore, in our case, the 1/2-neighborhood
of (0modGz) is well defined.) This fact, combined with Lemma 1.11, im-
plies that (B(l/2,0),0)/G is isometric to B1/2(p0,X). Let TΓ: 5(1/2) -+
Bi/2(po>X) and π»: B(l/2) —• B1/2(pi,Mi) denote the natural projections.

Third, we shall prove that our local group G is a Lie group germ. This fact
follows from the following:

Lemma 3.1. Suppose a local group G acts effectively on a pointed
Riemannian manifold (M, p) as isometries. Assume that G is closed in
C(B£>/2(p,M), BD(P,M)). Then G is locally isomorphic to a Lie group and
its action on (M, p) is smooth.

Proof. This lemma seems to be known by the experts. But, since it seems
that this fact is not proved in the literature, the proof will be given below.
Let g' be the set of all vector fields ξ such that the following condition holds.

Condition 3.2. There exists a smooth map <p: (—ε,ε) •"*+ G satisfying
the following. (Since G is contained in a Frechet manifold C(BD/2(p,M),
BD{P,M)), the smoothness of a map from (—ε,ε) to G is well defined.)

(3.2.1)

(3.2.2)

Now since

and since

D ,

φ(0) = identity,

dt

Dφ{t){p)
dt

D

t=o

t=0

^i(ί)

dt

t=O

- Pi \

D<p2(t)

t=o dt

Dφx{t)

dt

t=0

Dφ2(t)

t=0 dt t=o.

it follows that g' is a Lie algebra. Let G' be the local set consisting of all
one-parameter groups of transformations associated with the elements of g'.
Using the fact that g' is a Lie algebra, we can prove easily that G' is a Lie
group germ.

Sublemma 3.3. G' is a sub-local group of G.
Proof. Suppose that ξ € gf and that φ: (-ε,ε) —• G satisfies Condition

3.2. Let Φt denote the one-parameter group of transformations associated
with ζ. We shall prove that Φ t o G G for small t0. Put ηn = (<p(to/n))n.
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Using (3.2.2), we can prove linin-.oo ηn = Φto. On the other hand, since G is

closed, it follows that Φ ί o G G. q.e.d.

Now, to prove Lemma 3.1, it suffices to show the following:

Sublemma 3.4. G1 contains a neighborhood of the identity ofG.

Proof. Suppose that the sublemma is false. Then there exists a sequence

of elements 7; of G — G1 which converges to the identity. Here we need a

simple trick to make the action of G free. Let FM be as in 1.3. The action of

G can be lifted to a free isometric action on FM. Take an element q of FM.

Now, by replacing elements ηi if necessary, we may assume the following:

(3.5) The minimal geodesic U connecting q with ηi(q) is perpendicular to

the orbit G'{q).

Now, since ηi converges to the identity map, we may assume, by taking

a subsequence if necessary, that there exists a strictly increasing sequence n2

of positive integers such that η^ converges to a nontrivial element 7. Then,

fact (3.5) implies that 7 φG. On the other hand we have

Assertion 3.6. 7G G'.
Proof. For t € [0,1], we put φt — h m ^ o o 7]*™ , where [c] denotes the

maximum integer not greater than c. It is easy to see that φt is well defined

and is a one-parameter group of transformations. It is also easy to see that

£>i = 7 and (ft G G. Therefore 7 G G' as desired, q.e.d.

This is a contradiction. The proof of Sublemma 3.4 is now complete.

4. Nilpotency of the local group G

Lemma 4.1. The Lie algebra g of G is nilpotent.

Proof. Take a small neighborhood W of the identity in L such that

l|raP(7)ll < ° 4 9 h o l d s f o r e a c h element 7 of W Π G and p G £(1/2) (see

1.4 and 1.1). Now Lemma 4.1 follows from the following:

Lemma 4.1. There exists a neighborhood W of the identity in W such

that the n-hold commutators of the elements of Gi Γ\W are well defined in G

and vanish.

Remark 4.3. This corresponds to [12, 8.50]. In order to prove this

lemma following the line described there, we have to overcome the difficulty

pointed out in [2, Remark 3.1.6]. But the author cannot do this directly.

Instead, we shall use the result of [6], and proceed as follows.

Proof of Lemma 4.2. By the result of §3, we see that there exists a point

p in each neighborhood of 0 in B such that {7 G g \ η(p) = p) = {1}. Hence, a

neighborhood V of τr(p) in Bι/2{po,X) is a Riemannian manifold. Therefore,

by the main theorem of [6], we conclude that, for each sufficiently large i, there

exists a fiber bundle fi: Ui —• V from a neighborhood Ό% of τr^(p) in Mi to V,
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such that the fiber of fa is an infranilmanifold. Furthermore, §5 of [6] implies
that there exists a positive number ε independent of i such that Gi(p,ε) is
a sub-local group of the fundamental group of the fiber of fa. (Remark that
Gi (p, ε) coincides with what is called a local fundamental pseudogroup at the
beginning of [6, §5].) Moreover, by virtue of the inequality ||mp(7)|| < 0.49, we
see that the fundamental group of the fiber of fa itself is nilpotent, without
taking a finite covering (see the argument in [2, Chapter 3]). Hence every
n-hold commutator of elements of Gz(p, ε) vanishes.

On the other hand, it is easy to see that there exists W such that

Gi(p,ε)DW'nGi

for every ί. This completes the proof.

5. The proof of Theorem 0.5

Let 9 denote the Lie algebra of G and, for p G £(1/2), put

Lemma 5.1. \)v is contained in the center of 9.
Proof. (The following argument was suggested to the author by Hisayosi

Matumoto.) Let ξ G ί)p. Since the closure of the one-parameter group of
transformations associated with ξ is compact, it follows that the adjoint rep-
resentation 9 —• 9, η 1—• [77, ξ] is semisimple. Therefore, if ξ is not contained in
the center, there exists η G 9 <8> C such that [77, ξ] = aη and a φ 0. But, then
the Lie subalgebra Cξ θ Cη is not nilpotent. This is a contradiction, q.e.d.

The function which carries p to dimf)p is uppersemicontinuous. Hence,
there exists a positive number C such that, for each element p of B(C),

(5.2) dimί)p < dimί)o

Lemma 5.3. ί)p Q ϊ)0 for each element p of B(C/6).
Proof The proof is by contradiction. Take ξ G \)p — ϊ)o Let φt be the

one-parameter group of transformations associated with ξ. Since the closure
{φt I t G R} is compact, we may assume, by replacing ξ if necessary, that φ\
is the identity. Put

A = {q G £(1/2) I η(q) = 0 for each η G ϊ)0}.

A is totally geodesic because all elements of 9 are Killing vector fields. Since
p G B(C/6) and since <pt(p) — P > it follows that

(5.4) %>t(0),0)<C/3.
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On the other hand, since f)o is contained in the center, we have <£>t(0) e A.
Now, define a <£>rinvariant function / on B(C) Π A by

f(q)= ί d(<pt(O),q)dt.
Jo

Since A is totally geodesic and since C < 1, it follows that / is a strictly
convex function. On the other hand, formula (5.4) implies that

/(<?)> 2C/3 for qedB{C), /(0) < C/3.

Therefore, / has a unique minimum q0 on A Π B(C). Then (ft{qo) = <7o
It follows that £ E f)Qo. On the other hand, \)qo D ί)0. Thus, we conclude
dimf)ςo > dimί)o. This contradicts (5.2). q.e.d.

For a point p of JB(l/2), we put

and let H'p denote the component of the identity of Hv.
Lemma 5.5. There exists a positive number C such that Hp Q HQ for

each point p ofB(C'/6).
Proof. For a point p of 4̂, put χ(p) — #(HP/Hf

p). It is easy to see that
χ(p) is uppersemicontinuous on A. Then there exists a positive number C
such that for each element p of B{C) Π A, we have χ(p) < χ(0). Now, we
shall prove by contradiction that this number C" has the required property.
Suppose that p G B(C'/6) and 7 € HP — HQ. Lemma 5.4 and the compactness
of Hp imply that there exists a positive integer m such that ηm is contained
in Ho. Put

A' = {pe B{C) I η{p) = p for each 7 e Ho}.

Define/7: A ' ^ R by
m

/'(*) =

/' is 7-invariant, since 7m(x) = x. Hence, as in the proof of Lemma 5.4, we
can find q € B(C) Π A' such that η(q) = q. Therefore Hq D Ho U {7}. It
follows that χ(q) > χ(0). This is a contradiction, q.e.d.

Lemma 5.1 implies that H'o is a torus. Hence {B(C/6),0)/HQ is smooth.
Since Ho is compact, HQ/HQ is a finite group. Therefore, (B(C/6),0)/Ho
is also smooth. Furthermore, using Lemma 5.5, we can prove that Ho is
normalized by Go. Therefore, GOHO/Ho acts on (B(C'/6),0)/H0. Then
Lemma 5.5 immediately implies that the action of Go- HQ/HQ on B(C'/6)/Ho
is free. It follows that (B{C'/6),0)/H0G0 is smooth. Next, we need the
following:

Lemma 5.6. There exists D such that G(0, D) is contained in HQGQ.
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Proof. Suppose that there exists a sequence ηι of elements of G such that
7ί € G(0, l/i) - HQGQ. By taking a subsequence if necessary, we may assume
that ηi converges to an element 7. Then 7(0) = 0. Therefore 7 6 H. On
the other hand, lim^oo 7~17; = 1. Hence η~ληi e Go for sufficiently large i.
Therefore, ηi G HQGQ. This is a contradiction, q.e.d.

Lemma 5.6 implies that BD{P,X) is isometic to (B(D),G)/H0GQ. This
completes the proof of Theorem 0.5.

CHAPTER 2

GENERALIZED FIBER BUNDLE THEOREM

6. A compactification of the set of frame bundles

In this chapter, we deal with Problem 0.3(B). One of the difficulties of this
problem lies in the fact that the metric space X there is not necessarily a
manifold. To avoid this difficulty, we consider the frame bundles. We put

{n, D) = {FM \ M e Jt{n, /?)},

fn = {(FM, p)\Me M(n, 00)}.

(The Riemannian manifold FM is defined in 1.3.) Let ffSMfaD) and
Ή&ΦJίn denote the closures of £tf(n,D) and &&Mn with respect to the
Hausdorff distance and the pointed Hausdorff distance respectively. By virtue
of the results presented in [17], there exist positive numbers C\(ri) and C2{n)
depending only on n such that

(n, D) C Jt{n + (n - l)(n - 2)/2,D + Cλ(n) \ C2(n))

and S^JKn c SMn{C2{n)) (see 1-5). It follows that ^SW^D) and
W&ί&Mn are compact. Now, the main result of this and the next sections
is the following:

Theorem 6.1. There exists a positive constant Cs(n) depending only on
n such that the intersection of^^^ζ^n with

n+(n-l)(n-2)/2

(J
k=0

is dense in Ψ^^i^n with respect to the pointed Lipschitz distance.
Proof. Let (X, qo) be an arbitrary element of ^ 9 2 % ^ . Take a sequence

of elements (FMi.qi) of , $ ^ # n such that lim^oo dH((FMi,qi), (X,q0)) = 0.
Let Έi'. FMi —> Mi denote the natural projection. Put pi — TΓΪ(^). By an
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argument similar to one in §2, we may assume, by taking a subsequence if
necessary, that

In this section, we shall prove that, in that case, X is a Riemannian man-
ifold. And, in the next section, we shall give an estimate on the sectional
curvature of X. It suffices to show this in a neighborhood of q$.

First remark that we may assume, by taking a subsequence if necessary,
that (Mi,pi) converges to a pointed metric space (Y,po) with respect to the
pointed Hausdorff distance. We may assume that dn((Mi,pi), (Y,po)) <
1/z and d H ( ( F M ^ ) , {X,q0)) < 1/ί. Let φ{: (X,q0) -> {FMuqi) and
<Pim. (Y,po) —* [Mi,pi) be (l/i)-pointed Hausdorff approximations.

Next, we recall the argument of §3. There we defined pairs ((B(l/2), &), Gt )
and {(B(l/2),go),G) such that B(l/2)/Gi and B(l/2)/G are isometric to
^i/2(Pi? Λ ί̂) and #i/2(po5 -X") respectively and that G is locally isomorphic to
a Lie group.

Now, we can lift the isometric actions of Gi and G on (J9(l/2),(fc) and
(B(1/2),0O) to those on (F£(l/2),&) and (ί\B(l/2),ίfo) respectively, where
(ji and ̂ o denote the Riemannian metric defined in 1.3. Since the action of
G on £(1/2) is isometric, it follows that the action of G on FB(\/2) is free.
Hence FB(\/2)/G is a Riemannian manifold.

On the other hand, it is easy to see that

(The symbol de.H. is defined in 1.9.) Hence, Lemma 1.11 implies that

lim dH{FB(ί/2)/Gi,FB(l/2)/G) = 0.
i—»oo

On the other hand, it is easy to see that FB(l/2)/Gi is isometric to a neigh-
borhood of qi in FMi. Therefore FB(l/2)/G is isometric to a neighborhood
of <7o in X. Thus X is a Riemannian manifold, as required.

7. An estimate on sectional curvatures

We begin by proving a lemma.
Notation 7.1. Let G be a local group of isometries acting freely on a

pointed Riemannian manifold (M,p). We put

(r/t)p(G) = mp{\\rp(g)\\/d(g(p),p) \geG,gφl, rp(g) is well de f ined} .

(The symbol rp(g) is defined in 1.4.)
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Lemma 7.2. Suppose that the sectional curvature of M is not greater

than a and not smaller than 6. Then the sectional curvature of M/G at

P(p) is not greater than a + 6((r/ί)p(G))2 and not smaller than b, where

P: M —• M/G denotes the natural projection.

Proof Put q = P{p). Let λ be an arbitrary plane contained in Tq(M/G).

Take the plane A in TP(M) such that dP(λ) = π and A is perpendicular to

the orbit G(p). Let K\ and Kχ denote the sectional curvatures. For ζ G A

and t G R, we see easily that

(7.3) P(exp(tfl)=exp(ί(dP(O)).

Now, let i: S1 —• A be the isometry onto the unit sphere. Recall the

following formula.

(7.4)
rt

/

Jo

where l(exp(t i)) denotes the length of the loop, θ H-> exp(£ i(β)). Similarly,

using (7.3), we see that

(7.5) / l(P{exp{S'i)))ds = πt2 - πKλt
4/12+ O(tδ).

Jo/o

Now, let φ(θo,i) denote the angle between

Dexpίt -i(θ))

d° Θ=Θ0

Then, it is easy to see that

On the other hand, by the definition of (r//)p(G), we have

(7.7) Iimsup^[l-inf{sin^(0,ί) \ θ E S1}] < ^r/l^

Now, by (7.4), (7.6) and (7.7), we have

πt2-πt4KA/12 + O{t6)

> ί l(P{exp{s i)))ds
Jo

> πt2 - πt4KA/12 - πt4{{r/l)p{G))2/2 - 0{t5).

From this formula and formula (7.5), the lemma follows immediately. q.e.d.

Next we shall prove the following:

Lemma 7.8. Let (M{,pi) be a sequence of elements ofW<&Wn converging

to a smooth element (X,po) offfiί%#n. Suppose that the sectional curvatures
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of Mi at pi are unbounded. Then the dimension of the group GPo in Definition
0.4 is positive.

Proof. Let (Mij,pij) be elements of £%£n such that

As in §2, we may assume [^^^(Mij)!! < Ck> Hence, by the method of
§3, we can construct metrics &j, &, go on B and local groups Gij, G*,
G consisting of isometries of (B(l/2), &,,•), (B(l/2),&), (B(1/2),0O), such
that the quotient spaces B(l/2)/Gij, £(l/2)/G;, B(l/2)/G are isometric
to neighborhoods of p 2 J , p*, po, respectively. Then, Lemma 7.2 implies
that the sectional curvatures of Mi at pi are not smaller than —1 and not
greater than 1 + 6 {{r/t)o(Gi))2. Therefore, by assumption, we see that
the numbers (r/t)o(Gi) are unbounded. Hence, by taking a subsequence if
necessary, we may assume that there exists a sequence 7; G Gi such that
lim —oo ||ro(7i)||/d(0,7i(0)) = 00. It follows that we can find a sequence
of integers n; such that lim^oo d(7t

ni(0),0) = 0, lim^_oo ^ ( 7 ^ ) = A, and
that lim^oo n; = 00, where A G O(n) is a nontrivial element. Now for
each number t contained in [0,1], we put ηt — linii—oo 7! n . Then, ηt E G,
ηtιηt2 = r/t1+ί2, η\ φ \ and ryt(O) = 0. Therefore, the dimension of Gp

(= {g e G I (?(0) = 0}) is positive, q.e.d.
Now, Theorem 6.1 follows immediately from Lemma 7.8 and the fact that

the elements of (ϊo£P3i$n are manifolds, which was proved in §6.

8. The proof of Theorem 0.15

We begin by proving a lemma. Put

D) = {Me ^3ί^[n, D) \ dimM < n + (n - l)(n - 2)/2 - fc},

, = {(M,p0) e ^ £ 5 2 # n IdimM < n + (n-l)(n-2)/2-i fc} .

Lemma 8.1. For eαc/i ε ί/iere exzsίs α positive number μ(ε, n) sixc/i that if
a smooth pointed Riemannian manifold (M,po) G 8^92%^^ satisfies
d//((M,p0), ^ ^ δ ^ ^ + i ) > ε, Men Me injectivity radius of M at po zs
greater than μ.

Proof. The proof is by contradiction. Assume that a sequence of
pointed Riemannian manifolds (Mi,pi) E ^ ^ 2 ^ ^ satisfies dH((Mΐ,pi),
K^2%^5fc+i)> ε and that the injectivity radius of M^ at pi is smaller than
1/i. By virtue of the compactness of W^M^n, we may assume, by tak-
ing a subsequence if necessary, that (Mi,pi) converges to an element (X,po)
of ^9&^n. Then, since the absolute values of sectional curvatures of Mi
are bounded, [12, 8.39] implies that the Hausdorff dimension of X is strictly
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smaller than that of M». But, since dn((Mi,pi), K ^ S ^ ^ + i ) > ε, it follows
that X £ ffiP^Mn^+x. This is a contradiction.

Proposition 8.2. There exist positive numbers £i,£2, * * >£n depending
only on n such that the following holds.

Suppose

X e

and

Assume, furthermore, that dn(X,Y) < εk.

Then, there exists a map f:X—>Y satisfying the following:

(8.3.1) / is a fiber bundle with an infranilmanifold fiber.

(8.3.2) / is an almost Riemannian submersion. Namely, if ξ G TP(M) is
perpendicular to a fiber of f, then we have

e-r(dH(X,Y))

where τ(c) is a positive number depending only on c,n and D and satisfying

limc-+o τ(c) = 0.

Proof. This is an easy consequence of Theorem 6.1, Lemma 8.1 and the
main theorem of [6].

Proof of Theorem 0.15. Define the subsets % of (S9^Jΐk[n,Ό) by a
downward induction on k as follows.

,D) - \J{X € &&*k(n,D) I dH{X,&ί) < ει).
i>k

(Remark that KSST^n, D) is empty for k > n+(n-l)(n-2)/2.) Then Lemma
8.1 implies that there exists a positive number μ such that the injectivity radii
of the elements of \J % are greater than μ. This fact, combined with Theorem
6.1, the compactness of % and [12, 8.25], implies that there exists a finite set
Σ of manifolds such that every element of |J % is diίfeomorphic to an element
of Σ.

Now, let M be an arbitrary element of FM(n,D). Then, by the definition
of ^4, we see that either FM is contained in % or there exist k and X e
SK f̂fc such that dH(FM, X) < εk and dH(X, K £ % + i ) > e*+i. In the former
case, FM is diίfeomorphic to an element of Σ. In the later case, Proposition
8.2 implies that there exists a map /: FM —• X satisfying conditions (8.3.1)
and (8.3.2), and that X is diffeomorphic to an element of Σ. The proof of
Theorem 0.15 is now complete.
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9. Equivariant fiber bundle theorem

To deduce Theorem 0.12 from Theorem 6.1, we need the following equi-
variant version of the result of [6]. (The symbol C/G-H is defined in 1.12.)

Theorem 9.1. Let G be a locally compact group and let n,μ be positive
numbers. Then there exists a positive number ε(n, μ) depending only on n and
μ and satisfying the following.

Suppose M, N are Riemannian manifolds on which G acts as isometries.
Assume dG-n{M,N) < ε, M E ^ ( n i , o o ) , N € Jf{n<ι,oo,μ), n\, n^ < n.
Then there exists a G-map f:M-+N satisfying (8.3.1) and (8.3.2).

Proof. There are two methods to prove this result. The first one is to
construct / using the result of [6] and to make it a G-map using the center of
mass technique (see [13]). The second one is the combination of the methods
of [6] and [5, §7]. Here we shall give a proof following the second line. By
assumption, we have an ε-G-Hausdorff approximation φ1: M —• N (see 1.6).
We can modify this map and we can assume that φ is a measurable map.

Secondly we use a Hubert space version of the technique of [12], [14] or
[6, §1]. Let h: R -> [0,1] be a function satisfying [6, Condition (1.3)]. And
let L2(N) denote the Hubert space consisting of all L2-functions on N. The
group G acts on L2(N) in an obvious way. Define fa: N —+ L2(N) and
f'M:M-> L2(N), fM:M-> L2(AΓ), by

d(p,x)dx/Vo\{Be{φ(q),M))
χeBe(<p(q)M)

Jg€G

where μo denotes the Haar measure. Then, by a method similar to [6], we
can prove the following.

(9.2.1) fx is an embedding.
(9.2.2) Put

Bc{Nfa(N)) = {(p,u) e the normal bundle of fa(N)\ \\u\\ < C}.

Then the restriction of the exponential map to Bc(Nfpj(N)) is a diffeomor-
phism, where C is a positive number depending only on n and μ.

(9.2.3) JM is of C^class.
(9.2.4) The image of /M is contained in the 6ε-neighborhood of fpί(N).
(9.2.5) fu is transversal to the fibers of the normal bundle of /w(iV). (Here

we identify the tubular neighborhood to the normal bundle.)
(9.2.6) f\f and fn are G-maps.
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Now, we put / = fΰ1 o 7Γ o Exp" 1 o/ M . Facts (9.2.2) and (9.2.4) imply

that / is well defined. Fact (9.2.3) implies that / is of C^-class. Fact (9.2.6)

implies that / is a G-map. Fact (9.2.5) implies that / is a fiber bundle. The

rest of the proof is similar to [6, §§4 and 5], and hence is omitted. The proof

of Theorem 9.1 is now complete.

10. The proof of Theorem 0.12

Our result from Problem 0.3(B) in the case when X is general is the fol-

lowing.

Theorem 10.1. LetXi be a sequence of elements of(£ίώr(n,D). Suppose

Xi converges to a metric space X with respect to the Hausdorff distance. Then,

for sufficiently large i, there exist a map f:Xi~+X, metric spaces Y{ and Y

on which O(n) acts as isometries and an 0(n)-map f: Y%-^ Y, such that the

following holds.

(10.2.1) Xi andX are isometric toYi/O(n) andY/O(ri), respectively. (We

let π{: Y{ —• Xi, π: Y —• X denote natural projections.)

(10.2.2) Yi and Y are Riemannian manifolds with continuous metric ten-

sors and C 1 > α -distance function.

(10.2.3) / satisfies conditions (8.3.1) and (8.3.2).

(10.2.4) Let pi eYi, pe Y. Then {g G O(n) \g(p) = p) is isomorphic to

Gπ(p) (which is defined in 0.4), and similarly for pi.

(10.2.5) /oτri = τ r o / .

Theorems 0.12 and 0.14 are direct consequences of Theorem 10.1. Theorem

0.7 follows immediately from Theorem 10.1, Lemma 7.8 and [12, 8.39].

Proof of Theorem 10.1. Take Jtij G Jt{n,D) satisfying du(Mij,Xi) <

1/j. Lemma 1.13 implies that, by taking a subsequence if necessary, we may

assume that

Therefore, there exist Y%,Y G ̂ # ( n , D ) on which O(n) acts as isometries

such that

(10.3) do{n)-H(FMij,Yi) < 1/j, do{n)-τι(Yi,Y) < 1/ί.

Theorem 6.1, combined with [9], implies that Yi and Y satisfy (10.2.2). In-

equality (10.3), combined with Lemma 1.11, implies (10.2.1). Theorem 9.1

implies that there exists an 0(n)-map / : Yi —> Y satisfying (10.2.3). Hence,

there exists / : Xi-> X satisfying.(10.2.5). It is easy to verify (10.2.4). The

proof of Theorem 10.1 is now complete.
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Lower bounds on Ricci curvature and 
the almost rigidity of warped products 

By JEFF CHEEGER* and TOBIASH. COLDING** 

0. Introduction 

The basic rigidity theorems for manifolds of nonnegative or positive Ricci 
curvature are the "volume cone implies metric cone" theorem, the maximal 
diameter theorem, [Cg], and the splitting theorem, [CG]. Each asserts that 
if a certain geometric quantity (volume or diameter) is as large as possible 
relative to the pertinent lower bound on Ricci curvature, then the metric on 
the manifold in question is a warped product metric of a particular type. 

In this paper we provide quantitative generalizations of the above men- 
tioned results. Among the applications are the splitting theorem for Gromov- 
Hausdorff limit spaces X ,  where MP -+X, RicMZ.- 2 -Ei, and Ei -+ 0, as well 
as Gromov's conjecture that manifolds of almost nonnegative Ricci curvature 
have almost nilpotent fundamental groups; see [FYI. Other applications include 
the assertion that for complete manifolds, Mn ,  with RicMn 2 0 and Euclidean 
volume growth, all tangent cones at infinity are metric cones; compare [BKN], 

[CTI, [PI]. 
Via rescaling arguments, there are also strong consequences for the local 

structure of manifolds whose Ricci curvature satisfies a fixed lower bound and 
for their Gromov-Hausdorff limits. Some of these are announced in [CCol]; for 
a more detailed discussion see [CCo2], [CCo3], [CCo4]. 

Our work further develops and significantly extends techniques which were 
introduced in [Col], [Co2] and significantly extended in [ C O ~ ] ,  in order to prove 
certain "stability" conjectures of Anderson-Cheeger, Gromov and Perelman. 
The results of [Coll-[Co3] were announced in [ C O ~ ] .  We briefly review some 
of those results. 

Let dGH denote the Gromov-Hausdorff distance between metric spaces; see 
[GLP]. Let Sr denote the unit sphere and recall that Sy is the unique complete 

'Supported in part by NSF Grant DMS 9303999. 
**Supported in part by NSF Grants DMS 9303999, 9504994 and by MSRI through NSF Grant 

DMS 9022140. 
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riemannian manifold satisfying RicMn 2 (n- I) ,  Vol(Mn) = Vol(SF);compare 

[Cgl. 
As conjectured by Anderson-Cheeger and Perelman, it is shown in [Col] 

that for all E > 0, there exists S(n,&)> 0, such that RicMn > (n - 1) and 
Vol(Mn) > (1- 6(n,E)) Vol(SF) implies dGH(Mn,ST) < E. 

Conversely, in [Co2]it is shown that RicMn > (n -1)and dGH(Mn,ST) < 
S(n,E) implies Vol(Mn) > (1-E)  Vol(S7). By [P2],it follows that for E < ~ ( n ) ,  
M n  is homeomorphic to a sphere in each of these cases; in fact by [CCo2],it 
is diffeomorphic to a sphere. 

The result of [Co2] is actually a special case of a much more general 
conjecture of Anderson-Cheeger, proved in [ C O ~ ] .They conjectured that for 
M n  smooth, the assumptions RicMn 2 A > -00 and dGH(MF,Mn)  -+ 0, 
imply Vol(M:) -+ Vol(Mn). They also noted that this would imply that M: is 
homeomorphic to M n  for i sufficiently large, given the result which was proved 
later in [P2];see Appendix 1of [CCo2]for the implication, "diffeomorphic". 

Observe that in the theorems discussed so far, the model space is unique, 
or fixed in advance, and the manifold in question is shown to have almost the 
same quantitative structure as the given model. Hence, in this context, we use 
the term "stability" ; compare [G3]. 

In the present paper by contrast, in each of our theorems, a certain class of 
warped product spaces, (a, b) x Nn-', for some fixed f ,  serves as the collection 
of smooth rigid models. Here the cross-section, Nn-', is subjected only to a 
fixed lower Ricci curvature bound. Thus, in each case, the totality of model 
spaces is infinite. 

As is suggested by the rigidity theorems for spaces of nonnegative Ricci 
curvature which were mentioned at the beginning of this section, the spaces 
(a,b) x f  Nn-' admit (among others) the following two characterizations: 

When suitably normalized, the volume is maximal relative to the behavior 
of the Ricci curvature. 

If f (a) = f (b) = 0, the diameter is maximal relative to the behavior of the 
Ricci curvature. 

Here, we show more generally that if for a manifold, Mn ,  the volume 
or diameter is almost maximal, then Mn,  is close in the Gromov-Hausdorff 
sense, to a space, (a, b) x f X, with the same warping function as would obtain 
in the corresponding rigid case. As a consequence, it follows that the rigidity 
theorems themselves extend to Gromov-Hausdorff limits of spaces satisfying 
the appropriate lower Ricci curvature bounds. 

Clearly, the cross-section, X, depends on the particular manifold, Mn. It 
is partly for this reason that we employ the term "almost rigidity" rather than 
"stability" ; compare [GI]. 
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There are several additional features of our situation which have fairly 
close counterparts to the one considered in [GI]. First of all, the topology of 
M n  need not be that of a product, no matter how slightly the geometric and 
curvature conditions are relaxed; see e.g. [All, [P2]. Additionally, even though 
M n  is assumed smooth, the cross-sections, X,  which arise naturally, include 
metric spaces which are not homotopy equivalent to manifolds, and hence, 
which satisfy the relevant lower bound on Ricci curvature only in a generalized 
sense. Finally, since we do not assume a definite lower bound on the volume of 
Mn, the Hausdorff dimension of such a cross-section can be strictly less than 
n - 1. 

Note that although the cross-section, X,  is not uniquely determined, the 
issue of the existence of cross-sections with preferred properties is nonetheless 
a significant one. Although in proving our theorems we do construct explicit 
cross-sections, their properties are not studied in detail in the present paper; 
compare however Section 7 and see [CCo2], [CCoT]. 

The remainder of the paper is divided into three parts and eight sections 
as follows. 
I. Integral estimates on Hessians imply almost rigidity 

1. Warped products and Hessians 

2. Integral estimates; Hessians, distances, angles 

3. Gromov-Hausdorff approximations 

11. Almost maximality implies integral estimates on Hessians 

4. Volume 

5. Finite diameter 

6. Infinite diameter; the splitting theorem 

111. Applications 

7. The structure at  infinity of manifolds with RicMn 2 0 

8. Almost nonnegative Ricci curvature and the fundamental group 

Our results were announced in [CCol], where additional applications to 
the structure of Gromov-Hausdorff limits of spaces with Ricci curvature sat- 
isfying a fixed lower bound were described as well. These and others will be 
treated in [CCo2], [CCo3], [CCo4] and elsewhere. 

We are indebted to Mike Anderson, Grisha Perelman and Gang Tian for 
helpful conversations. 
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I. Integral estimates on Hessians imply almost rigidity 

1. Warped products and Hessians 

The smooth warped product spaces that we consider are riemannian man- 
ifolds, (a, b) x f  Nn-', where (a, b) x Nn-' is the underlying smooth manifold 
and the riemannian metric, g, - is given by 

(1.1) -g = dr2 + f2(r)g,  
with the riemannian metric on Nn-l. Note that (a, b) x f  Nn-' need not 
be geodesically convex. Sometimes, when we need to refer to some arbitrary 
model space with warping function, f ,  we will choose (a, b) x f  R, since R is 
complete and zl,zz takes arbitrary nonnegative values. The following is well 
known (and easily seen). 

Let c : [O,1] -+ Nn-' have length L[c] = 1. If Ic'i E 1and k : [O, I] -+ (a,b), 
then (k, c) c (a,b) x Nn-' has length, L[(k, c)] = ~ ; ( 1 +f2(k(t))(k'(t))2)idt. 
As a consequence, the distance, (r1,X I ) ,  (r2,x2), between (r1,XI ) ,  (r2,x2) E 
(a,b) x f Nn-I is given by function pf ( r l ,  7-2, -1, where z1,22denotes dis- 
tance in Nn-' . Moreover, it is clear that L[(k, c)] 2 pf (rl ,r2,1). 

For X an arbitrary metric space, we define the metric space, (a, b) x f  X ,  
to be the space, (a, b) x X, with metric, 

(1.2) (r1,x1),( ~ 2 , 2 2 1= ~f(7-1,7-2,51,22). 

This degree of generality is required for the statement of our main results. 
For any fixed x, the radial curves, t -+ (t, x),  are geodesics. Moreover, if 

X = Nn-I is a riemannian manifold, the second fundamental form of the level 
surface, r-'(a), of the function, r ,  is given by 

With the aid of (1.3), it is easy to check that the function, 

satisfies 

Conversely, the spaces (a, b) x f  are essentially characterized by the ex- 
istence of a function, h, whose Hessian is some function, k, times the metric 
tensor. 

To see this, let Mn be a riemannian manifold such that for functions, h, k, 

(I.6] Hessh = kg. 
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Let Vh denote the gradient of h. Then by (1.6), 

(I.7] d(lVh12)= 2 Hessh( ,Vh) = 2k dh. 

Thus, 

(1.8) 


which implies that  for Idhl # 0, 


Therefore, we can let r satisfy 

and regard h as a function of r. Putting V r  = g,we get (with slight abuse of 
notation) 

I t  follows easily from (1.10) that 

By (1.6), we have 

Let L denote the Lie derivative. Then 

(1.14) Lvhg = 2 Hessh. 

Also, if 

then 
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Hence, 

d
(1.17) 	 hfar(s(U, V)) = Vh(g(U, V)) 

[4pt] = (Lvhg) (U, V) + g( [Vh, U], V) 

+ g(U, [Vh, VI) 

and with (1.13), (1.14), (1.16), we get, 

Let a < c < d < b and let r-'([c, dl) be complete in the induced metric. 
By integrating (1.18), we find that the restriction of g to r-'((c, d)) is a warped 
product metric, given in product coordinates associated to the function r ,  by 

Here, h', k,l j  are determined up to multiplicative constants. Once these have 
been fixed, h is determined up to an additive constant. 

Relation (1.6) implies that (1.14) is equivalent to the assertion that the 
vector field, Vh, is conformal. The flow generated by this field is (x, r )  + 

(x, @t(r)), where 

The following three examples are the most important ones. 

Example 1.21. (Metric cones) Here, (a, b) = (0, oo), f = r ,  h = i r 2 ,  Qt(r) = 

etr and in particular, Rn \ 0 = (0, oo) x, sY-' . 
Example 1.22. (Metric suspensions) Here, (a, b) = ( O , T ) ,  f = sinr, h = 

(2 sin ; T - ) ~ ,@t(r)= 2 tan-' (et tan i r )  and in particular, Sy is the completion 
of (0, T) x ,in, SY-'. 

Example 1.23. (Products) Here, (a,b) = (-oo, oo), f = 1,h = r,Qt(r) = 

r + t and in particular, Rn = (-oo, oo) x 1Rn-l. 

The preceding discussion suggests that if (1.6) holds only approximately, 
then perhaps in the presence of suitable additional assumptions, (1.19) should 
continue to hold in some weakened sense. This is verified in Sections 2 and 3, 
where "approximately" is taken to mean "in the L1- sense" and "weakened" 
is taken to mean "in the Gromov-Hausdorff sense". 

In order to give an indication of our approach and to record some required 
preliminaries, we now show how, from a standpoint somewhat different from 
that which was just explained, the function, 3(r) ,satisfying (1.5), determines 
the metric. 
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Let 3be defined as in (1.4). Since F' = f > 0, we can define a function, 

H, by 

(1.24) H =3"o 3 - l .  

Let -y (s) be a geodesic of length t in (a,  b) x f  N ~ - ~ , 1 y' (s) 1 - 1. Set with -

a 
(1.26) @(s)= L ( ~ ( s ) ,&), O I @ _ < n ,  

where L denotes "angle". 

where 

(1.29) 

and 

(1.30) TO< b - e ,  

(1.31) ro - e 5 re 5 ro + e, 
then the differential equation, 

(1.32) U"(s) = H(U(s)) ,  

has a unique solution subject to the conditions 

(1.33) U(0) = W o ) ,  
(1.34) u(e) = 3( re ) ,  

(1.35) ' 0 )  5 f ( ro) .  

For this solution, on the interval [O,!], 

(1.36) -~ ( s )= ~ u ( s ) ) ,  

cos @(s)= -1 uf(s) .
f (r(s))-

Proof. We can rewrite (1.5) as 

(1.38) HessF = H( F ) g ,-
from which it follows immediately that  if we put 

(1.39) u s )  = F(y(s ) ) ,  
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then U(s) satisfies (1.32)-(1.34). Also, 

(1.40) Uf(s) = ( v F , T f ( s ) )  

= f COS Q(s), 

which gives (1.37). In particular, this U(s) is the unique solution of (1.32) 
satisfying the initial conditions, (1.33) and 

(1.41) Uf(0)= f ( ~ ( 0 ) )cos 8(0). 

To complete the proof, it suffices to check the following. Given c, with 

(1.42) IcI I f ( ~ ( o ) ) ,  
there exists a solution, U(s)- (necessarily unique) of (1.32) on [0,t],satisfying 
(1.33) and 

(1.43) Uf(0)- = c. 

In addition, the map 

(1.44) Kf(o)-+g(e) ,  

is injective. 
But from (1.30), it is clear that we can take 

(1.45) = 3("ls)),-

for suitable -y (s) satisfying
-

For such solutions, the injectivity is a direct consequence of the first variation 
formula. Indeed L(yf(0),- &) # 0, a implies L (yl(t) ,&) # 0,a .  Thus, the 

derivative of ~ ( t )with respect to Q(0) is nonvanishing, 0 < Q(0) < a, provided 
~ ( t )is not conjugate to y (0) along y. This is guaranteed by-(1 .28), (1.29).
- --

Remarlc 1.47. It is important to note that in proving Proposition 1.27, we 
only used the existence of a function, F(T)satisfying (1.38), for which r is a 
distance function. As a consequence, for any space on which such a function 
exists, the functions ~ ( s ) ,Q ( )  of (1.25), (1.26) coincide with those of any model 
space, for example, the space (a,b) x f R. 

In view of (1.33), (1.34), (1.37) there are well-defined functions, 0,Q, such 
that 

If is a radial geodesic such that ~ ( 0 )= g and :is a point close to a,put 

(1.50) e(t) = z,a( t ) .  
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Let y -t be minimal from :to ~ ( t ) .  By the first variation formula, t ( t )  satisfies 
the differential equation 

with initial condition, 

Let X I ,  x2, zl ,z2 (sufficiently close to each other) satisfy 

It follows easily from (1.50), (1.51) that for some function Q determined 

by 3, 

If we specialize to the case r(gl)= r (z l )  = c and let gl -+ gl, then the 
extrinsic distance can be replaced by the intrinsic distance measured on the 
level surface r-'(c). This easily suffices to  determine the function p f .  

Remark 1.56. In the situation considered in Sections 2 and 3 below, the 
equalities above e.g. (1.55), are only approximate and we will not be able to  
pass to the limit in the final step. Thus, very small scale information can be 
lost. 

2. Integral estimates; Hessians, distances, angles 

In this section we show that if on an annular region, (1.6) almost holds 
in the integral sense, then for most pairs of sufficiently close points yl, y2, the 
behavior of the minimal geodesic, yy,,,,, from yl to y2, is almost described by 
the functions in (1.25), (1.26) (see (1.36), (1.37), Remark 1.47, (2.48), (2.49)). 
This is shown to yield a corresponding approximate version of (1.55), for most 
quadruples of points which are close to  one another. 

The main technical result of this section is Theorem 2.11. What has been 
accomplished in the context of "almost rigidity" is summarized in Proposition 
2.80. 

Let M n  be a complete riemannian manifold and let K c Mn be a compact -
subset. Let r (x)  = x,  K denote the distance function from K and for 0 < a < b,  
put Aa,b= r-'((a, b ) ) .  

Let f ,3 be as in (1.4). In what follows, we regard 3 = 3 ( r ( x ) )  as a 
function on Aa,b. 



198 JEFF CHEEGER AND TOBIAS H. COLDING 

Let F : Aa,b -+ IR satisfy-

(2.1) range F- c range F, 

In (2.3), (2.4) and elsewhere, when integrating over a subset of a rieman- 
nian manifold, the natural measure associated t o  the riemannian metric will 
be understood and no symbol such as "d vol" will be included to  indicate the 
measure. 

Remark 2.5. In the context of Sections 4 and 5 of Part 11, the annular 
domain, Aa,b, is the appropriate one to consider. The main effort there is 
devoted to obtaining (2.1)-(2.4). But, in Section 6 of Part 11, the domain 
Aa,b must be replaced by a ball. This circumstance makes the analog of (2.4) 
more difficult to obtain. However, in the present Part I we are concerned 
with consequences of (2.1)-(2.4). Since, the relevant arguments can easily be 
adapted to the set-up of Section 6, we will not give a separate treatment for 
that case. 

Our next result, Theorem 2.11, will allow us to convert estimates like the 
ones in (2.3) or (2.4) into corresponding estimates along a collection of minimal 
geodesics. Theorem 2.11 replaces the technique of integration over the unit 
sphere bundle, used in [Coll-[Co3] for similar purposes. The present version 
provides an improvement which enables us to handle situations in which the 
volume of Mn has no fixed lower bound, i.e., the "collapsed" case. 

Let Yn be a riemannian manifold with 

Let A1, A2 C Y mbe open sets and assume that for all yl E A1, yg E A2, there 
is a minimal geodesic, T~,,,,, from yl to yg, such that for some open set, W, 

If vi is a tangent vector at yi, i = 1,2,  and lvil = 1, set 

Here A2+1 :=Al. 
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Let II(yi7 vi) I denote the measure of I(yi, vi) and put 

The set, B ,  of points, (yl, 92) E Al x A2, for which there is a unique 
minimal geodesic from yl to y:, has full measure. Below, we keep the more 
suggestive notation, A1 x A2, where in actuality, we mean B. 

Let M t  denote the simply connected n-dimensional space of constant 
curvature, A. 

For p- E M t ,  put 

(2.10) A X 4 = Vol(dB,(p)). 

THEOREM2.11. Let e be a nonnegative integrable function on W .  Let 
maxyl,yz = D. Then 

Proof. We can assume (yl, y2) E B.  Set 

Then 

(2.16) 


and by an obvious symmetry argument, it suffices to bound 


Fix yl and a unit tangent vector, vl, at yl. Let y'(0) = vl. Along y, write 
the volume element of Y n in geodesic polar coordinates as 

(2.18) ds A A(s). 


Then for s =yl,,by the Bishop-Gromov inequality, 
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Thus, by (2.10) 

where T(v1) is the supremum of t such that t E I (yl ,  vl). Integrating relation 
(2.20) over the unit sphere in the tangent space at  yl gives 

If we then integrate (2.21) over All  the resulting estimate, together with the 
corresponding one in which the roles of A1 and A2 are interchanged, gives 
(2.12). 

Let Aa,b be as at  the beginning of this section and assume 

(2.22) RicMn 2 (n  - l)A, 

so that Theorem 2.11 applies. Put  

V(u) = inf V~l(Bu(q))
Vol(Aa,b) ' 

where for fixed u > 0, the infimum is taken over all q E Aa,b with u 5 
min(b - r (q),r (q) - a). 

The following immediate consequence of the Bishop-Gromov inequality 
will suffice for our subsequent applications. 

PROPOSITION2.24. If (2.22) holds and for some Bza(z),  with B~R(z)  
complete, Aa,b C BR(z) C M n ,  then 

Assumption. From now on, we assume that (2.1)-(2.4) hold. 

Fix attention on some p, with 

(2.26) B ~ R ( P )C Aa,b. 

By (2.1), (2.4), and Theorem 2.11, we get: 
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For fixed yl, y2, put 

(2.29) Z(Yyl,yz(~)) W Y ~ ,= Y z , ~ ) .  

au a2uWe will just write U(s) for U(yl, y2, s) and U', U" for x, 
Since 

by (2.28), we get 

Let D,(yl) denote the set of points, y2 E BR(p), such that a is uniquely 
defined at  yyl,y2(s), for almost all s, and such that 

Also, put 
(2.35) 

~1 V i ( ~ l )1 ) < 7 ~ ~ ~ ( D E ( Y I ) )  E) v 0 1 ( B ~ ( ~ ) ) } .2 (1-

From (2.3), (2.12) applied to the function 1V.F- - VF1 and (2.31), we 

obtain: 

COROLLARY2.36. There exists T = T(E,~,A,V,R),such that if in (2.3), 
(2.4), T > 6 > 0, then 

From now on, we put t = yl,. 
In order to use the information in (2.32), we need the following standard 

lemma. Assume that U(s) is defined on 10, t],that H(ZA_(s)) is defined and that 
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LEMMA2.41. Let (2.32) hold. Then for s E [O,!], 

(2.42) lu(S) -U(S)1 5 Eo C O S ~&?s + [ E l  + E] 
sinh a  s 

m ' 

where 

I J  IK = sup IH'l = max --
r ~ [ a , b lIf1 

Note that Lemma 2.41 applies if, in particular, yl E DE(y2). 
Let U(s) be the solution defined in (1.40). From now on, write 

for the function defined in (1.36). Let the functions @,Q  be defined as in 
(1.48), (1.49). 

Given yi, YP, Y ~ ~ , ~ ~above, put 

(2.46) r(Y1,Y2, S) = T(YYI,YZ(S)), 

and at  points where & is uniquely defined, put 

COROLLARY2.48. Let E > 0. The number, T, in Corollary 2.36 can be 
chosen such that if in (2.2)-(2.4), T > S > 0, then for yl E Q,, y2 E D,(yl), 

Proof. Let E O , E ~in (2.38), (2.39) be given. By (2.28), 

(2.52) Uf(s)= (vz,~ ' ( s ) ) .  

Also, for any U(s), 

(2.53) U1(s)= ( V F ,  yf(s)) = f ( ~ ( 3 ) )cos 8(s).  

Thus, there exists 0 < 71 = T ~ ( E ,EO, ~ 1 ,n,A, R, V) such that if in (2.2)-(2.4), 
S < 71, then there exists M(s) as in (1.40), such that (2.39), (2.40) hold. 
This follows from (2.34) and (2.2). Below, we take E O , E ~sufficiently small, 
depending on E. Then we take T = 71. 
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By (2.42) (for s = e, where t satisfies (1.28)) together with (2.2), we see 
that U(s)1 [O, e] can also be viewed as the solution, F(y(s ) ) ,where rather than 
controlling the initial values, we specify instead that r(y(0)) -r(yl) 1 ,  r ( y(e))-
r(y2)l are small, i.e., as small as we like if 71 > 0 is sufficiently small. 

Thus, if U(s)- is the solution on [0,e] of the form F(T-(s))- with -y(s) c -
(a,b) x f  N~- ' ,  

(2.54) r(y(0)) = r ( ~ ( o ) ) ,-

r ( r (e)> = r(y(e)),-

we will have IU(0) -U(0) 1 ,  IU1(0)-U1(0)I as small as we like, provided 71 > 0 
is sufficiently small; see (1.44) and its proof. Note that the existence of U(s)-
follows from (2.26). By (2.42), (2.43), this suffices to complete the proof. 

Relations (2.49)-(2.51) generalize the information contained in Remark 
1.47. We will now consider the corresponding generalization of relation (1.55) 
and the consequences thereof. 

Given X I ,  21, x2, 22 E BR(p),with 

(2.55) T ( ~ I ) - T ( x I )  = X 1 , 2 1 ,  

(2.56) ~ ( 2 2 )- r(x2) = X 1 , 2 2 ,  

we wish to estimate 

(2.57) Ixl,zz - &(r(xl) ,  4x21, r(22),Ic1,)1.  

The restriction, X I ,  zl ,  x2,22 E BR(p),will be removed in the next section. 
If x1 = 21 = x,  we put 

Clearly, in order to estimate the quantity in (2.57), it suffices to estimate 

Fix a small number, 1> 77 > 0. We can assume 

since otherwise, effectively, there is nothing to prove. By choosing E of Corol-
lary 2.36 appropriately, we can assume that if the hypothesis of Corollary 2.36 
holds, i.e., 6< 7, then there exists 

Similarly, we can assume that there exist 
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with 

(2.63) 

Put 

By applying Theorem 2.11 to the function B(y,  X ( s ) ,  e ( s ) )  of (2.47),  we can 
assume in addition that 

In view of (2 .56) ,  (2.62),  we have (in (2 .67))  

and with (2.63), we have for some constant, 

(2.69) c = c ( A ~ & R ( P ) ,a&,a) , 

Then for 

(2.71) a ( s )= ( T ~ , A ( ~ )( e ( s ) ), ~ ' ( ~ 1 )L! 

from (2.67),  (2.68),  (2.69),  we get 

In the model space, (a,b) x f  R,let -y , wl,w2 satisfy 

(2.73) r ( y ) = r ( y ) ,  

(2 .74)  ~ ( w )~ ( w ) ,= 

r ( g ) = ~ ( 9 ) ,  

(2.75) 9 ,w = 9,w = d ,-

(2.76) K g = = =- 4 (0 ) .  


Then for A, Ty,y,), -a ( s )  defined as above, it is clear that as in (2 .72) ,  

-
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By the first variation formula, for almost all s ,  

(2.78) ( e ( ~ )- ( s ) ) '= cos a(s) - C O S ~ ( S ) .  

Since e(0) = l(O), from (2.72), (2.77), (2.78), we easily find that 

(2.79) le(d) - ((d) / 5 cq2(ed- 1). 

Let B3R(p) C Aa,b From (2.59), (2.61), (2.62), (2.69), we obtain the 
following result (which we state using the constant E rather than q). 

PROPOSITION Given E > 0, there exists < = - a,b -2.80. <(~,n,A,V,r(p)  
r(p)), such that if in (2.2)-(2.4), S < <, then for x1,21,x2,22 as in (2.55), (2.56), 

(2.81) ~xl,xz & ( r ( ~ 1 ) , r ( 2 1 ) , r ( x z ) , r ( 2 2 ) , ~ ) 1- < &. 

Remark 2.82. Theorem 2.11 leads directly to a lower bound on the small- 
est nonzero eigenvalue of the Laplacian and to PoincarBtype inequalities. Al- 
though the constants are not quite sharp, these inequalities are essentially the 
known ones due to Gromov and Li-Yau; see [G3] and [LY]. The derivation via 
Theorem 2.11 is similar to Gromov's approach. For instance, if in Theorem 
2.11 we take A1 = A2 = M n  and e = lVf 1 2 ,  where J M ,  f = 0, then from (2.12) 
and the Schwarz inequality, we obtain 

where for A 2 0, the constant c = c(n, A) is actually independent of diam(Mn). 
Clearly, there exist analogs of (2.12) (and of the implication that (2.12) yields 
(2.83)) in other contexts, e.g., in the context of graph theory. 

3. Gromov-Hausdorff approximations 

In this section, we will show that for a > 0, an annulus, Aa+a,b-a is close 
(in a precise sense specified below) to a warped product, (a +a,b - a )  x f  X ,  
provided the number E in (2.81) is sufficiently small and an additional techni- 
cal condition, of almost maximality, (3.8), holds. This technical condition is 
satisfied in the applications. 

As mentioned in the introduction, the choice of X cannot be made com- 
pletely canonical. However, a specific choice will be employed in the proof. 

In what follows, let dal denote the metric of Thus, for y, y E 

Aa+al,b-alr dal(y,y) is the infimum of lengths of curves, c, from y to y such 
that c c Aa+a~,b-a~.For 0 5 a' 5 a, let da'sa denote the restriction of da' to 

Aa+a,b-a C Aa+al,b-a'. 
Given a warped product (a, b) x f X, we also denote by dal,daliffrespec-

tively, the metric on (a + a', b - a') x f  X and its restriction to the subset, 
( a + a , b - a )  x X .  
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Before stating the main result of this section, we note some elementary 
properties of the metrics d"', d"l3". 

Put 

m(a, b,a,af,f )  = min f (4 
f (a +a')

,inforl<b-r<or 

Then 

-d"')" 5 d" 5 1 
)d"llff.

m(a,b, a, a', f 
The first inequality in (3.1) is obvious. To see the second, let (k(s), c(s)) be 
a curve in (a - a', b - a') xf  X .  Replace any segments of (k, c) for which 
a + a' < k(s) < a' (respectively b - a' < k(s) < b - a') by segments of the 
form (a +a', c(s)) (respectively (b  -a',c(s))). Then the length of the resulting 
curve is at most m(a,bh,ut,f)L[(c,k)] (where L[ ] denotes length). Thus, the 
second inequality follows. 

Recall that the distance function on (a, b) x X is determined by a function, 
p(rl ,  r2 ,  1~1,22) (where the dependence on (a,b) is suppressed). Let 
pa+or~,b-cu~;(ri,T 2 , m )  denote the corresponding function, for the distance 
function, dfft, on (a + a', b - a') x f  X .  

As in (3.1), if p ,+ ,~-~ ,b-~l+~;  (a + a',a +a',v) < X ,  then 

1 I

I
m l f  (a + a')

pa+"'-x,b-orl+x; f (a + ,a + a',v), 

f (r)where ml  = ml (a, a',X,f )  = inf-X/25r-a-a~5X/2m.Note additionally, 
that for vl, v2 1 0, the following is clear: 

Also, for all ro,r l ,  . . . ,r~ between a + a  and b-a,  and all nonnegative vl, . . . VN, 

Moreover, for fixed ro,rN, { v ~ ) ,there exist rl, . . . ,riv-1 such that (3.4) is an 
equality. 

Let (k, c) be a curve in (a + a', b - a') x f  X (the closure of (a + a', 
b - a') x f X) .  Assume that L[(k, c)] equals the distance with respect to d"', 
between the end points of (k, c). An elementary argument based on the first 
variation formula shows that if (k, c) n6'(a +a',b -a' x f X )  is nonempty, then 
(k, c) is tangent to the boundary at those points at  which it enters or leaves 
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a( (a  + a', b - a') x f  X).  The remaining segments of (k,c) are geodesics lying 
in (a +a',b - a') x X.  

Recall that if y is a geodesic in (a,b) x f  X and @(s)= L(yt(s),g),then 
by the classical theorem of Clairaut, the function, f (y(s))- .sin&) is constant 
on y.-

Let (k,c) : [O, 11 -+ (a + a'; b - a') x f  X satisfy 

Then the above mentioned facts have the following direct consequence. 
For all E > 0, there exists d ( ~ ,a ,  b, f )  > 0, such that at  least one of the 

following holds. 

The curve, (k, c), may contain a segment lying in a ( (a+a',b -a') x X).  
However, L ((kt(s),ct(s)),g)2 6,for all s E [0,t ] .  

oo The curve, (k,c), consists of a single geodesic segment whose interior is 
contained in (a +a',b -a') x f X .  Moreover, I k(0) -k(l)I -L[(k,c)] < E.  

Let Q(ul, . . . ,ukl., . . .) denote a nonnegative function depending on the 
numbers, u l , .  . .uk, and some additional parameters, such that when these 
additional parameters are fixed, we have 

(3.5) lim,,,...,,, oQ(u1,. . . ,WI.,. . .) = 0. 

We can now state the main result of this section. 

THEOREM3.6. Let 0 < a' < a and a - a' > ('. Assume that for the 
metric dCY'>ff, 

Assume, in addition, that for all z E r-'(a + a'), there exists y E r-'(b - a') 
with 

Finally, assume that for XI ,z1,x2,22E Aa+a/,b-ff/satisjying the hypothesis of 
Proposition 2.80, the number, 6, in Proposition 2.80 satisfies S < C. Then 
there exists a metric space X ,  with diam(X) 5 c(a,b,at,f ,D),  such that for the 
metrics dCY12ff, 

Remark 3.10. Note that for z,y as in (3.8), a minimal geodesic, y, from x 
to y, might contain some points y(s) (where s < (12) for which r(y(s)) < a+at .  
It is because of this possibility (which cannot be ruled out in the applications 
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in Sections 4 and 6) that we must consider the metrics da'>a,da'la (where 
a - a' 1 J) rather than just the metrics da,da. 

Proof of Theorem 3.6. First we specify the metric space, X. Choose x < 
a' (X to be further specified later) and define a metric, lx, on r-'(a + a') 
as follows. Given x, 2 E rP1(a + a'), consider all sequences of points, x = 
20 ,  51,. . . XN = 2 ,  such that da'-x(xi, xi+l) 5 X, for all i. Put 

Let X be the space, r-'(a + a') with the metric, lx. 
For all y E Aa~+a,b-cu~, + a'),closest to y. Put choose a point, z E r-'(a 

We will show that PIAa+a,b-cu is the desired Gromov-Hausdorff equiva- 
lence. For this we need an extension of Proposition 2.80. 

Let + : [0,t]-t Aa+cu',b-a~be parametrized by arclength. 

Claim. There exists N = N(C, a ,  b, a', f ,t) with the following property. 
Let ti = &t,i = 0,1, . . . N. Let yi be minimal from +(ti) to r(+(ti)) .  On 
each yi, insert N equally spaced points, y (si j),j = 0 . . . N ,  where si,o = 0. 
Then each quadruple, y i - l ( ~ ~ - ~ j - ~ ) ,  x ( s ij)satisfies the yi-1 (si-1 j),y i ( ~ ~ , j - ~ ) ,  
hypothesis of Proposition 2.80. 

It is clear that N as above can be chosen such that the quadruples, 
yi-1 ( ~ i - l , ~ ) ,T-1 (si-l,'), T ~ ( S ~ , ~ ) ,?(si,l) satisfy the hypothesis of Proposition 
2.80. Then our claim follows from Proposition 2.80 by induction. 

Let y, y E Aa+a,b-cu and let 4 as above join y to $, with L[+]= 6).dff'>cu(y, 
From the claim which was just established, it is clear that there exist X(X, Nl) ,  
Nl = Nl(C, X, a , b, a', f ,D)  such that if T 5 X(X,  Nl) ,  then the points, 
{r(+(ti))}, where i = 0, . . . ,Nl , satisfy 

Moreover, for Q = Q(rlat,  a ,  b, n, f ) ,we have by induction, 

From (3.15) together with (3.2)-(3.4), we easily obtain for C 5 X(X,  Nl),  

(3e16) d a l - x ( ~ ,  1 ~a+a'-~,b-a'-x; ~ ( 6 ) )Y) f (T(Y),  r($), l x ( r ( ~ ) ,  

+ Q(s, xla, b, a',n,f ,D). 
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Since dal(y,6) 2 d a l - ~ ( Y ,6))it follows that (3.16) provides a lower bound on 
d"lP. 

Let x E rP1(a + a'). Given c E (a + a', b - a'), it follows from (3.8) that 
there exists y E Aa+a,b-al, with 

By applying (3.16) with y = y, ij = x we find 

(3.18) ex(? T(Y) IQ(CIa,b, a',n,f ) .  

This shows that range ,G' is Q-dense, with Q as in (3.16). 
From the @-density of range ,G' together with (3.16), it is clear that we get 

the bound, diam(X) I c(a,b, a', f ,D). 
Finally, we must obtain an upper bound for dal@which converges to the 

one in (3.16) as C,  x tend to zero, with C < X(X, Nl). Here, for the first time, 
the assumption, a - a' > [ enters. 

Let y, 6 E Aa+a,b-a. Let ~ ( y )= XO, XI , .. . ,XN, = ~ ( y )be a sequence such 
that xi E r-'(a + a') and dal-x(xi-1, xi) IX. Assume in addition that 

Clearly, (3.19) implies that dal-x(zi-1, xi) + dal-x(xixi+l) i x holds for all i. 
This gives 

Let (c,k) c (a +a' + 7, b - a' - 7) x f  X have length dal+"a(,G'(y),P(6)) 
(where 7 < $,7 < [). Fix E > 0, and let 6be as in which precedes Theorem 
3.6. For x < a',7, a ,  b, f ) , if the alternative holds, we have for all i, 

where 
i 

Since range ,B is Q-dense, there exist, y = yo, yl, . . . ,yr~,= y, such that 

Then for 5 sufficiently small, it is clear that 
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Thus, in particular, the curve formed by joining the points {yi) consecutively 
by minimal geodesic segments, lies in Aa+a/,b-a/. By arguing as above, we get 

(3.25) (Y,  6) I da'+""(p(~),~ ( 6 ) )  

+ *(<la, b, a',J, X, r ] ,  n,f ). 
Now, by letting X,  r ]  + 0, and using (3.1) to compare the estimates (3.16), 
(3.25), we obtain Theorem 3.6 in this case. 

If the second alternative, ee, holds we have 

Let y,y be minimal from ~ ( y )to y and from ~ ( y )to respectively. Assume 
say r(y) Ir(y). Then 

(3.27) da'(y,$1 5 T(Y) - ~ ( 6 )+ da1(7(r(6)) ,?(r(~)) .  

By using (3.26) and the claim above to estimate the second term on the right-
hand side of (3.27), we get Theorem 3.6 in this case as well. 

We now make some further observations which are needed for the appli-
cation in Section 4 to the case in which the annulus, Aa,b,has almost maximal 
volume. In what follows, we no longer assume that Aa,b is connected. 

Let V be as in (2.23). 

LEMMA3.28. Given a', C > 0, there exists w = w(C,al,n,a,b,f ,V), such 
that if 

V01(A4J> (1-w)S,b f n-l (u)du 
vol(r-l (a)) - fn- l(a>> ' 

then (3.6) holds. 

Proof. Note that (3.29) together with the Bishop-Gromov technique im-
plies that for a < c < b, 

Assume that (3.6) fails to hold for some x E r-' (a + a'). Then (3.6) also 
fails on BC12(x),provided we replace C by </2 and assume (without loss of 
generality) C < a'. 

LBy the co-area formula, for some a +u - 5 ro 5 a + a + 2 ,  

Vol(r-' (a)) 
- 1

Vol(r-l (c)) 
I*(C - a,win, a ,  b, f ) .  
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Since (3.6) (with 5 replaced by 512) fails on r-l (ro) f l  Bc/2(x) ,using (3.31), 
we easily contradict (3.29), if w(5,a',a ,  b, f ,V) is sufficiently small. 

Given a < c < b, put T = min(c - a,  b - c). In general it is clear that 
AUlbhas at most & components whose intersection with rP1(c) is nonempty 
Moreover, from arguments like those given above, we obtain the following 
proposition whose straightforward proof we omit. 

PROPOSITION3.32. Given 0 < a' < a, a' - a > J > 0, there exists 
0 < w = w(at,J,n,a,b,f,V) such that if (3.29) holds for such w, then for the 
metric da'la, the annulus AU+&,b-&,has at most #(n,a,b, f ,V) components, Xi. 
Moreover, diam(Xi) 5 D(n,a,b,f ,V) for all i .  

Proposition 3.32, implies that the assumptions (3.7), (3.8) in Theorem 
3.6 are unnecessary, provided that one weakens the conclusion to  diam(Xi) < 
D(n,a ,  b, f ,V) for each of the at most #(n, a ,  b, f ,V) components of X .  In 
Section 4, we will show that the assumption concerning Proposition 2.80 is 
unnecessary as well. 

As in the proof of Gromov's compactness theorem, [GLP],one also obtains: 

PROPOSITION3.33. If (3.29) holds for w = w(at,J,n,a,b,f ,V), then the 
space X ,  in Theorem 3.6 can be chosen to be a length space. 

11. Almost maximality implies integral estimates on Hessians 

4. Volume 

In this section and the two which follow, we prove our main results on 
almost rigidity by showing that almost maximal volume or diameter implies 
the existence of a function 3,- satisfying the hypotheses of Section 2. Our 

arguments are inspired by those of [Coll-[CO~]. 
As in previous sections, we consider a metric annulus, Aa,b, associated to 

a distance function r .  
We say that the mean curvature, m,  of the hypersurface, r-'(a) c Mn is 

5 ti and write 

(4.1) m 5 ti (on r-'(a)) 

if in the barrier sense, 

(4.2) Ar 5 ti (on r-' (a)) .  
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Let f :  [a,b] -+ R+ be as in Part I. Note that for a warped product, 
(a,b) x f  Nn-l, 

where we use the underline to denote quantities associated to such a model 
space. Moreover, 

Suppose that for M n  as above, 

f'(a) (on r-1 (a))m 5 (n  - 1)-
f (a) 

and for all r ,  with a < r < b, 

Then by standard comparison arguments, for a < r < b, 

vol(Aa,b) < J: f "-'(r) dr 
Vo l ( r l ( a ) )  - f n-l (a) ' 

In case the inequality in (4.8) is an equality, it follows directly from the 
Bishop-Gromov inequality together with an easy analysis based on the Riccati 
equation, that the annulus, Aa,b,is isometric to  a warped product (a,b) x j  X. 
We call this the "volume annulus implies metric annulus" theorem or some-
times the "volume cone implies metric cone" theorem. 

In this paper, our concern is with the situation in which the inequality in 
(4.8) is almost an equality. We begin by noting the most direct consequence 
of this assumption. 

Let k = k(r) be regarded as a function on Aa,b. 

PROPOSITION4.9. Let (4.5), (4.6) hold. Then 

Vol(Aa,b) J: f "-'(r)  dr 
~ o a- fn-'(a) 

implies that for a 5 d 5 b 

Proof. This is a direct consequence of the Bishop-Gromov technique. 
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We will also need the following lemma which is the counterpart, in our 
situation, of the result of [LS].Fix d, with a < d < b. 

Set 

Then 

f '(4.13) -AG = - ( I - n)f P n  f '  - (n  - 1)- fl-n = 0.
f 

(If a = 0 and r f (r) as r --+ 0, then up to  a constant, G is a multiple of the 
Green's function with singularity a t  r = 0). Thus, for p > 1,a < r < d, 

Note also that 

Below, we choose p so as to maximize the ratio # and for this choice we 
just write 2. 

LEMMA4.16. Let (4.5), (4.6) hold. Then for Dirichlet bounded condi- 
tions on Aa,b, the smallest eigenvalue, X1, of the Laplacian, -A, satisfies 

Proof. By Laplacian comparison, (4.14), (4.15) imply that if Gp is re- 
garded as a function on Aa,d, then in the distribution sense, 

Thus, if h is smooth and vanishes on 8Aald, 

By squaring this inequality, we get (4.17). 
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Our construction of the function, F- (with bounded gradient) whose Hes- 
sian is close in the integral sense to being a function times the metric, will 
of necessity, be slightly indirect. In this way, we avoid having to deal with 
the equation A F  - = -n H ( F ) ;  compare (1.26), (1.38). However, for the key ex- 

amples (cone, suspension, product) mentioned in Section 1, the function H is 
actually linear. So in these cases, it is possible to proceed by employing the 
above equation directly; compare Section 6. 

We point out that the gradient bound on F- mentioned in the previous 

paragraph, is not part of the hypothesis of Proposition 2.80. Rather, the 
gradient bound is used in showing that the specific function, F,- which we 

construct in this section, satisfies relation (2.4). Relation (2.4) is part of the 
hypothesis of Proposition 2.80. 

Let F(r) be the function defined in (1.4), whose Hessian in the warped 
product case is a function times the metric; see (1.5). Since for 6 as in (4.12), 
we have 6' > 0, there exists F, such that 

Regard 6 as a function on Aa,band let G- satisfy 

Our primary interest is in the function 

(4.23) z = F ( 9 ) .  

Note that by (4.21), (4.23), 

(4.24) V z  = Ff(g)VS,--

Also, the chain rule, together with (1.4), (4.12), gives 

(4.26) Ff(G) = f n ,  

(4.27) Ff'(6) = nf2n-2f'. 


Thus, to control V F  - and A F ,  - it suffices to control g and VG. 


inf B 5 6 5 sup B, 
aAa,d - a A a , d  
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Proof. This is just the maximum principle. 


Put  


K = sup 6 - inf G. 

aAa,d dA,,d 

Since 6' < 0, from (4.7)' (4.13), 

By Stokes' Theorem and a standard regularization argument, we have 

(4.32) La,,Ag = Sea.,, 

= f '-"(a)vol(r-'(a)) - f (d)vol(r-' (d)). 

From (4.31), (4.32) together with Proposition 4.9, we immediately get the 
following crucial relation (compare [Co3] Lemma 1.10). 

Now we easily obtain: 

PROPOSITION4.35. 

Proof. For K as in (4.30), 


1 1

(4.37) 

< 1 .GI. 
- Vol(Aa,d) A,,, 

Then (4.36) follows from (4.34). 

PROPOSITION4.38. 

1 

(4.39) 1 (E - * ( ~ j n > f , a > b -g)2  dl' 

Vol(Aa,d) A,,, 

1

(4.40) 

0 
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Proof. From (4.22), (4.37) together with Lemma 4.16, we get (4.39). Since 
by (4.20), (4.23), 

from (4.26) and (4.39) we also get (4.40). 

1 
-VEl25 *(win ,f ,a,b - d ) .

Vol(Aa,d)  A a , ,  

Proof. Since 

relation (4.43) follows from (4.12), (4.26), (4.27), together with (4.36), 
(4.39). 

LEMMA4.45. Given a l ,b l ,  with a < a1 < bl < d ,  there exists C = 
C ( n ,f ,a,al,b,bl), such that 

(4.46) IV9I I CK ( o n  Aallb1), 

Proof. Given (4.6) ,  (4.24)-(4.27) and (4.29), this is just the gradient esti-
mate of [CgY]. 

Actually, we will have to shrink the annulus AaIlblseveral times. But by 
Proposition 4.9, with no loss of generality, we can assume that w has been 
chosen such that for all i, 

Then we may replace Aald  by Aai,bi in Propositions 4.33, 4.35, 4.38 and in 
Corollary 4.42. 

Let the function V be as in (2.23) for the annulus Aa,b. Then for a1 < 
a2 < b2 < bl as above, Proposition 4.38 and Lemma 4.45 give: 
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Remark 4.53. Relations (4.29), (4.52), (4.43) correspond to (2. I ) ,  (2.2), 
(2.3) respectively. (To get (2.3) from (4.43) we use the Schwarz inequality.) 

Remark 4.54. So far, it would have sufficed to assume that (4.6) holds only 
in the radial direction, provided we assumed in addition some definite lower 
bound on the Ricci curvature, in order to  obtain Lemma 4.45 (the gradient 
estimate of [CgY]). However, in what follows, the stronger hypothesis, (4.6), is 
actually required. 

In order to control Hessy, we will use the Bochner formula, -

We rewrite (4.55) as 

and note that both terms on the right-hand side of (4.56) are nonnegative. 
We are going to multiply both sides of (4.56) by a cut-off function, inte- 

grate over Aal,baand apply integration by parts (Stokes' Theorem) to  two of 
the terms on the resulting left-hand side. The integration by parts produces 
terms involving the gradient and Laplacian of the cut-off function. In order to 
be able to control the latter of these, we will use a special cut-off function de- 
fined in terms of 6;alternatively, we could use the cut-off function constructed -
in Theorem 6.33. 

Let a2 < a3 < b3 < b2, and put = Q(a3 - a2) = A(b2 - b3) (where we 
assume a3 - a2 = b2 - b3). Let 4(r) satisfy 

(4.57) 4 2 0, 

(4.58) 41[a3 - 2P, b3 + 2P] Sz 1, 

Write 
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and put 

(4.61) 

By letting Q in (4.51) depend in addition on ag, bg, we can assume that w 
is so small that 

Similarly, for the function Q in (4.40), (4.43), from now on we understand 

(4.64) @ = *(win, f ,a ,  a l ,  aa, a3, b, b l ,  b2, b3, V ) .  

As in Lemma 4.45 we have from (4.61), 


LEMMA4.65. 


(4.66) 141- I CIK,  

where Ci= Ci(n,f ,a,al ,a2 ,a3,b,bl ,b2 ,b3), i = 1,2. 

Now, by multiplying both sides of (4.56) by 4- and applying Stokes' The- 

orem, we find that 

We claim that up to  a negligible error, we can replace all functions on the 
right-hand side of (4.68) which are underlined with a tilde, by the correspond- 
ing functions of the variable r .  Explicitly, 

(4.69) V z  --+ Ff (B)V3 ,  
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where (a.e.) 

To justify the above substitutions we use the following standard elemen- 
tary lemma. 

A ,-.
LEMMA4.74. Let kl, . . . kN, kl . . . kN be functions on a measure space, 

U , such that for all i, 

(4.75) SUP Ikil + 1Ei1 IC, 
U 

(4.76) 

Then 

(4.77) 

Proof. If we write 
A ,-.

(4.78) kl . . . kN - kl . . . k~ = (kl - Zl)k2 . . . kN 

the conclusion is obvious. 

Let T(r) be the function of r resulting from the replacements, (4.69)- 
(4.72), everywhere in the integrand on the right-hand side of (4.68). In view 
of Lemma 4,74, together with (4.43), (4.52) and the pointwise bounds which 
follow from (4.46), (4.51), the right-hand side of (4.68) can be replaced by 

where KQ is as in (4.64). 
We claim that 
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To see this note that when we apply our considerations to an annulus contained 
in some ( a ,  b) x f  Nn-I (Nn-' compact smooth) then both sides of (4.56) 
vanish. Hence the right-hand side of (4.68) (which is obtained from (4.56) 
by integration by parts) vanishes in this case as well. Since for an annulus 
contained in ( a ,b) x f  Nn- I ,  the right-hand side of (4.68) is a constant multiple 
of the left-hand side of (4.80), the latter also vanishes. 

From (4.49), (4.79), (4.80), with (4.11): 

PROPOSITION Let 9 be as i n  (4.64). Then  4.81. 

1
(4.82) 	 / i H e s ~ ~ - ; ~ ~ g  

V01(Aa3 $3 ) An3,b3 

For the sake of consistency with (2.4) ,we note that (4.82), together with 
the Schwarz inequality, gives: 

COROLLARY Let 9 be as i n  (4 .64 ) .  Then 4.83. 

Now we are ready for our main result in the almost maximal volume case. 
For the case w = 0 ,  it is just the "volume annulus implies metric annulus" 
theorem. Let V be as in (2.23). 

THEOREM L e t O <  a '<  a ,  a - a l > ( > O .  Assume that 4.85. 

(4.88) 	 VO1(Aa,b) ) >(I-w )  f n - l ( r )  dr  
Vol(r-I ( a ) )  f n - I  (4 

Then there exists a length space X ,  with at most # (a,b, f , V )  components X i ,  
satisfying 

(4.89) diam(Xi) 5 D(a,b , f  ,V ) ,  

such that for the metrics do')", Eo190, 

(4.90) d~~(Aa+cu ,b -cu , (~+ ~ i , d- a) X f X )  5 * (w  I n, f,a,b,a1, t ,v) .  



LOWER BOUNDS ON RICCI CURVATURE 221 

Proof. By Remark 4.54, together with (4.84), we have (2.1)-(2.4), where 
for S in (2.2)-(2.4), we have S < 9. Thus, we can apply Proposition 2.80. 
Then, by using Theorem 3.8, together with the Propositions 3.32, 3.33 we 
complete the proof. 

As previously mentioned, for our geometric applications, Proposition 2.24 
will suffice to control the function V. At this point we will give only the most 
basic application of Theorem 4.85 to the description of the local structure of 
manifolds with Ricci curvature bounded below. For further consequences, see 
Section 7 and [CCo2], [CCo3]. 

Recall that in Theorem 4.85 it was necessary to use the metrics d"f)ff,dfff3". 
Thus, in Theorem 4.91 below, we will understand that the metric on the an-
nulus, is induced by restricting the metric on a slightly larger annulus, 
say A(1-77)T,(1+77)T~.Similarly, the metric on (T-, OT-) x, X is induced from 
((1- V ) T ,(1+ q)f-k) X T  x .  

THEOREM4.91. Let Mn be complete, with 

Assume that for some p E Mn and v > 0, 

Given ~ , q> 0, R > 1, there exists # = #(~,q,R,n,v,D),with the following 
property. If {rj) satisfies 0 < Orj 5 rj+i,j = 1,...N - 1, and N > #, then for 
some j, there exists a length space Xj,  with diam(Xj) 5 T, such that 

Proof. The assertion that X j  can be taken to be a length space with 
diam(Xj) 5 T, follows as in the proof of Theorem 5.12 below. Thus, we will 
omit the argument here. 

Given a sequence, {rj), as above, put si = rzi+l. Then 02si< si+l,1 < 
i 5 N', where N' = [;(N - I)]. With no loss of generality, we can assume 
(1 - q ) ( l - q) 5 ;f12. 

We claim that for fixed w > 0, there exists #'(w, O, n ,  v,D) such that if 
for all i, 

then N' 5 #'(w, 0,v, D).  Note that given this assertion, the proposition 
follows from Theorem 4.85 and the fact that lims,o sinh sls = 1. 
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To see the existence of N', note that by the Bishop-Gromov inequality, 

and similarly, with (4.95), 

From (4.95)-(4.97) together with (4.93), the existence of #' as above easily 
follows. 

Remark 4.98. Examples of Perelman, [P3], show that the annuli in Theo- 
rem 4.85 (or Theorem 4.91) need not have the topology of a product no matter 
how small the constant w is chosen. 

Remark 4.99. An immediate consequence of Theorem 4.91 is the assertion 
that for spaces which are Gromov-Hausdorff limits of manifolds whose Ricci 
curvatures and volumes are uniformly bounded from below, any tangent cone 
is a metric cone, C ( X ) ,with diam(X) 5 n.See [CCo2] and compare Theorems 
5.12, 5.14. 

Remark 4.100. In [CCo2], we will show that Theorem 4.85 leads in the 
noncollapsing case to a generalization to Gromov-Hausdorff limits of the "vol- 
ume cone implies metric cone" theorem; compare also [CCo3]. 

Remark 4.101. A key reason why Theorem 4.85 holds is that it can be sup- 
plemented by an L2-Toponogov Theorem in the spirit of those proved in [Coll- 
[CO~] .Since the details are similar to those given in the context of the splitting 
theorem (see Theorem 6.130) we will not provide further discussion here. 

Remark 4.102. In view of Lemma 1.8 of [Co3] and Lemma 1.4 of [Col] or 
Lemma 1.12 of [Co3] or Propositions 4.33 and 4.81 of this section, it is natural 
to ask if an estimate on the L2-norm of J A r J ,  or equivalently of JHess(r)J 
can be obtained. However, in the presence of conjugate points of order 1 (for 
example on complex projective space with its canonical metric) the function 
lArl will not be square integrable (even if one omits a neighborhood of the 
origin). Therefore, as in [Coll-[CO~], it is crucial to approximate the distance 
function by a function with nicer properties. 

5. Finite diameter 

In this section, we consider a set-up analogous to the one in Section 4, but 
with volume replaced by diameter. It turns out, however, that in this case, 
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the volumes of annuli are almost maximal in the sense of Section 4. Thus, 
our results on the almost warped product structure follow from those of that 
section. 

Let (0, b), f be as in previous sections (here, we make the normalization, 
a = 0). Assume in addition, that 

Let Mn be complete, connected and suppose that for some p E Mn,  

Then by the second variation formula, 

(5.4) s u p m  5 b.x 


Put sup, p,= dp .  
By Laplacian comparison, 

m 2 (n - 1)-f'(c) (on r-1 (c)),
f (4 

(compare (4.5)). 
Assume in addition that for some q E Mn ,  with 

Then, by relative volume comparison, 

Note that (5.1), (5.2), (5.4) imply that for some A = A(f), 

(5.10) RicMn > (n - l ) h .  

Then by a standard argument based on the relative volume comparison theo- 
rem, given 77 > 0, for a11 x, we have 

provided p I ~(77,n,  f )); compare [El, [GP]. 
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THEOREM5.12. Let (5.1)-(5.3) and (5.7) hold. Then for all E > 0, there 
exists J(&,n,f )  > 0, such that if in (5.6) p < J, then for some length space, X ,  
with diam(X) < n,  

Proof. We will in effect reduce our considerations to those of Section 4. 
First of all note that by (5.8), (5.9), and (5.11) it follows that given w, (4.34) 
holds for any c,d with a < c < d < b, provided 7 = q(w,n,f ) is sufficiently small. 
Also, by (5.4), (5.10),the function V (u) of Proposition 2.24 has a definite lower 
bound. As a consequence, we can apply Theorem 3.6 to an annulus Ac,d.The 
hypothesis (3.8) of Theorem 3.6 is an obvious consequence of (5.11). 

The only remaining point is to show that the cross-section, X, is con-
nected, with diam(X) < n. If not, arguing by contradiction, we obtain from 
Gromov's compactness theorem, a space (0,b) x f  X ,  which is the Gromov-
Hausdorff limit of connected manifolds, MF, with RicMn 2 (n-1)A. Moreover, 
either X has a t  least two components or diam(X) > r .  Since f (r) r at r = 0, 
by applying a second sequence of rescalings, we obtain the metric cone, C(X) ,  
as a pointed Gromov-Hausdorff limit, of manifolds, whose Ricci curvatures are 
bounded below by - ~ i-+ 0 (where ei > 0). Now by the Abresch-Gromoll 
theorem, [AG] (which obviously passes to Gromov-Hausdorff limit spaces as 
above) it follows immediately that either X is connected with diam(X) 5 r, 
or X consists, precisely, of two points. In all other cases, C ( X )  contains a 
line through the vertex, but does not satisfy the Abresch-Gromoll inequality 
(E = 0) on the excess function, E, associated to this line. 

If X consists of two points, (0,b) x f  X is a circle, Sib,of circumference 2b. 
For dGH(M,n,Sib)< i,the natural map, r l (M?) -+ r1(Sib)= Z is surjective. 
This is a particular instance of a well known fact concerning Gromov-Hausdorff 
limits. Thus, for such i the universal covering spaces, MP, are noncompact. 
But for the pull-back metric, M: clearly satisfies the diameter bound (5.4) 
(with respect to some point &). This is a contradiction. 

As an immediate consequence of Theorem 5.12, we obtain: 

THEOREM5.14. Let Y be the Gromov-Hausdorff limit of complete rie-
mannian manifolds MF, satisfying (5.3), (5.7), (5.10). If for points pi,qi E Mi, 
pi +p, qi -+ q where p,q E Y and 

then for some length space X ,  with diam(X) 5 r, the space Y is (the comple-
tion of) a warped product, 
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Probably the most interesting case of Theorems 5.12 and 5.14 is the one 
of metric suspensions, in which f = sin x,  b = T;compare [Cg], [Col], [ C O ~ ] .  
In this case, examples of Anderson show that X need not have the topology 
of the sphere; see [All. 

Remark 5.17. Note that since in this section, the space which we consider 
is a closed manifold, Mn,  the counterpart of (4.82) can in fact be obtained 
directly from Stokes' theorem, without recourse to the special cut-off function, 
#I of (4.61). In Section 6, however, cut-off functions are actually required and -
a general construction is given in Theorem 6.33. 

Remark 5.18. Theorem 5.14 can be supplemented by an L2-Toponogov 
Theorem; compare Remark 4.101, Theorem 6.80 and [Coll-[CO~] . 

6. Infinite diameter; the splitting theorem 

In this section, we consider the most important analog for infinite diam- 
eter, of the finite diameter case considered in Section 5. This leads to the 
generalization to Gromov-Hausdorff limits of the splitting theorem of [CG], 
[TI; see Theorems 6.62, 6.64. 

Since the model case in our situation is an isometric product, (-m,m) x 1 
N, we have 3= r, the Hessian of which vanishes identically. For this reason, 
initially we will be able to proceed somewhat more directly than in Sections 4 
and 5. 

However, a serious point arises constructing the analog of the cut-off func- 
tion, #I, of (4.61). This reflects the fact that in the present context the level 

surfaces of the function, 3= r ,  need not be compact. Thus, we are forced to 
work on a ball, BR(p). The required cut-off function is constructed in Theorem 
6.33. 

As an application of the generalized splitting theorem we will state a 
result on the local structure of spaces with Ricci curvature bounded .below (see 
Theorem 6.68). This theorem has significant implications for the structure of 
Gromov-Hausdorff limits. These are further elaborated in [CCo2], [CCo3] . For 
the proof of Theorem 6.68, see [CCo2]. 

Let M n  be complete. Fix q+,q- E M n  and put 

The following slight generalization of the Abresch-Gromoll inequality will only 
be stated in qualitative form, since this is all that we require; compare JAG], 
[Che], [CCoY]. 
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PROPOSITION6.2. Given E > 0, there exists T = r(&,n) > 0, L = 

L(e,n) < CQ, such that if for p E Mn and R > 0, 

then 

sup E 5 ER. 
BR( P I  

Proof. Since the statement is scale invariant it suffices to assume R = 1. 
The only difference between our hypotheses and those of [AG] is that 

rather than assuming E(p) = 0, we have assumed (6.4). 
As in [AG],given x E Bl (p), we can construct for some small $ > 0, a 

function G on Bl++(x)\ x, such that for s(y) = m: 

(6.9) A(E  - G) < 0 (in the barrier sense). 

By (6.9), E - G has no interior minimum on B1++(x) \ x. By (6.8), 
G( l )  -G(1+ $) > 0. For any annulus Bl++(x)\ B,(x), the function, E -G, 
cannot take its minimum on dB1++(x) c d(Bl++(x) \ B,(x)) if 

(6.10) TR < G( l )  -G ( l  +$). 

Thus, the proof can be completed as in [AG]. The only difference is that we 
cannot let $ --+ 0. But this is not required for (6.6) nor is it required for the 
estimate of [AG]if some sharpness is sacrificed. 

Remark 6.11. The reason for insisting on (6.4) rather than assuming that 
p lies on a minimal segment from q+ to q-, is that the latter assumption is 
not general enough for our eventual application to the splitting theorem for 
Gromov-Hausdorff limits; see Theorems 6.62 and 6.64. 

As explained above, of necessity, we continue to work on a ball, BR(p), 
rather than on an annulus, as in Sections 4 and 5. We keep the normalization, 
R = 1, and continue to assume that (6.3)-(6.5) are in force, until we state 
otherwise. We also assume say T 5 1,SO that the Ricci curvature has a definite 
lower bound. 

Put 
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and let b denote the function on Bl(p) such that 

(6.13) A b  = 0, 

(6.14) bldBi (P) = b+laBi(p). 

Let the function Q be as in (3.5). 

Proof. As in [LS], JAG] (and (6.7)-(6.9)) there exists a smooth function, 
G, on Bl (p) such that 

(6.17) AG > 1, 

(6.18) 0 < G 5 c(n)AG. 

Since 

(6.19) 

we have 

(6.20) A(b+ - QG) < 0, 

(6.21) A(-b- + QG) > 0. 

Then the lemma follows from the maximum principle, together with Proposi-
tion 6.2. 

Proof. B y  Stokes' Theorem and the fact that IVb+l - 1 (where defined), 

s Vol(dB1(p)) < c(n)Vol(B1(PI). 

Then (6.23) follows from (6.24) together with Laplacian comparison. 

Proof. By  Stokes' Theorem, 
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Now the claim follows from (6.16) and (6.23). 

By (6.14) and (6.16),the gradient estimate of [CgY]gives 

(6.28) sup lVbl I c(n). 
B $ ( P )  

In light of the arguments given in previous sections, it is clear that to 
prove a generalized splitting theorem (see Theorems 6.62 and 6.64) it remains 
to show that the La-norm of Hessb (normalized by the volume) can be bounded 
by \ ~ r ( ~ , ~ - l l n ) .  

Since b is harmonic, Bochner's formula gives 

1
(6.30) 1 A l ~ b 1 2 +(n- l ) r ~ b ( ~= 1 Hessb 1 2 +  [ ~ i c ( ~ b , v b )+ ( n - l ) ~ l v b l ~ l ,  

the right-hand side of which is nonnegative; see (6.5). 
Let 4: Bl(p) --t [0,1]be such that 

If we multiply both sides of (6.30) by 4, we get 

By (6.30), the integrand on the left-hand side of (6.32) is nonnegative. Thus, 
by (6.32), Lemma 6.25, and (6.31), to estimate the integral over BL(p)of the 
quantity in (6.30), it suffices to know that 4 can be chosen such that has 
a definite bound, c(n), on its pointwise norm; compare [SY]. 

THEOREM6.33. Given R > 0, there exists c(n,R) such that if RicMpz > 
-(n - 1) and p E Mn,  then there exists 4: Mn + [0,1],such that 

Proof. By scaling, we can assume R 2 2. 
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Let 6 = 6(n,R) > 0 be such that there exists G: ( 0 , ~ )  (0,oo) (singular -+ 

at r = 0) such that 

L (on(O,R)), 


G(1)  = 1, 


G(R) = 0, 


G" + (n - 1)coth r . G' = 6. 

Essentially, G is the function of Proposition 6.2. 
If we set r(x) = z,p,then by Laplacian comparison, it follows that 

(6.42) 	 AG(r) 2 6. 

Let the function, k: BR(P) \ ~ ~ ( p )-+ R,satisfy 

By applying the minimum principle to k - G, we get 

(6.46) 	 k 2 G  ( o ~ ~ \ B I ( P ) ) .  

Let IC: ( 0 , ~ )  + ( 0 , ~ )satisfy 

K T ,  

IC(0) = 0, 

Kt'+ ( n -  1)cothr.ICt = 1. 

Put s(y) = m, where x E BR(p). By Laplacian comparison, it follows 
that 

and so, 

By applying the maximum principle to k - 6IC, we get 

(6.52) 	 1- SIC(r(x) - 1)> k(x). 

Choose = q(n,R) > 0 such that 
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Let $: [0,1]-t [0,1]satisfy 

(6.54) $I[W+d,lIE 1, 

(6.55) $ l [O, l  - SK(1 - q)R] - 0. 

Then, 4 = q5 o k satisfies 

(6.56) 41[l,l+ 71 - 1, 

(6.57) 41[(I - v)R,R] - 0, 

(6.58) 0 4  = $'Vk, 

(6.59) A+ = $"l0kI2 + $IS. 

Thus, supp V4,supp A 4  c BR(1-17)(p)\ BI+~(P) .By the Cheng-Yau gradient 
estimate, the theorem follows. 

F'rom Theorem 6.33 and (6.32) we get: 

Let BR(w) c Wn. Assume that BT(w)is compact for r < R. 
F'rom Theorem 6.33, Proposition 6.60, the arguments preceding it and 

those of previous sections, we get the main results of this section. 

THEOREM6.62. Let (6.3)-(6.5) hold. Then there exists X,p  E R x 1 X ,-
such that 

(6.63) ~GH(BR(O),BR(~_))5 ER. 

In view of Gromov's compactness theorem, Theorem 6.62 is equivalent to 
the following result which was conjectured in [FYI. Let BRi(pi) be a sequence 
of balls, BR,(pi) C M?, such that BT(pi)has compact closure, for all r < Ri. 
Assume Ri -t oo. 

THEOREM6.64. Let (Y,y) be such that in the pointed Gromov-Hausdorff 
sense, 

(6.65) ~GH((BR,(P~),P~),(Y,Y))--t 0 (& -t m) .  

If for Ei > 0, 

(6.66) R ~ c B ~ ,(p,)2 -(n - 1 ) ~ i  (&i--+ 01, 

and Y contains a line, then Y splits, isometrically, 

(6.67) Y = R x l X .  
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We now state an application of Theorem 6.62 to the local structure of 
spaces, Mn, with RicMn 2 -(n - 1). For the proof of Theorem 6.68 see 
[CCo2]. 

THEOREM6.68. Given E > 0, there exists a disjoint union of balls, 
uZ1B%(yi) = U, C BR(w), such that 

(6.69) Vol(U,) 2 (1- E) Vol(B~(w)) ,  

(6.70) ri 2 X(&,n)> 0, 

and such that for all i ,  there exists, ki, such that for Br2(0) C IRki, 

(6.71) ~ G H(Bri(yi),Bri(0)) < &Ti. 

Moreover, there exist harmonic functions, b ~ , ~ ,. . . , b k i , i ,  on Brz(yi) and an -
Gromov-Hausdorff equivalence, Pi : Bri(yi) -+ B,,(O), such that if -Jb .,z. denotes 

the j-coordinate function on IRki, 

(6.72) Ibj,i-bj,i0 < &Ti. 

We now note some supplements to  Theorem 6.62. 

PROPOSITION6.73. There exists P, c BR(p) such that if z E P, there 
are unique minimal geodesics a$,a; from z to q+,q- such that 

Proof. Note that we can obtain Lemma 6.25 for b- and b- as well as for b+ 
and b(= b+).  By the Abresch-Gromoll inequality and the gradient estimate, 
IC7(bf - b-)I is uniformly small on a ball slightly smaller that BR(p) (and 
centered at p). From this the claim easily follows. 

Remark 6.76. The vectorfield of Proposition 6.74, which is nonvanishing 
on a set of almost full measure, is virtually all one can hope for, since examples 
show that there is not always a topological splitting; see [A2], [P3]. 

Remark 6.77. In the situation of Theorem 6.62 it is not difficult to see 
that there exists a connected subset, Q, of BR(p), having almost full relative 
measure, such that I IVb+ 1 - 1I < E (and similarly for b).  Indeed, by Lemma 
6.25 the above estimate holds on a set, Q:, of almost full measure. If one 
applies Proposition 6.60 together with Theorem 2.11, one finds that for almost 
all points, x, in Q:, for almost all y, the integral of IHessl along yZjyis small. 
Clearly, this implies our assertion. 

Remark 6.78. Particularly in the collapsed case, the splittings obtained in 
Theorem 6.68 have strong implications for the structure of Gromov-Hausdorff 
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limits of spaces with Ricci curvature bounded below; see [CColI-[CCo4] and 
compare [F], [Y], [BGP]. In the noncollapsed case, even stronger conclusions 
can be obtained by using as a starting point, the results of Section 4. 

We close this section by stating one of several (equivalent) integral versions 
of Toponogov's theorem which hold in our context. Given what has already 
been established, the proof is strictly analogous to the corresponding results 
in [Coll-[CO~]. Hence, it will be omitted. 

Let the assumptions be as in Proposition 6.2. Let B denote the subset of 
BR(p)x BR(p) consisting of points (yl,y2) for which there is a unique minimal 
geodesic, y,,,,,, from yl to y2. We equip B with the measure induced from 
the product measure on BR(p) x BR(p). As in Theorem 2.11, in the integrals 
in (6.80) and (6.81) below, rather than writing B for the domain, we use the 
more suggestive notation BR(p) x BR(p). 

Put s = s(yl,y2)= Y1,Y2 and b+(x) = z,q+. 
Let L E ( Y ~,921 = L(-Vb+(~y,,y~(ts)),~;,,,, ( ts)) .  Let &(yi,yz) be the tor-

responding angle in the triangle in Kt2, with the same edge length as the triangle 
with vertices q+,yl ,y2. 

THEOREM6.79. The functions r ( ~ , n ) , X ( ~ , n )  of Proposition 6.2 can be 
chosen such that for all 0 5 5 1, 

and 

Remark 6.82. As in [ C O ~ ] ,  one can also obtain a version of Theorem 6.79 
for collections of small disjoint balls whose union has almost full relative mea- 
sure. 

111. Applications 

7. The structure at infinity of manifolds with RicMn 2 0 

Let M n  be complete, noncompact, with 

(7.1) RicMn 2 0. 

By Gromov's compactness theorem, [GLP], given p E M n  and any se- 
quence ri + m ,  there is a subsequence, rj -+m ,  such that 

(7.2) ( M ~ , P , T ; ~ ~ )-+ Mm, 
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where M, is some length space and the convergence is in the pointed Gromov-
Hausdorff sense. 

If M, is independent of the sequences, {ri),{rj), then it follows directly 
that Ad, has a 1-parameter family of homotheties fixing the base point. How-
ever, an example of Perelman shows that the tangent cones need not be unique, 
even if all of them are metric cones; see also [CCo2]for further discussion. 

Example 7.3. ([PI)For n 2 4, there exists a complete metric with Ricrwn> 
0 on Rn, such that for some v > 0, 

but for which Mm is not unique. In addition, for n = 4, 

Note that in (7.5), K denotes sectional curvature. 
In Example 7.3, all M, are metric cones. More generally, the following 

immediate consequence of Theorem 4.85 (compare Theorem 4.91) confirms 
that in the Euclidean volume growth situation, (7.4), this is always the case; 
compare [BKN], [CT]. 

THEOREM7.6. Let M n  be complete, noncompact, and assume that (7.1), 
(7.4) hold. Then every M, is a metric cone, C(X) ,  where diam(X) 5 T. 

Proof. By the Bishop-Gromov inequality, 

Thus, given w > 0, S-2 > 1, there exists R(w,R) such that for r 2 R, on A,,R,, 
with rescaled metric r-2g, (4.89) of Theorem 4.85 holds. Since Richln 1 0, 
apart from the diameter bound on X ,  our claim follows directly from Theo-
rem 4.85, together with Gromov's compactness theorem. The diameter bound 
follows as in the proof of Theorem 5.12. The possibility that X consists of two 
points is ruled out by (7.7). 

Remark 7.8. Let f ( r )  denote the decreasing function in (7.7). Even if 
lim,,, f (r) = 0, we may conclude that every tangent cone is a metric cone 
(of dimension 5 n - 1) provided that for k > 0, the function, f ,  satisfies 

limT4, = 1. This holds, for example, if f = (10gr)-~,for some a > 
0. Such examples (having infinite topological type) can be constructed by 
employing the Gibbons-Hawking ansatz, as in [AKL]. 
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The results of Section 6 also give information in case the growth of M n  is 
"slow" in a suitable sense. 

Fix p E Mn.  For r > 0 let ql,q2 E aBr(p) and set 

Suppose RicMn 2 0. For each r ,  let q, E aB,(p). Let ri --+ co. By Gromov's 
compactness theorem, for some subsequence, rj -+ co, 

(7.10) , ~ - ~ ( r j ) g )--+ p m ,  

in the Gromov-Hausdorff sense, for some complete length space P,. Presum-
ably, P, need not be unique in general. 

D(r)lim --
r4co r - 0, 

then every P, splits isometrically, 

(7.13) P , = R x l Y  

where Y is some compact length space. 

Proof. As is well known, Mn contains at least one ray y emanating from 
p. It is clear from (7.12) that y determines a line in P,. Thus, by (an easy 
case of) the splitting theorem, Theorem 6.64, P, splits as in (7.13). From the 
definition of P, it is now clear that 

(7.14) diam(Y) = 1. 

8. Almost nonnegative curvature and the fundamental group 

Let M n  be complete with 

Recall that by Meyers' Theorem, M n  is compact. Since for the pull-back 
metric, RicGn 2 (n - 1)H, it follows that M~ is compact as well. Thus, 
nl(Mn) is finite. 

By means of the splitting theorem, these results, and the related estimate 
of Bochner, [B], on bl(Mn), were extended in [CG]. There it was shown that 
if M n  is compact and RkMn 2 0, then M~ splits isometrically as M = IRk x 
~ n - k  - where M ~ - ~is compact. Moreover, for finite groups, F1,F2and some 
Bieberbach group, B, there are exact sequences, 
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For M n  complete, noncompact, with RicMn 2 0, Milnor showed that 
finitely generated subgroups of nl(Mn) have polynomial growth; [Mi]. Later, 
Gromov proved his famous theorem to the effect that groups of polynomial 
growth are almost nilpotent; [G2]. In other words, any such group has a 
nilpotent subgroup of finite index. 

In [GLP] Gromov conjectured that for M n  compact, there exists ~ ( n )  > 0 
such that if 

diam2(Mn) RicMn 2 -(n - l ) ~ ( n )  

and bl (M)= n then M is homeomorphic to the torus, Tn. This can be viewed 
as a generalization of Bochner's theorem. This conjecture was proved in [ C O ~ ] ,  
using in part, a conjecture of Anderson-Cheeger on topological convergence, 
which was proved there as well; see also [Y] where Yamaguchi proved this 
conjecture of Gromov under the stronger assumption of d iam2(Mn)~Mn 2 
- ~ ( n )  and [CCo2] for the case of diffeomorphism. 

Gromov conjectured further that for M n  compact, there exists ~ ( n )  > 0 
such that if 

then nl (Mn) is almost nilpotent. 
In [FYI, Fukaya-Yamaguchi proved Gromov's second conjecture under the 

stronger assumption, 

where KMn denotes sectional curvature. They also observed that their proof 
would go through in the case of almost nonnegative Ricci curvature, provided 
that two conjectures could be established. 

One of their conjectures was: 
If RicMn 2 -(n -1)and M r  -t M n  in the Gromov-Hausdorff sense, then 

there exists E > 0, such that for all i and pi E MF, the image of .irl (BE(pi)) in 
nl (Mn) (under the natural map) is trivial. 

This conjecture is implied by the above mentioned conjecture of Anderson- 
Cheeger on topological convergence which was proved in [ C O ~ ] .  

The second conjecture of [FYI is precisely our Theorem 6.64. Thus, we 
get: 

THEOREM8.6 (Gromov's Conjecture). There exists ~ ( n )  > 0 such that 
d i a m 2 ( ~ n )RicMn 2 -(n - l)&(n) implies nl(Mn) is almost nilpotent. 

We refer the reader to [FYI for further consequences of their work, the re- 
sult of [Co3] mentioned above and Theorem 6.64; see for example [FY, Th. 0.61. 
As a particular instance, we have the following generalized Margulis lemma. 
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THEOREM There exists ~ ( n )> 0, such that if M n  is complete 8.7. 
with Richln 2 - (n  - 1)  then for r < ~ ( n ) ,the image under the inclusion 
homomorphism, .rrl (B,(P))-+ .rrl ( M n ) ,  is almost nilpotent, for all p E Mn.  

Remark 8.8. Note that by an obvious scaling argument, Theorem 8.7 ac- 
tually implies Theorem 8.6. 
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CURVATURE AND INJECTIVITY RADIUS ESTIMATES
FOR EINSTEIN 4-MANIFOLDS

JEFF CHEEGER AND GANG TIAN

0. Statement of main results

It is of fundamental interest to study the geometric and analytic properties
of compact Einstein manifolds and their moduli. In dimension 2 these problems
are well understood. A 2-dimensional Einstein manifold, (M2, g), has constant
curvature, which after normalization, can be taken to be −1, 0 or 1. Thus, (M2, g)
is the quotient of a space form and the metric, g, is completely determined by
the conformal structure. For fixed M2, the moduli space of all such g admits a
natural compactification, the Deligne-Mumford compactification, which has played
a crucial role in geometry and topology in the last two decades, e.g. in establishing
Gromov-Witten theory in symplectic and algebraic geometry.

In dimension 3, it remains true that Einstein manifolds have constant sectional
curvature and hence are quotients of space forms. An essential portion of Thurston’s
geometrization program can be viewed as the problem of determining which 3-
manifolds admit Einstein metrics. The moduli space of Einstein metrics on a 3-
dimensional manifold is also well understood. As a consequence of Mostow rigidity,
the situation is actually simpler than in two-dimensions.

In dimension 4 however, the class of Einstein metrics is significantly more general
than that of metrics of constant curvature. For example, almost all complex surfaces
with definite first Chern class admit Kähler-Einstein metrics. Still, the existence
of an Einstein metric does impose strong constraints on the underlying 4-manifold.
Hence, it is natural to look for sufficient conditions for a closed 4-manifold to admit
an Einstein metric. Any approach to this existence problem by geometric analytic
methods, e.g. by Ricci flow, will lead to the question of how, in limiting cases,
solutions to the Einstein equation can develop singularities, or equivalently, how
Einstein metrics can degenerate.

On the other hand, most Einstein 4-manifolds have nontrivial moduli spaces.
These moduli spaces and their natural compactifications are differentiable invariants
of underlying smooth 4-manifolds. Thus, one wants to understand the geometry
of such moduli spaces and their compactifications. Here one can normalize the
Einstein constant, λ, to be −3, 0 or 3, and in the (scale invariant) case, λ = 0,
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add the additional normalization so that the volume is equal to 1. Specifically,
one would like to know the properties of a natural compactification analogous to
the Deligne-Mumford compactification in the 2-dimensional case. For this purpose,
once again, one must understand how Einstein metrics can degenerate.

In somewhat more concrete terms, we wish to describe the geometric structure of
metric spaces, Y , which arise as limits of sequences, (M4, gi), of Einstein manifolds
(M4, gi) with fixed topology and Einstein constant. After passing to a subsequence,
if necessary, such limits always exist in a suitable weak geometric sense, the pointed
Gromov-Hausdorff sense. These limit spaces can be thought of as Einstein mani-
folds with singularities, although a priori they might not have any manifold points
whatsoever. Indeed, the first result on the existence of manifold points in the
collapsed case, that in which dimY < 4, is a consequence of Theorem 0.8 of the
present paper; compare [ChCo3]. For the structure of noncollapsed limit spaces in
dimension 4, see [An1], [An3], [Na], [Ti]; for a structure theory in the noncollapsed
case in higher dimensions, see [ChCo0]–[ChCo3], [ChCoTi2], [Ch2].

The present paper constitutes the first step in our program, the ultimate goal of
which is to obtain a complete understanding of how Einstein metrics on 4-manifolds
can degenerate.

According to the finiteness/compactness theory, [Ch1], [GvLP], for manifolds
with bounded sectional curvature, there are precisely three mechanisms (which can
occur in combination) which can cause a sequence, (Mn, gi), to degenerate; namely,
the diameter can go to ∞, the volumes of unit balls can go uniformly to 0 at all
points, or the curvature can go to ±∞ at certain points. Thus, in our situation, we
have the following issues.

1. For λ = −3, 0, the diameter, diam(M4, gi) need not remain uniformly bound-
ed. What are the noncompact limits?

2. For λ = 0, the sequence can collapse; i.e., the volumes of all unit balls can go
uniformly to 0. Is λ = 0 the only case in which collapse can take place?

3. For λ = −3, 0, 3, the sectional curvature need not remain uniformly bounded.
In the noncollapsing case, this phenomenon is well understood. How badly can the
curvature blow up in the collapsing case?

Note that in each of the above instances, we wish to understand both the struc-
ture of limiting objects and the detailed nature of the convergence to the limit.

In this paper, we prove a number of analytic estimates for Einstein 4-manifolds
with finite L2-norm of curvature. In particular, we solve the third problem (see
Theorem 0.14 and Theorem 9.1) and the second problem under the additional
assumption that the global volume stays bounded below; see Theorem 0.14. Our
results shed light on the first problem as well; see Theorems 7.10, 10.3, 10.5; other
applications willl be discussed elsewhere.

In view of [An1], [An3], [Na], [Ti], we only need to consider the case of Ein-
stein 4-manifolds which are sufficiently collapsed. However, this case is technically
much more difficult than the noncollapsed case and additional new techniques are
required.

Suitably formulated, our results continue to hold for 4-manifolds which are suf-
ficiently Ricci pinched, or whose Ricci tensor has a definite 2-sided bound. We will
give detailed arguments in the Einstein case; to avoid nonessential complications
in the exposition, we indicate the above-mentioned generalizations in a number of
remarks.
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Three main results. The following theorem states that if an Einstein 4-manifold
is sufficiently collapsed and there is a definite bound on the L2-norm of the cur-
vature, then in the L2 sense, almost all of the curvature is concentrated very near
at most a definite number of points; for a generalization, see the proof of Theorem
10.5.

Theorem 0.1 (Collapse implies L2 concentration of curvature). There exists v > 0,
β, c, such that the following holds. Let M4 denote a complete Einstein 4-manifold
satisfying

|λ| ≤ 3 ,(0.2) ∫
M4

|R|2 ≤ C ,(0.3)

and for all p and some s ≤ 1,

(0.4)
Vol(Bs(p))

s4
≤ v .

Then there exist p1, . . . , pN , with

(0.5) N ≤ β · C ,

such that

(0.6)
∫

M4\(⋃
i Bs(pi))

|R|2 ≤ c ·
(∑

i

Vol(Bs(pi))
s4

+ lim
r→∞

Vol(Br(p))
r4

)
.

If λ �= 0, then Vol(M4) < ∞ and, in particular,

(0.7) lim
r→∞

Vol(Br(p))
r4

= 0 .

If in Theorem 0.1, the manifold, M4, is compact, then the bound, (0.3), on the
L2-norm of the curvature, can be replaced by a bound on the Euler characteristic;
see (1.3). Of course, in this case, the term, limr→∞

Vol(Br(p))
r4 , in (0.6) vanishes.

Our next result is an ε-regularity theorem whose significant feature is the absence
of the assumption that the L2-norm of the curvature is sufficiently small with respect
to the collapsing; compare (1.12), (1.15).

Theorem 0.8 (ε-regularity). There exists ε > 0, c, such that the following holds.
Let M4 denote an Einstein 4-manifold satisfying (0.2) and let r ≤ 1. If Bs(p) has
compact closure for all s ≤ r and

(0.9)
∫

Br(p)

|R|2 ≤ ε ,

then

(0.10) sup
B 1

2 r
(p)

|R| ≤ c · r−2 .

If λ = 0 and the assumption, r ≤ 1, is dropped, then (0.10) holds.

Remark 0.11. If in Theorem 0.1, we take v ≤ ε · (β · C)−1, then by Theorem 0.8,
the curvature bound, (0.10), is valid for all Br(p) ⊂ M4 \

⋃
i Bs(pi).



490 JEFF CHEEGER AND GANG TIAN

Remark 0.12. Theorem 0.8 should be compared with the ε-regularity theorems
for the cases of 4-dimensional Yang-Mills fields, [Uh], and harmonic maps, [Mor],
[SchUh]. The Yang-Mills equation and harmonic map equation are uniformly ellip-
tic modulo gauge transformations. In the Einstein equations however, the nonlin-
earity is much stronger, since the coefficients of the highest derivatives which occur
depend on the solutions. So initially, one must decide if the equation is uniformly
elliptic modulo gauge transformations, or equivalently, uniformly elliptic in suitable
local coordinates. Although harmonic coordinates will suffice for this purpose, one
cannot ensure the existence of such local coordinate systems on metric balls of a
definite size. In actuality, the topology of the ball, Br(p), occurring in the state-
ment of Theorem 0.8 need not be that of a Euclidean ball and there may be no
global coordinate sytem at all on such Br(p).

Indeed, it is a consequence of the curvature bound in our ε-regularity theorem,
together with [ChFuGv], that the point, p, does have a neighborhood of a definite
size with known topology. Namely, there exists such a neighborhood which is quasi-
isometric (with a definite constant) to either a Euclidean ball or to a tube around
a nilmanifold; see Theorem 1.7 of [ChFuGv] and Appendix 1 of [ChFuGv].

Remark 0.13. The ε-regularity theorems for Yang-Mills and harmonic maps can be
proved by Moser iteration. This requires a bound on the Sobolev constant of the
domain. Since in these cases the domain is effectively a standard ball, such a bound
is available.

In [An1], [An3], [Na], [Ti], the Moser iteration argument was extended to n-
dimensional Einstein manifolds yielding a pointwise curvature bound as in (0.10).
In these works, in order to apply Moser iteration, it is assumed that the Ln

2
-norm

of the curvature is sufficiently small with respect to the Sobolov constant. The latter
can be bounded in terms of a lower bound on the collapsing.

According to Theorem 0.8, in dimension 4, to obtain the pointwise curvature
bound in (0.10), it merely suffices to assume that the L2-norm of the curvature is
sufficiently small. The proof is accomplished by showing that once the L2-norm of
the curvature is sufficiently small, then on a smaller concentric ball of a definite
radius, the L2-norm will automatically be so small with respect to the collapsing
that the hypothesis of the ε-regularity theorem of [An3] will be verified.

As previously mentioned, the proof of Theorem 0.8 is considerably more diffi-
cult than those of the earlier ε-regularity theorems and employs entirely different
techniques. Neither Moser iteration nor the Sobolev inequality enter directly in the
argument. For an outline of the proof, including the role of the assumption, n = 4,
see Section 1.

Next, we state a theorem on the noncollapsing of Einstein 4-manifolds. If λ = ±3,
then |R|2 has the pointwise lower bound |R|2 ≥ 6. Substituting this into the left-
hand side of (0.6) and using (0.5) on the right-hand side gives the following.

Theorem 0.14 (Lower bound on collapse). There exists w > 0, such that if M4

denotes a complete 4-dimensional Einstein manifold satisfying (0.3) and

(0.15) λ = ±3 ,

then for some p ∈ M4,

(0.16) Vol(B1(p)) ≥ w · Vol(M4)
C

.
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For λ = 3, Myers’ theorem together with the Bishop-Gromov inequality provides
stronger information than (0.16). The interesting case is λ = −3, in which relation
(0.16) can be viewed as a partial replacement for the Heintze-Margulis theorem.
The latter gives a lower bound for the collapse, for compact manifolds with negative
sectional curvature, −1 ≤ KMn < 0.

If M4 is compact, Kähler-Einstein, with λ = ±3, then Vol(M4) = 2π2 · c2
1(M

4),
where c1 denotes the first Chern class. By (1.1) below, we can take C = 8π2 ·χ(M4).
The topological invariants, c2

1(M4), χ(M4), are positive integers. In dimension 4,
Seiberg-Witten theory provides lower volume bounds under more general assump-
tions, e.g. if M4 admits a symplectic structure; see [LeBru1], [LeBru2], [Tau],
[Wi].

1. Preliminary discussion of proofs

In this section we describe the various techniques which enter in the proofs of
our main results and give a brief indication of how they are used.

Underlying the proofs of our results is an extension of the “equivariant good
chopping” theorem of [ChGv3], valid for manifolds with locally bounded curvature,
i.e., no global curvature bound is assumed. According to this theorem, a com-
pact domain, K, with “rough” boundary can be approximated from the outside by
a smooth submanifold, Zn, with nonempty boundary, for which the norm of the
second fundamental form of the boundary, |II∂Z |, is controlled. The term “equi-
variant” refers to the possibility of choosing Z to be invariant under the group of
isometries which leaves K invariant.

The bound on |II∂Z | involves the reciprocal of the local scale r|R|(p), for p in
a suitable neighborhood of ∂K. By definition, r|R|(p) is the supremum of those r,
such that if the metric is rescaled, g → r−2g, then the ball, Br(p), becomes a unit
ball on which the norm of the curvature, |R|, is bounded by 1.

The chopping theorem can be used to control the boundary term in the Chern-
Gauss-Bonnet formula for manifolds with boundary, thereby yielding information
on the interior term; compare [ChGv3]. Moreover, for Einstein manifolds with Ln

2

curvature bounds, the appearance of the local scale can be removed by employing an
inequality which bounds |(r|R|)−1|Ln−1 in terms of (|R|L n

2
)

n−1
2 , where both norms

are computed over a neighborhood of ∂K.
The eventual restriction, n = 4, in our main results stems from the relation

between the Chern-Gauss-Bonnet form, Pχ, and the L2-norm of the curvature in
that dimension.

If M4 is Einstein, then

(1.1) Pχ =
1

8π2
· |R|2 · Vol( · ) ,

where Vol( · ) denotes the local choice of volume form corresponding to the choice
of local orientation used in defining Pχ; see p. 161 of [Be] and (1.2) below.

There is an alternate route to our main results which bypasses chopping, using in
its stead the existence of an essentially canonical transgression form, T Pχ, satisfying
d T Pχ = Pχ and |T Pχ| ≤ c(n) ·(r|R|(p))−(n−1), on subsets of Riemannian manifolds
which are sufficiently collapsed with locally bounded curvature. In actuality, our
first proofs used this approach. The construction of T Pχ is briefly indicated in
Section 12.
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The Chern-Gauss-Bonnet form in dimension 4. Let W,
◦
r, s denote the Weyl

tensor, traceless Ricci tensor and scalar curvature respectively. By definition,
◦
r=

Ric − s
n · g, where n = dimMn.

For n = 4, the Chern-Gauss-Bonnet form satisfies

(1.2) Pχ =
1

8π2
·
[
|W |2 − | ◦

r |2 +
1
24

s2

]
· Vol( · ) ;

see [Be].
If M4 is Einstein, then

◦
r= 0 and we get (1.1). It follows from (1.1) that if M4

is closed, then the quantity on the left-hand side of (0.3) (the square of the global
L2-norm of curvature) has the well-known topological interpretation,

(1.3)
1

8π2

∫
M4

|R|2 = χ(M4) ,

where χ( · ) denotes the Euler characteristic. As previously indicated, in the present
paper it is also crucial to consider manifolds with nonempty boundary.

Remark 1.4. Relation (1.2) implies that if the Ricci tensor of M4 is only sufficiently
pinched, then Pχ ≥ η · |R|2 · Vol( · ), where the constant, η > 0, depends on the
pinching. In addition, if M4 is arbitrary, with Ricci tensor satisfying |RicM4 | ≤ 3,
then |R|2 has a definite bound at points at which Pχ is bounded above by any
definite (positive or negative) constant times the 4-form Vol( · ). From these ob-
servations and some additional technicalities, it follows that Theorem 0.1 and its
consequences, such as Theorem 0.14, are valid for 4-manifolds which are sufficiently
Ricci pinched, while Theorem 0.8 and its consequences have extensions for man-
ifolds with bounded Ricci curvature. This will be explained at greater length in
subsequent sections.

Collapse. A subset, U ⊂ Mn, such that for all p ∈ U ,

(1.5) sup
B1(p)

RicMn ≥ −(n − 1) ,

is called v-collapsed if for all p ∈ U ,

(1.6) Vol(B1(p)) ≤ v ,

and v-noncollapsed if (1.6) holds for no p ∈ U .
Note that the assertion that U is not v-collapsed is weaker than the assertion

that U is v-noncollapsed.

The local scale r|R|(p). Let Mn denote an arbitrary Riemannian manifold. Let
r|R|(p) > 0 denote the supremum of those r such that Bs(p) is compact for s < r
and

(1.7) sup
Br(p)

|R| ≤ r−2 .

In particular,

(1.8) |R(p)| ≤ (r|R|(p))−2 .

The quantity, r|R|(p), will be called the local scale at p. Rescaling the metric,
g → (r|R|(p))−2 · g, converts the ball, Br|R|(p)(p), to a ball of unit radius on which
the norm of the curvature is bounded by 1.
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Clearly, either r|R| ≡ ∞ and R ≡ 0, or r|R|(p) is locally Lipschitz, with local
Lipschitz constant,

(1.9) Lip r|R| ≤ 1 .

Collapse with locally bounded curvature. Although the term “collapse with
locally bounded curvature” does not enter in the statements of Theorems 0.1, 0.8,
0.14, this notion plays a central role in the proofs.

We say that U is v-collapsed with locally bounded curvature if for all p ∈ U ,

(1.10) Vol(Br|R|(p)(p)) ≤ v · (r|R|(p))n ,

and that U is (v, a)-collapsed with locally bounded curvature if, in addition, for all
p with r|R|(p) ≥ a,

Vol(Ba(p)) ≤ v · an .

We say that U is v-collapsed with bounded curvature if U is v-collapsed and
r|R|(p) ≥ 1 for all p ∈ U .

F -structures and N-structures. Theorem 0.1 of [ChGv2] (see in particular
(0.2)) asserts the existence of a constant, t = t(n) ≤ 1, such that if Mn is v-
collapsed with locally bounded curvature, where v ≤ t, then Mn carries a topo-
logical structure called an F -structure of positive rank. This concept generalizes
that of a torus action for which all orbits have positive dimension. The local action
of the F -structure is isometric for a metric close to the given one, provided v is
sufficiently small. The orbits of the structure represent the collapsed directions on
the scale of the injectivity radius.

If Mn admits an F -structure of positive rank, it is not difficult to construct a
locally finite covering, Mn =

⋃
i Ui, such that (a finite covering space of) every

nonempty intersection, Ui1 ∩ · · · ∩Uij
, is invariant under the flow of a nonvanishing

vector field; see [ChGv2]. Hence, χ(Ui1 ∩ · · · ∩ Uij
) = 0. Since χ(A ∪ B) =

χ(A) + χ(B) − χ(A ∩ B), this implies χ(Mn) = 0, provided the covering is finite.
In case the curvature is bounded, |R| ≤ 1, a description of the geometry of Mn on

a fixed scale, r(n), is given in [ChFuGv], in terms of an essentially canonical nilpotent
Killing structure of positive rank, a structure based on nilpotent Lie groups, rather
than tori. From now on, we will refer to such a structure as an N -structure.

The discussion of [ChFuGv] has an essentially obvious extension to the case
of collapse with locally bounded curvature. This provides a description of the
geometry on the scale r(n) · r|R|(p). N -structures produced by the construction
of [ChFuGv] and its extension to the case of locally bounded curvature have some
significant properties, several of which are relevant in connection with the results
on equivariant good chopping proved in Section 3. Structures with these properties
will be referred to as standard; for details, see Section 2.

Each orbit, Op, of the N -structure is the union of orbits of an associated F -
structure. A subset which is the union of the orbits of its points (with respect to
either structure) is called saturated. Any (sufficiently regular) saturated subset has
vanishing Euler characteristic. The smallest saturated subset containing a given
set is called its saturation. Without loss of generality, we can assume that t = t(n)
above has been chosen such that if Mn is (t, a)-collapsed with locally bounded
curvature, then all orbits, Op, have extrinsic diameter ≤ 1

8 min(r|R|(p), a).
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Equivariant good chopping. For K ⊂ Mn, r > 0, put

Tr(K) = {p ∈ Mn | p, K < r} ,

and for 0 ≤ r1 < r2,
Ar1,r2(K) = Tr2(K) \ Tr1(K) .

Let TPχ denote the integrand in the boundary term of the Chern-Gauss-Bonnet
formula for manifolds with boundary. Thus, TPχ is a homogeneous invariant poly-
nomial of degree n − 1 in the second fundamental form of the boundary and the
curvature, where second fundamental form terms are regarded as having degree 1
and curvature terms as having degree 2.

Let Mn denote a complete Riemannian manifold. Assume K ⊂ Mn is compact
and that Tr(K) is (t, r)-collapsed with locally bounded curvature, for some r ≤ 1.
It follows from the equivariant good chopping theorem, Theorem 3.13, that there
is a saturated submanifold, Zn, with smooth boundary, satisfying T 1

3 r(K) ⊂ Zn ⊂
T 2

3 r(K), such that the boundary term in the Chern-Gauss-Bonnet formula satisfies∣∣∣∣∫
∂Zn

TPχ

∣∣∣∣ ≤ c(n) · r−1 ·
∫

A 1
3 r, 2

3 r
(K)

(
r−(n−1) + (r|R|)−(n−1)

)
.

Since χ(Zn) = 0, by the Chern-Gauss-Bonnet formula, we get

(1.11)
∣∣∣∣∫

Zn

Pχ

∣∣∣∣ ≤ c(n) · r−1 ·
∫

A 1
3 r, 2

3 r
(K)

(
r−(n−1) + (r|R|)−(n−1)

)
.

Note that in the case of bounded curvature, |R| ≤ 1, the above estimate reduces
to the one given in [ChGv3].

In the next two subsections, we indicate how for Einstein manifolds, under addi-
tional collapsing assumptions, collapsed regions with locally bounded curvature can
be located, and how (absent any additional collapsing assumptions) the right-hand
side of (1.11) can be bounded in terms of |R|L n

2
.

ε-Regularity and collapse with locally bounded curvature. In the context
of Einstein manifolds, a condition for a set, U , to be (v, 1)-collapsed with locally
bounded curvature is given in Section 5 of [An3]; see Theorem 5.1. By appealing
to [ChGv2], an F -structure on (a slight fattening of) U is obtained.

Anderson’s results are based on an ε-regularity theorem, Theorem 4.4 of [An3].
This ε-regularity theorem is valid for arbitrary n, but when specialized to n = 4,
the assumptions in its hypothesis are stronger than those of Theorem 0.8; compare
(0.9) versus (1.12).

Let Mn
H denote the simply connected space of constant curvature H. In what

follows, for fixed r, we consider Mn
−r−2 and p ∈ Mn

−r−2 .
According to Theorem 4.4 of [An3], there exists τ = τ (n) > 0, such that if

(1.12)
Vol(Br(p))
Vol(Br(p))

·
∫

Br(p)

|R|n
2 ≤ τ ,

then

(1.13) sup
B 1

2 r
(p)

|R| ≤ c · r−2 ·
(

Vol(Br(p))
Vol(Br(p))

·
∫

Br(p)

|R|n
2

) 2
n

.
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Without loss of generality, one can assume c · τ 2
n ≤ 4, so that

(1.14) sup
B 1

2 r
(p)

|R| ≤ 4r−2 .

Relation (1.12) can be rewritten as

(1.15)
∫

Br(p)

|R|n
2 ≤ τ · Vol(Br(p))

Vol(Br(p))
,

which specifies directly that the Ln
2
-norm of the curvature is sufficiently small with

respect to the collapsing.
Note that by relative volume comparison, [GvLP], the expression inside the

parentheses on the right-hand side of (1.13) is a monotonically nondecreasing func-
tion of r, which vanishes at r = 0.

Now assume

(1.16) |λ| ≤ n − 1 .

Let p ∈ Mn
−1 and define θ = θ(n) by

(1.17) θ =
1

2nVol(B1(p))
.

Recall that collapse with locally bounded curvature is defined via condition
(1.10). If U is (θ · v)-collapsed with v ≤ 1 and if for all p ∈ U ,

(1.18)
∫

B1(p)

|R|n
2 ≤ θ · v · τ ,

then U is v-collapsed with locally bounded curvature, where in particular, one can
take v = t = t(n), where t-collapse with locally bounded curvature implies the
existence of a standard N -structure; see Theorem 5.1 of [An3] and compare also
[Ya]. (Both of the above references deal with F -structures.)

For completeness, we give the argument for the case v = t. (For v arbitrary, the
argument is the same.)

Modulo the choice of normalizing constant, the following definition is taken from
(4.21) of [An3]. The notation is as in (1.12)–(1.18).

If p ∈ Mn satisfies

(1.19)
Vol(B1(p))
Vol(B1(p))

·
∫

B1(p)

|R|n
2 ≤ τ ,

put ρ(p) = 1. Otherwise, define ρ(p) to be the (largest) solution of

(1.20)
Vol(Bρ(p)(p))
Vol(Bρ(p)(p))

·
∫

Bρ(p)(p)

|R|n
2 = τ ,

where, since the left-hand side of (1.20) is a nondecreasing function of r, we have
ρ(p) < 1.

Relation (1.13) gives

(1.21)
1
2
ρ(p) ≤ r|R|(p) .

If ρ(p) is defined by (1.19), then we have supB 1
2
(p) |R| ≤ 4, and since U is (θ · t)-

collapsed, it follows that (1.10) holds with v = t.
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If ρ(p) is defined by (1.20), then from (1.18) (with v = t) we have
Vol(Bρ(p)(p))
Vol(Bρ(p)(p))

≤ θ · t ,

which by (1.17) and relative volume comparison implies that (1.10) holds with
v = t.

Remark 1.22. The proof of Theorem 4.4 of [An3], as well as that of an earlier ε-
regularity theorem proved (independently) in [An1], [Na], [Ti], is based on Moser
iteration, which leads to an estimate in which the factor, Vol(Br(p))

Vol(Br(p)) , in (1.12), (1.13),
is replaced by sn, with s a suitable Sobolev constant. In the proof, the Sobolev
inequality is applied only to functions which are supported in Br(p).

In [An1], [Na], [Ti], a global Sobolev constant is employed, while [An3] uses the
Sobolev constant, s(r, p), of Br(p); i.e., for f supported in Br(p),(∫

Br(p)

f
n

n−1

)n−1
n

≤ s(r, p) ·
∫

Br(p)

|df | .

Modulo this difference, the analytical details of the proofs are identical.
According to Theorem 4.1 of [An3], there exists c such that

s(r, p) ≤ c ·
(

Vol(Br(p))
Vol(Br(p))

) 1
n

;

compare the closely related estimate for s(r, p) in [ChGvTa]; see also [Cr] and
[ChengLiYau]. Estimation of the global Sobolev constant requires a global diameter
bound.

Remark 1.23. The application to collapse with locally bounded curvature only uses
the bound on s(r, p) for balls which satisfy Vol(Br(p))

Vol(Br(p)) ≥ θ · t (for which the estimate
of [ChGvTa] suffices); compare Remark 1.31. To see this, modify the definition
of ρ(p) by replacing Vol(Br(p))

Vol(Br(p)) by s(r, p)n in (1.19), (1.20) and proceed, mutatis
mutandis, as above.

Bounds on (r|R|(p))−1. To obtain a bound on (r|R|(p))−1, we first recast the
discussion in terms of the maximal function. For c = c(n), we get for any r ≤ 1,

(1.24) (r|R|(p))−(n−1) ≤ c · (r−(n−1) + (M|R|
n
2
(p, r))

n−1
n ) ,

where M|R|
n
2
(p, r) denotes the maximal function over balls of radius ≤ r, of the

function, |R|n
2 , evaluated at the point p; for details, see Section 4.

For α < 1, the normalized Lα-norm of the maximal function, Mf , of f can be
bounded in terms of the L1-norm of f ; see (4.2). From this, together with (1.24), it
follows that the integral of the right-hand side of (1.11) can be bounded in terms of
|R|L n

2
. Thus, if Tr(K) is (t, r)-collapsed with locally bounded curvature, for some

r ≤ 1, then for any Ω ≥ Vol(A 1
4 r, 3

4 r(K)), we get

(1.25)
∣∣∣∣∫

Zn

Pχ

∣∣∣∣ ≤ c(n) · Ω · r−1

⎛⎜⎝r−(n−1) +

⎛⎝Ω−1 ·
∫

A 1
4 r, 3

4 r
(K)

|R|n
2

⎞⎠
n−1

n

⎞⎟⎠ .

(The detailed proof of (1.25) is concluded after (4.4).)
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The key estimate; n = 4. Let E ⊂ M4 denote a bounded open subset such that
T1(E) is (θ · t)-collapsed and (1.18) holds for all p ∈ T1(E). Replace E by the
saturation of E for some standard N -structure and apply the discussion leading to
(1.25). Since we assume n = 4, on the left-hand side of (1.25), Pχ can be replaced by

1
8π2 |R|2 and the domain of integration can be changed from Zn to E. The resulting
relation provides an estimate for (|R|L2)

2, on the set E in terms of (|R|L2)
3
2 on the

set A 1
4 r, 3

4 r(E).
The reduction in the exponent, 2 → 3

2 , leads to an iteration argument yielding
the following key estimate.

Theorem 1.26. There exists δ > 0, c > 0, such that the following holds. Let M4

denote a complete Einstein manifold satisfying (0.2), (0.3), and let E ⊂ M4 denote
a bounded open subset such that T1(E) is t-collapsed with

(1.27)
∫

B1(p)

|R|2 < δ (for all p ∈ T1(E)) .

Then

(1.28)
∫

E

|R|2 ≤ c · Vol(A0,1(E)) .

Remark 1.29. In the iteration (or self-improvement) argument, the exponent, n−1
n =

3
4 < 1, in (1.25), plays a role analogous to that which this same exponent plays
in Moser iteration. There, it enters via the Sobolev inequality (which is not used
in the iteration argument occurring in the proof of Theorem 1.26). As previously
mentioned, the ε-regularity theorem of [An1], [Na], [Ti] and Theorem 4.4 of [An3]
are proved by Moser iteration.

Remark 1.30. Suppose in Theorem 1.26, we drop the assumption that E is bounded.
If λ �= 0, then by (0.3), we have Vol(M4) < ∞ and by an obvious exhaustion
argument, (1.28) continues to hold. If λ = 0, an exhaustion argument together
with scaling leads easily to (0.6).

Implementation of the key estimate. Apart from the ε-regularity theorem,
Theorem 0.8, all of our results in dimension 4 are relatively simple consequences of
the key estimate.

In proving Theorem 0.1, we use (1.18) and a standard covering argument to
choose the balls, Bs(pi), such that we can take the set, E, to be the set M4 \⋃

i Bs(pi) with suitably rescaled metric. Then the conclusion, (0.6), reduces to
(1.28).

In proving Theorem 0.8, we take ε = θ · t · τ . If
Vol(Br(p))
Vol(Br(p))

≥ θ2 · t ,

then the ε-regularity Theorem 4.4 of [An3] can be applied directly. Otherwise, we
can take E in Theorem 1.26 to be (a suitable rescaling of) B 1

2 r(p). This gives, for
c an absolute constant,

Vol(Br(p))
Vol(Br(p))

∫
Br(p)

|R|2 ≤ c .

If we knew c ≤ τ , then the hypothesis, (1.12), of the ε-regularity theorem (The-
orem 4.4 of [An3]) would be verified. Since this does not seem to be clear, our
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argument employs a second nontrivial step. Namely, we show that once we pass
to a smaller concentric ball of a definite radius, the hypothesis of Theorem 4.4 of
[An3] is verified.

Remark 1.31. The statement of Theorem 4.4 of [An3] requires only that the ball,
Br(p), satisfies (1.12) and makes no assumption concerning a lower bound for
Vol(Br(p))
Vol(Br(p)) or for r. However, in all previous applications, e.g. to collapse with locally

bounded curvature, in order to verify (1.12), a definite lower bound, Vol(Br(p))
Vol(Br(p)) ≥ v,

on the collapsing of Br(p), has been used; compare Remark 1.23.

Organization of remaining sections. In Section 2, we review N -structures and
their construction, in the context of collapsed manifolds with bounded curvature;
see [ChFuGv]. We observe that mutatis mutandis, the discussion extends naturally
to collapse with locally bounded curvature.

In Section 3, we prove an extension of the equivariant good chopping theorem of
[ChGv3], in which no global bound on curvature is assumed. In the conclusion, the
bound on the norm of the second fundamental form is in terms of the reciprocal of
the local scale r|R|.

In Section 4, we consider Einstein manifolds with Ln
2

curvature bounds. We
note the estimate, (1.24), which provides a lower bound on the local scale. This,
together with a universal inequality for the maximal function, leads to a stronger
chopping theorem in this more restricted context. An immediate application is the
integrality of the geometric Euler characteristic in arbitrary dimension; compare
[ChGv3].

In Section 5, we prove Theorem 1.26, the key estimate in dimension 4.
In Section 6, we prove Theorem 0.1, our main global result on collapse in dimen-

sion 4.
In Section 7, we consider the case of a negative Einstein constant in dimension

4. We prove our results on noncollapse (Theorems 0.14, 7.8). We also show that
for Einstein 4-manifolds with negative Einstein constant and finite L2-norm of
curvature, the volume decreases exponentially at infinity.

In Section 8, we prove Theorem 0.8, the ε-regularity theorem in dimension 4.
In Section 9, we note some consequences of Theorem 0.8.
In Section 10, we discuss the implications of our main theorems for Gromov-

Hausdorff limit spaces, using the language of compactifications of moduli spaces of
Einstein metrics on 4-manifolds.

In Section 11, we speculate on some possible extensions of our main results for
anti-self-dual metrics, Kähler metrics of constant scalar curavture, entire solutions
of the Ricci flow and higher-dimensional Einstein manifolds.

In the Appendix, Section 12, we indicate the construction of the transgression
form T Pχ. In proving Theorem 1.26, the form, T Pχ, can be used in place of the
good chopping theorem.

2. Collapse with locally bounded curvature; N-structures

An N -structure on a manifold, Nn, is a sheaf of nilpotent Lie algebras of vector
fields, which are Killing fields for some Riemannian metric and for which certain
additional properties hold; for details see [ChFuGv]. The N -structure decomposes
the manifold as a disjoint union of compact orbits, each of which has a canonical
affine flat structure isomorphic to that of a nilmanifold. The rank of the structure
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is the dimension of an orbit of smallest dimension. If the rank is positive, then any
sufficiently nice saturated subset (e.g. a submanifold, Un, with piecewise smooth
boundary) has vanishing Euler characteristic.

Standard N-structures and invariant metrics. Let (Nn, g) denote a v-
collapsed, manifold with v ≤ t(n), and bounded curvature, |R| ≤ 1. The construc-
tion given in [ChFuGv] associates to (Nn, g) an essentially canonical N -structure of
positive rank and an invariant metric, g̃, with the following significant properties:

i) (Local structure on a fixed scale) There exist c = c(n), r = r(n), such
that for all p ∈ Mn, there is an orbit, Oq, with second fundamental form satisfying
|IIOq

| ≤ c and normal injectivity radius at least 3r, such that Br(p) is contained
in the tube T3r(Oq).

ii) (Invariant metric) There is a metric, g̃, for which the local nilpotent actions
associated to the structure are isometric. In particular, with respect to g̃, any
tubular neighborhood of an orbit is a saturated subset.

Moreover, for all ε > 0, k, C, there exist η = η(n, ε), δ = δ(ε, k, C) > 0, such
that:

iii) (Orbits with small diameter) If in addition, v ≤ η, then every orbit, O,
has extrinsic diameter satisfying diam(O) ≤ ε.

iv) (Closeness of invariant metric) If |∇iR| ≤ C, for i = 0, . . . , k, and v ≤ δ,
then g̃ can be chosen such that |∇i(R − R̃)| ≤ ε, i = 1, . . . k − 1.

Remark 2.1. The chopping theorems, Theorems 3.1, 3.13, depend on properties ii)–
iv) above. The estimate, (12.2), for the transgression form, T Pχ, namely, |T Pχ| ≤
c(n)(r|R|)−(n−1), requires property i) as well.

Fix 0 < a ≤ 1 and put

(2.2) 
a = min(r|R|, a) .

Let Nn be an arbitrary complete Riemannian manifold and let N denote an N -
structure on Nn. We say that N is a-standard if for all p, its restriction to B�a(p)(p)
has properties i)–iv) with respect to the rescaled metric, g → (
a(p))−2 · g.

We have Lip 
a ≤ 1; see (1.9). As a consequence, when restricted to any ball,
Bζ·�a(p)(p), with ζ < 1, the positive function, 
a, satisfies a Harnack inequality
with constant, 1+ζ

1−ζ . Thus, the function, 
a, varies moderately on its own scale.
This implies, for example, that locally, coverings by balls of the form, {B�a(pi)(pi)},
behave essentially like coverings by balls of a fixed radius. As a consequence,
for the case of locally bounded curvature discussed below, constructions involving
such coverings can be reduced to the case of bounded curvature by local scaling
arguments.

Existence of standard N-structures. Due to its essential locality, the construc-
tion of [ChFuGv] extends directly to the case of sufficiently collapsed manifolds with
locally bounded curvature, thereby yielding a structure satisfying the scaled version
of i)–iv).

Theorem 2.3. There exists t = t(n) > 0 such that if Mn is complete and W ⊂ Mn

is (t, a)-collapsed with locally bounded curvature, then there exists an a-standard N-
structure on a subset containing W .
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Proof. We will require two simple facts pertaining to coverings. These generalize
corresponding statements in the case of Ricci curvature bounded below.

Fix a small constant, ζ > 0, and let {pα} denote a maximal set of points such
that

pα1 , pα2 ≥ ζ · min(
a(pα1), 
a(pα2)) (α1 �= α2) .

If the metric on B�a(p)(pi) is rescaled, g → (
a(pi))−2 · g, the resulting metric has
bounded curvature |R| ≤ 1. By an obvious variant of the corresponding argument
in the case of bounded curvature, it follows that {B2ζ·�a(pα)(pα)} is a covering, with
multiplicity ≤ N(n).

The covering, {B2ζ·�a(pα)(pα)}, can be partitioned into at most N(n) disjoint
subcollections, Si, of mutually nonintersecting balls, B2ζ·�a(pi,j)(pi,j), such that a
given member of any such subcollection intersects at most one member of any other
such subcollection; see Lemma 2.2 of [ChGv3] and (6.4.1)–(6.4.5) of [ChGv3]. In
addition, if

B2ζ·�a(pi1,j1 )(pi1,j1) ∩ B2ζ·�a(pi2,j2 )(pi2,j2) �= ∅ ,

then
(1 − ζ) · 
a(pi1,j1) ≤ 
a(pi2,j2) ≤ (1 + ζ) · 
a(pi1,j1) .

In [Ab], [Ya], procedures are given for regularizing a metric with bounded cur-
vature, |R| ≤ 1. Let ∇ denote the Riemannian connection of g. Given η > 0, we
can arrange that the regularized metric, ĝ, and its connection, ∇̂, satisfy

(1 + η)−2g ≤ ĝ ≤ (1 + η)2g ,

|∇ − ∇̂|g ≤ c(n)η ,

|∇̂kR̂|ĝ ≤ c(n, k, η) .

We extend this to our situation as follows. (If for example, we are dealing with
Einstein manifolds, this step is actually unnecessary since Einstein metrics are
already regular in the appropriate sense.)

Fix η. On each ball, Br|R|(pα)(pα), we apply the regularization procedure of
[Ab] to the rescaled metric, (
a(pα))−2g, the norm of whose curvature tensor is
bounded by 1. We denote the resulting regularized metric of bounded curvature by
(
a(pα))−2ĝα.

Next, as in [ChGv3], we regularize the distance function of the metric,
(
a(pα))−2ĝα, to obtain a smooth function with definite bounds on all covariant
derivatives with respect to the metric (
a(pα))−2ĝα.

By composing the regularized distance functions with standard bump functions,
we obtain a partition of unity, {φα}, subordinate to the cover {B2ζ·�a(pα)(pα)}.

The metric, g̃, defined by
g̃ =

∑
α

φαĝα ,

satisfies

(1 + η)−2g ≤ g̃ ≤ (1 + η)2g ,(2.4)

|∇ − ∇̃|g ≤ c(n)η
−1
a ,(2.5)

|∇̃kR̃|g̃ ≤ c(n, k, η)(
a)−(k+2) ;(2.6)

compare Theorem 1.12 of [ChFuGv].
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As constructed above, the metric, g̃, need not be invariant under the isometries
of g. However, this can be arranged by a simple modification of the construction;
compare the corresponding remark in [ChGv3] (in the context of bounded curva-
ture). Namely, we replace the points, pα, by a corresponding maximal collection
of orbits, Oα, under the isometry group, and the balls, B�a(pα)(pα), by tubular
neighborhoods, T2ζ·�a(pα)(Opα

).
The remainder of the construction of [ChFuGv] is local in nature. Hence, by

straightforward scaling arguments, the case of locally bounded curvature can be
reduced to the case of bounded curvature.

Specifically, in [ChFuGv], one constructs a series of almost mutually compati-
ble O(n)-equivariant local fibrations of the inverse image in the frame bundle of
(slightly fattened) members of a covering by balls of fixed radius; see Sections 2–5
of [ChFuGv].

Using the subcollections, Si, the fibrations are modified so as to become mutually
compatible; see Section 6 of [ChFuGv]. Flat affine structures are specified on the
fibres and the fibrations are modified again so as to make the flat affine structures
compatible as well; see Section 7 of [ChFuGv]. Finally, an invariant metric close
to the original one is constructed by a local averaging process; see Section 8 of
[ChFuGv].

In the case of collapse with locally bounded curvature, one begins with the
covering, {B2ζ·�a(pα)(pα)}, constructed above. Since for the collection of fibrations
described above, the selection process is local, it can be carried out in the context
of locally bounded curvature by making the local rescaling of the metric g →
(
a(pα))−2 ·g. The modification process uses the subcollections, Si, i = 1, . . . , N(n).
As above, the fibration corresponding to each ball in Si is modified at the i-stage so
as to fit the now mutually compatible fibrations corresponding to (slight shrinkings
of) the at most i− 1 balls in S1, . . . , Si−1 with which it has nonempty intersection.
Again, since the modification process in [ChFuGv] is local, it follows that, by scaling,
the case of local bounded curvature can be reduced to the case of bounded curvature.

The remainder of the proof can be completed by using scaling arguments such
as those we have just described. �

Remark 2.7. Suppose that the assumption that Mn is (t, a)-collapsed with locally
bounded curvature is weakened in the following way. Rather than assuming that
for the metric, (
a(p))−2g, on each ball, B�a(p)(p), the curvature satisfies |R| ≤ 1,
we assume that the metric on the universal covering space of this ball satisfies
definite C1,α-bounds, for all α < 1, and L2,q-bounds in harmonic coordinates, for
all q < ∞. In this case, the theory of N -structures (and the subsequent theorem
on equivariant choppings) continue to hold. As above, a key point is to construct
a suitable regularization of the metric; see [Ya].

3. Equivariant good chopping with local curvature bounds

In this section, we prove Theorems 3.1, 3.13, which generalize the equivariant
chopping theorem of [ChGv3] to the case of locally bounded curvature.

Let Mn denote a complete Riemannian manifold and K ⊂ Mn a closed subset.
For Nk ⊂ Mn a smooth submanifold without boundary, we denote by IINk the
second fundamental form of Nk.



502 JEFF CHEEGER AND GANG TIAN

For 
a as in (2.2), put

Sa(K) = K ∪

⎛⎝ ⋃
p∈∂K

B�a(p)(p)

⎞⎠ .

Let t = t(n) be as in previous sections.

Theorem 3.1. There exists c = c(n) < ∞ and a smooth manifold with boundary,
Zn, satisfying

K ⊂ Zn ⊂ K ∪ Sa(K) ,(3.2)

|II∂Z | ≤ c · 
−1
a ,(3.3)

and for all k1, k2 > 0,

(3.4)
∫

∂Z

|II∂Z |k1 · |R|k2 ≤ c ·
∫

Sa(K)


a
−(k1+1)(r|R|)−2k2 .

In particular,

(3.5)
∫

∂Z

|II∂Z |k1 |R|k2 ≤ c

∫
Sa(K)

(
a−(k1+2k2+1) + (r|R|)−(k1+2k2+1)

)
.

Moreover, if Sa(K) is (t, a)-collapsed with locally bounded curvature, then Zn can
be chosen to be saturated for some standard N-structure.

Proof. Given the formulation, the proof is a relatively straightforward generaliza-
tion of that of the chopping theorem of [ChGv3], which deals with the case of the
special case in which Mn has bounded curvature |R| ≤ 1. We will recall the ar-
gument in that case, indicate the required modifications and refer to [ChGv3] for
additional details.

The main technical result of [ChGv3] asserts the existence of constants 0 <
δ(n) ≤ 1, 0 < ε(n), c(n), such that if f : Mn → R satisfies Lip f ≤ L, then for all
r ≤ 1, there exists F : Mn → R, with

F ≤ f ≤ (1 + δ(n))rF ,

|∇F | ≤ 2L ,

|HessF | ≤ c(n)Lr−1 ,

|∇F (x)| ≥ ε(n)L
(
x ∈ F−1([0, δ(n)rL])

)
.

In addition, F |F−1((−∞, δ(n)rL]) can be chosen to be invariant under the
isometries of f−1((−∞, rL]) which fix f | f−1((−∞, rL]).

The submanifold with boundary, Z, is constructed as a certain sublevel set,
F−1(y), with y ∈ [0, δ(n)r], where as above, F is associated to the distance function
f = ρK(x) = x, K. The second fundamental form is estimated by means of the
relation,

(3.6) 〈∇V W, N〉 = −HessF (V, W )
|∇F | ,

where N = ∇F/|∇F | and V, W are tangent to F−1(y).
At the outset of the construction of the function, F , given in [ChGv3], the metric,

g, and the function, f , are regularized. This permits subsequent application of a
quantitative version due to Yomdin, of the A.P. Morse lemma, yielding on each ball
of a cover, {B1(pα)}, an interval of a definite size, on the inverse image of which
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the gradient has a definite lower bound; for a discussion of Yomdin’s theorem, see
[Gv2]. The remainder of the construction consists of a sequence of modifications of
the regularized function, eventually yielding the function, F , for which the above
mentioned intervals can be chosen independently of the particular ball B1(pα).

To see the need for regularization, recall that the classical Morse-Sard theorem
makes the (qualitative) assertion that if f : Mn1 → Mn2 and f ∈ Ck, with k− 1 ≥
max(n1 − n2, 0), then almost all values are regular.

Since the gradient and Hessian of f with respect to the original metric must be
controlled, one must employ a regularization of the metric such that the Riemannian
connections of the initial and regularized metrics are close; compare the discussion
in Section 2 and see below.

In the present case, which is more general than that considered in [ChGv3], given
Lip f ≤ L, we will construct F satisfying the above invariance property and

F ≤ 
−1
a f ≤ (1 + δ(n))rF ,(3.7)

|∇F | ≤ 2L
−1
a ,(3.8)

|HessF | ≤ c(n)Lr−1
−2
a ,(3.9)

|∇F (x)| ≥ ε(n)L
−1
a

(
x ∈ F−1([0, δ(n)rL])

)
.(3.10)

In the application to chopping, we again choose f = ρK , or, in the equivariant
case, the distance function from the saturation of K and realize Z as F−1(y),
with y ∈ [0, δ(n)r]. Then (3.2) is clear, while (3.3) follows from (3.6), (3.9), (3.10).
Finally, (3.4) follows from (3.3), (3.8) and the coarea formula applied to the sublevel
set F−1([0, δ(n)rL]).

Note that in applying the coarea formula, we multiply the integrand on the left-
hand side of (3.4) by |∇F |g̃, which satisfies the bound (3.8). This accounts for why
the exponent in (3.4) is −(k1+2k2+1), rather than −(k1+2k2). The scale invariant
relation, (3.4), leads to the exponent, −(k1 + 2k2), in (3.16), which is crucial for
our subsequent applications; compare the derivation of (3.16).

We now describe the construction of the function, F .
By scaling, we can assume Lip f ≤ 1.
We begin by regularizing the metric locally on the scale, 
a, as in Section 2.

Given η > 0, we can arrange that the metric, g̃, so obtained, satisfies (2.4)–(2.6);
compare (1.2)–(1.4) of [ChGv3].

From now on we choose (1 + η)2 = ( 6
5 )2.

Next we choose a covering, {B�a(pα)(pα)}, and partition it into at most N(n)
mutually disjoint subcollections, Si, of mutually nonintersecting balls, as in the
proof of Theorem 2.3, on the existence of standard N -structures. We put Wi =⋃

j B 1
2 �a(pi,j)(pi,j).

As in Section 2, we construct a partition of unity, {φi,j}, satisfying

|∇̃kφi,j | ≤ c(n, k)(
a(pi,j))−k ;

compare (1.20), (1.21) of [ChGv3].
On each ball, B�a(pi,j)(pi,j), all covariant derivatives of curvature are bounded

for the metric 
−2
a (pi,j)g̃. Hence, as in[ChGv3], for all i, j, we can smooth the

restriction of the function, 
−1
a f − 1

8 , to the ball B�a(pi,j)(pi,j). Combining these
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functions by means of the partition of unity, {φi,j}, yields a function, F0, satisfying

F0 ≤ 
−1
a f ≤ F0 +

1
4

,

|∇F0|g̃ ≤ 4
3

−1
a ,

|∇̃kF0|g̃ ≤ c(n, k)
−k
a (k ≥ 2) ;

compare (1.16)–(1.18) of [ChGv3].
Let pi,j ∈ Si and consider the function, (
a(pi,j))−1f , on the ball, B�a(pi,j)(pi,j),

with rescaled metric, 
−2
a (pi,j)g, for which we have

|∇F0|�−2
a (pi,j)g̃ ≤ 4

3
,(3.11)

|∇̃kF0|�−2
a (pi,j)g̃

≤ c(n, k) (k ≥ 2) .(3.12)

Since for the metric 
−2
a (pi,j)g̃, the curvature and its covariant derivatives satisfy

the bounds in (2.4)–(2.6), as in [ChGv3], we can apply the quantitative version
of the A.P. Morse Lemma due to Yomdin, to obtain by induction: a sequence
of functions, FN(n) ≤ FN(n)−1, . . ., constants, 0 < δN(n)(n) < δN(n)−1(n), . . .,
0 < εN(n) < εN(n)−1 < . . . and c(n, k), such that for 1 ≤ m ≤ N(n),

Fm ≤ 
−1
a f ≤ Fm +

1
4

+
1

4N(n)
,

|∇̃Fm|g̃ ≤
(

4
3

+
m

3N(n)

)

−1
a ,

|∇̃kFm|g̃ ≤ cm(n, k)
−k
a ,

and for x ∈ F−1
m ([0, δm(n)]) ∩ (W1 ∪ . . . ∪ Wm),

|∇̃Fm|g̃ ≥ εm(n) > 0 ;

compare (1.22)–(1.25) of [ChGv3].
If we put F = FN(n), then (3.7)–(3.10) hold. �
Let K be as above. Theorem 3.1 easily implies:

Theorem 3.13. There exists c = c(n) < ∞ and a smooth manifold with boundary,
Zn, satisfying

T 1
3 r(K) ⊂ Zn ⊂ T 2

3 r(K) ,(3.14)

|II∂Z | ≤ c ·
(
r−1 + (r|R|)−1

)
,(3.15)

and for all k1, k2 > 0,

(3.16)
∫

∂Z

|II∂Z |k1 |R|k2 ≤ c

r

∫
A 1

3 r, 2
3 r

(K)

(
r−(k1+2k2) + (r|R|)−(k1+2k2)

)
.

Moreover, if Tr(K) is (t, r)-collapsed with locally bounded curvature, then Zn can
be chosen to be saturated for some standard N-structure.

Proof. As in the proof of Theorem 3.1 in the equivariant case, we replace K by its
saturation. By scaling, we can suppose r = 1.

Let 
a be as in Theorem 3.1 and choose a = 1
10 . For each s ∈ [25 , 3

5 ], we apply
Theorem 3.1 with the set K replaced by Ts(K). This yields a set, Zs, for which
(3.15), (3.14) hold.
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To obtain a value of s for which (3.16) holds as well, we will estimate the integral
with respect to s of the function which assigns to each s, the right-hand side of the
version of (3.4) obtained by replacing K by Ts(K). From this integral estimate, it
will follow immediately that (3.16) holds for some s ∈ [25 , 3

5 ]. This will suffice to
complete the proof.

Let {pα} denote a maximal subset of A 1
3 , 2

3
(K) such that

pα1 , pα2 ≥ 1
8
· min(
a(pα1), 
a(pα2)) (α1 �= α2) .

By relative volume comparison together with rescaling, {B 1
8 ·�a(pi)(pi)} is a covering

of A 2
5 , 3

5
(K), with multiplicity ≤ N , a definite constant.

Let sα be such that pα ∈ ∂Tsα
(K). Let A ⊂ T1(K) × [0, 1] be defined by

A = {(x, s) |x ∈ Sa(Ts(K)} .

We claim that

A ⊂
⋃
α

B 1
8 ·�a(pα)(pα) × [si −

1
2

a(pα), sα] ,

and in addition, that for x ∈ B 1
8 �a(pi)(pi), we have


a(x) ≥ 7
8
· 
a(pα) .

This implies∫
A

(
a)−(k1+1)(r|R|)−2k2 ≤ c ·
∑∫

B 1
8 �a(pi)

(pi)

(
a)−(k1)(r|R|)−2k2 .

As indicated above, the theorem follows.
To verify the claim, let x ∈ S(Ts(K))∩B 1

8 �a(pα)(pα) for some s. Since Lip 
a ≤ 1,
we have 
a(x) ≥ 7

8 · 
a(pα). Moreover, x ∈ B 1
8 �a(q)(q) ∩ B 1

8 �a(pi)(pα), for some
q ∈ ∂Ts(K). Since Lip 
a ≤ 1, it follows easily that B 1

8 �a(q)(q) ⊂ B 1
2 �a(pα)(pα),

which implies s ≥ sα − 1
2 
a(pα). �

4. Ln
2
-curvature bounds

In this section, for Einstein manifolds with Ln
2
-curvature bounds, we give a

pointwise bound on the scale, r|R|, in terms of the maximal function M|R|
n
2
. This

gives rise to an estimate on the boundary term of the Chern-Gauss-Bonnet formula
applied to a good chopping, in terms of (|R|n

2
)

n−1
n . We require some preliminaries

concerning maximal functions.

Maximal functions. For (X, µ) a metric measure space, with µ a finite Radon
measure, and f ∈ L1, put

−
∫

A

|f | =
1

µ(A)

∫
A

|f | .

Define the maximal function for balls of radius at most r by

Mf (x, r) = sup
s≤r

−
∫

Bs(x)

|f | .

Let W ⊂ X denote a measurable subset.



506 JEFF CHEEGER AND GANG TIAN

Lemma 4.1. If every ball, Bs(x), with x ∈ W , s ≤ 4r, satisfies

µ(B2s(x)) ≤ 2κµ(Bs(x)) ,

then for all Ω ≥ µ(W ), α < 1 ,

(4.2)
(

1
Ω

∫
W

(Mf (x, r))α dµ

) 1
α

≤ c(κ, α)
Ω

∫
T6r(W )

|f | dµ.

Proof. Put
Wb = {x ∈ W |Mf (x, r) ≥ b} .

By the weak-type (1, 1) inequality,

µ(Wb) ≤ 23κ · b−1 ·
∫

T6r(W )

|f | dµ .

Fix a to be determined below. By writing

W = Wa ∪
( ∞⋃

i=0

(Wa·2i+1 \ Wa·2i

)
and using the weak-type (1, 1) inequality, we get∫

W

(Mf (x, r)α) dµ ≤ aαµ(W ) + 23κ ·
∞∑

i=0

(a · 2(i+1))α · (a · 2i)−1 ·
∫

T6r(W )

|f | dµ .

Choosing

a =
1

µ(W )
·
∫

T6r(W )

|f | dµ

and summing the above geometric series gives (4.2) with Ω = µ(W ). Since α < 1,
this implies (4.2) for all Ω ≥ µ(W ) as well. �

Bounding the local scale from below. For the remainder of this paper, we
make the convention p ∈ Mn

−1.
For s ≤ 1, we have Vol(Bs(p)) ≤ c(n) · sn. Thus, from (1.19), (1.20), we get for

any 0 < s ≤ 1 and c = c(n),

ρ(p)−1 ≤ c · max((M|R|
n
2
(p, s))

1
n , s−1) ,

which together with (1.21), gives (1.24), namely,

(r|R|(p))−(n−1) ≤ c · (s−(n−1) + (M|R|
n
2
(p, s))

n−1
n ) .

Chern-Gauss-Bonnet and the proof of relation (1.25). Let s ≤ r ≤ 1. By
Theorem 3.13, we can approximate a compact subset, K, from the outside, by a
submanifold with boundary, Z, with K ⊂ Z ⊂ Tr(K), where the boundary term in
the Chern-Gauss-Bonnet formula for Z satisfies the estimate (3.16). With (1.24),
this gives for c = c(n),

(4.3)
∣∣∣∣∫

∂Zn

TPχ

∣∣∣∣ ≤ c · r−1 ·
∫

A 1
3 r, 2

3 r
(K)

(
s−(n−1) +

(
M|R|

n
2
( · , s)

)n−1
n

)
.
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By choosing s = 1
512r and employing (4.2) of Lemma 4.1, we get

Vol(A0,r(K))−1

∣∣∣∣∫
∂Zn

TPχ

∣∣∣∣(4.4)

≤ c ·

⎛⎜⎝r−n + r−1

⎛⎝ 1
Vol(A0,r(K))

∫
A 1

4 r, 3
4 r

(K)

|R|n
2

⎞⎠
n−1

n

⎞⎟⎠ .

From (4.4) and the Chern-Gauss-Bonnet formula, it follows that if Tr(K) is
(t, r)-collapsed with locally bounded curvature, then (1.25) holds.

Integrality of the geometric Euler characteristic. By an exhaustion argu-
ment as in [ChGv3], our generalized chopping theorem implies the following gener-
alization of an application given in that paper.

Theorem 4.5. Let Mn be a complete Einstein manifold with bounded Ricci cur-
vature, finite volume and finite Ln

2
-norm of curvature. Then

(4.6)
∫

Mn

Pχ ∈ Z .

Proof. Let K0 ⊂ K1 ⊂ · · · denote an exhaustion of Mn. Apply (4.4) to each
Ki, with r = 1 and note that the right-hand side goes to 0 as i → ∞. By the
Chern-Gauss-Bonnet formula, for i sufficiently large, we have∫

Mn

Pχ = χ(Zi) ∈ Z .

�

Remark 4.7. In [An3], it is asserted that (5.25) of that paper follows from the
chopping theorem of [ChGv3]. However, since no proof is given that the curvature
is uniformly bounded outside a compact subset, the chopping theorem of [ChGv3]
cannot be applied. In actuality, (5.25) of [An3] is a special case of our Theorem
4.5 (valid in all dimensions) which does not require a global curvature bound. On
the other hand, in the 4-dimensional case considered in [An3], the existence of a
global curvature bound outside a compact subset does follow from our Theorem
9.1, a main result of the present paper; compare also Remark 10.10.

Remark 4.8. Suppose that the assumption that Mn is Einstein is weakened to

(4.9) |RicMn | ≤ n − 1 .

Then the discussion can still be carried out. In particular, (4.4) and Theorem 4.5
continue to hold. The crucial point is the local bounded covering geometry in the
sense of [ChFuGv]. Specifically, each point p has a neighborhood, Up, containing a
ball, Br(n)(p), of a definite size, such that the universal covering space, Ũ , has C1,α-
bounded geometry and L2,p-bounded geometry, for all p < ∞; compare Remark
2.7. This follows from the existence of metric g1, which is at bounded distance from
g in the C0-norm (i.e., bi-Lipschitz g with controlled bi-Lipschitz constant) such
that g1 has a definite bound on its curvature. Such a metric, g1, is constructed in
[Ya] via local Ricci flow; see also [Ab].



508 JEFF CHEEGER AND GANG TIAN

5. The key estimate in dimension 4

In this section we prove Theorem 1.26, the main new estimate on which our
results in dimension 4 are based.

Lemma on sequences.

Lemma 5.1. Let 0 ≤ α < 1. For i = 0, 1, . . ., let ai, bi, xi be nonnegative real
numbers satisfying

xi ≤ ai + bi · xα
i+1 ,(5.2)

lim inf
i→∞

xαi

i = 1 .(5.3)

Then

(5.4) x0 ≤ max(2a0, C1, C2) ,

where

C1 = lim sup
i≥1

⎛⎝i−1∏
j=1

(2bj)αj

⎞⎠ · (2ai)αi

,(5.5)

C2 = lim sup
i≥0

i∏
j=0

(2bj)αj

.(5.6)

Proof. By (5.2), we have

xi ≤ max(2ai, 2bi · xα
i+1) .

Thus, for i ≥ 1,
xαi

i ≤ max
(
(2ai)αi

, (2bi)αi · xαi+1

i+1

)
.

By induction, we get for all i,

x0 ≤ max(2a0, C1,i, C2,i) ,

where

C1,i =

⎛⎝i−1∏
j=0

(2bj)αj

⎞⎠ · (2ai)αi

,

C2,i =

⎛⎝ i∏
j=0

(2bj)αj

⎞⎠ · xαi+1

i+1 .

In view of (5.3), this suffices to complete the proof. �

If in particular, the sequence, {xi}, is bounded, say xi ≤ C, then the hypothesis,
(5.3), is satisfied, and the lemma provides a bound on the initial term, x0, which is
independent of C. This is the situation in the application below where the following
special case of Lemma 5.1 will suffice.

If for some constant K ≥ 1,

(5.7) max(ai, bi, xi) ≤ c · Ki ,

then we have the (nonsharp) bound

(5.8) x0 ≤ (2c)2(1+α+α2+··· ) · (2K)2(1+1·α+2·α2+··· ) < ∞ .
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Proof of Theorem 1.26; an iteration argument.

Proof. By assumption, T1(E) is t-collapsed. Thus, we have (1.25) (proved in Section
4). We will apply (1.25) in each step of an iteration argument.

Since n = 4 we can use (1.1) to replace Pχ by 1
8π2 |R|2 on the left-hand side of

(1.25), to get for some constant, c (independent of M4)

(5.9)
Vol(E)

Vol(A0,1(K))
−
∫

E

|R|2 ≤ c ·

⎛⎜⎝1 +

⎛⎝ 1
Vol(A0,1(E))

∫
A 1

4 , 3
4
(E)

|R|2
⎞⎠ 3

4
⎞⎟⎠ .

For i = 2, 3, . . ., put

Di = {p ∈ A2−i,1−2−i(E) | r|R|(p) ≤ 2−(i+1)} ,

Fi = A2−i,1−2−i(E) \ Di .

We have

T2−(i+1)(Di) ⊂ A2−(i+1),1−2−(i+1)(E) .

Moreover, Lip r|R| ≤ 1 implies

sup
T
2−(i+1) (Di)

r|R| ≤ 2−i .

Since A0,1 is t-collapsed with locally bounded curvature, it follows that
T2−(i+1)(Di) is (t, 2−(i+1))-collapsed with locally bounded curvature. Hence, (1.25)
implies that (5.9) holds with E replaced by Di. By splitting the integral on the
left-hand side of (5.10) below into a sum of integrals over Di and Fi, and applying
(5.9) to the former, we get

∫
A2−i,1−2−i (E)

|R|2

≤ c · 24i · Vol(A0,1(E)) ·

⎛⎝1 +

(
1

Vol(A0,1(E))

∫
A

2−(i+1),1−2−(i+1) (E)

|R|2
) 3

4
⎞⎠ .

(5.10)

From (5.9), (5.10) and Lemma 5.1, we obtain (1.28), which concludes the proof of
Theorem 1.26. �

Remark 5.11. By using the observation in Remark 1.4, together with Remark 4.8, it
follows easily that Theorem 1.26 can be extended to the case in which the Einstein
condition is dropped and (0.2) with the assumption |λ| ≤ 3 is replaced by (4.9)
with the assumption |RicM4 | ≤ 3. Indeed, the effect of this change is just to add a
definite constant to the right-hand sides of (5.9), (5.10).

Remark 5.12. We are grateful to Fang-Hua Lin for pointing out to us the formal
similarity between our iteration argument and the one used in proving Theorem
2.1 in [LiSch], which provides a mean value inequality for subharmonic functions.
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6. Collapse implies L2 concentration of curvature

In this Section we prove Theorem 0.1, one of our main results on collapsing.

Proof of Theorem 0.1. Let C be as in (0.3). From the discussion of Sections 2–4,
and a standard covering argument, we get under the assumptions of Theorem 0.1,
that there exists v > 0, β > 0, p1, . . . , pN , such that N ≤ βC, and such that if
the metric is rescaled, g → s−2g, then the hypothesis of Theorem 1.26 holds with
E = M4 \

⋃
i Bs(pi).

Theorem 0.1 follows immediately from Theorem 1.26 (the key estimate); see in
particular (1.28). �

Remark 6.1. There are many examples of collapsing sequences of Ricci flat Kähler
metrics on K3 surfaces with fixed lower diameter bound; see e.g. [GsWi]. The
behavior of any such collapsing sequence is governed by Theorem 0.1 and Theorem
9.1 (which relies on Theorem 0.8).

7. Negative Einstein constant; noncollapse and exponential decay

We begin this section with the proof of Theorem 0.14 and some related remarks.
Next we recall some standard facts which, in combination with Theorem 0.1, yield
Theorem 7.8, our noncollapsing result in the Kähler case.

We also prove a result on exponential decay of the volume and of the L2-norm
of the curvature, for Einstein 4-manifolds with λ = −3.

Proof of Theorem 0.14; noncollapse.

Proof. It suffices to assume that the hypothesis of Theorem 0.1, say for the case
s = 1, is satisfied. By (1.1), if λ = ±3, then the left-hand side of (0.6) is bounded
below by

1
6

(
Vol(M4) −

∑
i

Vol(B1(pi))

)
.

Now the claim follows from (0.6). �

Remark 7.1. Recall that Theorem 0.14 is a partial replacement in dimension 4
for the Heintze-Margulis theorem, whose proof, while employing the relation be-
tween nilpotency and collapse, rests otherwise on considerations which are entirely
different from ours.

Remark 7.2. In any dimension, if the Ricci curvature has a positive lower bound,
then (absent any further assumptions) a bound on the diameter is provided by
Myers’ theorem. If RicMn ≥ n − 1, then a relative volume comparison, [GvLP],
gives an inequality in which the constant does not depend on C, namely,

Vol(B1(p)) ≥
Vol(B1(p))
Vol(Bπ(p))

· Vol(Mn) (for all p ∈ Mn) .

Remark 7.3. We do not know whether in the absence of an a priori lower bound
on Vol(M4), collapse with Einstein constant ±3 can occur.
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Noncollapse in the Kähler case. In the Kähler case, the volume can be ex-
pressed in terms of the Kähler class. Namely,

(7.4) Vol(Mn) =
1

(n/2)!
[ω]

n
2 (Mn) .

However, for a sequence of Kähler metrics for which the Kähler class degenerates,
the volume can go to zero.

If, in addition, Mn is Einstein and the Einstein constant does not vanish, we
make the normalization,

(7.5) RicMn = ±(n − 1)g .

Then the first Chern form, c1(R), satisfies

c1(R) =
1
2π

RicMn(J, ·)

= ± (n − 1)
2π

ω(7.6)

and

(7.7) Vol(Mn) =
(

2π

n − 1

)n
2

|c
n
2
1 (Mn)| .

Thus we obtain:

Theorem 7.8 (Noncollapsing for c1 �= 0). Let M4 denote a Kähler-Einstein man-
ifold with c1 �= 0, satisfying (0.15). Then for w as in (0.16), M4 is not ϑ-collapsed,
where

(7.9) ϑ =
w

4
· c2

1(M4)
χ(M4)

.

Proof. Theorem 7.8 follows immediately from Theorem 0.14, together with (7.7).
�

For more general lower volume bounds which follow from Seiberg-Witten theory,
see [LeBru1], [LeBru2], [Tau], [Wi].

Exponential decay of volume. If λ = −3 and (0.3) holds, then (1.1) implies
Vol(M4) < ∞.

Theorem 7.10 (Exponential decay of volume). There exist β, γ > 0, c, such that
if M4 denotes a complete Einstein 4-manifold satisfying (0.3), (0.15), then there
exist p1, . . . , pN , with

(7.11) N ≤ β · C ,

such that for r ≥ 5,

(7.12) Vol(M4 \
⋃
i

Br(pi)) ≤ c · C · e−γr .

Proof. Consider the collection of balls, B1(p), such that∫
B1(p)

|R|2 ≥ 1
6
· θ · t · τ ,

where the notation is as in (1.18). By a standard covering argument there exists
a disjoint subcollection, {B1(pi)}, such that the original collection is contained in
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i B5(pi). Since the collection, {B1(pi)}, is disjoint and (0.3) holds, there are at

most N such balls, where N satisfies (7.11) for suitable β.
Because we assume (0.15), i.e., λ = ±3, it follows from (1.18) that the set,

M4 \
⋃

i B5(pi), is t-collapsed with locally bounded curvature.
Let c be as in (1.28) of Theorem 1.26. Let t denote the smallest integer such that

t > 2c. For i = 1, . . . , t, apply Theorem 1.26 to each of the sets, M4 \
⋃

i Br+i(pi),
add the inequalities corresponding to (1.28), and use

−
∫

M4\
⋃

i Br+i(pi)

|R|2 ≥ 24 .

The theorem follows. �

Remark 7.13. As mentioned to us by M. Gromov, by the theorem of J. Lohkamp
asserting the C0-density of metrics with negative Ricci curvature in the space of
all Riemannian metrics, a negative upper bound on the Ricci curvature is not in
general sufficient to guarantee exponential decay of the volume.

Remark 7.14. In view of Theorem 1.26, it follows from Theorem 7.10 that the
square of the L2-norm of the curvature decays exponentially as well.

Sufficiently pinched Ricci curvature.

Remark 7.15. Since the results of this section are essentially formal consequences of
Theorem 1.26, they extend to the case in which the Einstein condition is dropped
and the assumption, |λ| = 3, is replaced by the assumption that the Ricci tensor
is sufficiently pinched: 0 < a ≤ |RicM4 | ≤ 3. The particular constants in the
conclusions depend on the pinching.

8. ε-regularity

In this section, we prove Theorem 0.8, the improved ε-regularity theorem.

Proof of Theorem 0.8. In order to apply the results of [ChCoTi2] directly in proving
Proposition 8.2 below, it will be convenient to make the following reduction.

Let 0 < η < 1
2 . If q ∈ B 1

2
r(p), then Bηr(q) ⊂ Br(p). Clearly, it suffices to prove

the theorem for all such Bηr(q). As a consequence, we may assume that r ≤ η, for
some fixed η < 1

2 (and continue to consider Br(p)). An appropriate value of η will
be determined in Proposition 8.2.

The argument has two main steps.

Step 1. The first step is the reduction in (8.1) below, which can be viewed as the
analog in our context of a critical initial step in Gromov’s proof of his celebrated
theorem on almost flat manifolds — a short loop with holonomy which is not too
big actually has holonomy comparable to its length.

Under the assumptions of Theorem 0.8, either the hypothesis of Theorem 4.4 of
[An3] holds or we can assume that after rescaling, g → (2r)−2g, the assumptions
of Theorem 1.26 are satisfied, with E = B1(p), T1(E) = B2(p). In the latter case,
by Theorem 1.26, there exists a definite constant, c, as in (1.28), such that

(8.1)
Vol(Br(p))
Vol(Br(p))

∫
Br(p)

|R|2 ≤ c .
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Step 2. We will show that if one passes to a smaller concentric ball, whose radius
can be estimated from below, then the hypothesis, (1.12), of Theorem 4.4 of [An3]
is satisfied. An application of that theorem will complete the proof of Theorem 0.8.
(Step 2 does not rely on (4.4); compare however (8.9).

Our claim is a direct consequence of the following proposition, in which a crucial
point is the absence from the hypothesis of a lower volume bound. The proposition
asserts that if on some interval, certain conditions are verified, then as r decreases,
the quantity appearing on the left-hand side of (1.12) (and (8.5) below) decays at
a definite rate. (It is this quantity which the hypothesis of Theorem 4.4 of [An3]
requires to be ≤ τ .)

Proposition 8.2. For all C1 > 0, there exists η = η(C1) > 0, such that if

0 < r ≤ η ,(8.3) ∫
Br(p)

|R|2 ≤ 4π2 ,(8.4)

Vol(Br(p))
Vol(Br(p))

∫
Br(p)

|R|2 ≤ C1 ,(8.5)

Vol(Bηr(p))
Vol(Bηr(p))

≤ 1
4

,(8.6)

(8.7)

then

(8.8)
Vol(Bηr(p))
Vol(Bηr(p))

∫
Bεr(p)

|R|2 ≤ (1 − η)
Vol(Br(p))
Vol(Br(p))

∫
Br(p)

|R|2 .

Proof. By scaling, we can suppose r = 1, RicM4 ≥ −3η2, p ∈ M4
−η2 .

Under the assumption that for some sufficiently small ε > 0, (8.4)–(8.6) hold but
(8.8) fails, we will construct a closed submanifold with boundary, U ⊂ B1(p), for
which the boundary term, TPχ(∂U), in the Chern-Gauss-Bonnet formula satisfies

(8.9) 0 <

∫
∂U

TPχ <
1
2

.

Since, by (1.1), (8.4), we also have

(8.10) 0 <

∫
U

Pχ <
1
2

,

the Chern-Gauss-Bonnet formula gives 0 < χ(U) < 1, a contradiction.
Assume that for some η > 0, (8.4)–(8.6) hold but (8.8) fails. Since each of the

factors in the quantity on the left-hand side of (8.5) is a nondecreasing function of
r, it follows that

Vol(B 1
4
(p))

Vol(B 1
4
(p))

≥ (1 − η)
Vol(B1(p))
Vol(B1(p))

,(8.11)

−
∫

B1(p)\B 1
4
(p)

|R|2 ≤ c · η ,(8.12)

for some absolute constant c (arising from a relative volume comparison in dimen-
sion 4).
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We can assume c · η 1
2 < c · τ , where τ is the constant in (1.12) and c is chosen

so small that the hypothesis of Theorem 4.4 of [An3] is valid for balls Br(q) ⊂
(B1(p) \ B 1

4
(p)). Thus, for some absolute constant, c1, we have the pointwise

curvature bound

(8.13) |R| ≤ c1 · η
1
2 (on B 3

4
(p) \ B 1

2
(p)) .

By (8.11), the set, A 1
4 ,1(p), is an almost volume annulus. Hence we can make

use of the constructions underlying the proof of the “almost volume annulus implies
almost metric annulus” theorem of [ChCo0], as well as subsequent related construc-
tions of [ChCoTi2]. (The reduction, r ≤ η, and hence the assumption (8.3) enables
us to quote directly from [ChCoTi2]. As in Sections 2, 3 of [ChCoTi2], this nor-
malization leads to the function, r, appearing in (8.14)–(8.17). By the same token,
after our rescaling, g → r−2g, we have RicM4 ≥ −3η2 and the above-mentioned
metric annulus lies in a metric cone.)

Let Ψ = Ψ(η) > 0 denote some definite function (independent of M4) such that
Ψ → 0 as η → 0.

According to Section 4 of [ChCo0] and Sections 2, 3 of [ChCoTi2], there exists
Ψ and a function, r : B 3

4
(p) \ B 1

2
(p) → [0, 1], such that

∆r2 = 8 ,(8.14)

|r − r| < Ψ ,(8.15)

−
∫
r−1(a)

|∇r −∇r|2 < Ψ ,(8.16)

|∇r| < c .(8.17)

In addition, the following holds. For a a regular value of r, denote by gr−1(a),
the induced metric at points of r−1(a), and by IIr−1(a), the second fundamental
form. Then for some subset, A ⊂ [12 , 3

4 ], of regular values of r, if a ∈ A, we have∣∣∣∣1 − Vol(r−1(a))
Vol(∂Ba(p))

∣∣∣∣ ≤ Ψ ,(8.18)

−
∫
r−1(a)

|IIr−1(a) −
1
r
gr−1(a) ⊗∇r|2 ≤ Ψ .(8.19)

It is important to note that the integral in (8.19) is normalized by volume. To
see (8.18), (8.19) observe that the key assumption of [ChCo0], assumption (4.10)
of that paper, concerns a ratio of volumes and that the quantities appearing in all
subsequent estimates are normalized by volume, as are all estimates of Sections 2,
3 of [ChCoTi2] (which depend on the estimates of Section 4 of [ChCo0]). Note in
particular that this holds for (4.84) of [ChCo0], which is the L2 estimate on the
Hessian of the function r2. Estimate (8.18) is just a restatement of (3.11), which is
part of the conclusion of Theorem 3.7 of [ChCoTi2].

Since the boundary term, TPχ(r−1(a)), in the Chern-Gauss-Bonnet formula con-
tains terms that are of degree 3 in the second fundamental form, IIr−1(a), from
(8.13), (8.18), (8.19), it does not follow immediately that

(8.20)

∣∣∣∣∣
∫
r−1(a)

TPχ − Vol(r−1(a))
Vol(∂Ba(p))

∣∣∣∣∣ ≤ Ψ · Vol(∂Ba(p)) .
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However, since the curvature on the annulus, B 3
4
(p)\B 1

2
(p), is uniformly bound-

ed, this annulus has local bounded covering geometry in the sense of [ChFuGv].
Thus, there exists s > 0 (independent of M4) such that for all q ∈ B 3

4
(p) \ B 1

2
(p),

the universal covering space, ˜Bs(q), of Bs(q) has C∞ bounded covering geometry

with respect to the pull-back metric. In particular, the injectivity radius on ˜Bs(q)

has a definite positive lower bound. By pulling back the function, r, to ˜Bs(q), we
reduce to the noncollapsed case.

Now, just as in Section 3 of [ChCoTi2], we can argue by contradiction. After
passing to a suitable subsequence, a sequence of counterexamples (in manifolds
M4

i ) would converge in the C∞-topology to a portion of an annulus in a flat cone,
and the corresponding functions, ri, would converge in the C∞-topology to the
distance function from the vertex of this flat limit cone. For all a ∈ [12 , 3

4 ], this
implies convergence of second fundamental forms for sequences of level surfaces,
r−1

i (a) → r−1(a), a contradiction.
Thus, taking U = r−1((0, a]), we get (8.20), and hence, (8.9). �

By combining (8.1) with Proposition 8.2, the proof of Theorem 0.8 can be reduced
to an application of Theorem 4.4 of [An3]. �

Remark 8.21. Already in deriving (8.13), we made use of Theorem 4.4 of [An3] in a
situation in which no a priori lower bound on volume is assumed; compare Remark
1.31. This was made possible by the initial reduction given in (8.1).

Bounded Ricci curvature.

Remark 8.22. Theorem 0.8 can be extended to the case in which the Einstein
condition is dropped, the assumption |λ| ≤ 3 is replaced by |RicM4 | ≤ a, provided
in the conclusion, and the condition, |R| ≤ c, is replaced by C1,α bounded covering
geometry, α < 1, or L2,p-bounded covering geometry, p < ∞. Additionally, one
can deduce a definite bound on the Lp-norm of curvature for all p < ∞.

To see this, note that in view of Remark 5.11, the only point in the argument
which requires modification is (8.10) in the proof of Proposition 8.2. Although Pχ

need not be a positive multiple of |R|2 ·Vol( · ), this continues to hold up to an error
that is bounded by a definite multiple of |RicM4 |2. The neighborhood, U , is close
in the Gromov-Hausdorff sense to a ball with center the vertex of a flat cone (which
might be very collapsed). Thus, the error term is bounded by a definite multiple
of the volume of a small neighborhood of the center of U . Thus, the error term is
not only small, but small with respect to the area of the boundary. Once again, we
get 0 < χ(U) < 1, a contradiction.

9. Consequences of ε-regularity

From Theorem 0.8 and a standard covering argument, we get:

Theorem 9.1 (Bound on the number of blowup points). There exist c > 0, β > 0,
such that if M4 denotes a complete Einstein 4-manifold satisfying (0.2), (0.9), then
there exist p1, . . . , pN , with

(9.2) N ≤ β · C ,
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such that for all q,

(9.3) |R(q)| ≤ c · sup
pα

max
(
(q, pα)−2

, 1
)

.

Moreover, if λ = 0, then

(9.4) |R(q)| ≤ c · sup
pα

(q, pα)−2
.

Remark 9.5. For n > 4, analogs of the above results are conjectured; compare
Section 11. But there remains the possibility that if Mn is sufficiently collapsed
relative to the size of its diameter, the pointwise norm of the curvature might be
arbitrarily large for all p ∈ Mn. Similarly, for n > 4, the Gromov-Hausdorff limit
of a collapsing sequence with a uniform bound on diameter might conceivably have
no points with locally Euclidean neighborhoods.

Remark 9.6. One may ask whether for complete noncompact Ricci flat manifolds
satisfying (0.3), the curvature estimate, (9.4), can be improved, i.e., if decay is
actually faster than quadratic. This is known to hold if, in addition, the volume
growth is Euclidean; see e.g. [BaKaNa], [ChTi1].

Remark 9.7. By employing the theory of collapse with bounded curvature, it can
be shown that for M4 a complete noncompact Ricci flat 4-manifold satisfying (0.3),
with sub-Euclidean volume growth, every tangent cone, with the base point deleted,
can be written locally as the quotient of a noncollapsed Ricci flat 4-manifold by a
group of isometries whose identity component is nilpotent.

Similarly, in the case of negative Einstein constant, λ = −3, it follows that if M4

satisfies (0.3), (0.15), then for any sequence, pi → ∞, there is a subsequence, {pij
},

such that (M4, pij
) converges in the Gromov-Hausdorff sense to space Y , which is

locally the quotient of a smooth Einstein 4-manifold with bounded curvature by a
group of isometries, whose identity component is nilpotent.

Note that in certain important special cases, Einstein metrics with Killing fields
on 4-manifolds are known to be given by a local ansatz; see e.g. [GibHaw], [CaPe].
We intend to discuss these matters at greater length elsewhere, including issues
which are more global in nature.

10. Moduli spaces

In this section, we discuss the implications of our main theorems for compact-
ifications of the moduli spaces of Einstein metrics on a given compact 4-manifold
M4. Much of our discussion also applies to complete Einstein metrics with finite
L2-norm of curvature; compare Remarks 9.6, 9.7. Our approach uses Gromov-
Hausdorff convergence of sequences, (M4, gk), or in case there is no a priori bound
on the diameter, N -pointed Gromov-Hausdorff convergence.

Remark 10.1. Our results have an obvious extension to Gromov-Hausdorff limits
(respectively N -pointed Gromov-Hausdorff limits) of sequences, (M4

k , gk), in which
the underlying manifold is not fixed. All that is actually required is a bound,
χ(M4

k ) ≤ C, and for noncollapsing theorems, a lower bound on volume: Vol(M4
k ) ≥

v > 0.

The completion of the moduli space of Einstein metrics on a fixed 4-manifold
is studied in [An3] using the extrinsic L2 metric on the moduli space. By way
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of comparison with the present approach based on N -pointed Gromov-Haudorff
convergence, we note that for (M4, gi) a sequence with diam(M4, gi) → ∞, the
assumption that (M4, gi) converges with respect to the extrinsic L2 metric provides
a strong additional constraint on the sequence; for further discussion see Remark
10.10.

Among other important theorems, [An3] contains the first written results on
the collapsing case, notably, collapse with locally bounded curvature and hence, by
[ChGv2], the presence of an F -structure away from a definite number of points.
One key consequence of our main results is that “locally bounded curvature” can
be replaced by “bounded curvature”.

In [An3], a qualitative analogy with the case of constant curvature metrics on
Riemann surfaces is proposed. The analogy is, of course, not complete, since in
dimension 4, the curvature can concentrate and the moduli space can have positive
dimension for λ > 0.

Gromov-Hausdorff compactifications. Let M4 denote a smooth compact con-
nected 4-manifold. For fixed λ > 0, let M(M4, λ) denote the moduli space of
isometry classes of Einstein metrics on M4, with Einstein constant λ. For λ ≤ 0,
there is no a priori bound on the diameter, so we consider the moduli space of
N -pointed isometry classes M(M, m1, . . . , mN , λ). Two N -pointed Einstein man-
ifolds, (M, m1, . . . , mN , g), (M, m′

1, . . . , m
′
N , g′), are N -pointed isometric if there

exists an isometry between (M, g), (M, g′), carrying mj to m′
j , for all j.

Below, for λ �= 0, we make the normalization |λ| = 3, which can be achieved by
scaling. Due to scale invariance of the condition, λ = 0, in that case, we impose
the additional normalization Vol((M4, g)) = 1.

For λ = 3, the space M(M4, λ) carries certain natural metrics. Here, we use
the weakest of these, the Gromov-Hausdorff metric. Since 2) below does in fact
hold (i.e., at regular points, weak convergence implies strong convergence) this
yields the strongest possible results. With respect to the Gromov-Hausdorff met-
ric, bounded subsets of M(M4, λ) are typically incomplete. For λ ≤ 0, there
is no a priori bound on the diameter of an Einstein manifold, (M4, g), and the
diameter of M(M4, λ) with respect to the Gromov-Hausdorff metric is typically
infinite. In this case, we employ the topology of N -pointed Gromov-Hausdorff con-
vergence. We write (Mk, gk, mk,1, . . . , mk,N ) dGH→ {(Y1, y1

), . . . , (YN , y
N

)} whenever

(Mk, gk, mk,j)
dGH→ (Yj , yj

), for all 1 ≤ j ≤ N , i.e., whenever (Mk, gk, mk,j) con-
verges to (Yj , yj

) in the pointed Gromov-Hausdorff sense. Since we allow N > 1
and mk,j1 , mk,j2 → ∞, for all j1 �= j2, an understanding of the possible limiting
collections, {(Y1, y1

), . . . , (YN , y
N

)}, provides a global picture of the degenerating
sequence.

By using Gromov’s compactness theorem, bounded subsets of M(M4, λ) can be
completed by adding suitable compact connected length spaces Y . The completion
of such a bounded subset is compact.

For λ ≤ 0, using the pointed version of Gromov’s compactness theorem, the
completion of M(M4, m1, . . . , mN , λ) can be compactified by adding certain col-
lections of noncompact connected pointed length spaces {(Y1, y1

), . . . , (YN , y
N

)}.
Namely, we add such a collection whenever there exists a sequence, (M4, gk, mk,j),

such that (M4, gk, mk,1, . . . , mk,N ) dGH→ {(Y1, y1
), . . . , (YN , y

N
)}.
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In the above formulation the two most basic issues are the following; see below
for further amplification.

1) Describe explicitly the geometric structure of the collections of pointed spaces,
{(Y1, y1

), . . . , (YN , y
N

)}, which must be added in the compactification.
2) Show that near regular points, y ∈ Y , the convergence is actually in the

strongest possible sense.
In the Kähler case, additional important issues involving the complex structure

arise, but will not be discussed here.
In what follows, the notion of concentration point of the curvature plays an

important role. Let (M4, gk, mk,1, . . . , mk,N ) dGH→ {(Y1, y1
), . . . , (YN , y

N
)} as above.

We say yj ∈ Yj is not a concentration point of curvature, if for some subsequence,

(M4, gs, ms,j)
dGH→ (Yj , yj

), the point, yj , is not the point limit of a sequence of
points, ps,α, with ps,α a blowup point of the curvature as in (9.3) of Theorem 9.1.
Thus, by Therem 9.1, if yj is not a concentration point, then near yj , the space,
Yj , is the Gromov-Hausdorff limit of a sequence of spaces with bounded curvature.

Let {yj,αj
} denote the set of concentration points in Yj . Relation (9.2) of The-

orem 9.1 implies that the cardinality, N , of the set,
⋃

j{yj,αj
}, satisfies N ≤

β · 8π2 · χ(M4), for some absolute constant, β, independent of M4.

Noncollapsed limit spaces. Let Y 4 (respectively, {(Y1, y1), . . . , (YN , y
N

)} de-
note some noncollapsed Gromov-Hausdorff limit (respectively, N -pointed Gromov-
Hausdorff limit) of a sequence of compact Einstein metrics on a fixed compact
manifold M4. Then Y 4 (respectively, Y 4

j ) is known to be a connected smooth Ein-
stein manifold away from the set of concentration points of the curvature, at which
the singularities are of orbifold type.

Away from the concentration points, for all k, the convergence takes place in the
Ck topology on compact subsets. In particular, 2) above has a positive answer in
these instances; for the above, see [An1], [An3], [Na], [Ti]; compare also [AnCh].

Next, we describe those cases in which noncollapsed limit spaces are known to
arise.

For λ = 3, by Myers’ theorem, there is an a priori bound on the diameter and the
completion of M(M4, 3) is itself compact. Thus, those Y which arise as limit points
are compact as well. In the Kähler case, Vol((M4, g)) has an a priori lower bound,
which implies that Y = Y 4 is noncollapsed. Seiberg-Witten theory provides lower
volume bounds under more general assumptions, e.g. if M4 admits a symplectic
structure; see [LeBru1], [LeBru2], [Tau], [Wi]. In the general case, the question of
whether Y can be collapsed remains open.

Let λ = 0. Recall that in this case, we impose the additional constraint,
Vol((M4, g)) = 1. Since complete noncompact manifolds with nonnegative Ricci
curvature have infinite volume, it follows from relative volume comparison that
if (Y, y) is a pointed limit space, then Y is noncompact if and only if it is ev-
erywhere collapsed. Moreover, given a sequence of 2-pointed Einstein metrics,
(M4, gk,j , mk,j)

dGH→ {(Y1, y1
), (Y2, y2

)}, where possibly, mi,1, mi,2 → ∞, it follows
that Y1 is collapsed if and only if it is noncompact, and this holds if and only if Y2

is collapsed and noncompact. If Y1 = Y2 = Y 4 is compact, and hence noncollapsed,
then the above discussion applies. The noncompact collapsed case will be discussed
below.
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As a particular example, recall that in the case of K3 surfaces, both collapsing
and noncollapsing behavior can occur.

In case λ = −3, we have the following basic results.

Theorem 10.2. Let λ = −3 and let {(M4, gi)} satisfy

(10.3) diam(M4, gi) → ∞ .

If for some v > 0,

(10.4) Vol((M4, gi)) ≥ v ,

then there exists a pointed subsequence, (M4, gk, mk) dGH→ (Y 4, y), where Y 4 is
a noncollapsed complete noncompact orbifold. Outside of a compact subset, the
curvature of Y 4 is bounded and (9.4) of Theorem 9.1 holds. If the (M4, gi) are
Kähler, then (10.4) is satisfied.

Proof. This follows immediately from Theorems 0.14 and 9.1. �

Theorem 10.5. Let λ = −3. There exist β, c > 0 with the following properties. Let

(M4, gk, mk,1, . . . , mk,N ) dGH→ {(Y 4
1 , y

1
), . . . , (Y 4

N , y
N

)}, where mi,j1 , mi,j2 → ∞, for
all j1 �= j2, and Y 4

j is noncollapsed for all j. Then

(10.6) N ≤ β · χ(M4) .

If Y 4
j is smooth for some j, then

(10.7)
∫

Y 4
j

|R|2 ≥ c .

If N is chosen as large as possible such that the above hypotheses are satisfied, then

(10.8) lim
k→∞

Vol(M4, gk) = Vol(Y 4
1 ) + · · · + Vol(Y 4

N ) .

Proof. As above, each Y 4
j is a complete Einstein orbifold with finite volume and

the convergence is smooth away from at most a definite number of points at which
the curvature concentrates. It follows that

lim
k→∞

Vol(M4, gk) ≥ Vol(Y 4
1 ) + · · · + Vol(Y 4

N ) .

Relation (10.7) follows from Theorem 4.5.
These statements imply (10.6). In fact, if we assume

N ≥ 16π2

c
· χ(M4) + β · 8π2 · χ(M4) + 1 ,

where 8π2 · β · χ(M4) bounds the number of concentration points, then at least
16π2

c · χ(M4) of the spaces, Y 4
j , are smooth. Since for such Y 4

j , the convergence
(M4, gk, mj) → (Y 4

j , y
j
) is also smooth on compact subsets, this gives for k suffi-

ciently large, ∫
(M4,gk)

|R|2 > 8π2 · χ(M4) ,

which contradicts (1.3).
Now suppose that N is chosen as large as possible subject to the conditions

mi,j1 , mi,j2 → ∞, for all j1 �= j2, and Y 4
j is noncollapsed for all j.
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We claim that if r >> 1 and k is sufficiently large, then in the L2-sense, almost
all of the curvature on M4\

⋃
j Br(mk,j) is concentrated on a finite subset of blowup

points of cardinality ≤ β ·χ(M4). If we grant this momentarily, and note that since
λ = −3, we have the pointwise relation, |R|2 > 1, it follows that

lim
k→∞,r→∞

Vol(M4 \
⋃
j

Br(mk,j)) = 0 ,

from which (10.8) follows.
In actuality, the claim is a slight generalization of Theorem 0.1. The maximal-

ity of N implies that M4 \
⋃

j Br(mk,j) collapses as k → ∞, r → ∞. Also, each
noncollapsed Y 4

j has finite volume and bounded curvature outside a compact sub-
set. Thus, the claim follows by applying the chopping theorem of [ChGv3] near⋃

j ∂Br(mk,j) and then repeating the proof of Theorem 0.1. �

Remark 10.9. As mentioned at the end of Section 0, the present paper arose from
an initial attempt in 1987 to prove Theorem 10.2. What we lacked at that time was
the chopping theorem for local bounded curvature, Theorem 3.13 (or alternatively,
the transgression form, T Pχ) and the specific estimate (1.11).

Remark 10.10. In Theorem III of [An3], under the strong additional assumption
that the sequence, (M4, gk), converges with respect to the extrinsic L2 metric, it
is shown that the limit consists of a finite number of complete orbifolds of finite
volume. Moreover, it is asserted that the curvature of each of these is bounded
outside of a compact subset. The argument indicated in [An3] for this assertion is
not valid. To establish this fact (even assuming convergence with respect to the L2

metric) Theorem 9.1, one of the main results of the present paper, is required.
Again with the strong additional hypothesis of extrinsic L2 convergence, Theo-

rem III of [An3] contains statements corresponding to (10.6), (10.7), (10.8). The
argument given in [An3] for (10.6) is not correct as stated, since it rests on the
presumed applicability of the good chopping theorem of [ChGv3], whereas the cur-
vature of Y 4

j is not shown to be bounded outsided a compact subset; compare
also Remark 4.7. However, Anderson has pointed out that assuming extrinsic L2

convergence and granted Theorem 5.3 and Remark 5.4 of [An3], a proof can be
given.

The question of whether for λ < 0, every sequence, (M4, gi), has a subsequence
which converges in the extrinsic L2 metric is raised in ii) of p. 33 of [An3]. It
remains open.

Collapsed limit spaces. Let Y (respectively, {(Y1, y1
), . . . , (YN , y

N
)}) denote

a collapsed Gromov-Hausdorff limit space (respectively, an N -pointed Gromov-
Hausdorff limit space). As noted above, the cardinality of the set,

⋃
j{yj,αj

}, of
concentration points, is bounded by β · χ(M4).

By Theorem 5.1 of [An3], away from the set,
⋃

j{yj,αj
}, the approximating

spaces, (M4, gk), are collapsed with locally bounded curvature and hence, by
[ChGv2], admit an F -structure of positive rank. Equivalently, Yj \ (

⋃
αj

yj,αj
)

is a limit space with locally bounded curvature.
It follows directly from Theorem 9.1 that the following strengthening holds.

Theorem 10.11. A compact subspace of Yj \
⋃

j{yj,αj
} is a collapsed limit space

with bounded curvature.
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Apart from the qualitative statement in Theorem 10.11, we have quantitative
estimates corresponding to (9.3), (9.4), of Theorem 9.1. The theory of collapse with
bounded curvature, including the existence of standard N -structures, describes the
geometry of Yj as well as the convergence on a fixed scale. In particular, for k
sufficiently large, regions near regular points, yj ∈ Yj , regions of (M4, gk) fibre over
regions of Yj with nilpotent fibres. These fibrations are almost Riemannian sub-
mersions. The existence of these fibrations can be viewed as an appropriate version
of 2) above (weak convergence implies stronger convergence) in the collapsing case.
For further information on collapse with bounded curvature, see [ChFuGv].

For additional information concerning the collapsing structure at infinity of non-
compact limits, see Remark 9.7.

As mentioned above, for λ = 3, absent a lower volume bound, it is not known
whether collapsed limit spaces can occur. For λ ≤ 0, collapsed N -pointed limit
spaces occur whenever diam((M4, gi)) → ∞ (which can happen).

11. Further directions

In this section, we speculate on some possible extensions of our main results.

Anti-self-dual metrics. A metric g on an oriented Riemannian 4-manifold is
called anti-self-dual if its self-dual Weyl tensor W+(g) vanishes. Partial progress on
the study of such metrics has been made in [An4], [TiVia1], [TiVia2].

We conjecture that the curvature estimate in Theorem 0.8 still holds for anti-
self-dual metrics with constant scalar curvature (and Kähler metrics with constant
scalar curvature). Moreover, we believe that there should be versions of Theorems
0.1 and 0.14 for anti-self-dual metrics with constant scalar curvature. One problem
here is to establish a local volume estimate in terms of local Sobolev constant; for
the global version, see [TiVia1], [TiVia2].

Kähler metrics of constant scalar curvature. We conjecture that the curva-
ture estimate in Theorem 0.8 still holds for Kähler metrics with constant scalar
curvature; compare [TiVia1], [TiVia2].

Ricci flow. The normalized Ricci flow on [0, T )×M is a solution to the equation,

(11.1)
∂g

∂t
= −2(Ric(g) − r

n
g) ,

where g(t) is a family of metrics on M , n = dim M and r is the average of the scalar
curvatures of g(t). Assume that n = 4 and g(t) is an entire solution of (11.1), i.e.,
T = ∞.

In view of recent work for the Yang-Mills flow by Hong and the second author,
[HoTi], we conjecture that the curvature and injectivity radius estimates in Theo-
rems 0.1, 0.8 and 0.14 still hold for g(t) as t tends to infinity. Of particular interest
is the case of shrinking Ricci solitons.

Higher dimensions. Finally, we consider the higher-dimensional case. We conjec-
ture that, for n arbitrary, if the L2 bound on curvature is replaced by an Ln

2
bound,

then Theorems 0.1, 0.8 continue to hold. Additionally, we conjecture that for n ar-
bitrary, given an L2 bound on curvature, Theorem 0.14 holds and the conclusions
of Theorems 0.1 and 0.8 are valid off suitable subsets of finite (n − 4)-dimensional
Hausdorff measure. (Analogous statements can be conjectured in higher dimen-
sions for entire solutions of the normalized Ricci flow.) Note that in the particular
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case of special holonomy, the anti-self duality of the curvature tensor implies that
|R|2 · Vol( · ) is a definite multiple of a certain characteristic form C(Mn); see e.g.
[ChTi2]. Although this relation is analogous to (1.1), in fact C(Mn) �= Pχ. This
circumstance makes it unclear how to extend our present approach to the higher-
dimensional case of special holonomy.

12. Appendix; The transgression form T Pχ

Proof based on T Pχ. The notation in this appendix is as in Section 1.
On a (θ · t)-collapsed manifold with locally bounded curvature, there exists an

essentially canonical form, T Pχ, satisfying

d T Pχ = Pχ,(12.1)

|T Pχ(p)| ≤ c(n) · (r|R|(p))−(n−1) .(12.2)

The bound, (12.2), on |T Pχ| can be transformed into one in which the scale,
r|R|, is absent by means of (1.24).

A proof of the key estimate, Theorem 1.26, based on the form, T Pχ, proceeds
along the same lines as the one based on equivariant good chopping, modulo the
following proviso. In deriving the counterpart of (1.25), an argument employing a
cutoff function and Stokes’ theorem replaces our previous argument.

Construction of T Pχ. The detailed construction of the form, T Pχ, is more tech-
nical than the proofs of the chopping theorems, Theorems 3.1, 3.13. In addition to
properties ii)-iv) of standard N -structures, it relies on property i) as well; compare
Remark 2.1. The construction goes roughly as follows.

Consider first the case of a sufficiently collapsed manifold, Mn, with bounded
curvature. Suppose also, that for some standard N -structure, and for the satu-
ration of some ball, Br(n)(p), that all orbits, O, have fixed dimension, k, and in
addition, the second fundamental forms of these orbits are bounded, |IIO| ≤ c(n).
Consider the Whitney sum of the connections obtained by orthogonally projecting
the Riemannian connection of an invariant metric, g, onto the sub-bundles which
are tangent to and orthogonal to the orbits. Using the fact that the orbits are
nilmanifolds (whose Euler characteristic vanishes) and the fact that the connec-
tion on the complementary bundle is locally the pull-back of a connection on an
(n − k)-dimensional quotient, it follows that the Chern-Gauss-Bonnet form of this
connection vanishes identically.

More generally, if the N -structure has an atlas consisting of charts of the above
type, then the corresponding connections can be glued together to produce a con-
nection, ∇̂, for which the Chern-Gauss-Bonnet form vanishes identically, P ∇̂

χ ≡ 0.
In the general bounded curvature case, the orbits in a given chart have positive

dimension, which need not be constant. However, by using the bound on the second
fundamental form in property i) of standard N -structures, a connection, ∇̂, with
vanishing Chern-Gauss-Bonnet form can still be constructed. Recall that property
i) states that any point lies in a tubular neighborhood, T3r(n)(Oq), where the second
fundamental form, IIOq

, satisfies |IIOq
| ≤ c(n); see Section 2.

The invariant metric, g̃, lies at a definite distance from the given metric, g, and
the connection, ∇̂, is constructed from that of g̃ by an essentially canonical local
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procedure. Thus, Chern-Weil theory give rise to a standard form, T Pχ, with

dT Pχ = Pχ − P ∇̂
χ = Pχ .

Moreover, the above-mentioned bounds imply |T Pχ| ≤ c(n).
Since, in the case of collapse with bounded curvature, the connection, ∇̂, is

constructed by an essentially canonical local procedure, the construction has a
direct extension to the case of sufficient collapse with locally bounded curvature.
In this case, by scaling, we get the bound (12.2), for the norm of the (n − 1)-form
T Pχ.
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Lecture 1 - Examples of Collapsing Manifolds

January 26, 2010

Note: These lectures are entirely expository; the results and methods are due to others.
Appropriate credit is indicated throughout the notes.

1 Collapsing

We are mainly interested in the phenomenon of sequences of manifolds with injectivity radii
limiting to zero, while sectional curvatures remain bounded.

Any compact Riemannian manifold can be said to converge to a point by multiplying
its metric by a constant δ2 and letting δ → 0. What is meant by “converge to a point” will
be made precise later, but note that such a manifold’s volume and diameter do converge to
zero. This kind of process in rather trivial. Note that only in the flat case does this produce
a family with bounded curvature.

However, many Riemannian manifolds admit some collapsing process that leaves cur-
vature bounded. This is “geometric collapse,” or more properly collapse with bounded cur-
vature.

2 Example: S3

The first example (historically) is Berger’s collapsing 3-sphere. We first describe the classical
Hopf fibration. The unit 3-sphere can be defined as the set of points (z, w) ∈ C2 with
|z|2 + |w|2 = 1. The 1-sphere S1 = {eiθ ∈ C | θ ∈ R} acts on S3 by multiplication: if
φ = eiθ ∈ S1 we define

φ.(z, w) =
(
eiθz, eiθW

)
.

The orbit of a point under this S1 action are called Hopf circles. This generates a foliation
of S3 by S1, that is actually a fiber bundle (actually a principle bundle).
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There is also a simple map S3 → C∗ ≈ S2, called the Hopf map, given by

(z, w) 7→ zw−1.

It is easy to show that if (z, w) and (z̃, w̃) map to the same point in S2 then (z, w) = c(z̃, w̃)
for some constant c, with, necessarily, |c| = 1. Therefore c ∈ S1, and we see that the fibers
of this submersion are precisely the Hopf circles. The O’Niell formulas show that S2 is a
half-radius sphere, of constant sectional curvature 4.

It is possible to see this map in a more “active” setting. Topologically S3 is just the
Lie group SU(2). Let X, Y, Z be a basis of its Lie algebra g = su(2) with brackets

[X, Y ] = 2Z [Y, Z] = 2X [Z, X] = 2Y,

and dual basis η, µ, ζ ∈ g∗. Let g = η ⊗ η + µ ⊗ µ + ζ ⊗ ζ be the standard bi-invariant
metric on SU(2); in fact this is the round metric on S3:

R(X,Y )Z = −1
4

[[X,Y ], Z] = 0

R(X,Y )Y = −1
4

[[X,Y ], Y ] = X.

Now let gδ = δ2η ⊗ η + µ ⊗ µ + ζ ⊗ ζ be another metric; gδ is left-invariant but not
bi-invariant. One verifies that sectional curvatures are bounded, but that the injectivity
radius at each point is |δ|, as given by the geodesic with tangent vector X. The limiting
object is S2 with sectional curvature 4.

3 Example: Free effective torus actions

The 3-sphere example can be generalized. Berger’s collapse is just the scaling of the metric
along the orbits of the circle-action while leaving the metric unchanged on the perpendic-
ular distribution. Now suppose a torus T k acts freely (isotropy groups are trivial) and
isometrically on a Riemannian manifold Mn+k. Now M supports an integrable tangential
distribution (of dimension k) and a perpendicular distribution (of dimension n). The metric
can be likewise decomposed: letting Tp ⊂ TpM and Pp ⊂ TpM indicate the tangential and
perpendicular distributions, respectively, we can write g = gT + gP .

Not let gδ = δ2gT + gP . Pick a point p ∈M ; we will estimate the sectional curvatures
at p. Let Nn ⊂ Mn+k be a transverse submanifold, defined in a neighborhood of p, that
contains p. Let y1, . . . , yn be coordinates on N with p = (0, . . . , 0). Let x̃1, . . . , x̃k be
coordinates on T k with the identity e having coordinates xi = 0. The freeness of the actions
allows these coordinate functions to push forward to functions x1, . . . , xk locally near p,
where x1 = · · · = xk = 0 on the transversal N . Finally extend the functions y1, . . . , yn to
a neighborhood of p by projection along the fibers onto N . This gives a coordinate system
{x1, . . . , xn, y1, . . . , yn} in a neighborhood of p.
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The coordinate fields ∂
∂xi are tangent to the fibers, although the fields ∂

∂yi are not.
Write ∂

∂yi = Xi + Vi where the fields Xi are parallel to the fibers and the fields Vi are
perpendicular to the fibers.

The original metric has the form

g =
(
A B
B C +D

)
,

where Aij =
〈
∂
∂xi ,

∂
∂xj

〉
, Bij =

〈
∂
∂xi , Xj

〉
, Cij = 〈Xi, Xj〉, and Dij = 〈Vi, Vj〉. Note that

these matrices are functions of the coordinates yi only, since the torus action is isometric.
The new metrics have the form

gδ(x, y) =
(
δ2A δ2B
δ2B δ2C +D

)
.

This metric is singular and it is not clear that sectional curvature remains bounded. Now
make a change of coordinates: ui = δxi, and let Ãij =

〈
∂
∂ui ,

∂
∂uj

〉
and B̃ij =

〈
∂
∂ui , Xi

〉
.

Then in the new coordinates we have

gδ(u, y) =
(
δ2Ã δ2B̃

δ2B̃ δ2C +D

)
=
(

A δB
δB δ2C +D

)
lim
δ→0

gδ =
(
A 0
0 D

)
,

a generalized warped product metric. It is clear now that the gδ have bounded curvature. It
is also possible to prove that injectivity radii converge to 0, so we indeed have a prototype
for collapse with bounded curvature.

Theorem of Cheeger-Gromov: This example is in essence the only kind of collapse with
bounded curvature, at least as observed on the scale of the injectivity radius.

4 Example: Nilmanifolds

Nilmanifolds provide the prototype for collapse with bounded curvature. Note that tori are
Lie groups with Abelian algebras.

Let G be a finite dimensional Lie group with Lie algebra (g, [, ]). Its descending central
series is defined inductively by g0 = g and gi = [gi−1, g]. If gk = 0 for some k, then g is
called a nilpotent Lie algebra and g a nilpotent Lie group. Note the possible conflict with
the use of this term in the group-theoretic setting. In fact there is no conflict. The Lie
algebra operation [, ] and the group’s commutator operation (also denoted [, ]) are related
by the formula

[X1, X2] =
1
2
d2

dt2
[exp(tX1), exp(tX2)].
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This can be exploited easily to show that a Lie group that is nilpotent in the group-theoretic
sense is nilpotent in the Lie algebra sense. The converse is slightly more difficult to see, but
also true.

Any (finite-dimensional) nilpotent Lie group N is isomorphic to a group of n×n upper-
triangular matrices with 1’s along the diagonal; it’s Lie algebra is a Lie algebra of strictly
upper triangular matrices (ie. with 0’s along the diagonal). Given q > 0 let gq be the norm

|A|2 =
∑
ij

(aij)2 q2(i−j).

This gives rise to a left-invariant metric that is bi-invariant only when q = 1. Alternatively
we can let gk be the vector space of matrices aij where aij = 0 unless i − j = k, and let
gq be the metric so that gq|gk = q2kg. Because [gk, gl] ⊂ gk+l (a simple consequence of the
Jacobi identity), we get the estimate

|[X,Y ]|2q ≤ |XY − Y X|2q ≤ 2(n− 2)|X|2q|Y |2q,

which we use to derive the estimates

|∇XY |q ≤ 3
√

2(n− 2)|X|2q|Y |2q
|Rm(X,Y )Z|q ≤ 42(n− 2)|X|q|Y |q|Z|q

(hint for (1): use the Koszul formula). This implies that sectional curvatures are bounded
independently of q.

Let N denote the Lie group of upper triangular matrices under consideration, and let
Γ ⊂ N be a cocompact subgroup; for instance the group of upper triangular matrices with
integral entries and 1’s along the diagonal. The metric is invariant under left translation by
Γ so the metric descends to the quotient M = Γ
N . As q → 0 the diameter of M goes to zero while its sectional curvature remains bounded.
Thus M is an example of an “almost-flat manifold”, one which supports a sequence of
metrics with diam(M)2 ·max | sec(M)| ↘ 0. We shall prove later that there is no flat metric
on M .

Gromov’s theorem states that this is in fact the only way for a manifold to collapse to
a point with bounded curvature.

Consider the Heisenberg group, the group of upper triangular 4 × 4 matrices with 1’s
along the diagonal. It is 3-dimensional, its natural bi-invariant metric has both positive and
negative curvatures, and its Riemann tensor is not parallel. The left quotient by the integer
subgroup gives a twisted circle-bundle over the torus. This is the (compact) prototype for
Thurston’s nilgeometry.
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5 Example: Solvmanifolds

This previous example can be extended to the solvegeometry. Let G be a solvable Lie group,
given by the upper triangular n×n matrices, with Lie algebra g. Define a sequence of normal
subgroups by G0 = G, G1 = [G,G] and Gk = [G1, Gk−1], and put on a metric gq so that
v ∈ Gi and v is perpendicular to Gi−1 gives |v|2 = q2i.

Let Γ ⊂ G be a cocompact discrete subgroup, for instance the integer subgroup. Now
sending q → 0 we get collapse to a manifold Γ\(G/G1), which is isometric to the torus
Tn. The “collapsed” directions constitute a fibration by nilmanifolds, each isomorphic to
(G1 ∩ Γ)\G. Indeed this produces a fiber bundle

(G1 ∩ Γ)\G1 → Γ\G→ Γ\G/G1.

This is an example of Fukaya’s theorem, than any collapse to a lower dimensional Rieman-
nian manifold produces a fiber bundle, where the fibers are nilmanifolds, along which the
collapse occurs.
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Lecture 2 - Topology and Convergence in the Space of

Metric Spaces

January 28, 2009

1 The Hausdorff distance

1.1 Basic Properties

Given a bounded metric space X, the set of closed sets of X supports a metric, the Hausdorff
metric. Whether X is bounded or not, there is a compact, locally compact topology on the
space of closed sets. If A,B ⊂ X are closed sets, define their Hausdorff distance dH(A,B)
to be the number

inf { r | B is in the r − neighborhood of A andA is in the r − neighborhood of B }.

We can say this more precisely as follows. We say B is r-close to A (or B is in the r-
neighborhood of A) if

B ⊂
⋃
x∈A

B(x, r).

Then the Hausdorff distance is the infimum of all r such that B is r-close to A and A is
r-close to B. There is still another equivalent definition. Given a point p ∈ X and a closed
set A ⊂ X, define

d(p,A) = inf
y∈A

dist(p, y).

Then the Hausdorff distance is

dH(A,B) = max
{

sup
x∈A

d(x,B), sup
y∈B

d(y,A)
}

That is, dH(A,B) is the farthest distance any point of B is from the set A, or the farthest
any point of A is from B, whichever is greater.

1



Theorem 1.1 If X is a bounded metric space, the set of closed sets of X is itself a metric
space with the Hausdorff metric.

Pf We verify the metric space axioms. First, the symmetry of dH is clear by definition.
Second, dH satisfies the triangle inequality because if C is in the r-neighborhood of B and
B is in the s-neighborhood of A, then C is in the (r + s)-neighborhood of A. Likewise A is
in the (r+ s)-neighborhood of C. Thus d(A,C) ≤ d(A,B) + d(B,C). Finally dH(A,B) = 0
implies A ⊂ B = B, because if B is in every r-neighborhood of A then every point of A is
a limit point of B. Likewise B ⊂ A = A. �

If X is not bounded, the metric space axioms continue to hold, but dH(A,B) could
well be infinity.

1.2 Compactness

Denote the closed subset of X by C(X) (or just C for short). Given a closed set A and a
number r, let B(A, r) be the set of all D ∈ C with dH(B,A) < r. Since dH is a metric on
C, we know that the balls B(A, r) are open, and form a neighborhood base.

Obviously the balls with rational radius also form a base, so the induces topology on
C is first countable. All metric spaces are Hausdorff, so (C, dH) is Hausdorff. One can state
this directly: since distinct closed sets are separated by a finite distance, say ε, so the balls
of radius, say, ε/4 around each is disjoint.

If X is noncompact, then the topology associated to the Hausdorff distance is neither
compact nor even locally compact. To see the local noncompactness, simply pick a sequence
xi ∈ X that has no convergent subsequence, and define the closed sets Xi to be Xi =
{xj}ij=1. Given any neighborhood N of X∞ = {xj}∞j=1, each Xi ∈ N.

If X is noncompact, (C(X), dH) is not even locally compact. For instance if the base
space X is nondiscrete (it has the property that, given any point x ∈ X and any number
ε > 0, there is a point y ∈ X with d(x, y) < ε), then it is not locally compact. As an
example, we will will show that R is not locally compact. Let A = [0,∞) be the half-line,
and consider its r-neighborhood B(A, r) (wlog assume r < 1

2 ). Define the Ai inductively by
setting A0 = A and Ai = Ai−1 − (i, i + r/2). We have dH(Ai, Aj) = r/2 for any i 6= j, so
there are no Cauchy subsequences, and therefore no convergent subsequences.

In fact, the metric topology on (C(R), dH) is not even locally paracompact. There exist
closed sets A such that every neighborhood of A contains an uncountable discrete subset.

In sharp contrast we have the following theorem.

Theorem 1.2 If X is compact, then (C(X), dH) is compact.

Pf
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Let Ai be a sequence of open sets. Each Ai, has a 1
j -net consisting of < Nj ∈ N elements

(an ε-net is a maximal discrete ε-separated subset; the compactness of X guarantees the
existence of the number Nj). Let Aki ⊂ Ai be the union of the 1

j -nets in Ai for 1 ≤ j ≤ k;
note that the cardinality of Aki is at most N1 + · · ·+Nj .

Fixing k, some subsequence Akik converges in the Hausdorff topology, to a some discrete
set Ak. Since Akik is 1

k -close to Aik , we have that, for large ik, Aik is 3
k -close to Ak. We can

require that Akik is a subsequence of Ak+1
ik+1

, which means Ak ⊂ Ak+1. Since Ak is ε-close to

Akik for large ik, and Akik+1
is 1

k -close to Ak+jik+j
which is ε-close to Ak+j , we have that Ak is

( 1
k + 2ε)-close to Akj , any ε > 0 so that Ak is 1

k -close to Ak+j .

The diagonal subsequence Akkk
converges to some set A∞, in which each Ak is 1

k -dense.
Consider the sequence Akk

. Since Akkk
is 1

k -dense in Akk
and is also 1

k -close to A∞, this
means Akk

is 1
k -close to A∞. This implies Akk

converges to A∞. �

A topology does exist on C(X) that is both locally compact and compact, regardless
of the compactness of X. Let a base for this topology be set of the form NK,ε(A), where
K ⊂ X is compact, A ⊂ X is closed, and ε > 0, where we define

NK,ε(A) = {B ∈ C(X) | dH(A ∩K,B ∩K) < ε }.

This topology on C(X) is called the pointed Hausdorff topology. If X is compact, it is the
metric topology. If X is noncompact, this topology is not induced by any metric.

2 The Gromov-Hausdorff distance

The Gromov-Hausdorff distance was invented by Gromov for the purpose of making precise
the notions of “closeness” and “convergence.” Recall that his “Almost Flat Manifold”
theorem states that a compact bounded-curvature manifold that is “close” to being a point
has a finite normal cover that is “close” to being a nilmanifold. The idea behind the
Gromov-Hausdorff distance is not difficult; here is what Gromov himself has to say:

• “Either you have no inkling of an idea or, once you have understood it, the very idea
appears so embarrassingly obvious that you feel reluctant to say it aloud... ”

• “I knew [of] it [the Gromov-Hausdorff metric] for a long time, but it just seemed too
trivial to write. Sometimes you just have to say it.”1

The Gromov-Hausdorff distance significantly extends the idea of the Hausdorff distance
(and is not equivalent to it). Given two closed subsets A and B of any metric space (not
necessarily subsets of the same space), we define

dGH(A,B) = inf
f,g

dH(fA→X(A), gB→X(B))

1Taken from Cheeger’s lecture ‘Mikhail Gromov: How Does He Do It?’.
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where the notation fA→X (resp. gB→X) denotes an isometric embedding of A into some
metric space X (resp. isometric embeddings of B into X) and the infimum is taken over all
possible such embeddings.

In general the topology associated to the Gromov-Hausdorff distance is neither locally
compact nor locally paracompact. To redress this we define the pointed Gromov-Hausdorff
topology. This is a topology on the set of pointed sets (defined to be pairs (A, p) where A
is a closed subset of a metric space and p ∈ A). A local base for this topology are the sets
of the form NK,ε(A) (where A is closed, K ⊂ A is compact and p ∈ K, and ε > 0); we
define NK,ε(A) to be the set of pointed closed sets (B, q) so that there exists a compact
subset J ⊂ B, q ∈ J , and so that there are isometric embeddings f : A ∩ K → X and
g : B ∩ J → X into some space X so that f(p) = g(q) and the Hausdorff distance satisfies
dH(f(A ∩K), g(B ∩ J)) < ε.

This topology is locally compact and compact. If the Gromov-Hausdorff topology is
restricted to compact closed sets, the Gromov-Hausdorff topology and the pointed Gromov-
Hausdorff topology coincide.

3 The Lipschitz, Ck,α, and Lp,k topologies

The Gromov-Hausdorff topology is not suitable for questions of differentiability or even
topology, since Gromov-Hausorff limits can jump differentiable structures, topologies, and
even dimensions. For example a sequence of tori can converge to a round sphere, or to a
circle or to a point.

Thus the Gromov-Hausdorff topology is completely inadequate when studying Rieman-
nian structures (curvature, etc), and we have to find something sharper. Let f : M → N
be a map between metric spaces. Define the dilation of f to be

dil(f) = sup
p,q∈M

{distN (f(p), f(q))
distM (p, q)

}
.

We allow dil(f) to take values in [0,∞]. We define the Lipschitz distance between compact
homeomorphic metric spaces M,N by

Lip(M,N) = inf
f:M→N,

f homeo

| log(dil(f))| + | log(dil(f−1))|.

One easily verifies that this is a metric (up to equivalence of isometric metric spaces). If
M is compact then the induced topology is locally compact. If M is noncompact, one can
define a “local Lipschitz topology,” meaning convergence occurs iff it occurs when restricted
to compact subsets of the original metric spaces M , N . The convergence is essentially
of Lipshitz type: for instance the graphs of 1

n sin(nπt) over the unit interval for n ∈ Z
converge to the unit interval. If one includes Riemannian metrics of type C0,1, then the
space of Riemannian metrics on a compact manifold M is locally compact and complete in
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the Lipschitz topology; this can be seen by examining the sequence of metrics on a chart in
M diffeomorphic to a Euclidean ball and applying the Arzela-Ascoli theorem.

It is possible to further refine the Lipschitz topology in the category of Riemannian
manifolds. Given a sequence of Riemannian manifolds (Mi, gi), one says that they converge
to (M, g) in the Ck,α- or Lk,p-topology if there are homeomorphisms f : M → Mi such
that the following holds: Given any coordinate chart U ⊂M with coordinates {x1, . . . , xn},
with pullback metrics gi,jkdxj ⊗ dxk, the functions gi,jk converge to gjk in the Ck,α- or
Lp,k-sense.
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Lecture 3 - The Gromov-Hausdorff Topology

February 4, 2010

Gromov-Hausdorff distance and the Gromov-Hausdorff topology are central to these
lectures.

1 Equivalent formulations of the Gromov-Hausdorff dis-
tance

Proposition 1.1 The Gromov-Hausdorff distance dGH(X,Y ) is the infimum of the Haus-
dorff distances between X and Y taken among all metrics on X

∐
Y that restrict to the

given metric on X and on Y .

Pf
Define d̃GH = inf{dH(X,Y )}, where the infimum is taken over metrics on Z = X

∐
Y

that restrict to the given metrics on X and Y . Since dGH is an infimum taken over a larger
set,

dGH ≤ d̃GH .

Now consider a metric on some ambient space Z that restricts to the given metrics on X and
Y . Put α = dH(X,Y ). Define a function d̄ : X

∐
Y ×X

∐
Y → R≥0 as follows. If x1, x2 ∈ X

and y1, ye ∈ Y , set d̄(x1, x1) = d(x1, x2), d̄(y1, y2) = d(y1, y2), d̃(x1, y1) = d(x1, y1) if
d(x1, y1) ≥ α/2, and d̄(x1, y1) = α/2 if d(x1, y1) < α/2. We check that the triangle
inequality holds. By the symmetry of the distance function we only have to check that

d̃(x, y) ≤ d̃(x, x′) + d̃(x′, y).

There are four cases. First if d(x, y) ≥ α/2 and d(x′, y) ≥ α/2 then

d̃(x, y) = d(x, y) ≤ d(x, x′) + d(x′, y) = d̃(x, x′) + d̃(x′, y).

Second if d(x, y) ≥ α/2 and d(x′, y) < α/2 then

d̃(x, y) = d(x, y) ≤ d(x, x′) + d(x′, y) < d̃(x, x′) + α/2 < d̃(x, x′) + d̃(x′, y).
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Third if d(x, y) < α/2 and d(x′, y) ≥ α/2 then

d̃(x, y) = α/2 ≤ d(x′, y) < d(x, x′) + d(x′, y) = d̃(x, x′) + d̃(x′, y).

Finally if d(x, y) < α/2 and d(x′, y) < α/2 then

d̃(x, y) = α/2 = d̃(x′, y) < d̃(x, x′) + d̃(x′, y).

Therefore from isometric embeddings X ↪→ Z, y ↪→ Z, we have found a metric on X
∐
Y ,

that restricts to the given metrics on X and Y , and so that the Hausdorff distance from X
to Y is preserved. This proves that

d̄GH(X, Y ) ≤ dGH .

�

A map f : X → Y (not necessarily continuous) between metric spaces is called an
ε-GHA (for “Gromov-Hausdorff approximation”) if |dY (f(x1), f(x2)) − dX(x1, x2)| < ε for
all x1, x2 ∈ X, and Y is in the ε-neighborhood of f(X). We can define a new distance
function between metric spaces, called d̂GH , by setting

d̂GH(X,Y ) = inf{ ε > 0 | there are ε−GHA′s f : X → Y and g : Y → X }.

It is a simple exercise to prove that this is a metric: if there is an ε1-GHA f : X → Y and
an ε2-GHA g : Y → Z, then the composition satisfies

|dZ(gf(x1), gf(x2)) − dX(x1, x2)|
≤ |dZ(gf(x1), gf(x2)) − dY (f(x1), f(x2))| + |dY (f(x1), f(x2)) − dX(x1, x2)|
≤ ε1 + ε2

and it is also easy to show that the (ε1 + ε2)-neighborhood of fg(X) is Z. Taking infima,
we have that d̂GH(X,Z) ≤ d̂GH(X,Y ) + d̂GH(Y,Z).

Proposition 1.2 The metrics d̂GH and dGH are equivalent (though they are not the same).

Pf
We prove that any sequence that converges in one metric converges in the other. If

Xi → X in the dGH sense, we can easily construct 2ε-approximations fi : Xi → X. To
do this, note that for all big enough i, since Xi

∐
X has a metric in which X is in the

ε-neighborhood of Xi (and vice-versa), we can pick any map that sends a point p ∈ Xi to
some point f(p) ∈ X a distance at most 2ε away from p. This can be done, for instance, by
choosing a denumerated, finite set of points XF ⊂ X that is ε-dense (by the compactness
of X), and sending any point p ∈ Xi to the nearest point of XF . If two or more points are
equally close to p, then send p to the point of XF that is lower in the denumeration. Then
for p, q ∈ Xi we have |d(p, q)− d(f(p), f(q))| < 2ε, and X is clearly in the 2ε-neighborhood
of f(Xi).
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Conversely, if Xi → X in the d̂GH -topology, we can construct metrics on Xi

∐
X, for

large enough i in which X is in the 2ε-neighborhood of Xi. Construct a distance function
d so that if fi : Xi → X is a 2ε-approximation put d(xi, f(xi)) = ε, and given any other
xi ∈ Xi and x ∈ X,

d(xi, x) = ε + inf
x′

i∈Xi

(d(xi, x
′
i) + d(f(x′i), x)) .

We verify the triangle inequality. First assume xi, x
′
i ∈ Xi. The only case to verify is

d(xi, x
′
i) ≤ d(xi, x) + d(x, x′i), where x ∈ X. We have

d(xi, x) + d(x, x′i) = 2ε + inf
x′′

i ∈Xi

(d(xi, x
′′
i ) + d(f(x′′i ), x)) + inf

x′′
i ∈Xi

(d(x′i, x
′′
i ) + d(f(x′′i ), x))

≥ 2ε + inf
x′′

i ∈Xi

(d(xi, x
′′
i ) + d(f(x′′i ), x) + d(x′i, x

′′
i ) + d(f(x′′i ), x))

≥ 2ε + d(xi, x
′
i) ≥ d(xi, x

′
i).

Next assume xi ∈ Xi and x ∈ X. If x′ ∈ X then

d(xi, x) = ε + inf
x′′

i ∈Xi

(d(xi, x
′′
i ) + d(f(x′′i ), x))

≤ ε + inf
x′′

i ∈Xi

(d(xi, x
′′
i ) + d(f(x′′i ), x′) + d(x′, x))

= d(xi, x
′) + d(x′, x),

and if x′i ∈ Xi then

d(xi, x) = ε + inf
x′′

i ∈Xi

(d(xi, x
′′
i ) + d(f(x′′i ), x))

≤ ε + inf
x′′

i ∈Xi

(d(xi, x
′
i) + d(x′i, x

′′
i ) + d(f(x′i), x))

= d(xi, x
′
i) + d(x′i, x).

Finally assume x, x′ ∈ X. Given any xi ∈ Xi then

d(x, x′) < 2ε + infx′′
i ∈Xi

(d(f(x′′i ), x) + d(f(x′′i ), x′))

≤ 2ε + infx′′
i ∈Xi

(d(xi, x
′′
i ) + d(f(x′′i ), x) + d(xi, x

′′
i ) + d(f(x′′i ), x′))

≤ 2ε + infx′′
i ∈Xi

(d(xi, x
′′
i ) + d(f(x′′i ), x)) + infx′′

i ∈Xi
(d(xi, x

′′
i ) + d(f(x′′i ), x′))

= d(x, xi) + d(xi, x
′)

�

2 Properties of the Gromov-Hausdorff metric

Proposition 2.1 dGH is a metric on the set of compact metric spaces, modulo isometry.
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Pf
If X and Y are isometric then clearly dGH(X,Y ) = 0.

Conversely assume dGH(X,Y ) = 0. Then there is a sequence of distance functions di

on X
∐
Y with di|X = dX and di|Y = dY so that di,H(X,Y )→ 0. Let εj > 0 be a sequence

that converges to 0. For each j construct finite sets of points Xj = {xk} and Yj = {yk}
with the following properties: Xj is εj-dense in X, Yj is εj-dense in Y , and for large enough
i the sets Xj and Yj are εj-close in the Hausdorff metric. We also require that Xj ⊂ Xj+1

and Yj ⊂ Yj+1, so that X =
⋃

j Xj is dense in X and Y =
⋃

j Yj is dense in Y .

Now consider the distance functions {di} restricted to Xj ∪ Xj . Because this set is
finite, a subsequence dij converges to a limiting pseudometric dj . Passing to ever more
refined subsequences of di as j increases and taking a diagonal subsequence (which we also
call di), we get convergence to a pseudometric d on X ∪ Y, a dense subset of X

∐
Y , and

therefore convergence on X
∐
Y .

Given any εj , a given point x ∈ X is εj-close to a point xj ∈ X , which is εj-close to
a point of yj ∈ Y. Taking a limit y = limj yj we have that d(x, y) = 0. Similarly given an
arbitrary point y ∈ Y we can find a point x ∈ X with d(x, y) = 0.

Identify points a, b ∈ X
∐
Y with d(a, b) = 0 and call the moduli space M . Since

d|X = dX and d|Y = dY and the triangle inequality holds, a point in X is identified with
a unique point in Y , and vice-versa. We now have natural isometric equivalences X → M
and Y →M so that X and Y are isometric. �

Proposition 2.2 The Gromov-Hausdorff topology on the set of compact metric spaces is
second countable.

Pf
If a topology is Hausdorff and separable it is second countable, or better, a separable

metric space is second countable. Consider the set X̃ of finite metric spaces where all
distances are rational. There are countably many such spaces. To see that these spaces are
dense, consider a compact metric space X. We can construct a sequence Xi of such finite
spaces that converge to X by letting Xi ⊂ X be a 2−i-dense set of points. The metric space
Xi has a distance of less than 2−i from some finite metric space X̃i with rational distance,
so that X̃i → X. This proves that X̃ is dense. �

As it happens, the pointed Gromov-Hausdorff distance is not second countable. We
have already constructed an uncountable collection of subsets of R1 that are Hausdorff
distance 1 from each other.

Lemma 2.3 (Gromov’s Precompactness Lemma) Let N : N→ N be monotonic. As-
sume M is a collection of metric spaces so that each M ∈M has a 1

j -dense discrete subset
of cardinality ≤ N(j). Then M is precompact.

4



Pf
Let {Mi} ⊂M, and let M̃i,j ⊂Mi be a 1

j -dense subset of cardinality ≤ N(j). By replacing

N(j) with
∑j

i=1N(i) we can assume that M̃i,j ⊂ M̃i,j+l. Fixing j and letting i → ∞ we
get convergence of M̃i,j along a subsequence to a space M̃j . Passing to further refinements
of the subsequence and taking a diagonal sequence, we get a sequence of distance functions
dk that converge on each M̃j , and therefore on M̃ =

⋃
j M̃j . Now given ε > 0 there is an i

so that M̃i is ε-close to M̃ , and there is a j so that Mi,j is ε-close to both M̃i and to Mi.
Thus Mi converges to M̃ . �
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Lecture 4 - Convergence Theorems

February 9, 2010

1 Volume comparison and the Heintze-Karcher theo-
rem

Given a complete embedded submanifold Nk ⊂ Mn, we can parametrize M locally near
N by some neighborhood of N in Nk × Rn−k, via the normal exponential map. This
requires identifying Nk × Rn−k with the normal tangent bundle T⊥N , which can be done
locally. Namely fixing a point p ∈ N , one identifies T⊥q N with T⊥p N by parallel transport
in the normal bundle, whenever there is a unique geodesic from p to q. Putting coordinates
{x1, . . . , xk} on N near p and coordinates {xk+1, . . . , xn} on Rn−k, we can express the metric
tensor gij and the volume form dV ol =

√
det gijdx1 ∧ · · · ∧ dxn in components.

Lemma 1.1 (Heintze-Karcher (1978)) Assume Nk ⊂Mn is an embedded submanifold.
Let ξ be a geodesic perpendicular to N . If all sectional curvatures along ξ are ≥ κ and the
mean curvature vector of Nk at ξ(0) is H, then√

det gij(t) ≤ fn,k,κ,H(t),

where t measures the Riemannian distance to N , and fn,k,κ,H is a function uniquely deter-
mined by n, k, κ, and H. This inequality holds until when t ≥ 0 and until det A(t, ξ) has a
zero.

Pf
Let {x1, . . . , xn} be coordinates near p ∈ N , as above. The identification of nearby

normal tangent spaces implies

∇∂/∂xi

∂

∂xj
= −B∂/∂xj

(
∂

∂xi

)
where 1 ≤ i ≤ k and k + 1 ≤ j ≤ n. Now assume xk+1, . . . , xn are spherical coordinates
with xn = t being the radial coordinate.
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Letting ξ(t) be a geodesic with initial direction perpendicular to N at p, we can choose
frames {E1, . . . , En} along ξ so that Ei = ∂

∂xi for 1 ≤ i ≤ k and so that ∇∂/∂t ∂
∂xj = Ej

for k + 1 ≤ j ≤ n− 1. Let Aij = g
(
∂
∂xi , Ej

)
, 1 ≤ i, j ≤ n− 1. It is easy to prove that

det Aij =
√

det gij .

Letting R(t) be the linear operator

(RA)ij = g

(
Rm

(
∂

∂xi
,
∂

∂t

)
∂

∂t
, Ej

)
,

we have that d2

dt2Aij + (RA)ij = 0. This system of differential equations has initial
conditions

A(0) =
(
I 0
0 0

)
A′(0) =

(
−B∂/∂t 0

0 I

)
Now consider the solution B(t) of B′′ + κB = 0 with initial conditions B(0) = A(0),
B′(0) = A′(0). The Index theorem implies (for instance) that the trace of A(t) is less
than or equal to the trace of B(t). Then det(A)1/n−1 ≤ 1

n−1Tr(A) ≤ 1
n−1Tr(B) =

det(B)1/(n−1). �

Corollary 1.2 (Cheeger’s lemma (1970)) Assume M is a compact Riemannian mani-
fold. Then injM is bounded from below by a constant determined by Vol(M), Diam(M), and
κ = minp∈M sec(M).

Pf
Given a small geodesic lasso, there is a geodesic loop of shorter (or equal) length in

its free homotopy class. Such a loop ξ has mean curvature zero, so integrating the Heinze-
Karcher inequality gives

Vol(M) ≤ C(n, κ,Diam(M)) l(ξ).

�

Theorem 1.3 (Bishop-Gromov volume comparison) If Ric ≥ (n− 1)H for some real
number H, then VolBp(r) ≤ VolBH(r), where BH(r) indicates the ball of radius r in the
spaceform of constant sectional curvature H.

Pf
The Weitzenböck formula

1
2
4|∇f |2 = |∇2f |2 + 〈∇f,∇4f〉 + Ric(∇f,∇f) (1)
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gives, after plugging in a distance function r,

0 = |∇2r|2 +
∂

∂r
4r + Ric(∇r,∇r). (2)

Now use spherical coordinates {r, x2, . . . , xn} = {r, x} and set

A =
√

det(gij).

Then

∂2

∂r2
logA =

∂

∂r
4r = −|∇2r|2 − Ric(∇r,∇r) (3)

So with Jn−1 = A, we get

∂

∂r2
log J = − 1

n− 1
|∇2r|2 − 1

n− 1
Ric(∇r,∇r) (4)

J ′′

J
−
(
J ′

J

)2

= − 1
n− 1

|∇2r|2 − 1
n− 1

Ric(∇r,∇r) (5)

and with

∂

∂r
log J =

1
n− 1

∂

∂r
logA =

4r
n− 1

, (6)

we get another “Heintze-Karcher inequality”

(n− 1)
J ′′

J
=

(4r)2

n− 1
− |∇2r|2 − Ric(∇r,∇r) ≤ −Ric(∇r,∇r) ≤ −(n− 1)H. (7)

Conversely, on the space form of sectional curvature H we get exactly the equation J ′′ +
HJ = 0. Comparing these differential equations and integrating gives the desired inequality.
�

2 Convergence Theorems for Noncollapsed manifolds

In 1967 Cheeger proved the following finiteness theorem

Theorem 2.1 (Cheeger’s Diffeofiniteness) Let M(n,Λ, δ, ν) be the set of Riemannian
manifolds of dimension n, sectional curvature | sec | < Λ, diameter diam < δ, and vol-
ume Vol > ν. Then there are only finitely many diffeomorphism types of manifolds in
M(n,Λ, δ, ν).

Idea of Pf First a lower bound on the injectivity radius is established. Given a manifold
M ∈ M one establishes that finitely many Euclidean charts of definite size can cover the
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manifold, where each chart is given “Riemann normal coordinates”. Finally one shows that
the transitions between different “normal coordinate” regimes is controlled by the curvature.
With control over the number of charts and the transition functions between them, the
finiteness of diffeomorphism classes follows. �

Theorem 2.2 (Gromov’s Precompactness Theorem) Let M(n, λ, ν,D) be the set of
compact manifolds of dimension n of volume greater than ν, diameter less than D, and Ricci
curvature greater than λ. Then M(n, ν, λ) is precompact in the pointed Gromov-Hausdorff
topology.

Pf
Let {(Mi, pi)} ⊂ M(n, λ) be a sequence of such manifolds. Choose a maximal 1

j -separated
set of points in M (in particular, this set is 1

j -dense). Consider the (disjoint) balls of radius
1
2j around each point. Each has volume

VolB(p, 1/2j) ≥ VolBΛ(1/2j)
VolBΛ(2D)

VolB(p, 2D)

≥ VolBΛ(1/2j)
VolBΛ(2D)

VolB(pi, D)

= C(j, R,Λ) VolB(pi, D).

Thus there are fewer than N(j,D,Λ) = 1/C(j,D,Λ) points in our maximal 1
j -separated set.

Now Gromov’s Precompactness Lemma states that the balls B(pi, D) ⊂Mi converge along
a subsequence to some metric space set M̃ . �

In 1981 Gromov extended this result to prove precompactness in the Lipschitz topology.
Specifically

Theorem 2.3 (Gromov’s C1,1-precompactness) The spaceM(n,Λ, δ, ν) is precompact
in the Lipschitz topology. Any sequence of manifolds {Mi} ∈ M(n,Λ, δ, ν) converges along
a subsequence to a differentiable manifold with a C0 metric, and a C1,1 distance function.

In 1987 this theorem was improved (independently) by S. Peters and Greene-Wu. We have

Theorem 2.4 (C1,α-precompactness) The space M(n,Λ, δ, ν) is precompact in the Lip-
schitz topology. Any sequence of manifolds {Mi} ∈ M(n,Λ, δ, ν) converges along in the C1,α

topology to a differentiable manifold with a C1,α metric.

This theorem holds locally in appropriate settings; for instance the proof goes through
almost unchanged on star-shaped domains. Better control over the curvature tensor yields
improved convergence: if the Riemann tensors are bounded in the Ck sense, then conver-
gence is in the Ck+1,α topology. In a sense this theorem is a kind of global (though slightly
weakened) Arzela-Ascoli or Rellich theorem.
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We have already discussed spaces with Ricci curvature bounded from below in the
context of Gromov’s precompactness theorem. In some cases Gromov’s theorem can be
sharpened.

Theorem 2.5 (Anderson-Cheeger) The space of compact n-dimensional manifolds with
(possibly negative) lower bounds on Ricci curvature, (positive) lower bounds on injectivity
radius and upper bounds on volume is precompact in the Gromov-Hausdorff topology. Se-
quences of such manifolds subconverge in the Gromov-Hausdorff distance to manifolds in
the C1,α-differentiability class, and metrically converge in the C0,α-topology.

Theorem 2.6 (Cheeger-Colding) The space of compact n-dimensional manifolds with
definite lower bounds on Ricci curvature, (positive) lower bounds on the volume of unit
balls and upper bounds on volume is precompact in the Gromov-Hausdorff topology. Off a
singular set of codimension 2 or greater, convergence is in the C0,α-topology to a connected
differentiable manifold.
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Lecture 5 - The Bieberbach Theorem I

February 16, 2010

1 Compact flat manifolds: Bieberbach’s theorem on
crystallographic groups

A discrete subgroup G of the group of Euclidean motions ⊂ O(n) n Rn is called a crystal-
lographic group if it acts freely and has compact fundamental domain. A crystallographic
group determines a compact flat manifold, and a compact flat manifold is determined by
(at least one) crystallographic group. Certain fundamental questions arise. Given n, are
there finitely many flat manifolds of dimension n? Is any flat manifold covered by a torus?
Are these coverings normal? This can be rephrased: given a crystallographic group G, does
it have a normal Abelian subgroup of finite index and maximal rank? Bieberbach answered
this in the affirmative.

Given a motion α ∈ O(n) n Rn we can project to its rotational part A = A(α) and
its translational part t = t(α). If A is a transformation we can write Rn = E0 ⊕ · · · ⊕ Ek
where A acts as a rotation of angle θi on Ei, and possibly acts as a reflection on Ek (this is
to account for the nonorientable case). The θi are called the principle rotational angles.

Theorem 1.1 (Bieberbach, 1911) Assume G ⊂ O(n) n Rn acts freely on Rn. If α ∈ G
then all principle rotational angles of A(α) are rational. If the translational parts of G span
some subspace S ⊂ Rn, then the pure translations of G span E.

Since the translational parts of elements of a crystallographic group spans Rn, it follows that
a flat manifold is covered by a torus. Bieberbach was also able to use this with a theorem
on group extensions to prove that there are only finitely many quotients.

As a special case of his almost-flat manifold theorem, Gromov proved a stronger form
of Bieberbach’s theorem.

Theorem 1.2 Let G be a crystallographic group. Then
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i) There is a translational, normal subgroup Γ/G of finite index (indeed ind(Γ : G) <
2(4π)

1
2n(n−1)).

ii) If α ∈ G then either α is a translation or the smallest nonzero principle angle A(α)
is greater than 1

2 .

iii) Further, if α ∈ G and 0 < θ1 < · · · < θk are the nonzero principle rotational angles of
A = A(α), then

θl ≥
1
2

(4π)l−k

Via (i), this formulation directly shows that there are finitely many flat manifolds of a given
dimension.

2 Statement of Gromov’s theorem on almost flat man-
ifolds

Gromov’s far-reaching extension of Bieberbach’s theorem states that almost-flat manifolds
have a finite normal cover isomorphic to a nilmanifold. Specifically he proved

Theorem 2.1 (Gromov 1978) Let Mn be a compact Riemannian manifold and set K =
max| sec(M)| and d = diam(M). If d2K < exp(−exp(n2)), then Mn is covered by a
nilmanifold. More specifically,

• π1(M) contains a torsion-free nilpotent normal subgroup Γ or rank n,

• The quotient G = Λ\π1(M) has order ≤ 2(6π)
1
2n(n−1) and is isomorphic to a sub-

group of O(n),

• The finite covering of M with fundamental group Γ and deckgroup G is diffeomorphic
to a nilmanifold Γ\Nn, and

• The simply connected Lie group N is uniquely determined by π1(M).

Gromov claims his proof is a generalization of Bieberbach’s proof, although such a view is
hard to support considering his introduction of several radical new techniques. Ruh (1982)
proved that collapsed manifolds are actually infranil. A compact manifold M is called
infranil if it is a quotient of a nilpotent Lie group N by affine transformations such that the
image of the holonomy action of the canonical flat affine connection is finite.
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3 Finsler geometry on O(n)

Proposition 3.1 Given an operator A ∈ O(n), there is a decomposition

Rn = E0 ⊕ E1 ⊕ . . . ⊕ Ek

where A acts as a simple rotation through ±θi on Ei, and we arrange

0 = θ0 < θ1 < . . . < θk

(possibly E0 = {0}). If A is orientation-reversing then Ek is 1-dimensional and we put
θk = π.

Pf The Ei are the eigenspaces of A. The ±θi are the corresponding eigenvalues. �

We call the θi the principle angles of A ∈ SO(n). Define |A| by

|A| = θk = max
x∈Rn

](x,Ax).

A norm on so(n) (the operator norm) can be defined by stating that for X ∈ so(n), we have

|X| = max{ |Xv| | v ∈ Rn and |v| = 1 }.

Of course this is the magnitude of the largest eigenvalue of a. Note that this norm is
Ad-invariant:

|AdAX| = max{ |AXA−1v| | v ∈ Rn and |v| = 1 }
= max{ |XA−1v| | v ∈ Rn and |v| = 1 }
= max{ |Xw| | w ∈ Rn and |Aw| = 1 }
= max{ |Xw| | w ∈ Rn and |w| = 1 } = |a|.

Proposition 3.2 Left-translating the | · | norm on so(n) to each tangent space on SO(n)
gives a Finsler metric, with (right) invariant distance function

d(A,B) = |AB−1|.

If X ∈ so(n) has |X| ≤ diam(SO(n) and A = exp(X), then

|X| = |A|.

Pf
The Finsler metric is obtained by left-translation, so therefore the distance function will

be right invariant. Writing d(A,B) = d(AB−1, Id), we only have to verify that d(C, Id) =
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|C|. Let C be any element of SO(n), with principle rotational angles θk, θk−1, . . . . Let C(t),
t ∈ [0, 1], be the path in SO(n) consisting of matrices with the eigenspace decomposition
of C, but with the primary rotational angles given by tθk. Then |Ċ(t)| = θk and so clearly
L(C(t)) =

∫ 1

0
|Ċ(t)|dt = θk = |C|. Therefore dist(C, Id) ≤ |C|. We can show that C(t)

is a distance-minimizing path. Let C(t) be another path with C(0) = Id, C(1) = C, and
principle rotation angles θk(t). Given any such path we can create a new path C̃(t) with the
same principle rotational angles, but with the same eigenspace decomposition of C. Since
| ˙̃C(t)| = |Ċ(t)| = |θ̇k(t)|, these paths have the same pathlengths. With L(C(t)) =

∫ 1

0
|θ̇k(t)|dt,

we see that this is minimized when θk is linear.

To prove the last statement, note that γ(t) = exp(tX) realizes the minimum distance
from Id to A. Since γ̇(t) = dLγ(t)X we have |γ̇(t)| = |X| so that |A| =

∫ 1

0
|γ̇(t)|dt = |X|. �

In this Finsler metric there are is no point with a unique minimizing path joining it
to the origin. To see this note that since pathlength depends only on the largest principle
rotational angle, the other rotational angles can be modified in any way, and as long as they
remain less than the largest angle, pathlength will be unaffected.

Given A,B ∈ SO(n) let KA : SO(n) → SO(n) act on B by conjugation: KA(B) =
ABA−1. Since KA(Id) = Id we can regard dKA : so(n) → so(n). We can also define
AdA : so(n)→ so(n) by AdAX = AXA−1.

Lemma 3.3 Given A ∈ SO(n) and X ∈ so(n), we have

dKA(X) = AdA(X) (1)
exp(AdAX) = KA(exp(X)) (2)

Adexp(tY )X = Exp(t adY )X ,
∞∑
i=0

1
i!

(t adY )iX. (3)

Pf
Equation (1) follows from taking the derivative

d

dt

∣∣∣
t=0

AdA exp(tX) = AXA−1.

Keeping in mind that SO(n) is a matrix group, expression (2) is just eAXA
−1

= AeXA−1.
One way to prove (3) is to find a Taylor series expression for Adexp(tY ), and to prove that
the radius of convergence is infinite. We have

dk

dtk

∣∣∣
t=0

Adexp(tY )X =
dk−1

dtk−1

∣∣∣
t=0

(Y exp(tY )X exp(−tY )− exp(tY )X exp(−tY )Y )

=
dk−1

dtk−1

∣∣∣
t=0

Adexp(tY )adYX

= (adY )kX.

4



The radius of convergence is infinite because the matrix (adY )kX is a polynomial expression
of order k in the entries of Y and of order 1 in the entries of X. �

Proposition 3.4 The exponential map exp : so(n) → SO(n) is length-nonincreasing, as
measured in the Finsler norm.

Pf
In addition to the Finsler norm is the bi-invariant metric g on SO(n), the geodesics

of which are precisely the left- or right-translates of paths of the form exp(tY ), Y ∈ so(n).
If ∇L is the canonical left-invariant connection (zero on any left-invariant vector field), the
Riemannian connection is

∇XY =
1
2
(
∇LXY + ∇LYX

)
+

1
2

[X,Y ].

Let γ(t) be a geodesic with initial direction X, meaning γ(t) = exp(tX). Let JY (t) be
the Jacobi field along γ with initial conditions JY (0) = 0 and ∇γ̇JY (0) = Y . The map
d expX : so(n)→ Texp(X)SO(n) ≈ so(n) is just JY (1). Also, d exptX Y = 1

t JY (t).

Now consider the Jacobi equation 0 = ∇γ̇∇γ̇Y + R(Y, γ̇)γ̇ = ∇γ̇∇γ̇Y − 1
4 [γ̇, [γ̇, Y ]].

Since γ̇ is left-invariant, for any vector field Y along γ one easily checks

∇γ̇∇γ̇Y + R(Y, γ̇)γ̇ =
1
4
∇Lγ̇∇Lγ̇ Y +

1
2
[
γ̇,∇Lγ̇ Y

]
,

so the Jacobi equation can be written∇Lγ̇∇Lγ̇ Y+2
[
γ̇,∇Lγ̇ Y

]
= 0. PuttingK(t) = dLγ(t)−1J(t) ∈

so(n), the Jacobi equation reads

K̈ + 2[X, K̇] = 0.

Thus K̇(t) = Exp(2t adX) · K̇(0) = Adexp(2tX) Y , and since |K̇(t)| = |K̇(0)| = |Y | and
|J̇Y (t)| = |K̇(t)|, we have

|JY (t)| = |K(t)| ≤
∫ t

0

|K̇(t)|dt = t|K̇(0)| = t|Y |.

Therefore |d exptX Y | = 1
t |JY (t)| ≤ |Y |, and so the exponential map is length-nonincreasing.

�

Proposition 3.5 Given A,B ∈ SO(n), we have d([A,B], Id) ≤ 2d(A, Id)d(B, Id).

Pf
Putting A = exp(X) and B = exp(Y ), we can connect A with BAB−1 with the curve

γ(t) = exp (Exp(t adY )X) t ∈ [0, 1].
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Now

d([A,B], Id) = d(A, BAB−1) ≤
∫ 1

0

|γ̇(t)| dt.

Estimating |γ̇(t)| we have

|γ̇(t)| =
∣∣∣ d
dt

exp (Exp(t adY )X)
∣∣∣ =

∣∣∣d expExp(t adY )X

(
d

dt
Exp(t adY )X

) ∣∣∣
≤

∣∣∣ d
dt

(Exp(t adY )X)
∣∣∣ =

∣∣Exp (t adY ) [Y,X]
∣∣

=
∣∣[Y,X]

∣∣ ≤ 2|X||Y | = 2|A||B|.

�

Corollary 3.6 A discrete subgroup of SO(n) generated by elements of norm less than 1/2
is nilpotent.

Pf
On generators, |[A,B]| < min{|A|, |B|}. Chains of commutators therefore converge on

the identity, and since the subgroup is assumed discrete, any such chain must eventually
terminate with the identity element. �

Now define a norm on the group of Euclidean symmetries O(n) n Rn by

|α| , max{ |r(α)|, c · |t(α)| }. (4)

Proposition 3.7 Any set of Euclidean motions {α1, . . . , αk} with d(αi, αj) ≥ max{|αi|, |αj |}
has k ≤ 3n+ 1

2n(n−1).

Pf We will work in the tangent space so(n) × Rn at the identity. Let Ai = r(αi) and
ai = t(αi), and let Si ∈ so(n) be such that exp Si = Ai. Define a norm on so(n) × Rn by
|(S, a)| = max{|S|, c|a|}, where c is any constant. Put wi = (Si, ai). Then w̃i = wi

|wi| lie on
the unit sphere, and

|w̃i − w̃j | ≥
∣∣∣ wi|wj | − w̃j

∣∣∣ − ∣∣∣ wi|wj | − w̃i

∣∣∣
=

1
|wj |

(
|wi − wj | −

∣∣|wi| − |wj |∣∣) .
By using |d expX Y | ≤ |Y | from above, it is a simple matter to show d(αi, αj) ≤ |wi −wj |.
Also, |wi| = |αi|, so therefore

|w̃i − w̃j | ≥
1
|αj |

(
max{|αi|, |αj |} −

∣∣|αi| − |αj |∣∣) = 1.

Thus we have found points on the unit sphere in so(n) × Rn with unit mutual separation.
There is a uniform upper bound on how many such points there can be in any such collection.
�
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Lecture 6 - The Bieberbach Theorem II

February 18, 2010

Let G be a crystallographic group. Given A ∈ G ⊂ O(n) n Rn, recall the norm

|A| = max{|r(α)|, c|t(α)|} (1)

where the norm | · | on O(n) was defined previously, and the norm | · | on Rn is the distance
to the origin.

1 Two lemmas

Put Gρ = {α ∈ G | |t(α)| < ρ}, and Gερ = {α ∈ G | |t(α)| < ρi, |r(α)| < ε}. We will use
the notation B(s) to indicate the ball of radius s centered at the origin in Rn. We will use
“d” to indicate the Finsler metric on O(n) and “dist” to indicate the Euclidean distance
function on Rn.

The most important consequence of the following lemma is that, regardless of how
small ε is, the pseudogroup Gερ has plenty of elements if ρ is big enough.

Lemma 1.1 Given R > 0 and ε ∈
(
0, 1

2

)
, there is some ρ > R such that the set translation

parts t(α) of elements α ∈ Gερ is ρ/4-dense in B(3ρ/4).

Pf
Let r be the radius of the fundamental domain, and put ρi = (R + r) · 10i. If the

lemma is false, there is an xi ∈ B(ρi) such that dist(xi, t(Gερi
)) > ρi/4. However the set

of translational parts in Gρi
is r-dense in B(3ρi/4), so there is some αi ∈ Gρi

so that
|t(αi) − xi| ≤ r.

If the lemma is false we prove that the rotational parts r(α1), r(α2), . . . are all ε-
separated from each other. Using Ai = r(αi) and ai = t(αi), we compute t(αiα−1

j ) =
−AiA−1

j aj + ai. Then, with i > j,

|t(αiα−1
j )| ≤ |AiA−1

j aj | + |ai − xi| + |xi| ≤ ρj + r +
3
4
ρi < ρi,
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so that αiα−1
j ∈ Gρi . Also

|t(αiα−1) − xi| ≤ |AiA−1
j aj | + |ai − xi| < ρi−1 + r <

ρi
4
,

so that αiα−1
j /∈ Gερi

. Therefore |r(αiα−1
j )| ≥ ε. Thus we have a sequence r(α1), r(α2), . . .

of ε-separated elements of O(n), an impossibility. �

Lemma 1.2 If ε < 1
2 , then the group

〈
Gερ

〉
generated by Gερ is d-nilpotent with d = d(n).

Pf
Fix the constant in (1) to be ε/ρ, so that |α| < ε iff α ∈ Gερ. Define a short basis

{α1, . . . , αd} inductively by selecting α1 ∈ Gερ so that α1 has minimal norm, and selecting an
element αi ∈ Gερ−〈α1, . . . , αi−1〉 of minimal norm among all elements of Gερ−〈α1, . . . , αi−1〉.

We first prove that d(αi, αj) ≥ max{|αi|, |αj |}; a lemma of Finsler geometry now
directly gives that d ≤ 3n

2
. Wlog put i > j. Arguing for a contradiction, assume |αiα−1

j | =
d(αi, αj) < |αi| ≤ ε. It follows from the definitions that αiα−1

j ∈ Gερ, but since αi was
chosen minimally in Gερ it follows that αiα−1

j ∈ 〈α1, . . . , αi−1〉. But then αi = (αiα−1
j )αj ∈

〈α1, . . . , αi−1〉, a contraction.

We can also prove that |[α, β]| < min{|α|, |β|}. Note first that the rotational parts
satisfy |r[α, β]| ≤ 2|r(α)||r(β)| ≤ 2|α||β|. Before considering the translational parts, note
that given any A ∈ SO(n) and x ∈ Rn we have |(Id − A)x| ≤ 2 sin(|A|/2) · |x| ≤ |x|. The
commutator therefore satisfies

t[α, β] = −ABA−1B−1b − ABA−1a + Ab + a

= A(I −B)A−1a + AB(I −A−1)B−1b

|t[α, β]| ≤ 2|a| sin
(

1
2
|B|

)
+ 2|b| sin

(
1
2
|A−1|

)
≤ |r(β)||t(α)| + |r(α)||t(β)| ≤ 2

ρ

ε
|α||β|.

Therefore [αi, αj ] ∈
〈
α1, . . . , αmin{i,j}−1

〉
, so that the length of commutators amongst gen-

erators of
〈
Gερ

〉
is bounded by d. Induction on the formula [αβ, γ] = [β, γ] · [[γ, β], α] · [α, γ]

proves that the length of any commutator chain of elements in
〈
Gερ

〉
is bounded by d. �

2 Proof of (ii)

The lemmas suffice to show that Gε for ε < 1/2 is actually a translation group. Assume there
is some γ ∈ G with |r(γ)| < 1

2 . Let Rn = E ⊕ E⊥ be the orthogonal decomposition where
E is the subspace of maximal rotational angle of r(γ). Given some x ∈ Rn let x = xE + x⊥

denote the corresponding orthogonal vector decomposition.
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Let δ ∈ (0, 1
2 ) (to be chosen later, and will depend on γ alone) and put ρ = 2|t(γ)|. Pick

some x ∈ E with |x| = 3
4ρ. The first lemma guarantees some α ∈ Gδρ with |t(α)− x| ≤ 1

4ρ.
Consequently |t(γ)| ≤ |t(α)| and |t(α)| < 2|t(α)E |. Let α0 = α and

αk = [αk−1, γ]

be the k-fold iterated commutator. For convenience put Ak = r(αk), ak = t(αk) and
C = r(γ), c = t(γ). From Finsler geometry we have

|Ak+1| = |[Ak, C]| ≤ 2|C||Ak| < |Ak|

so that |Ai| < |A| ≤ δ. Consider the decomposition

t(αk+1) , ak+1 = −AkCA−1
k C−1c − AkCA

−1
k ak + Akc + ak

= (Id − C) ak + (Id − [Ak, C])Cak + AkC
(
Id − A−1

k

)
C−1c

= (Id − C) ak + (Id − Ak+1)Cak + AkC
(
Id − A−1

k

)
C−1c.

It is easy to prove that as long as |B| = θ ≤ π, then |(Id − B)f | ≤ 2 sin(θ/2)|f | ≤ |B||f |.
As a first application we get

|ak+1| ≤ |C||ak| + |Ak+1||ak| + |Ak||c|

≤
(

1
2

+ δ

)
|ak| + δ|a|.

Since commutators are at most d = d(n) long, by iterating we get (after choosing δ) that
|ak+1| < |a|. From this, we can also estimate |ak+1| from below. Using

aEk+1 = (Id − C) aEk + [(Id − Ak+1)Cak]E +
[
AkC

(
Id − A−1

k

)
C−1c

]E
and another triangle inequality,

|aEk+1| ≥ | (Id − C) aEk | − | [(Id − Ak+1)Cak]E | − |
[
AkC

(
Id − A−1

k

)
C−1c

]E |
≥ | (Id − C) aEk | − | (Id − Ak+1) ak| − |AkC

(
Id − A−1

k

)
C−1c|

≥ 2|aEd−1| sin
(
θ

2

)
− |Ad||ad−1| − |Ad−1||c|

≥ 2|aEd−1| sin
(
θ

2

)
− 2δ|a|

Choosing δ small enough and iterating this inequality d times, recalling that |aE0 | > 1
2 |a0| >

1
2 |c|, we get that |aEd | > 0. This contradicts the fact that d-fold commutators vanish. �

3 Proof of (i)

To prove that the translation subgroup Γ is normal, let α ∈ G and β ∈ Γ be the transfor-
mations α(x) = Ax+ a and β(x) = x+ b. Then

r(αβα−1) = I

t(αβα−1) = Ab.
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so conjugation fixes Γ. (This also follows from the fact that RnCSO(n) n Rn and Γ ⊂ Rn.)

Finally note that the rotational parts of any two elements in G/Γ are separated by
at least 1

2 . For if α, β ∈ G have |r(α)r(β)−1| < 1
2 then |AB−1| = 0 is translational, so in

particular r(α) = r(β), and α ≡ β (modΓ). Thus elements of G/Γ can be mapped injectively
onto a set of 1

2 -separated points on SO(n). Therefore G/Γ is uniformly bounded in terms
of n.
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Lecture 7 - Gromov’s almost flat manifold theorem I

February 23, 2010

Let D = D(M) is the diameter of M and K = maxp∈M |secp| is the largest sectional
curvature that appears on M . Gromov proves the following:

Theorem 0.1 (Gromov’s almost flat manifold theorem) There is an ε > 0 so that if
M is a compact Riemannian manifold and D2K < ε, then π1(M) has a nilpotent subgroup
Γ of finite index, and M is a finite quotient of a nilmanifold.

1 Short loops, short relations, and the Gromov product

The condition D2K ≤ ε is scale-invariant, so we work in the scale D(M) = 1. Making ε
smaller enforces tighter bounds on K. The maximal rank radius rmax of the exponential
map, which satisfies rmax ≥ π/

√
K ≥ πε−1/2D, can be made arbitrarily large compared to

the diameter. We can, somewhat informally, regard exp as a kind of large covering map for
M , and most of our work will be done in a large ball in this space.

A short loop will be a geodesic from the basepoint to itself, of length shorter than
the rank radius. A short homotopy is a homotopy through curves that are shorter than
the rank radius. Given two short loops a, b, the usual path-product can be deformed,
through a homotopy that keeps the endpoints fixed, to a geodesic loop. If this deformation
can be done through a short homotopoy, then the final path, denoted β ∗ α is called the
product between short loops a and b (also called “Gromov’s product”), and is unique, by
Klingenberg’s lemma. If |α| + |β| < rmax then β ∗ α is defined. If the deformation cannot
be done through a short homotopy, then β ∗ α is not defined.

Denote by Γ the set of short loops. Clearly α ∈ Γ implies α−1 ∈ Γ. Associativity holds
when the sum of lengths of the paths is less than the rank radius: γ ∗ (β ∗ α) = (γ ∗ β) ∗ α
if |γ|+ |β|+ |α| < rmax. Thus Γ is (essentially) a pseudogroup.

It is fairly easy to show that Γ possesses all generators and relations that exist in π1(M).
To see that generators exist in Γ, note that any element of π1(M) can be expressed as a
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product of elements of length ≤ 2D(M) (this can be seen, for instance, by working in the
universal covering: if a representative path there crosses fundamental domain boundaries,
is can be deformed into a series of paths, the interior of each of which lies in a single
fundamental domain).

It is slightly more difficult to see that the relations are all present in Γ as well (as long
as say ε1/2 < π/5).

2 Homotopy errors

One would like the Gromov product of short loops to commute with composition of holonomy
actions. But the Gromov product involves a homotopy, so this cannot be true in general.
However there is a homotopy approximation theorem. Let γ, γ̃ : [0, 1] → M be homotopic
paths from p to q, and let 4 denote the homotopy between them. Let |4| the area of the
homotopy, and let K(4) denote the largest sectional curvature at any point of 4, and let
L denote the length of the longest path in the homotopy. Now let X, X̃ solve ∇γ̇X = 0,
∇ ˙̃γX̃ = 0 with X(0) = X̃(0), and let Y, Ỹ solve ∇γ̇Y = 0, ∇ ˙̃γ Ỹ = 0 with Y (0) = Ỹ (0) = 0.
Then

|X(1) − X̃(1)| ≤ 4
3
·K(4) · |4|

|Y (1) − Ỹ (1)| ≤ 4
3
·K(4) · L · |4|.

This allows an estimation of the difference between the rotational and translational parts of
the Gromov product of two loops and the standard loop product. Considering the triangle
4 (in TpM) formed by α, β, and β ∗ α, we get (say) |4| ≤ 3

2
|tα||tβ|

2 . Then

d (r(β ∗ α), r(β)r(α)) ≤ K|t(α)||t(β)|.

If L denotes the length of the largest path in the homotopy then L ≤ |tα|+ |tβ|, so∣∣t(m(β)m(α)) − t(β ∗ α)| =
∣∣r(β)t(α) + t(β) − t(β ∗ α)

∣∣ ≤ K (|t(α)|+ |t(β)|) |t(α)||t(β)|.

For commutators the situation is perhaps better than expected:

• d (r[β, α], [rβ, rα]) ≤ 4
3K

(
|tα||tβ| + 1

2 |t[β, α]| (|tα|+ |tβ|)
)

• |t[β, α] − t[mα,mβ]| ≤ 4
3K (|tβ|+ |tα|)

(
|tα||tβ| + 1

2 |t[β, α]| (|tα|+ |tβ|)
)

•
√
K|t[β, α]| ≤ |rα| sinh

(√
K|tβ|

)
+ |rβ| sinh

(√
K|tα|

)
+ 2

3K|tα||tβ| sinh
(√

K (|tα|+ |tβ|)
)

Recall that for rotations A,B ∈ O(n) we have |[A,B]| ≤ 2|A||B|. For Euclidean motions α,
use |α| = max{|r(α)|, 3

√
K|t(α)|}.
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Thus if |α|, |β| ≤ 1
3 , then

|t(α)|, |t(β)| < 1
9K

1
2

|m[β, α]| ≤ 2.4|mα||mβ| ≤ 0.8 min{|mα|, |mβ|}.

3 Commutator length

Gromov’s striking application is that the commutator length of the subgroup of π1(M)
generated by elements of rotation < 1

3 is bounded in terms of the dimension n only.

Proposition 3.1 Given δ < 1
3 , let Γ̃δ be some collection of short loops α with rα < δ. Then

the group
〈

Γ̃δ
〉
⊂ π1(M) is nilpotent with degree of nilpotency bounded by a dimensional

constant d = d(n).

Pf Let Γ̃δ be any set of short loops α with rα < δ. We choose a short basis: pick
α1 ∈ Γ̃δ with minimal |α1|. Pick αi+1 ∈ Γ̃δ with |mαi+1| minimal in Γ̃δ − 〈α1, . . . , αi〉. It is
not necessary to prove that this process stops.

We can prove that |m(αiα−1
j )| ≥ max{|mαi|, |mαj |}. For if |m(αiα−1

j )| < max{|αi|, |αj |}
(wlog |αi| < |αj |) then αiα−1

j ∈ 〈α1, . . . , αi−1〉 and so too αi =
(
αiα

−1
j

)
αj ∈ 〈α1, . . . , αi−1〉,

a contradiction, so therefore the short basis has |m(αi, α−1
j )| ≥ max{|mαi|, |mαj |}. After

accounting for the homotopy error, we get, say,

|m(αi)m(α−1
j )| ≥ max

(
|m(αi)| −

1
27
|m(αj)|, |m(αj)| −

1
27
|m(αi)|

)
.

Our lemma from the Finsler geometry of SO(n), still goes through, and there is a uniform
bound on d. We have already proved that |m[α, β]| < min{|mα|, |mβ|}, so for elements
α, β ∈ Γ̃δ, it follows that [αi, αj ] ∈

〈
α1, . . . , αmin{i,j}=1

〉
so that commutators of basis

elements have length ≤ d. An induction on [αβ, γ] = [β, γ][[γ, β], α][α, γ] proves that any
commutator in 〈α1, . . . , αd〉 has length ≤ d. �

4 Density of subgroups of small rotational parts

Let Γδ be the set of short loops α with rα < δ, let Γρ be the set of short loops α with
tα < ρ, and put Γδρ = Γδ ∩ Γρ.

We have found pseudogroups Γδ that generate nilpotent subgroups of π1(M). But
so what? It is not even clear that such pseudogroups are nontrivial, let alone generators
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of finite-index subgroups of π1(M). Gromov has a Dirichlet-principle type argument that
says that

〈
Γδρ
〉
⊂ π1(M) has ‘lots of elements’. Enough, in fact, to generate finite-index

subgroups of π1(M).

Lemma 4.1 Given δ < 1
3 and R <∞, there is an ε > 0 and a ρ > R so that if DK2 < ε,

then the set of translational parts of elements in Γδρ is ρ/4-dense in the ball of radius 3ρ/4.

Pf
Pick ρi = 20i(D(M) + R). Assuming the lemma is false, pick xi ∈ B3ρi/4 so that

dist(xi,Γδ) ≥ ρi/4. Since the translation parts of π1(M) is D(M)-dense in ρi, we can find
αi ∈ π1(M) with |tαi − xi| < ρi/4, though by assumption rαi ≥ δ.

Fixing i we can show that the rotation parts rαi are all δ-separated. For convenience
put Ai = rαi and ai = tαi, so that mαi : TpM → TpM is given by X 7→ AiX + ai. Note
that

|t(αi ∗ α−1
j )| ≤ | −AiA−1

j aj | + |ai − xi| + |xi| + error

≤ ρj + D +
ρi
4

+ error < ρi

|t(αi ∗ α−1
j ) − xi| = | −AiA−1

j aj + ai − xi| + error

≤ |aj | + |ai − xi| ≤ ρj + d + error < ρi/4.

The ‘error’ is controlled by 1
2 min{|ai|, |aj |}. The second inequality implies αi ∗ α−1

j /∈ Γδ,
but the first inequality has |αi ∗ α−1

j | < ρi, meaning r(αi ∗ α−1
j ) ≥ δ, so rαi is δ-separated

from each of the rα1, . . . , rαi−1.

For each δ, there is a uniformly finite number of elements of SO(n) that can be δ-
separated, so, as long as ρd is within the maximal rank radius, the length of the list α1, . . . , αd
is bounded in terms of n. �
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Lecture 8 - Gromov’s almost flat manifold theorem II

February 25, 2010

1 Small rotation implies almost-translation

Lemma 1.1 Given any small number η > 0, there are numbers ε = ε(n, δ, η,R), ρ =
ρ(δ, η) > R so that γ ∈ Γ1/3

ρ implies γ ∈ Γηρ, provided M is ε-flat.

Pf
Assume there is a motion γ with rγ < 1

3 and tγ < ρ, where ρ will be chosen mo-
mentarily. Put C = rγ and c = tγ, so the affine holonomy action mγ : TpM → TpM is
X 7→ CX + c. Write Rn = E + E⊥ where E is the plane of maximum rotation of C. Pick
x ∈ E with |x| = 2|c|. There is some ρ > 2|c| so that t

(
Γδρ
)

is ρ/4-dense in B(3ρ/4), so
there is a short loop α with |tα − x| < ρ/4 and rα < δ. Note that |tγ| < |tα|. Put α0 = α
and αk = [αk−1, γ]. For convenience write Ak = rαk and ak = tαk. Note that

|Ak+1| = |r[αk, γ]|
≤ K (2|tαk||tγ| + |t[αk, γ]| (|tαk| + |tγ|)) + |[Ak, C]|
≤ K (2|tαk||tγ| + |t[αk, γ]| (|tαk| + |tγ|)) + 2|C||Ak|

Since k + 1 < d (the constant d = d(n) is the nilpotency degree from the previous lemma),
we can choose ε (therefore K) so small, that after iterating at most d times, we get |Ak| <
|A| < δ. Now we can estimate the translation parts of αk from above

ak+1 = −AkCA−1
k C−1c − AkCA

−1
k ak + Akc + ak + error

= (Id − C) ak + (Id − Ak+1)Cak + AkC
(
Id − A−1

k

)
C−1c + error.

Thus

|ak+1| ≤ |C||ak| + |Ak+1||ak| + |Ak||c| + error

=
(

1
3

+ δ

)
|ak| + δ|c| + error

<

(
1
3

+ δ

)
|ak| + δ|a| + error.
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Iterating, we get |ak+1| < |a|. From this we can estimate |aEk+1| from below.

|aEk+1| ≥ |C||aEk | − |Ak+1||ak| − |Ak||c| − error

≥ |C||aEk | − 2δ|a| − error.

If |C| is large enough compared to δ and ε (which controls the error), then |aEd | > 0 after
iterating d = d(n) times, an impossibility. Therefore |C|d is small compared to ε. �

Note that, for an appropriately large ρ and small ε, the set Γ1/3
ρ is a pseudogroup under

the Gromov product. This is because rotational parts cannot build up under the product:
as soon as they always remain smaller than η. Note also that because at least ρ/|t(α)|
iterations of α still lie in Γηδ , we have

α ∈ Γδη =⇒ |r(α)| ≤ η
|t(α)|
ρ

.

Finally note that translational errors for products in Γ1/3
ρ are extremely tiny:

|t(β ∗ α) − t(α) − t(β)| ≤ η
|t(α)||t(β)|

ρ
(1 + ε)

|t([β, α])| ≤ 2η
|t(α)||t(β)|

ρ
(1 + ε).

2 Gromov’s Normal Basis

We have found a normal subgroup of finite index in π1(M), but we have not found that the
corresponding cover is a Lie group. The first step in finding a Lie group is constructing a
“Gromov normal basis”.

Let δ1 ∈ Γηρ be a minimal element. By the commutator estimates, [δ1,Γδρ] = 0. Given
any α ∈ Γηρ let αi = δi1 ∗ α whenever the product is in Γρ. Since Gromov products among
elements in Γηρ are almost-translations, we can find a unique αj ∈ {αi} with

〈t(αj), δ1〉 ≥ 0
〈t(α̃j−1), δ1〉 < 0.

Put α̃ = αj . Finally let α′ be the projection of α̃ onto the subspace orthogonal to t(δ1) in
Rn = Tp(M). Define the product β′ ∗ α′ to be the projection of the product β̃ ∗ α̃ onto the
compliment. The collection of the α′ with this product form a pseudogroup Γ′.

Using that |t(δ1)| is smaller than |t(α)| we can prove |t(α′)| ≤ |t(α̃)| ≤ 1.5|t(α′)|, and
therefore the translation estimates from above still apply to products in Γ′.

Perform the process again: there is some δ′2 ∈ Γ′ (projection of some δ̃2) with shortest
translation part among elements of Γ′, etc.
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Due to the denseness of Γηρ in Rn, this process will terminate with exactly n elements

δ1, δ̃2,
˜̃
δ2, . . . . The subgroup of Γηρ generated by these n elements is actually Γηρ itself.

This is because any element of Γηρ is first translated by δ1 so it is ‘almost’ in the
complimentary plane. Then is is translated by δ2 so it is ‘almost’ in the plane complimentary
to δ1, δ2, etc, until it is translated until it is ‘almost’ at the origin. But this contradicts the
minimality of the nth element δn.

Let Gk indicate the subpseudogroup generated by δ1, . . . , δk. The commutator esti-
mates indicate that [δi, δj ] is mush smaller than δi or δj . Its representative [̃δi, δj ] will also
be much smaller. But since δi, δj were chosen minimally, this implies [δi, δj ] ⊂ Gmin{i,j}−1.

Therefore each element in Γηρ has a unique expression in the form δk11 ∗ · · · ∗ δkn
n .

3 Construction of the Lie group and the covering map

According to a theorem of Malcev, the product of two elements of Γη is

δk11 ∗ · · · ∗ δkn
n ∗ δl11 ∗ · · · ∗ δlnn = δP1

1 ∗ · · · ∗ δPn
n ,

where the Pi are polynomials of degree ≤ n+ 1− i in the k1, . . . , kn, l1, . . . , ln, called the
Malcev polnomials.

Now we can identify p = δk11 ∗ · · · ∗ δkn
n with the lattice point

∑
kiδi, and use the

Malcev polynomials to determine a product on this lattice. Replacing the integers ki with
real numbers, and still using the polynomials to determine products, we now have a nilpotent
group structure on Rn.

Through the exponential map, large balls around the origin in Rn can be identified with
large balls around a basepoint in the universal cover M̃ of M . Now Γη acts by left translation
on Rn and also by deck transformation on M̃ . These actions are almost compatible, so after
an appropriate center-of-mass averaging, we get a Γη-equivariant map from the Lie group
to M̃ .
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Lecture 9 - Fukaya’s Theorem

March 2, 2010

1 Statement

Theorem 1.1 (Fukaya) Given n, µ > 0, there is a number ε so that whenever Nn, M
are Riemannian manifolds with |sec| ≤ 1, inj(N) > µ, and dGH(N,M) < ε, then there is a
(differentiable?) submersion f : M → N so that (M,N, f) is a fiber bundle, the fibers are
quotients of nilmanifolds, and e−τ(ε) < |df(ξ)|/|ξ| < eτ(ε).

We use τ to indicate a function of ε with limε→0 τ(ε) = 0. We set up some notation that
will be used throughout.

R = min{µ, 1}/2
σ = a small number, 0 < ε << σ << 1
r = σR

2 Embedding into an l2 space

Let (Z, d) be a discrete metric space, with ε-almost isometries into M and N , jM : Z →M
and jN : Z → N . Since dGH(M,N) < ε, we can choose (Z, d) and jM , jN so that Z =
(z1, . . . ) is a countable set, M (resp. N) is in the ε-neighborhood of jN (Z) (resp. jM (z)),
and so that jM (Z) (resp. JN (z)) is ε-dense and ε/4-separated in M (resp. N).

Consider the space RZ = l2(Z), the Hilbert space on Z. If ε is small compared to µ
then we can define fN : N → RZ by setting

p 7→ (distN (p, z1), . . . ) .

This map is 1-1, but not differentiable since distN (zi, ·) is Lipschitz and not C1 (also it
is not a map into l2(Z) unless #{Z} < ∞). However we can compose this with a C∞
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cutoff function h : R → R that is constant at 0, and equals zero outside a definite radius.
Specifically,

h(t) = 1 if t ≤ 0
h(t) = 0 if t ≥ r
h′(t) ∈ [−κ/r, 0) if t ∈ (0, r/8] ∪ [7r/8, r)
h′(t) ∈ [−κ/r,−2/r] if t ∈ (r/8, 7r/8).

Now define

fN (p) = (h(distN (p, z1)), . . . ) .

Let

K = sup
x∈N

# (Br(x) ∩ jN (Z)) .

The following hold, for appropriate constants C,C1, C2:

• fN is an embedding

• exp⊥ : T⊥N :→ RZ is a diffeomorphism out to radius C
√
K.

• (quasi-isometry) we have |dfN (ξ)|/|ξ| ∈ (C1

√
K,C2

√
K)

• If dN (x, y) is small enough compared to ε, σ, and µ, then

d(x, y) ≤ CK−1/2 dist
RZ

(fN (x), fN (y)).

For a proof see A. Katsuda, Gromov’s convergence theorem and its applications (1984).
We would like to say something about a similar map M → RZ , but we cannot expect
the distance functions distM (zi, ·) can themselves ever be made differentiable. Yet we can
smooth them. For p ∈M set

dz(p) = −
ˆ
Bε(z)

distM (p, y) dy.

Then dz is C1 (but not C2), for if ξ ∈ TpM then

ξ(dz)(p) = −
ˆ
Bε(z)

ξ(distM (p, y)) dy,

and ξ(distM (p, y)) is defined almost everywhere.

Proposition 2.1 The maps jN : N → RZ , jM : M → RZ are embeddings, and jM (M) is
in the 6ε

√
K-tubular neighborhood of jN (N).
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Pf
We prove the last statement. Since M and N are ε-close in the Gromov-Hausdorff sense,

we can find a distance function d on M
∐
N that restricts to the Riemannian distance on

M and N respectively, and so that M is in the ε-neighborhood of N and vice-versa, and
with dist(jM (zi), jN (zi)) < ε. Let p be any point of M and let p′ ∈ N be a point with
d(p, p′) < ε. Then

d(p, jM (zi)) ≤ d(p′, jN (zi)) + d(p, p′) + d(jN (zi), jM (zi))
d(p′, jN (zi)) ≤ d(p, jM (zi)) + d(p, p′) + d(jN (zi), jM (zi))

so that

|distM (p, jM (zi)) − distN (p′, jN (zi))| ≤ 2ε.

Since |h′(t)| ≤ 2 we have

|h(distM (p, jM (zi))) − h(distN (p′, jN (zi)))| ≤ 4ε.

Then

|fM (p) − fN (p′)|2 =
∑
i

(h(distM (p, jM (zi))) − h(distN (p′, jN (zi))))
2

≤ 16Kε2.

Using the averaged quantity dzi(p) in place of distN (zi, p) changes the estimates by at most
2ε, so we get the result. �

Now we have a map f : M → N given by

f = f−1
N ◦ π ◦ exp⊥−1 ◦fM

where π indicates the projection from the normal bundle of fN (N) onto N .

3 f : M → N is a fiber bundle

We have to prove that fM (M) is transverse to the fibers of the normal bundle of fN (N) in
RZ . This follows directly from the following proposition.

Proposition 3.1 Given any ν > 0, one can choose ε, σ so that the following holds. If
p ∈M and p′ = f(p), then given any ξ′ ∈ Tp′N there exists a ξ ∈ TpM such that

|dfM (ξ) − dfN (ξ)|
|dfN (ξ)|

≤ ν.
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Pf
Let l′ : [0, t′] be a unit-speed geodesic in N with l′(0) = p′ and Dl′

dt = ξ′. Let l : [0, t]
be a geodesic in M with l(0) = p and distRZ (l(t), l′(t′)) < ε. Now let l′i be a geodesic from
jN (zi) to p′ and let li be a geodesic from a point y ∈ Bε(jM (zi)) to p. Let θi be the angle
between l and li, and let θ′i be the angle l′ and l′i. We prove that∣∣∣∣ ddt ∣∣t=0

h(distN (y, p)) − d

dt

∣∣
t=0

h(distN (jN (zi), p′))
∣∣∣∣ ≤ ν.

We break the proof into two parts; when dist(jN (zi), p) < r/8−ε or dist(jN (zi), p) > 7r/8+ε,
and when dist(jN (zi), p) ∈ [r/8− ε, 7r/8 + ε].

In the first case, ∣∣∣∣ ddth(distM (y, p))
∣∣∣∣ = h′ · dist ≤ κr/8∣∣∣∣ ddth(distN (jN (zi), p′))

∣∣∣∣ = h′ · dist ≤ κr/8

so that ∣∣∣∣ ddth(distN (y, p)) − d

dt
h(distN (jN (zi), p′))

∣∣∣∣ ≤ 2κr/8 < κσ/8

Now we consider the second case. By the first variation formula, we have to prove that
|θi − θ′i| is small. By Toponogov’s comparison theorem, we have to prove the following.

Lemma 3.2 Given δ > 0, µ > 0, there is a ν with the following properties. Given δR <
t1, t2 < R, assume l1 : [0, t1] → M , l2 : [0, t2] → M are geodesics with l1(0) = l2(0) = p,
and l′1 : [0, t′1] → N , l′2 : [0, t′2] → N are minimal geodesics with l′1(0) = l′2(0) = p′ with
d(l′1(t′1), l1(t1)) < ν, d(l′2(t′2), l2(t2)) < ν. If θ and θ′ are the angles formed by l1(0), l2(0)
and l′1(0), l′2(0) respectively, then |θ − θ′| < µ.

Pf

�

�
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Lecture 10 - F-structures I

March 9, 2010

1 Partial Actions

Def A partial action, A, of a topological group G on a Hausdorff space X is given by

i. The domain of the action: a neighborhood D ⊂ G×X of {e} ×X.

ii. A continuous map A : D → X, also written (g, x)→ gx, such that (g1g2)x = g1(g2x)
whenever (g1g2, x) and (g1, g2x) lie in D.

To emphasize the domain, a partial action A can be written (A,D).

We can form an equivalence relation on the set of partial actions. Two partial actions
(A1,D1) and (A2,D2) are equivalent if for any subset D ⊂ D1 ∩D2, we have A1|D = A2|D;
we will denote an equivalence class by [A]. Any global action defines a local action; an
equivalence class which has such a member will be called complete. Notice that if G is
connected, any two global actions in the same equivalence class are identical. An equivalence
class of partial actions is called a local action.

In the smooth category, the class of local actions of a Lie group G is just the class of
homomorphisms from the Lie algebra of G to the Lie algebra of vector fields on X. The
completeness of an action is the same as the global integrability of the individual vector
fields.

A subset X0 ⊂ X is called [A]-invariant if whenever x0 ∈ X0 and (g, x0) ∈ D (for some
D associated to a partial action A ∈ [A]) then gx0 ∈ X0. The intersection of [A]-invariant
sets is [A]-invariant, so any point x lies in a minimal [A]-invariant set, called the orbit of x,
denoted Ox or just O. The orbits partition the space X.

A local action [A] on X can be restricted to any subset U ⊂ X by restricting the domain
D of any representative of [A] to any open subset D′ that contains {e}×U and which obeys
(ii) from above. If (A1,D1) represents a local action on U1 and (A2,D2) represents a local
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action on U2 and if A1|D1 ∩D2 = A2|D1 ∩D2 , a partial action on U1∪U2 is can be constructed
with domain D1 ∪D2. This of course defined a local action on U1 ∪ U2. Unlike an action,
a local action [A] on X pulls back along any local homeomorphism f : Y → X to a local
action f∗[A] on Y .

2 g̃-structures and F-structures

Def A sheaf, F, on a topological space X is an association between open sets U ⊂ X and
groups that satisfies the following three axioms.

a) F(U) is a group whenever U is an open subset of X

b) If V ⊆ U is an inclusion of open sets, there is a homomorphism (the restriction
homomorphism) ρV U : F(U) → F(V ) subject to the restrictions that (i) F(∅) = {0},
(ii) ρUU = Id, and (iii) W ⊆ V ⊆ U implies ρWU = ρWV ◦ ρV U .

c) If {Vα} is an open covering of U and sα ∈ F(Vα) satisfies sα|Uα∩Uβ
= sβ |Uα∩Uβ

, then
there exists a unique element s ∈ F(U) so that s|Uα

= sα.

If F only satisfies (a) and (b) it is called a presheaf. The salient feature of sheafs is the stalk
that exists over each point, and the nature of their global connectedness. Let F be a sheaf
over M , and let p ∈ M . Let {Uα}α∈A be the family of open sets containing p; in fact the
F(Uα) constitute a directed family of groups. The direct limit is called the stalk at p. A
topology can be put on the space of stalks: a neighborhood base is given by the images of
the “sections” F(U) in the space of stalks. Stalks can be defined if just a presheaf structure
exists, and then sections of the space of stalks constitute a sheaf (the sheafification of the
presheaf).

Let F be a sheaf of connected topological groups (note there is some question about
topology here; we just accept that there are two topologies, the sheaf topology, and a
topology that makes the stalks into Lie groups— for differential geometric applications,
usually the sheaf topology is ignored). An action of F on X is given by a local action of
F(U) for each open U such that the local actions agree with the sheaf restriction maps.
To be explicit, when x ∈ V ⊂ U and g ∈ F(U), we have gx = ρV U (g)x wherever gx and
ρV U (g)x are defined.

A set S ⊂ X is called invariant if S ∩ U is invariant under g(U) for all open subsets
U ⊂ X. A minimal invariant set is called an orbit. The orbits partition X, and a set that
is the disjoint union of orbits is called saturated.

We denote the stalk at x by Fx. If f : X → Y is a local homeomorphism, we denote
by f∗ F the pullback sheaf.

Def An action of a sheaf F is called a complete local action if whenever x ∈ X there
exists a neighborhood V (x) of x and a local homeomorphism π : Ṽ (x)→ V (x) so that Ṽ (x)
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is Hausdorff and

i. If x̃ ∈ π−1(x), then for any open neighborhood W ⊂ Ṽ (x) of x, the structure homo-
morphism F(W )→ gx̃ is an isomorphism

ii. The local action of π∗ F(Ṽ (x)) on Ṽ (x) is complete.

If π : Ṽ (x)→ V (x) is a covering space, the deck transformation group Γ induces a natural
action on π∗ F, called the holonomy action. For γ ∈ Γ it is easy to verify γ(gx) = γ(g)γ(x).
Specifically, if g ∈ F(U) then γ(g) acts on elements x ∈ γ(U) via γ(g) = γ ◦ g ◦ γ−1.

Def A g̃-structure G on X is a sheaf, G, of connected topological groups and a complete
local action of G on X such that the sets V (x) and Ṽ (x) can be chosen so that

i. π : Ṽ (x)→ V (x) is a normal covering map

ii. For all x, V (x) is saturated

iii. For all O, if x, y ∈ O, then V (x) = V (y).

Condition (iii) actually implies that G is a locally constant sheaf onO, though not necessarily
on neighborhoods of O. A g̃-structure G is called pure if it is a locally constant sheaf on
each V (x).

Def A g̃-structure G is called an F-structure if each stalk Gx is isomorphic to a torus,
and the sets Ṽ (x) can be chosen to be finite coverings. If one can choose Ṽ (x) = V (x),
then G is called a T-structure. If Ṽ (x) can be chosen independently of x then G is called an
elementary F-structure.

If G is a g̃-structure with sheaf G and G′ ⊂ G is a subsheaf, then, since the action of G
descends to G′, the sheaf G′ comes with a complete local action. This defines a g̃-structure
G′ called a substructure.

Proposition 2.1 If X is a compact manifold that carries an F-structure of positive rank,
then χ(X) = 0.

Pf
On each Ṽ (x) a torus acts with no common fixed points, so almost all of its elements

have a fixed-point free action. Given such an element with no fixed points, one finds a one-
parameter subgroup that acts on Ṽ (x), and so χ(Ṽ (x)) = 0, so χ(V (x)) = 0. Essentially
the same argument shows that χ(V (x) ∩ V (y)) = 0. Covering X with finitely many V (x),
we get the result. �
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Lecture 11 - F-structures II

March 11, 2010

1 Atlases and Polarizations

If X is a manifold and for all U , g(U) is a connected topological group and its local action
on U is effective, then the restriction maps will be injective. For this kind of g̃-structure
G, on each V (x) there is a unique pure substructure Gα ⊂ G |V (x) with stalk Gα,x = Gx. If
every V (x) can be chosen this way, we call G an effective g̃-structure.

We define the rank of a g̃-structure G at x to be dimOx, and we say G has positive
rank if dimOx > 0 for all x.

Def If G is an effective g̃-structure, a collection {(Uα,Gα)} is called an atlas for G if

• the Uα are connected, saturated (w.r.t. G), and open, and form a locally finite covering
of X

• each Gα ⊂ G |Uα is pure

• given any x, there is an α with Gα,x = Gx.

A subatlas A′ ⊂ A is an atlas {(U ′α,G′α)} so that U ′α ⊂ Uα and G′α = Gα |U ′
α

.

A substructure P ⊆ G is called a polarization for G if P has an atlas so that the rank
of Pα is positive and constant on Uα (the rank of P may vary with α). A polarization P is
called pure if P is a pure g̃-structure.

Proposition 1.1 (regular atlases) If the F-structure G on the manifold X (possibly open)
has an atlas {(Uα,Gα)}, then it has an atlas {(Uα,Gα)} for G with the following properties:

(1) The sets Uα have compact closure

(2) If x ∈ Uα1
∩ · · · ∩ Uαk , then (for some ordering) Gα1,x ⊆ · · · ⊆ Gαk,x
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(3) Given any x ∈ Uα, there is at most one Uβ with Gα,x = Gβ,x. If the manifold is
compact or if (1) is dropped, we can assume strict inclusion in (2).

Pf
(1) is clear.

(2) We argue inductively. Assume x ∈ Uβ ∩Uγ but Gβ,x * Gγ,x and Gγ,x * Gβ,x. Since
Gy 6= Gβ,y 6= Gγ,y for any y ∈ Uβ ∩ Uγ , so that Uβ ∩ Uγ is covered by other domains in the

atlas. Thus we can replace Uβ by Uβ − Uγ and Uγ by Uγ − Uβ , and still retain X =
⋃
Uα.

(3) First assume (1) an be dropped or that the manifold is compact. Let U1, . . . , Uk
be a maximal subcollection so that

⋃
Ui is connected and whenever x ∈ Ui ∩ Uj , then

Gi,x = Gj,x. Set U1 = U1 and let U2, . . . , U l be the connected components of
⋃
i Ui where

the union is over the Ui the have nonzero intersection with U1. Now consider the Ui that
do not intersect U1, and repeat this process.

Doing this for all such subcollections, the result follows. �

Proposition 1.2 (invariant metrics) Assume X is a manifold, and let A = {(Uα,Gα)}
be a regular atlas for G. If G has the property that each Ṽ (x) → V (x) is a finite normal
covering, then X has a G-invariant metric.

Pf
Let A′ ⊂ A. With a partial ordering of the Uα coming from (2) of Proposition 1.1, we

can choose Uα to be maximal. Cover U ′α by sets V (x1), . . . , V (xk) with V (xi) ⊂ Uα. Put
some metric on V (x1), lift it to Ṽ (x1), and average it over the action of G and over the deck
action. Project back to V (x1). Put a metric on V (x2) that agrees with the invariant metric
on V (x1) on the overlap, and perform the same averaging. Eventually this gives an invariant
metric on U ′α. This same procedure can be done on some U ′β , only the starting metrics on
the V (xi) must now agree with the metric on Uα where the intersection is nonempty. �

2 Examples

Reason for passing to coverings
Let K be the Klein bottle. The torus T acts on the orientable 2-cover of K (which

is again the torus). The action of T on the cover gives rise to a local action, which passes
back to K. Let G be the F-structure defined here, with a locally constant sheaf g. Clearly
no local action of g on K is complete, but passing to the cover gives a complete action.

Canonical action of a sheaf on its total space
Let g be a locally constant sheaf of topological groups over a topological space X, with

projection π. Let g∗ = π∗(g) denote the pullback sheaf. There is a canonical local action of
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g∗ on the total space of the sheaf g. This action is pure, the orbits are just the fibers, and
(π−1(X), g∗) is a pure polarization.

A non-polarized F-structure with a polarization

Consider S3 ⊂ C2. The Clifford torus, just the set of points (eiθ1 , eiθ2) ∈ C2, acts on
S3 via multiplication. Let G be the F-structure obtained from this action. The structure
is pure, though not of constant rank. The natural atlas is just {(Uα,G)}. It is not a
polarization however, since the rank is nonconstant. In fact, there is no polarized atlas for
this structure; one must pass to a substructure. Any one-parameter subgroup of the torus
besides either of the factors themselves, yields a pure polarized T-structure.

An F-structure with no pure polarization

We consider S3 as above. If U ∈ S3 intersects (z1, 0) but not (0, z2), then g(U) is the
circle acting by θ · (z1, z2) = (eiθz1, z2). Similarly if U meets (z2, 0) but not (z1, 0). If U
meets neither circle, then g(U) is the torus. If U meets both circles, then g(U) = {Id}.

The Solvgeometry Let A be a matrix A ∈ SL(2,Z), so A can be considered a map A : T 2 →
T 2. Let M3 be its mapping torus. If A is nilpotent, M3 is a nilmanifold, and it supports
an F-structure of rank 1. If A has distinct real eigenvalues, it is a solvmanifold. In this
case there is a pure F-structure of rank 2, with exactly two substructures of rank 1, each
corresponding to an eigenvalue of A.

A pure F-structure with no polarization
We construct this space is two steps. First let Eθ be the flat space [0, 1]×C / ∼, where

{0} × C is identified to {1} × C via (0, v) 7→ (1, e2πiθv). The torus naturally acts on this
space, so we get a pure T-structure of nonconstant rank. Any closed subgroup of the torus
produces a pure polarized T-structure. Note that Eθ is diffeomorphic to S1×C, though has
a different metric structure.

Now consider the space diffeomorphic to [0, 1] × S1×C, but give each θ × S1×C the
metric structure of Eθ. Since E0 is isometric to E1, we can identify {0} × S1×R2 and
{1}×S1×R2; we will call this space simply E . The torus acts on each slice, but if we follow
the action around, the holonomy on the action group is given by the matrix(

1 0
1 1

)
,

which has a single eigenvalue which corresponds to the rotation that fixes the the base circle
in each Eθ. Let G denote the corresponding T-structure. Clearly no polarization exists for G,
since the stalk at any point of any base circle is has dimension higher than the dimension of
the orbit there. Any substructure must have stalk a subgroup of T with the same holonomy,
but the only eigenvalue of the matrix above corresponds to the action that fixed the base
circles of the Eθ. There fore the unique substructure of G has orbits of rank zero, so is
therefore nonpolarized.
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Lecture 12 - F-structures III

March 16, 2010

1 Pure polarized collapse

Assume the (possibly noncompact) manifold X admits a pure polarized F-structure. This
means g is a locally constant sheaf whose orbits all have the same dimension. On such a
manifold we can split the metric into two parts g = g′ + h where h vanishes on vectors
tangent to the orbits and g′ vanishes on vectors perpendicular to orbits. Set

gδ = δ2g′ + h. (1)

Theorem 1.1 (Pure Polarized Collapse) As δ → 0 the metric gδ collapses everywhere.
Also distgδ(p, q) decreases with δ, and the sectional curvature is bounded on any compact
set.

Pf
We examine the curvature at the point p by constructing special coordinates near p.

Let k denote the dimension of the orbits Let Nn−k be any submanifold through p transverse
to the orbits. Given coordinates y1, . . . , yn−k on N we can extend these coordinate functions
to a neighborhood of p by projecting along the orbits. Finally a k-torus acts locally on the
orbits themselves; the push-forward of a basis of its Lie algebra is an independent Abelian
set of Killing fields parallel to the orbits, and which span the distribution defined by the
orbits. The Frobenius theorem says we can integrate these to get the remaining coordinate
functions x1, . . . , xk with coordinate fields d

dxi equal to the original killing fields. We can
choose the origin on any orbit to be its point of intersection with N .

The coordinates field d
dyi = Xi + Vi can be decomposed into a part parallel to the

orbits Xi and a part perpendicular to the orbits Vi. Now make the change of coordinates
ui = δxi. Then

gδ =

 〈
d
dxi ,

d
dxj

〉
g1

δ
〈

d
dxi ,

d
dyj

〉
g1

δ
〈

d
dyi ,

d
dxj

〉
g1

δ2 〈Xi, Xj〉g1 + 〈Vi, Vj〉g1

 .

As δ → 0 the metric converges to a warped product metric.

1



2 Polarized collapse

If the polarization is not pure, it means that the various Uα in the atlas are such that
the corresponding pure substructures Gα possibly have different ranks (though the rank is
constant on each Uα). We have to modify the metric on each Uα separately, and at the
same time push the various Uα away from each other.

Theorem 2.1 If G is a polarized F-structure on the compact manifold X, then X admits
a sequence of metrics gδ so that

(1) The manifold (X, gδ) collapses

(2) diamgδ(X) < diamg1(X)| log δ|

(3) Volgδ(X) < Volg1(X)δk| log δ|n, some k ≥ 1

(4) Sectional curvature |K| is uniformly bounded.

Pf
Let {(Ui,Gi)}Ni=1 be an atlas. Let fα : Uα → [1, 2] be a collection of functions, constant

on the orbits of G, so that fi = 1 in a neighborhood of ∂Ui, and so that
⋃
i f
−1
i (2) = X.

Put

ρi = δlog2 fi .

We start with the metric g0 = log2(δ) g. On Ui we can write

g0 = g′1 + h1,

where g′1 is tangent to the orbits of G1 and h1 is perpendicular. Then define g1 by

g1 =

{
ρ21g
′
1 + h1 on U1

g0 on X − U1

Proceed inductively. Once gi−1 has been chosen, set gi−1 = g′i+hi on Ui where g′i is parallel
to the orbits of Gi and hi is perpendicular, and put

gi =

{
ρ2i g
′
i + hi on Ui

gi−1 on X − Ui

Now (1), (2), and (3) are obvious, where k = min rankGi.

We check that sectional curvature is bounded. Let p ∈ X; let l = dimOp. Let Ui
indicate the atlas charts in which p lies. If we work on a normal atlas, we can arrange that
{Gj} etc, where the structures have rank l1 > · · · > ls ≥ k. The metric near p is changed

2



s times, and we will keep track of the changes in curvature as the metric is changed each
time.

Let Nn−lj be a submanifold transverse to the orbits of Gj , and choose coordinates

(x1, . . . , xl, y1, . . . , yn−l) as before with p = (0, . . . , 0), where the coordinate fields d
dxi are

just the action fields of Gα and the y1, . . . , yn−l are constant on the orbits of Gα.

First we scale the coordinates

xi = log δ · xi yi = log δ · yi.

In the new coordinates, we still have that
dρj
dxi = 0, but also that

dρj
dyi

=
1

log 2

dfj
dyi

1

fj
δlog2 fj

d2ρj
dykdyi

=
1

log δ

1

log 2

d2fj
dykdyi

1

fj
δlog2 fj − 1

log δ

1

log 2

dfj
dyk

dfj
dyi

1

f2j
δlog2 fj

+

(
1

log 2

)2
dfj
dyk

dfj
dyi

1

f2j
δlog2 fj .

Therefore in these coordinates, the functions ρ′j/ρj and ρ′′j /ρj are bounded as δ → 0. Since
by the induction assumption the previous metric gj−1 has bounded curvature, so does the
new metric.

�

3 Nonpolarized Collapse

Let G be an F-structure on the manifoldM . We construct what is called a ‘slice polarization.’

3.1 Pure structure

Let Σi be the union of orbits of G of dimension i. Let Σεi denote the set of points of Σi a
distance of εi or greater from ∂Σi (this is a “thickening” of Σi). If N is any submanifold let
ν(N) denote the normal bundle. Let Sεi,ri denote the set {v ∈ ν(Σεi) s.t. ‖v‖ < ri}, and let
Σεi,ri denote the image of Sεi,ri under the exponential map. If ri is chosen small enough,
the exponential map is a diffeomorphism.

Lemma 3.1 There is an invariant metric g and numbers εi, ri so that

(1)
⋃

Σεi,ri = M

3



(2) If i < j, then πi = πi ◦ πj on Σεi,ri ∩ Σεj ,rj .

�

Now set Ui = Σεi,ri . If q ∈ Ui, then parallel translation from q to πi(q) along a geodesic
induces an injection Gq → Gπi(q).

Lemma 3.2 There exists an inner product 〈, 〉p on gp, the Lie algebra of stalks Gp, that is
invariant under the action of Gp and under the projections πi whenever πi(q) is defined.

�

For p ∈ Sεi,ri let Ki
p be the (not necessarily closed) subgroup of Gp whose lie algebra

is the orthogonal complement of the isotropy group of p. Set Ki
p = π−1i (Kπi(p)). It follows

from the previous lemmas that the assignment p → Ki
p is invariant under the local action

of Gp.

We can now describe the collapsing procedure. Let fi, ρi be as before. Fix q and let
Ui1 , . . . , Uij , i1 < · · · < ij be the Ui with q ∈ Ui. Let Zi1 ⊆ · · · ⊆ Zij denote the subspaces

of TqM tangent to the orbits of Ki1
q , . . . ,K

ij
q . Let Wij ⊆ · · · ⊆ Wi1 denote the subspaces

Wi1 = π−1i1 (Oπi1 (q)), . . . ,Wij = π−1ij (Oπij (q)). Note that also Zij ⊆Wij .

Now let g be the invariant metric from Lemma 3.1. Set g0 = log2 δ · g, and write a
decomposition for g0

g0 = g′1 + h1 + k1,

corresponding to Zi1 , Z
⊥
i1
∩Wi1 ,W

⊥
i1

. Put

g1 =

{
ρ2g′1 + h1 + ρ−2k1 p ∈ U1

g0 otherwise

Proceed by induction, letting gl−1 = g′l + hl + kl be the decomposition according to Zil ,
Z⊥il ∩Wil , W

⊥
il

, and putting

gl =

{
ρ2g′l + hl + ρ−2kl p ∈ Ul
gl−1 otherwise

First we claim that curvature is bounded as δ → 0. We establish a coordinate system.
Let

mi = dim Σi − i = dim Σi − rankFΣi,

and let s1, . . . , smi1 be coordinates on Σi1 constant on the orbits. Extend these to Ui1 via
πi1 . Let smi1+1, . . . , smi2 , be coordinates on Ui2 , constant on the orbits. Extend these to

4



Ui1 ∩ Ui2 . Proceed in this way, finally getting coordinates s1, . . . , smij on Ui1 ∩ · · · ∩ Uij .
Now compliment these coordinates with additional coordinates t1, . . . , tn−ij−mij that are
constant on the orbits of K

ij
q and so that s1, . . . , sij , t1, . . . , tn−ij−mij is a complete system

that is transverse to the orbits of F. Finally let x1, . . . xij be coordinates so that d
dx1 , . . . ,

d
dxik

are fields generated by the action of Kik
q .

Now we compute the curvature. First consider the change of metric g0 7→ g1. Relabel
the coordinates

z1 = s1

...

zmi1 = smi1

y1 = smi1+1

...

ymij−mi1 = smij

ymij−mi1+1 = t1

...

yn−ij−mi1 = tn−ij−mij

x1

...

xij .

The orthogonal decomposition of the tangent space given by Zi1 , Z
⊥
i1
∩Wi1 ,W

⊥
i1

roughly cor-
responds to the selection of the x, y, z coordinates. Working in the Σi1 stratum, x1, . . . , xi1

are coordinates on the rank i1 orbits themselves; this roughly corresponds to Zi1 . The
subspace Z⊥i1 ∩Wi1 is the subspace directly perpendicular to the stratum; this essentially
parametrizes the orbits of F not in Σi1 , that is, captures the y coordinates, and also captures
the remaining xk. Finally W⊥i1 parametrizes the orbits of Σi1 ; in fact the coordinate func-

tions d
dx1 , . . . ,

d
dxij

project to zero in this space, or else the action of some of the other strata
Σi2 , . . . ,Σij would act on the Σ1 stratum, which is impossible, and also the action fields are
tangent to the orbits and W⊥i1 is perpendicular to all obits. Since the y are coordinates on

strata and the strata are perpendicular to W⊥i1 , we get that d
dyk

is perpendicular to W⊥i1 as
well.

Thus we decompose the vectors

d

dx
= b1xvx,1 + b2xvx,2

d

dy
= b1yvy,1 + b2yvy,2

d

dz
= b1zvz,1 + b2zvz,2 + b3zvz,3

5



according to the decomposition Zi1 , Z
⊥
i1
∩Wi1 ,W

⊥
i1

. Multiplying the coordinate functions by
log δ, we have again that |ρ′′i1/ρi1 | and |ρ′i1/ρi1 | are bounded. We get the following matrix
for g.

(log δ)2 g =

 (b1x)2 + (b2x)2 b1xb
1
y + b2xb

2
y b1xb

1
z + b2xb

2
z

b1xb
1
y + b2xb

2
y (b1y)2 + (b2y)2 b1yb

1
z + b2yb

2
z

b1xb
1
z + b2xb

2
z b1yb

1
z + b2yb

2
z (b1z)

2 + (b2z)
2 + (b3z)

2


therefore

g1 =

 ρ2(b1x)2 + (b2x)2 ρ2b1xb
1
y + b2xb

2
y ρ2b1xb

1
z + b2xb

2
z

ρ2b1xb
1
y + b2xb

2
y ρ2(b1y)2 + (b2y)2 ρ2b1yb

1
z + b2yb

2
z

ρ2b1xb
1
z + b2xb

2
z ρ2b1yb

1
z + b2yb

2
z ρ2(b1z)

2 + (b2z)
2 + ρ−2(b3z)

2


We make the change of coordinates x 7→ ρi1x, z 7→ ρ−1i1 z. In the new coordinates the matrix
reads

g1 =

 (b1x)2 + ρ−2(b2x)2 ρb1xb
1
y + ρ−1b2xb

2
y ρ2b1xb

1
z + b2xb

2
z

ρb1xb
1
y + ρ−1b2xb

2
y ρ2(b1y)2 + (b2y)2 ρ3b1yb

1
z + ρb2yb

2
z

ρ2b1xb
1
z + b2xb

2
z ρ3b1yb

1
z + ρb2yb

2
z ρ4(b1z)

2 + ρ2(b2z)
2 + (b3z)

2

 .

We must deal with the ρ−1b2x term somehow. As we choose δ differently, the b2x (and the
other biK for K = x, y, z, i = 1, 2, 3) will be different. Let b2x,δ denote b2x in he metric gδ.

Since the coordinate fields d/dxk, 1 ≤ k ≤ i1, are inside of Zi1 to first order, we get

lim
b2x(q)

ρ
= lim

δ→0

b2x,δ(q)− b2x,0(q)

ρ− 0

= lim
δ→0

1

log δ

b2x,δ(q)− b2x,0(q)

δ/ log δ − 0

= 0

Letting δ → 0, the limiting matrix is just

g1 =

 (b1x)2 0 0
0 (b2y)2 0
0 0 (b3z)

2

 .
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To continue, we now focus attention on Ui2 . We readjusts choice of coordinates, so
now

z1 = s1

...

zmi2 = smi2

y1 = smi2+1

...

ymij−mi2 = smij

ymij−mi2+1 = t1

...

yn−ij−mi2 = tn−ij−mij

x1

...

xij .

One considers the splitting of the tangent space via Zi2 , Z
⊥
i2
∩Wi2 ,W

⊥
i2

, and repeats the
computation of the curvature matrix as above.

To see collapse, the idea is that the orbits are almost totally geodesic as the collapsing
proceeds. To be specific, let q ∈M and let Oq be its orbit. Choose r so that the exponential
map on vectors perpendicular to the orbits is a diffeomorphism on vectors of length < r.
There is a number c so that dist(q, ∂Tr/2(Oq)) > c. However there is a closed loop that
is noncontractible in Tr/2(Oq) and has length < c′δ. For δ < c/c′ this implies there is a
noncontractible geodesic in Tr/2(Oq) of length < c′δ; hence the injectivity radius converges
to 0 at q.

3.2 Nonpure collapse

If the structure is not pure, then we work on a regular atlas U1, . . . , UA. Over Uα we have
a pure substructure Gα, and we can carry out the procedure above. If we order the atlases
so G1,p ⊂ · · · ⊂ GA,p, then the orbit stratification near p for higher Uα refines that for lower
Uα. We must also modify the cutoff functions ραi to be equal to 1 in some neighborhood of
∂Uα; this way the charts in the atlas are pushed away from each other as well as the strata
inside each chart.
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Lecture 13 - F-structures IV - Collapsing implies

existence of an F-structure

March 18, 2010

Theorem 0.1 Given a manifold Mn, there is a decomposition Mn = Kn ∪ Hn where H
admits an F-structure of positive rank and if p ∈ K, then there is a c = c(n) <∞ such that

sup
y∈Bcip (p)

|Rmy|1/2ip ≥ c−1.

We first try to explain the idea behind the proof. The constant c(n) is chosen so
that supy∈Bcip (p)

|Rmy |1/2ip < c−1 implies Bcip(p) is almost flat in the sense that there

exists a quasi-isometry from some flat manifold into some large subset (compared to the
injectivity radius) of Bcip(p). We construct (elementary) F-structures on flat manifolds,
which then pass to these almost-flat balls. A technical argument remains on how to “glue”
the F-structures together on overlaps. This is achieved by showing that the F-structures’
local actions are “almost” the same, in the C1-sense. Then a stability theorem is used: if
a Lie group has two actions that are “close enough” in the C1-sense, the actions can be
perturbed so as to coincide.

Essentially the orbits of the F-structure correspond to the “most collapsed directions.”

1 F-structures on complete flat manifolds

The “soul theorem” states that a complete manifold Mn of nonnegative curvature is isomet-
ric to the total space of the normal bundle of a compact, totally geodesic flat submanifold,
called the soul, Sk, of Mn.

Let π1(Sk) be the fundamental group (of course π1(Sk) ≈ π1(Mn) as Sk ↪→ Mn) is
a homotopy equivalence). The Bieberbach theorem states that there is an Abelian normal
subgroup A C π1(Sk) of finite rank ≤ λ(k), corresponding to which is a finite cover (of
≤ λ(k) sheets) of Sk by a torus T k.
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Considered as an Abelian Lie group, T k acts on itself, although this does not necessarily
give rise to a T-structure on the total space of the normal bundle. But Cheeger-Gromov
give a method for defining an F-structure can be defined on the normal bundle, based on
the existence of short loops. The idea is as follows. An Abelian group Γ = {γ1, . . . , γN}
of discrete isometries of the covering space gives rise to a continuous group of commuting
isomorphisms of the covering space. Assume Γ is invariant under conjugation with π1.
Let 4 ⊂ π1 be the discrete Abelian normal subgroup of finite index guaranteed by the
Bieberbach theorem, and assume it commutes with Γ. Then Γ gives rise to a torus Tk which
acts (possibly noneffectively) on Rn /4. There is an induced action of π1 on Aut(T k), so
we get an F-structure on Rn /pi1 = M .

2 Locally collapsed regions

Given y ∈M and R > 0 define the quantity v(y,R) by

v(y,R) , sup
x∈BRiy (y)

|Rmx|
1
2 iy.

By an h-quasi-isometry (for h ∈ [1,∞)) between Riemannian manifolds U and V will mean
a homeomorphism f : U → V differentiable of degree at least Ck,α, so that 1

hgU ≤ f∗gV ≤
hgU . Of course a 1-quasi-isometry is an isometry.

Lemma 2.1 Given h > 0, k <∞, there is a δ = δ(h, k, n) and an R = R(h, k, n) so that if
v(y, δ−1) < δ then there is a flat manifold F with soul S so that

i) an h-quasi-isometry f : U → UF from some subset y ∈ U ⊂ Bkiy (y) a neighborhood
UF in F , where also U contains B 1

4kiy
(y),

ii) dist(f(y), S) ≤ R,

iii) Diam(S) ≤ R.

Pf
Assume (i) is false. Put δi = i−1. By scale invariance we can assume that iy = 1 and

|Rm | < 1/i on Bi(y), but there is no h-quasi-isometry from any neighborhood of y to any
tubular neighborhood Bi·iy (S) of any soul in any flat manifold.

But by Cheeger-Gromov convergence, as i → ∞ the sets Bi(y) converge in the C1,α-
topology to a complete flat manifold with unit injectivity radius at a point.

Thus for large enough i, there is indeed an h-quasi-isometry from Bi(y) to a subset of
this flat manifold.
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If (ii) or (iii) is false, we can repeat the argument. However, in the limiting flat manifold
the soul is a finite distance away, so it is clear that we can chose a subset Ui ⊂ Bi(y) with
y ∈ Ui that maps onto some tubular neighborhood. �

The h-quasi-isometry is actually too weak a notion. It is important that holonomies
converge, not just distances. However since the convergence above occurs in the C1,α-
topology (in particular, in the C1 topology), holonomies around geodesic loops based at y
converge to the respective holonomies in the flat case.

3 Joining of locally defined F-structures

In this section I will describe how F-structures are defined locally, and how they are joined
together. Pick h > 0. Let p ∈ M and suppose curvature satisfies |Rm | < δ i−2p inside
Bipδ−1(p). Then there is some flat manifold, Yp, and an h-quasi-isometry between a some
large subset of Up ⊂ Bipδ−1(p) and a large subset of Yp.

There is an F-structure on Yp, however we do not want the entire F-structure. We will
consider a loop at p to be a “short loop” if it is a geomdesic lasso and its length is a definite
multiple of the injectivity radius. Corresponding to short geodesic loops at p are short
almost-geodesic loops in Yp, which can be homotoped to (nontrivial!) short geodesic loops.
If the loops at p have small holonomy, then (by Bieberbach’s theorem) the corresponding
loops in Yp have zero holonomy and therefore correspond to geodesic loops in the covering
torus, so correspond to an orbit of the F-structure. Let γ1, . . . , γk be the loops at p with
small holonomy (say, maximal rotation angle < 1/4); a simple argument shows this list is
nontrivial. Corresponding to these are loops γ̃1, . . . , γ̃k in Yp, corresponding to which is an
F-structure of constant rank k. It is this F-structure which passes down to a neighborhood
near p.

Now consider two nearby points p, q with overlapping neighborhoods Up, Uq. Let
γp1 , . . . , γ

p
k and γq1 , . . . , γ

q
l be the short loops at p, q, respectively, with maximal holonomy

angle < 1
4 ; these lead to possibly different F-structures on Up ∩ Uq, although Up ∩ Uq is

saturated for either structure.

We claim is that a third structure exists on a neighborhood of Up ∩Uq, which contains
both previous structures. One can “slide” the loops γp1 , . . . , γ

p
k and γq1 , . . . , γ

q
l to a point

p′ ∈ Up ∩ Uq. At p′ these loops still have small holonomy and short length, so define an
F-structure on a neighborhood of p′.

Now we can replace Up with Up − Uq and the same with Up. Repeating this process,
we get at least one F-structure defined in a neighborhood of each point, so that if two such
structures overlap, then one contains the other.

If |Rm |1/2ix is small enough, the orbits of the F-structures will converge in the C1

sense. A stability theorem (Grove-Karcher (1973)) says that if two Lie groups produce
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actions that are close enough in the C1-sense, the actions can be perturbed so as to coincide.
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Lecture 14 - Singularities of F-structures I - Classification

of singularities in dimension 4

March 23, 2010

1 Three singularity models

1.1 Rong’s Structure I

In this case we let U1,k be the solid torus bundle over S1, constructed as follows. Let
N = D2 × S1×[0, 1], and identify {(r, θ1, θ2, 0)} with {(r, θ1, θ2, 1)} by the map that fixes r
and maps the θ’s by the matrix (

1 k
0 1

)
. (1)

Let F1,k denote the natural F-structure on U1,k, which is given on each fiber by the torus
action. We easily see that (U1,k,F1,k) is polarizable iff k = 0.

1.2 Rong’s Structure II

Let Y1, Y2, and Y3 be copies of D2×[0, 1]×S1. The F-structure on Y1 and Y3 will be rotation
in the S1 factor, and the F-structure on the Y2 factor will be the torus acting on the S1
factor. Join Y1 to Y2 by gluing D2 × 1× S1 ⊂ Y1 to D2 × 0× S1 ⊂ Y2 via the identity map,
and join Y2 to Y3 by gluing D2 × 1× S1 ⊂ Y2 to D2 × 0× S1 ⊂ Y3, via some automorphism
of the torus. This automorphism can be represented by a matrix in SL(2,Z). If this matrix
has two distinct eigenvectors, then there are two distinct polarized substructures. If the
matrix in nilpotent, then up to change of basis this matrix is (1), and the structure is not
polarizable. We call this structure F2,k. It is polarizable iff k = 0.
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1.3 Rong’s Structure III

This is simply D2×S1×J where J is the line or the half-line. The F-structure is the obvious
pure T 2 structure. The singular locus is an open or half-open cylinder, and obviously this
structure contains a polarized substructure.

2 Singularity classification

We consider pure F-structures. Given an F-structure F let Z(F) be the singular locus. We’ll
use Z0 to indicate a connected component of Z(F). Let E(F) be the set of exceptional S1
orbits that have nontrivial intersection with Z(F). Put W(F) = Z(F) ∪ E(F).

2.1 Rank 3 structures

We prove that any rank 3 structure has a polarizable substructure. We will work with an
invariant metric. Let W0 be a singular component. We can lift locally to a finite normal
cover, on which a 3-torus acts without fixed points. Let Ox be a singular orbit; we have
DimOx equals 1 or 2.

If DimOx = 1, the isotropy group at x is a 2-torus, which acts effectively (and isomet-
rically) on TxM

⊥ ≈ R3. However this is impossible, for so(3) has no 2-dimensional abelian
subalgebra.

If DimOx = 2, the isotropy group is a circle, which acts effectively and isometrically on
TxM

⊥ ≈ R2. This action has a single fixed point (the origin), so the orbit Ox is isolated. A
disk D2 ⊂ R2 can be identified with a 2-disk in M via the (normal) exponential map. The
images of this disk under the action of the various elements of F give a tubular neighborhood
of Ox the structure of a 2-disk bundle over a 2-torus.

It is possible to find a polarization P ⊂ F . Namely, if an open set U ∈ Ox×D2

intersects the exceptional orbit, assign it the group T 2, and if not assign it the group T 3.

2.2 Rank 2 structures

If Ox is an exceptional orbit then DimOx = 1. Consider the action of the isotropy group at
x on TxM

⊥ ≈ R3. This gives an embedding S1 ↪→ SO(3), so there is a fixed R1. This means
the orbit is not isolated, and the singular locus is S×I, R×I, S×R, S×R+, the torus, the
Klein bottle, or the 2-plane, However we can rule out R×I and R2, because these cannot
be foliated by S1-orbits.

Now we must distinguish between pure and mixed structures. If the F-structure is a
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pure structure of rank 2, then the finite cylinder is no longer a possibility. If a connected
singular locus Z0 is a torus, then an ε-neighborhood Tε(Z0) is a disk bundle over a torus.
There is an S1 action on the singular locus however, which trivializes another direction. This
gives Tε(Z0) the structure of a D2 × S1-bundle (solid torus bundle) over S1. The structure
over this neighborhood admits a polarization iff the structure group is solvable.

If the structure is pure but the manifold is not compact, a singular component Z0

can be an infinite cylinder. In this case the neighborhood Tε(Z0) is a D2-bundle over the
cylinder, and is necessarily trivial. Such a structure is always admits polarization.

If the structure is mixed, then the singular components that are contained in rank 2
neighborhoods can be finite cylinders that abut rank 1 charts. Consider the boundary of
Tε(Z0) in this case, which can be described as S1×D2 ∪f1 I × T 2 ∪f2 S1×D1, where the
gluing maps are f1, f2 are automorphisms of the torus. Up to homotopy this is a lens space

S1×D2 ∪f1f−1
2

S1×D2. The F-structure restricted to this subset is polarizable iff the the

S1 actions induced on the interior by the boundary maps are multiples of each other. This
is the case if f1f

−1
2 ∈ SL(2,Z) has two distinct eigenvectors, in which case there are two

distinct polarized substructures.
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Lecture 15 - Singularities of F-structures II -

Removability of Singularities

April 6, 2010

1 Characteristic Forms and Transgressions

Let G be Lie group with algebra g. Let

P : g⊗k → R

be a symmetric invariant polynomial, which is to say, a map that is

i) Symmetric: P(η1, . . . , ηi, . . . , ηj , . . . , ηk) = P(η1, . . . , ηj , . . . , ηi, . . . , ηk)

ii) Invariant: P(Adg η1, . . . , Adg η2) = P(η1, . . . , ηk), and

iii) Polynomial: a sum of elementary multilinear maps on g of degree k,

where η1, . . . , ηk ∈ g and g ∈ G. The derivative of Ad is ad, so letting g(t) = exp(tθ) and
putting this into (ii) and taking a derivative gives

ii’)
∑
P(η1, . . . , [θ, ηi], . . . , ηk) = 0.

Now let Mn be a manifold with structure group G (normally G is O(n), SO(n), or
U(n)), and let Ωi be a g-valued li-form for i ∈ {1, . . . , k}. We can define a

∑
li-form

P(Ω1, . . . ,Ωk)

in the obvious way (inserting forms to evaluate the Ωi to g, then taking the polynomial).
One easily proves that

dP(Ωi, . . . ,Ωk) =
∑

(−1)l1+···+li−1 P(Ω1, . . . , dΩi, . . . ,Ωk),

which is the usual rule for wedge products. If θ is a g-valued 1-form (eg. a connection
1-form), then (ii’) is
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ii”)
∑

(−1)l1+···+li−1 P(Ω1, . . . , [θ,Ωi], . . . , Ωk) = 0.

Adding (using the multilinearity), we get

dP(Ωi, . . . ,Ωk) =
∑

(−1)l1+···+li−1 P(Ω1, . . . , dΩi + [θ,Ωi], . . . ,Ωk).

If θ is indeed a connection 1-form then D = d+ [θ, ·], so we get

dP(Ωi, . . . ,Ωk) =
∑

(−1)l1+···+li−1 P(Ω1, . . . , DΩi, . . . ,Ωk).

Therefore P(Ω1, . . . ,Ωk) is a closed (l1+· · ·+lk)-form whenever the Ωi are covariant-constant
(ie. DΩi = 0). If Ωi = Ω = dθ + 1

2 [θ, θ] is the curvature 2-form, then DΩ = 0. Therefore,
assigned to each connection is a curvature 2-form and so a deRham class in H2k(M). Given
a connection θ let Pθ denote the representative 2k-form.

The question is whether this class is unique. To answer this, let θ0, θ1 be two connection
1-forms, and let θt = tθ1 + (1− t)θ0 be the interpolation between them. Corresponding to
the connection θt is the curvature tensor Ωt = dθt + 1

2 [θt, θt]. Since Ω is a form of even
degree, we compute

d

dt
P(Ωt, . . . ,Ωt) = kP(dΩt/dt,Ωt, . . . ,Ωt)

= kP(d(θ1 − θ0) + [θt, θ1 − θ0], Ωt, . . . ,Ωt)

= kP(Dt(θ1 − θ0), Ωt, . . . ,Ωt)

= kdP(θ1 − θ0,Ωt, . . . ,Ωt)

where Dtα = dα+ [θt, α]. Therefore

Pθ1 − Pθ0 = k d

∫ 1

0
P(θ1 − θ0,Ωt, . . . ,Ωt) dt,

and so P(Ω1, . . . ,Ω1) and P(Ω0, . . . ,Ω0) define the same cohomology class. The (2k − 1)-

form k
∫ 1

0 P(θ0 − θ1,Ωt, . . . ,Ωt) dt is often called a transgression form, and denoted T P =
T P(θ1, θ0). We have

P
θ1
− P

θ0
+ d T P(θ1, θ0) = 0

2 Characteristic numbers

If n is even and G = SO(n), let P(η1, . . . , ηn/2) be the Pfaffian. If a manifold Mn has
structure group SO(n) on its frame bundle then this defines a characteristic class, the Euler
class. Put Pχ = P(Ω, . . . ,Ω) for the Levi-Civita curvature 2-form Ω; this defines the Euler
class. (Of course an Euler class can be defined on any even-dimensional SO(k) principle
bundle, but we are only concerned with the frame bundle.) Now let X be a vector field on M
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with isolated zeros. Replace X with X/|X|, so X is defined and C∞ outside a finite number
of singular points. At these singular points the index of X/|X| is defined, and the Euler
number of M is the sum of the indices of these singular points. Away from the singularities
we have a splitting of the tangent bundle into a parallel and orthogonal distribution. If

θ =

(
A B
C D

)
is the corresponding block decomposition of the the Levi-Civita connection θ, then define a
new connection

θ′ =

(
A 0
0 D

)
Needless to say, A = 0, since it is an o(1)-valued 1-form. Since

Ω′ =

(
0 0
0 dD + 1

2 [D,D]

)
we have that P(Ω′, . . . ,Ω′) = 0 for any symmetric invariant polynomial P of degree n

2 . By
the previous section, we have “transgressed” Pχ outside the zeros of X:

Pχ + dT Pχ = 0.

Letting pi be the zeros of X and putting B(i, ε) = Bpi(ε), we have∫
M−

⋃
i B(i,ε)

Pχ =
∑
i

∫
∂B(i,ε)

T Pχ.

A classical theorem of Weyl gives that

lim
ε→0

∫
∂B(i,ε)

T Pχ = −C Indpi(X/|X|)

where C = C(n) is a constant. Therefore

χ(M) =
1

C

∫
M
Pχ.

In dimension 4 it turns out that C = 8π2, and Pχ is a quadratic functional of the Riemann
tensor:

χ
(
M4
)

=
1

8π2

∫
M

1

24
R2 − 1

2
|
◦

Ric |2 + |W |2

On the other hand, let Pτ = Tr(Ω ∧ Ω). It can be proven that Pτ = |W+|2 − |W−|2
and

τ =
1

3
p1 =

1

12π2

∫
M

|W+|2 − |W−|2

where τ is the signature of the manifold.
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3 Characteristic numbers of manifolds with boundary

Assume the boundary of M is C∞. If X is perpendicular to the boundary, it is easy to
modify the Weyl formula to get

χ(M) =
1

C

∫
M
Pχ +

1

C

∫
∂M

T Pχ.

On the other hand another term is introduced to the signature formula

τ(M4) =
1

12π2

∫
M

|W+|2 − |W−|2 +
1

12π2

∫
∂M

T Pτ + η∂M .

The functional η∂M is called the η-invariant. This invariant is defined for any 3-manifold and
depends only on the Riemannian structure of ∂M (not how it is embedded as the boundary
of M). It is additive over disjoint unions.

Using the Hirzebruch L-polynomial a formula for the signature, in terms of the Riemann
tensor, can be obtained for any manifold of dimension 4k. The corresponding signature
formula for 4k-manifolds with boundary has the boundary corrections coming from both a
transgression form and an eta-invariant for the boundary (4k−1)-manifolds. See the papers
of Atiyah-Patodi-Singer for more information.

4 Signatures of the structures F1,k

Let DTn indicate the solid torus with boundary Tn−1. Recall that Rong’s non-polarizable
structure F1,k can be considered to be a disk bundle over a 2-torus, or as a solid torus
bundle over a circle. As a solid torus bundle, it is

F1,k = [0, 1]×DT 3/ ∼

where ∼ identifies {0} ×DT 3 with {1} ×DT 3 with the matrix(
1 k
0 1

)
.

To see that is is a disk bundle over a torus, consider the projection on each solid torus that
takes DT 3 to its central circle. Since the central circle is mapped to itself isomorphically,
this is well-defined globally.

We claim that the signature of this oriented manifold-with-boundary is precisely k.
To see this, note that there are two homology classes in H2(M,∂M ;Z), one of which is
carried by the central 2-torus, denoted T , and the other is fiber, denoted D. We claim the
intersection form is (

±k 1
1 0

)
.
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That D · D = 0 and D · T = 1 are obvious. To see that T · T = k we shall perturb T to
another 2-dimensional submanifold T ′ and show that T and T ′ intersect transversely in k
places, and that the orientations of the intersections are consistent.

Now let S be the meridian circle on the boundary T 2 ≈ ∂({1} × DT 3). This is
identified to the circle S′ ⊂ ∂∂({0}×DT 3) ≈ T 2 that wraps around the meridian once and
the longitude k times. Let S(t) be a circle in {t} × DT 3 with the following property. If
πt : [0, 1] ×DT 3 → DT 3 is the projection onto the second factor, then the image πt(S(t))
is a smooth homotopy from the circle π0(S(0)) (that wraps around the boundary 1 − k
times) and the circle π1(S(1)) (that wraps around the boundary 1 − 0 times), and so that
halfway through the homotopy πt(S(t)), the circle intersects the boundary circle in precisely
k points. Now consider the 2-surface-with-boundary T ′ that S(t) defines in [0, 1] × DT 3.
This surface intersects the central cylinder precisely k times. Also, the boundary circle S(1)
is identified to the boundary circle S(0) under ∼. After identification, we have therefore
have T · T ′ = ±k. It is also clear that T ′ is smoothly homotopic to T .

5 Embedding of F1,k into a collapsed manifold

Let M be a collapsed manifold with a pure F-structure. All singular irremovable singular
orbits are (quotients of) 2-tori, denoted say T , with an exponential tubular neighborhood
isomorphic to one of the F1,k. We can prove that there is some ρ > 0 so that the injectivity
radius for the exponential map off of T is at least ρ.

By the Cheeger-Gromov-Fukaya work on N-structures, there is a critical radius ε, so
that if this exponential map has injectivity radius < ε then this direction is part of an orbit
of a larger N-structure. However, Rong proves that on a definite neighborhood of a singular
orbit, the N-structure is in fact just the original F-structure. One way to see this is to note
that the singular orbit will remain singular. If there is another collapsed direction, then the
N-structure must have a 3-dimensional stalk.

Any singular fiber is therefore 2-dimensional and the isotropy killing fields are therefore
1-dimensional. This implies that a singular fiber is isolated. However this is impossible, since
the singular fibers of the F-structure are not isolated.

This implies that the normal injectivity radius from the singular locus of the F-structure
is at least ε.

6 Volume bounds

Let Z be a connected component of the singular locus. Then Tρ(Z) (or a double cover) is
diffeomorphic to the structure F1,k. By hypothesis, Tρ(Z) has very small volume, |sec| ≤ 1,
and boundary diffeomorphic to a nilmanifold. Note that the second fundamental form of
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the boundary is controlled.

It is possible to extend Tρ(Z) is a complete manifold of small volume and controlled
curvature. Near infinity we can give Tρ(Z) the structure of an almost-flat manifold crossed
with a half-open interval. Using the Atiyah-Patodi-Singer formula

τ(Tρ(Z)) =
1

12π2

∫
M

|W+|2 − |W−|2 +
1

12π2

∫
∂M

T Pτ + η∂M .

we get that ηN3 , where N3 = ∂Tρ(Z) is very small, where T Pτ = 0 because the second
fundamental form vanishes, and where

∫
|W+|2 − |W−|2 is controlled by the (very small)

volume and bounded sectional curvature. Therefore |τ(M4)| is very small and therefore
zero, contradicting that τ (Tρ(Z)) = k (unless k = 0 and Tρ(Z) is the trivial disk bundle
over the 2-torus).
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Lecture 16 - Boundary of the space of manifolds of

bounded sectional curvature

April 8, 2010

1 Boundary consists generically of objects that are lo-
cally quotients of manifolds

Let M(n,D) be the set of Riemannian manifolds with diameter ≤ D, dimension n, and
all sectional curvatures in [−1, 1]. By Gromov’s precompactness theorem M(n,D) is pre-
compact in the Gromov-Hausdorff topology, with limiting objects being length spaces. The
question is, what is the structure of the length spaces on the boundary?

Let M̃i ∈M(n,D) be a sequence that is Cauchy with respect to the Gromov-Hausdorff
distance. There is another sequence, Mi, that is ε-close in the Lipschitz sense, and has
uniformly controlled derivatives of curvature (depending on ε). In fact, we have the following
theorem

Theorem 1.1 Given any ε > 0, if M̃n is a Riemannian manifold with |K| ≤ 1 and
Diam(M) ≤ D, then there is a Riemannian manifold Mn with Lip(M̃,M) < ε and

|∇k Rm | ≤ C(n, k, ε). (1)

Pf (somewhat heuristic) Locally lift the metric tensor to a Euclidean ball, smooth via con-
volution with some C∞

c function that is C∞-close to a δ-function, and then pass back down
after averaging. This gives a metric that is very close to the original metric, but which has
derivatives that depend on the C∞

c function that was used. Do this on patches that cover
the manifold, being careful to glue the patches together smoothly using a partition of unity
argument. The gluing process will not perturb the metric too much, because control can be
gained over the multiplicity of the covering. �

This means that given a sequence M̃i there is a sequence Mi with dGH(Mi, M̃i) < ε,
but where Mi has uniform C∞ control on the metric. Then also dGH(M∞, M̃∞) ≤ ε where
M∞ = limiM , M̃∞ = limi M̃i.

1



Now consider points pi ∈Mi with the pi converging to some p ∈M∞. Let Bi ⊂ TpiMi

be unit balls in the respective tangent spaces, with the pullback metrics, and projections
πi : Bi →Mi. Passing to a subsequence if necessary, the metrics on these balls converges in
the C∞ sense (this can be seen using, for instance, Deturck-Kazdan’s harmonic coordinate
trick). We investigate what happens on the pushdown back to the base space.

Given pi ∈ Mi we define Gpi , the local group at pi as follows. A differentiable map
γ : U → Bi is admissible if o ∈ U ⊂ 1

2Bi and πi ◦ γ = πi (in particular, γ is a local
isometry). Two admissible maps γ1 : U1 → Bi and γ2 : U2 → Bi are equivalent if they agree
on U1 ∩ U2. An element of Gi is an equivalence class of admissible maps. Any equivalence
class is represented by a maximal element. Further, it is possible to define the product of
equivalence classes, making Gi into a pseudogroup. The local group Gi partitions Bi, and
clearly πi(Bi) = Bi/Gi.

Now we can take a limit of the Gi in the following sense. Each element of Gi is
represented by a differentiable map 1

2Bi → Bi with uniformly bounded derivatives. Thus
we can embed the discrete space Gi into the space L = C∞( 1

2Bi, Bi). The Arzela-Ascoli
theorem indicates that L is compact. Gromov’s convergence theorem says that the space of
closed subsets of a compact space is compact in the Gromov-Hausdorff topology, so the Gi
converge, after possibly passing to another subsequence, so we can assume Gi → G.

It is easily seen that G is a pseudogroup, and it can be proved that G has a differentiable
structure. In fact we can prove that G is nilpotent. To do this, we find a point p near o ∈ B∞
with trivial isotropy, so that a neighborhood of π∞(p) is Riemannian. Then the Fukaya-Ruh
fibration theorem states that, near p, there is a map Mi → M∞ with fibers isomorphic to
infranil manifolds, for large enough i. Since Gi embeds into the fundamental group of these
infranils, so that k-fold commutators vanish (for k depending only on n, by the proof of
Gromov’s almost-flat manifold theorem). Since eventually the Gi embed in G and

⋂⋃
Gi

is dense in G, this implies that k-fold commutators of G also vanish.

We can extend the local group G to a simply connected nilpotent group, and extend
the ball B∞ to an unbounded subset of Rn. We get that locally near p the manifold B∞
is isomorphic to the quotient of a neighborhood of the origin in Rn by a simply connected
nilpotent Lie group.

2 Structure of limits of smooth sequences

More can be said about the structure of limits of smooth manifolds. If the isotropy of G at
p ∈ B∞ is finite, then a neighborhood of p has a Riemannian structure. If isotropy is not
finite, then a neighborhood of p is the quotient of some Rk by a Lie group whose identity
component is a torus in SO(k).

To see this, assume ξ ∈ g satisfies ξ(p) = p. Then ξ integrates out to a subgroup of
SO(n), which is necessarily compact. Consider the representation of the Lie algebra C ξ on
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g via the adjoint representation.

For some reason, this must be a semisimple representation.

But then there is some eigenvector η, with adξ η = αη. If α 6= 0 then the subalgebra

C ξ ⊕ C η ⊂ g is not nilpotent, a contradiction.

3 Fibrations over the frame bundle

Let Mi →M be a smoothed sequence of manifolds converging to the boundary. Over each
point pi ∈ Mi we have a ball Bi and projections πi : Bi → Mi. On the ball we have
pseudogroups Gi with Bi/Gi ≈ πi(Bi), and with the Gi converging to a local Lie group G,
and the metrics on the balls Bi converging to a metric on B. Then B/G is isometric to a
neighborhood of limi pi ∈M

Now consider the frame bundles FMi over the Mi, with a Riemannian metric that
comes from the metric on the base space, and a fixed metric on the fibers (which are
isomorphic to O(n) or SO(n)). Now consider the balls Bi, and consider the pullback bundle
FBi. The pseudogroups Gi act isometrically on Bi, so they therefore act isometrically on
FBi. Furthermore this action is free, since an isometry that fixes a point of FBi fixes Bi
and therefore fixes FBi as well.

Taking a limit we get that the groups G act freely and isometrically on the limiting
bundle FB∞. This proves that a neighborhood of a point in the limit of the FBi is a
manifold. Furthermore, since we have FMi/O(n) ≈Mi, we also have FM∞/O(n) ≈M∞.
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Lecture 18 - Einstein Manifolds I

April 15, 2010

1 Isoperimetric and Sobolev constants

If Ω is an n-dimensional domain with a Riemannian metric and ν > 0, we define the ν-
isoperimetric constant of Ω to be

Iν(Ω) = inf
Ω′⊂⊂Ω

Area(∂Ω′)

Vol(Ω′)
ν−1
ν

where Area indicates Hausdorff (n− 1)-measure. If Ω is a closed Riemannian manifold, we
take the infimum over domains Ω′ with Vol Ω′ ≤ 1

2 Vol Ω; if some such restriction is not
made then of course the infimum is zero. Note that if ν < n then Iν(Ω) = 0.

On the other hand we define the ν-Sobolev constant of Ω by

Sν(Ω) = inf
f∈C∞c (Ω)

∫
Ω
|∇f |(∫

Ω
|f |

ν
ν−1
) ν−1

ν

.

If Ω is a closed Riemannian manifold, we take the infimum over functions with Vol(supp f) <
1
2 Vol(Ω); if some such restriction is not made then of course the infimum is zero.

Theorem 1.1 (Federer-Fleming)

Iν(Ω) = Sν(Ω).

Pf
Pf that Sν(Ω) ≤ Iν(Ω).

With ∫
|∇f | ≥ Sν(Ω)

(∫
f

ν
ν−1

) ν−1
ν

,
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we can let f ≡ 1 on Ω′, f ≡ 0 outside Ω′
(ε)

(the ε-thickening of Ω′), and f(p) = 1 −
ε−1 dist(Ω′, p) on Ω′

(ε) − Ω′. As ε↘ 0 we have

lim
ε↘0

(∫
f

ν
ν−1

) ν−1
ν

= Vol(Ω′)
ν−1
ν

lim
ε↘0

∫
|∇f | = lim

ε↘0

Vol(Ω′
(ε) − Ω′)

ε
= Area(∂Ω′).

Therefore

Area(∂Ω′) = lim
ε↘0

∫
|∇f | ≥ lim

ε↘0
Sν(Ω)

(∫
f
ν−1
ν

) ν
ν−1

= Sν(Ω) Vol(Ω′)
ν
ν−1 .

Pf that Iν(Ω) ≤ Sν(Ω).

Given a nonnegative C∞c function f : Ω→ R and given a number t, let At = f−1(t) and let
Ωt = f−1([t,∞]). Locally (near a regular point of f) we can parametrize Ω′ by letting f be
one coordinate, and putting some coordinates on At. We can split the cotangent bundle by
letting df/|df | be one covector in an orthonormal coframe. Then if dσt indicates the wedge
product of the remaining vectors, we have Then dV = 1

|∇f |df ∧ dσt. Therefore

∫
M

|∇f | dV =

∫ max(f)

min(f)

∫
At

dσt df =

∫ ∞
0

Area(At) dt

≥ Iν(Ω)

∫ ∞
0

Vol(Ωt)
ν−1
ν dt

The equality
∫
M
|∇f | dV =

∫∞
0

Area(At) dt is called the coarea formula. Changing the
order of integration, á la calculus III, gives∫

f
ν
ν−1 =

ν

ν − 1

∫
Ω

∫ f(p)

0

t
1

ν−1 dt dV ol(p)

=
ν

ν − 1

∫ ∞
0

∫
Ωt

t
1

ν−1 dV dt =
ν

ν − 1

∫ ∞
0

t
1

ν−1 Vol(Ωt) dt

The result follows from the following lemma.

Lemma 1.2 If g(t) is a nonnegative decreasing function and s ≥ 1, then(
s

∫ ∞
0

ts−1g(t) dt

) 1
s

≤
∫ ∞

0

g(t)
1
s dt

Pf
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We have

d

dT

(
s

∫ T

0

ts−1g(t) dt

) 1
s

= T s−1g(T )

(
s

∫ T

0

ts−1g(t) dt

) 1
s−1

≤ T s−1g(T )
1
s

(
s

∫ T

0

ts−1 dt

) 1
s−1

= g(T )
1
s .

Since d
dT

∫ T
0
g(t)

1
s dt = g(T )

1
s , we have(

s

∫ T

0

ts−1g(t) dt

) 1
s

≤
∫ T

0

g(t)
1
s dt

for all T . �

2 Sobolev embedding

As long as 1 ≤ p < ν we have(∫
Ω

|∇f |p
) 1
k

≥ |Ω|
1
p−1

∫
Ω

|∇f |

≥ Sν |Ω|
1
p−1

(∫
Ω

f
ν
ν−1

) ν−1
ν

= Sν |Ω|
1
p−

1
ν

(
1

|Ω|

∫
Ω

f
ν
ν−1

) ν−1
ν

≥ Sν |Ω|
1
p−

1
ν

(
1

|Ω|

∫
Ω

f
pν
ν−p

) ν−p
pν

= Sν

(∫
Ω

f
pν
ν−p

) ν−p
pν

.

This gives the Sobolev embedding

W 1,p ↪→ L
pν
ν−p .

Likewise we have W 2,p ↪→W 1, pνν−p ↪→ L
pν
ν−2p and so forth, giving

W k,p ↪→ L
pν
ν−kp .

Thus we see this holds on any Riemannian manifold, as long as the ν-isoperimetric constant
(where ν ≥ 0) is controlled.
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3 The elliptic equation for Einstein metrics

On any Riemannian manifold,

(4Rm)ijkl = Rmijkl,ss = Rmijsl,ks + Rmijks,ls

= Rmijsl,sk + Rmijks,sl

+ RmskipRmpjsl + RmskjpRmipsl + RmskspRmijpl + RmsklpRmijsp

+ RmslipRmpjks + RmsljpRmipks + RmslkpRmijps + RmslspRmijkp

= Ricli,jk − Riclj,ik + Rickj,il + Rickj,jl +

+ RmskipRmpjsl + RmskjpRmipsl + RmskspRmijpl + RmsklpRmijsp

+ RmslipRmpjks + RmsljpRmipks + RmslkpRmijps + RmslspRmijkp

Schematically we can write

4Rm = Rm ∗Rm +∇2 Ric .

In the Einstein case Ric = const, so 4Rm = Rm ∗Rm.

If T is a tensor on any Riemannian manifold we have

|T |4|T | = 〈T, 4T 〉 + |∇T |2 − |∇|T ||2

≥ 〈T, 4T 〉
≥ −|T ||4T |.

Putting f = c(n)|Rm | we therefore have 4f ≥ −|f |2.

4 The Lp theory on Einstein manifolds

For the time being we assume that |Rm | ∈ Ln
2 . Later we shall discuss justifications for this

assumption. Let φ be a C∞c function with Vol(suppφ) ≤ 1
2 Vol(M). The Sobolev inequality

gives (∫
φ2γ |Rm |pγ

) 1
γ

= S−2
n

∫
|∇(φ|Rm |

p
2 )|2

≤ 2S−2
n

∫
|∇φ|2|Rm |p +

p2

2
S−2
n

∫
φ2|Rm |p−2|∇|Rm ||2 (1)

where we use the abbreviation γ = n
n−2 . If f is a positive function it is easy to compute

(p− 1)

∫
φ2fp−2|∇f |2 = −2

∫
φfp−1 〈∇φ,∇f〉 −

∫
φ2fp−14f

≤ p− 1

2

∫
φ2fp−2|∇f |2 +

2

p− 1

∫
|∇φ|2fp −

∫
φ2fp−14f∫

φ2fp−1|∇f |2 ≤
(

2

p− 1

)2 ∫
|∇φ|2fp − 2

p− 1

∫
φ2fp−14f.
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With f = |Rm | and 4|Rm | ≥ −C|Rm |2 we therefore have∫
φ2|Rm |p−1|∇f |2 ≤

(
2

p− 1

)2 ∫
|∇φ|2|Rm |p +

2

p− 1

∫
φ2|Rm |p+1.

Putting back into (1) we get

S2
n

2

(∫
φ2γ |Rm |pγ

) 1
γ

≤

(
1 +

(
2p

p− 1

)2
)∫

|∇φ|2|Rm |p +
2p2

p− 1

∫
φ2|Rm |p+1.(2)

The first step is to put |Rm | in a slightly higher Lp space.

Lemma 4.1 Assume that Ω is a domain with Sobolev constant Sn = Sn(Ω), and with(∫
Ω

|Rm |n2
) 2
n

≤ 1

4nγ
S2
n.

Then if φ ∈ C∞c (Ω) we have(∫
φ2γ |Rm |n2 γ

) 1
γ

≤ 4S−2
n

(
1 + (2γ)2

) ∫
|∇φ|2|Rm |n2

Pf
Since 1

γ + 2
n = 1 Hölder’s inequality gives

1

2
S2
n

(∫
φ2γ |Rm |pγ

) 1
γ

≤

(
1 +

(
2p

p− 1

)2
)∫

|∇φ|2|Rm |p

+
2p2

p− 1

(∫
φ2γ |Rm |pγ

) 1
γ
(∫

suppφ

|Rm |n2
) 2
n

(
1

2
S2
n −

2p2

p− 1

(∫
suppφ

|Rm |n2
) 2
n

)(∫
φ2γ |Rm |pγ

) 1
γ

≤

(
1 +

(
2p

p− 1

)2
)∫

|∇φ|2|Rm |p.

Therefore we require the Ln/2-norm of |Rm | to be small compared to p and Sn. If we let
p = n/2 we get(

1

2
S2
n −

n2

n− 2

(∫
suppφ

|Rm |n2
) 2
n

)(∫
φ2γ |Rm |n2 γ

) 1
γ

≤

(
1 +

(
2p

p− 1

)2
)∫

|∇φ|2|Rm |n2 .

If we require
(∫

suppφ
|Rm |n2

) 2
n

< 1
4

1
n

1
γS

2
n, then

1

4
S2
n

(∫
φ2γ |Rm |n2 γ

) 1
γ

≤

(
1 +

(
2n

n− 2

)2
)∫

|∇φ|2|Rm |n2 . (3)

�
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Lemma 4.2 There exists a C = C(n) so that if p ≥ n
2 and(∫

Ω

|Rm |n2
) 2
n

≤ 1

4nγ
S2
n,

then (∫
φ2γ |Rm |pγ

) 1
γ

≤ C S−2
n p

n
2 sup |∇φ|2

∫
suppφ

|Rm |p

Pf
We start from (2). Since 1

γ2 + 2
n + 2

n
1
γ = 1, Hölder’s inequality gives∫

φ2|Rm |p+1 =

∫
φ

2
γ |Rm |

p
γ |Rm |

2p
n φ

4
n |Rm |

≤
(∫

φ2γ |Rm |pγ
) 1
γ2
(∫

suppφ

|Rm |p
) 2
n
(∫

φ2γ |Rm |n2 γ
) 2
n

1
γ

Using (2) and the Schwartz inequality,

S2
n

2

(∫
φ2γ |Rm |pγ

) 1
γ

≤

(
1 +

(
2p

p− 1

)2
)∫

|∇φ|2|Rm |p +
2p2

p− 1

∫
φ2|Rm |p+1

≤

(
1 +

(
2p

p− 1

)2
)∫

|∇φ|2|Rm |p +
1

γ

S2
n

2

(∫
φ2γ |Rm |pγ

) 1
γ

+
2

n

(
S2
n

2

)−n2 1
γ
(

2p2

p− 1

)n
2
(∫

φ2γ |Rm |n2 γ
) 1
γ
∫

suppφ

|Rm |p.

At this point we note that, if we restrict ourselves to p ≥ n
2 ≥, then p

p−1 ≤ 2. Therefore

S2
n

2

(∫
φ2γ |Rm |pγ

) 1
γ

≤ 5n

2

∫
|∇φ|2|Rm |p + 2np

n
2

(
S2
n

2

)−n2 1
γ
(∫

φ2γ |Rm |n2 γ
) 1
γ
∫

suppφ

|Rm |p.

Now using (3) we get

S2
n

2

(∫
φ2γ |Rm |pγ

) 1
γ

≤ 5n

2

∫
|∇φ|2|Rm |p + (1 + (2γ)2) 2n+1 p

n
2

(
S2
n

2

)−n2 ∫
|∇φ|2|Rm |n2

∫
suppφ

|Rm |p

≤ 5n

2

∫
|∇φ|2|Rm |p + (1 + (2γ)2) 2n+1(2nγ)−

n
2 p

n
2 sup |∇φ|2

∫
suppφ

|Rm |p.
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If we let

C(n) = 10n(1 + (2γ)2)2n+1(2nγ)−
n
2

then we can write

S2
n

(∫
φ2γ |Rm |pγ

) 1
γ

≤ C p
n
2 sup |∇φ|2

∫
suppφ

|Rm |p.

�
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Lecture 19 - Einstein Manifolds II

April 20, 2010

1 Moser Iteration

With Sn being the Sobolev (=isoperimetric) constant, recall the lemma from last time:

Lemma 1.1 There exists a C = C(n) so that if p ≥ n
2 and(

S−nn

∫
Ω

|Rm |n2
) 2
n

≤ 1

4nγ
,

then (
S−nn

∫
φ2γ |Rm |pγ

) 1
pγ

≤ C
1
p p

n
2p sup |∇φ|

2
p

(
S−nn

∫
suppφ

|Rm |p
) 1
p

We can apply this iteratively to obtain a local C∞ bound.

Theorem 1.2 There exists a constant C = C(n) so that if(
S−nn

∫
Ω

|Rm |n2
) 2
n

≤ 1

4nγ
,

then

sup
Bq(r/2)

|Rm | ≤ C(n) r−
n
p

(
S−nn

∫
Bq(r)

|Rm |p
) 1
p

Pf
Given r, let ri = r

2

(
1 + 1

2i

)
. Let φi be a function with φi ≡ 1 inside Bq(ri), φi ≡ 0

outside Bq(ri−1), and |∇φi| ≤ 2(ri−1 − ri)−1 = r−12i+2. Putting

Φi =

(
S−nn

∫
Bq(ri)

|Rm |pγ
i

) 1

pγi

,

1



we have from lemma (1.1) that

Φi+1 ≤ Cp
−1γ−i

(
pγi
)n

2 p
−1γ−i

(4r−12i)2p−1γ−i Φi

= (C r−2 p)p
−1γ−i (4γ)

p−1iγ−i
Φi

Iterating, we get

Φi+1 ≤ (C r−2 p)
1
p

∑i
j=0 γ

−j
(4γ)

1
p

∑i
j=0 jγ

−j
Φ0

≤ (C r−2 p)
1
p

∑∞
j=0 γ

−j
(4γ)

1
p

∑∞
j=0 jγ

−j
Φ0

We have

∞∑
j=0

γ−j =
1

1− γ−1
=

n

2

∞∑
j=0

jγ−j =
γ

(γ − 1)2
=
(n

2

)2 1

γ
.

so that

Φi+1 ≤ (C r−2 p)
1
p
n
2 (4γ)

4
pγ
−1n−2

Φ0

= C(n, p) r−
n
p Φ0.

We therefore have

lim
i→∞

Φi = lim
i→∞

(
S−nn

∫
Bq(ri)

|Rm |rγ
i

) 1
p

2
n

= sup
Bq(r/2)

|Rm |.

�

We have proven the standard ε-regularity lemma:

Theorem 1.3 There exist constants ε0 = ε0(n, Sn) and C = C(n, Sn) so that∫
Bq(r)

|Rm |n2 ≤ ε0

implies

sup
Bq(r/2)

|Rm | ≤ C r−2

(∫
Bq(r)

|Rm |n2
) 2
n

.
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2 Kähler geometry

An almost complex structure on a manifold is a tensor J : TpM → TpM such that J2 = −1
(namely, J(J(X)) = −X for all X ∈ TpM); clearly this resembles multiplication by i in Cn.
A manifold is a complex manifold if is has domains Uα ⊂M and maps φα : Uα → Cn with
transition functions φβα = φβφ

−1
α being holomorphic.

A complex manifold automatically carries an almost complex structure: in a coordi-

nate chart (x1, y1, . . . , xn, yn) we just define J
(
∂
∂xi

)
= ∂

∂yi and J
(

∂
∂yi

)
= − ∂

∂xi . If the

transition functions are holomorphic, then this definition is consistent; the preservation of
this definition of J is known as the Cauchy-Riemann condition. But on the other hand,
when does the existence of an almost complex structure imply that there are charts with
holomorphic transition functions? When this is the case, the almost complex structure is
said to be a complex structure, or we say that J is integrable. The Newlander-Nirenberg
theorem provides the answer. Let

N(X,Y ) = [JX, JY ] − J [JX, Y ] − J [X, JY ] − [X,Y ]

be the Nijenhuis tensor. On a complex manifold it is automatic that N ≡ 0.

Theorem 2.1 (Newlander-Nirenberg) An almost complex manifold is a complex man-
ifold iff N(X,Y ) = 0 for all smooth vector fields X, Y .

A metric g on an almost complex manifold is called Hermitian, J-Hermitian, or compatible
with the almost complex structure if g(X,Y ) = g(JX, JY ). In that case we can create the
Kähler form ω by setting

ω(X,Y ) = g(JX, Y ).

It is easy to see that the symmetry of g implies the antisymmetry of ω, making it a 2-form.
We say that a manifold (M,J, g) is a Kähler manifold if J is integrable and if ω is a closed
2-form: dω = 0.

Note that ω is a real 2-form, meaning ω(X,Y ) ∈ R whenever X,Y are real sections of
TCM = TM ⊗ C. If η is another real form in the same DeRham cohomology class, then of
course η − ω = dφ for some 1-form φ. However the so-called ∂∂̄-lemma provides more:

η − ω =
√
−1∂∂̄φ

for some function φ. If a fixed Kähler form ω is given, then φ is often called the Kähler
potential for the Kähler form η. Note that for a given potential φ the form η = ω+

√
−1∂∂̄φ

is not necessarily the Kähler form of a Riemannian metric, because the associated metric
gη(X,Y ) = −η(JX, Y ) (though symmetric) might not be everywhere positive definite.

In a sense, Kähler geometry is the intersection of Riemannian and symplectic geometry.
To be more precise, recall that a metric is Kähler if its holonomy is in U(n), Riemannian if

3



its holonomy is in SO(2n), and symplectic if its holonomy is in Sp(n). Note that

U(n) = SO(n) ∩ Sp(n),

so that a metric with holonomy in both SO(2n) and Sp(n) is Kähler.

3 Elliptic systems on canonical manifolds

3.1 Extremal Kähler manifolds

On any Kähler manifold, we have

Rici̄,ss̄ = Rics̄,is̄

= Rics̄,s̄i + Rmis̄st̄Rict̄ − Rmis̄t̄Ricst̄

= Ricss̄,̄i + Ricit̄Rict̄ − Rmis̄t̄Ricst̄

= R,i̄ + Ricit̄Rict̄ − Rmis̄t̄Ricst̄.

Rici̄,s̄s = Ricis̄,̄s

= Ricis̄,s̄ − Rmis̄it̄Ricts̄ + Rmis̄ts̄Ricit̄

= Ricss̄,i̄ − Rmis̄it̄Ricts̄ + Rmis̄ts̄Ricit̄

= R,i̄ − Rmis̄it̄Ricts̄ + Rmis̄ts̄Ricit̄

Schematically

4Ric = Rm ∗Ric +∇2R.

Therefore if the metric is, for instance, CSC Kähler, then we have an elliptic system

4Rm = Rm ∗Rm +∇2 Ric (1)

4Ric = Rm ∗Ric . (2)

It is known that many Kähler manifolds do not admit CSC (much less Kähler-Einstein)
Kähler metrics. A generalization of the CSC condition was proposed by Calabi, who pro-
posed minimizing the functional

C(ω) =

∫
R2ωn

over metrics is a fixed class.
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If the Kähler metric is extremal in the sense of Calabi, then we do not necessarily have
constant scalar curvature, but in fact we have 4X = −Ric(X) where X = R,i. In this case
we have the elliptic system

4Rm = Rm ∗Rm +∇2 Ric

4Ric = Rm ∗Ric +∇X + ∇X
4X = Ric ∗X.

3.2 Other cases

There are two other cases of metrics with elliptic systems. The first is the case of metrics
with so-called harmonic curvature, namely Rmijkl,i = 0; this is equivalent to the metric
being CSC and Wijkl,i = 0.

The other is case of 4-dimensional CSC Bach flat metrics, which includes for isntance
the CSC half-conformally flat metrics. There are higher dimensional generalizations of the
Bach tensor, but I don’t know if making them zero yields an elliptic system.
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Lecture 20 - Einstein Manifolds III - Compactness under

diameter and volume constraints

April 22, 2010

1 Convergence

Assume for the moment that the Sobolev constant is globally controlled. We have

Theorem 1.1 Let Mi be a sequence of n-manifolds with Einstein metrics, with

i) The Einstein constants λi are controlled: λ ≤ λi ≤ λ.

ii) Energy is controlled:
∫
Mi
|Rmi |

n
2 ≤ Λ,

iii) Diameters are bounded from above: Diam(Mi) ≤ D

iv) Volumes are bounded from below: VolMi ≥ ν

v) The Sobolev constant is controlled: Sn(Mi) ≥ CS

Then some subsequence of Mi converges to a length space M∞. There exists a number
N = N(n,D, ν, CS ,Λ) so that away from at most N many point-like singularities, the space
M∞ has the structure of an Einstein manifold, and (i)-(v) continue to hold.

Pf Let r be some small number. We divide Mi into a “good” set Gi(r), and a “bad”
set Bi(r) as follows. Given p ∈ Mi, we let p ∈ Gi(r) if

∫
Bp(r)

|Rm |n2 ≤ ε = ε(n, Sn), and

let Bi(r) = Mi −Gi(r) otherwise. That is,

Bi(r) =

{
p ∈Mi

∣∣∣ ∫
Bp(r)

|Rm |n2 > ε0

}
.

Now cover Bi(r) with balls {B2r(pi,k)}k of radius 2r in such a way that the half-radius balls
{Br(pi,k)}k are disjoint. The procedure for doing this is as follows. Let pi,1 ∈ Mi be any
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point in Bi(r). If pi,1, . . . , pi,l are points in Bi(r) with pairwise separation > 2r, then let
pi,l+1 ∈ Bi(r) be any point that has a distance > 2r away from each pi,1, . . . , pi,l assuming
any such point exists. Clearly this process must end after Λ/ε0 points have been chosen.

Since each of the balls ball B(pi,k)(2r) has volume bounded from above by C(n)rn

(Bishop volume comparison), most of the manifold’s volume lies in Gi,r. Also, |Rm | < αr−2

on Gi,r, where α can be made as small as desired by adjusting ε0.

Fixing r, a subsequence of the Gi(r) converges in the Gromov-Hausdorff and the C1,α-
sense to some manifold G∞(r). Now let r be smaller, and repeat the process, starting
with the subsequence already found. Continuing this with countable many values of r that
decline toward 0, a diagonal subsequence will converge to a manifold whose closure is a
manifold-with-singularities. The singularities are point-like. Let M∞ =

⋃
r G∞(r) denote

the completion of the limit.

The convergence for each choice of r is in the C1,α topology, due to the fact that
curvature is bounded. It can be shown that the convergence is actually in the C∞ sense,
using the following argument. Note that curvature is bounded on the interior of each Gi(r).
This means that on a ball of definite radius one can pass to a ball in the tangent space with
the pullback metric. There we have harmonic coordinates, and the equation

4(gij) = −2Ricij + Q(g, ∂g)

= −2λ gij + Q(g, ∂g)

(following DeTurck-Kazdan, 1981). Since the gij (and therefore the coefficients on the Lapla-
cian) are controlled in the C1,α-sense, Schauder theory gives uniform bounds on C2,α(gij).
Bootstrapping this fashion gives uniform Ck,α bounds on the functions gij . �

Note that, ostensibly, curvature grows like o(r−2) near the singularities of M∞.

2 The nature of the singularities

With |Rm | = o(r−2) near the singularities, it is possible to prove the existence of flat tangent
cones at the identity. Since we are working in dimension bigger than 2, any such cone must
be a standard cone over a quotient of Sn−1. However it is not possible to prove (in the general
case of |Rm | = o(r−2)) that a neighborhood of the singular point is homeomorphic to (a
neighborhood of) such a cone. In particular the tangent cone need not be unique. However
if curvature grows strictly slower than r−2, namely |Rm | = O(r−2+ε), or, even better,
|Rm | < C, then the Grove-Shiohama theory of critical points allows us to determine that
tangent cones are indeed unique.

To improve the growth of |Rm | we would like to implement the Moser iteration process
despite the presence of the point-like singularities on our Einstein manifolds. However this
would appear impossible, as we do not know that our elliptic inequality 4u ≥ −u2 holds
weakly across the singularity. Specifically, in the Moser iteration argument, the first stage
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is the Sobolev inequality, which provides(∫
φ2γ |Rm |pγ

) 1
γ

≤ C

∫
|∇φ|2|Rm |p + Cp

∫
φ2
∣∣∣∇|Rm |

p
2

∣∣∣2 .
Then it is required that an integration-by-parts be performed on the right-most term, to
obtain a Laplacian term. Although the Sobolev inequality is easily seen to hold despite the
singularity, integration-by-parts does not. However we have access to the following lemma,
first proved in the context of singularities of Yang-Mills instantons.

Theorem 2.1 (Sibner’s lemma) Assume 2-sided volume growth bounds, Sobolev constant
bounds, and 4u ≥ −fu where f ∈ Ln/2(B−{o}) (B = Bo(r) is any ball) and u ≥ 0. There
exists an ε0 > 0 so that if supp η ⊂ B, then

∫
supp η

|f |n/2 < ε0 implies∫
η2|∇uk|2 ≤ C

∫
|∇η|2|uk|2 (1)

whenever k > 1
2

n
n−2 .

�
If the conclusion of Sibner’s lemma holds, then clearly the integration-by-parts argument
can proceed, and |Rm | can be bootstrapped into a higher Lp space. Note that n

2 > n
n−2

when n > 4.

In dimension 4 equality holds and Sibner’s lemma just fails, so we have to look to the
geometry of Einstein manifolds to provide the additional rigidity that can allow improved
in regularity. One way this can be found is in an improved Kato inequality. The classical
(and quite trivial) Kato inequality reads |∇|T ||2 ≤ |∇T |2 for any tensor T . In the case of
Einstein manifolds it is possible to improve this inequality:

|∇Rm |2 ≥ (1 + η)|∇|Rm ||2

where η = η(n) > 0 (in fact, η = 1
3 in the 4-dimensional case). The reference is Bando-

Kasue-Nakajima, 1989.

To use this information, first note that |T |4|T |+ |∇|T ||2 = 〈4T, T 〉+ |∇T |2 and

1

1− δ
|T |4|T |1−δ = −δ|∇|T ||2 + |T |1−δ4|T |

= |∇T |2 − (1 + δ)|∇|T ||2 + |T |−δ 〈T,4T 〉 .

Letting T = Rm we have

4|T |1−η ≥ (1− η)|T |−1−η 〈T,4T 〉
≥ −C(n)|T | · |T |1−η.

This is again of the form 4u ≥ −fu where f ∈ L
n
2 , but now u ∈ L

1
1−η

n
2 , and improve-

ment. Therefore Sibner’s lemma goes through, even in dimension 4, despite the presence of
singularities.
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At this point Moser iteration proceeds nearly unchanged and we get |Rm | ∈ L∞loc
despite the presence of singularities. This implies that the point-like singularities are in fact
orbifold points.

If Bo(r) is a ball around a singular point o, one can pass to an orbifold cover. This is
a Euclidean ball B̃(r) around the origin that has a discrete group Γ ⊂ SO(n) and a C∞

map π : (B̃(r) − {pt}/Γ → Bo(r) − {o}. Let g̃ij = π∗(g)ij be the pullback metric. With

|R̃m| bounded on B̃(r) we can construct coordinates so that the metric components are
C1,1 functions. Therefore harmonic coordinates can be constructed (again by the results of
Kazdan-DeTurck), in which we have the equation

4(gij) = −2Ricij + Q(g, ∂g).

Combined with gij = λRicij a bootstrapping argument commences, which gives gij ∈ C∞.

3 Various statements of the compactness theorem, and
the naturality of the hypotheses

When |Ric | is controlled, say |Ric | < λ, then the Sobolev constant is controlled in terms
of λ, D, and ν; therefore the hypothesis on Sobolev constants is superfluous. The reference
for this is Croke, 1980. The defining equation for Einstein metrics is

Ricij = λgij

Since Ric is scale invariant, if λ 6= 0 we can scale λ by scaling the metric. The numbers ν
and D can also be modified by adjusting the scale, so we can fix just one of the numbers λ,
ν, D. In the case that λ 6= 0 we choose to set λ = ±1, and in the case λ = 0 we fix Vol = 1.
Note that in the case of positive Einstein constant, we have D ≤ π/

√
λ by Myers’ Theorem.

Finally we comment on the energy controls. It is rare that we can control
∫
|Rm |n2

on a manifold when n > 4. However in the 4-dimensional case, we have the Chern-Gauss-

Bonnet integral formula 8π2χ(M) =
∫

1
24R

2 − 1
2 |
◦

Ric |2 + |W |2. In the Einstein case, this
is

χ(M) =
1

8π2

∫
1

24
R2 + |W |2.

It is standard that |Rm |2 = 1
6R

2 + 2|
◦

Ric |2 + |W |2 in dimension 4, but by adjusting the
constants slightly,

χ(M) =

∫
|Rm |2.

Thus the L2-norm of the Riemannian curvature is controlled by a topological quantity. We
can therefore restate our proposition
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Theorem 3.1 LetMn
−1 =M(ν,D,Λ) be the set of manifolds M such that

• M is an n-dimensional Einstein manifold with λ = −1

• Vol(M) ≥ ν

• Diam(M) ≤ D

•
∫
|Rm |n2 ≤ Λ.

Then the conclusions of the Proposition 1.1 hold.

Theorem 3.2 LetMn
1 =M(ν,Λ) be the set of manifolds M such that

• M is an n-dimensional Einstein manifold with λ = 1

• Vol(M) ≥ ν

•
∫
|Rm |n2 ≤ Λ.

Then the conclusions of the Proposition 1.1 hold.

Theorem 3.3 LetMn
0 =M(D, ν,Λ) be the set of manifolds M such that

• M is an n-dimensional Einstein manifold with λ = 0

• Vol(M) ≥ ν

• Diam(M) ≤ D

•
∫
|Rm |n2 ≤ Λ.

Then the conclusions of the Proposition 1.1 hold.

Theorem 3.4 LetM4
−1 =M(ν,D,Λ) be the set of manifolds M such that

• M is an 4-dimensional Einstein manifold with λ = −1

• Vol(M) ≥ ν

• Diam(M) ≤ D

• χ(M) ≤ Λ.

Then the conclusions of the Proposition 1.1 hold.
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Theorem 3.5 LetM4
1 =M(ν,Λ) be the set of manifolds M such that

• M is an 4-dimensional Einstein manifold with λ = 1

• Vol(M) ≥ ν

• χ(M) ≤ Λ.

Then the conclusions of the Proposition 1.1 hold.

Theorem 3.6 LetM4
0 =M(D,Λ) be the set of manifolds M such that

• M is an 4-dimensional Einstein manifold with λ = 0 and Vol(M) = 1

• Diam(M) ≤ D

• χ(M) ≤ Λ.

Then the conclusions of the Proposition 1.1 hold.
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Lecture 21 - Einstein Manifolds IV

April 27, 2010

1 Sobolev constants on Einstein manifolds

We use the notation VR Bp(r) = r−n Vol Bp(r).

Lemma 1.1 Let M be an Einstein manifold. There are constants ε1, C > 0 that depend

only on n so that supBp(r) |Rm | < ε1 r
−2 implies Sn(Bp(r)) > C · (VR Bp(r))

1
n .

Pf

Assume π : M̃ → M is a k-to-1 covering space where M is a manifold, possibly with
boundary. If Ω ⊂M is a domain with boundary ∂Ω, and if Ω̃ = π−1(Ω) is its lift, then also

∂̃Ω = ∂Ω̃, and we have

|∂Ω| = k−1|∂Ω̃|
≥ k−1|Ω̃|

n−1
n

= k−1k
n−1
n |Ω|

n−1
n = k−

1
n |Ω|

n−1
n

So that Sn(M) ≥ k−
1
n Sn(M̃).

The hypotheses of the lemma are scale-invariant so we can assume |Rm | ≤ ε1 on
B = Bp(1). If the lemma is false, there are examples of such balls Bi with |Rmi | < εi ↘ 0

Sn(Bi) < Ci (Vol Bi)
1
n and Ci ↘ 0. If a subsequence of the numbers {VolBi}i remains

bounded away from 0, the Cheeger lemma implies that injectivity radii are bounded, and we
can take a limit. The Sobolev constant is continuous under taking C0,1 limits of Riemannian
manifolds, and so on this limiting manifold-with-boundary B∞, we have Sn(B∞) = 0, an
impossibility.

Therefore VolBi ↘ 0, and we are in the collapsing situation. With |Rmi | ≤ εi we
know that Bi is almost-flat, and possesses an N-structure. Passing to the frame bundle FBi
over Bi, this N-structure has the following structure. There is a normal cover F̃Bi → FBi

1



so that F̃Bi is the total space of an Rk-bundle over a manifold with controlled injectivity
radius.

Let fi : Bi → R≥0 be a W 1,1
0 function with

∫
|∇fi| ≤ Ci (VolBi)

1
n

(∫
fi

n
n−1

)n−1
n

. By

normalizing f we can assume
∫
fi

n−1
n = 1. We can lift fi to an SO(n)-invariant function on

FBi. Let f̃i be its lift to F̃Bi. On F̃Bi we can restrict to a submanifold F̃B
C

i where the

fibers are reduced from Rk to a cube of fixed size. Then π : F̃B
C

i → FBi is (generically) a

k-to-1 local homeomorphism, where k = (Vol SO(n) · Vol Bi)
−1

. Therefore∫
|∇f̃i| ≤ Ci

(∫
f̃

n
n−1

i

)n−1
n

This is impossible. �

Theorem 1.2 Assume Bp(r) be a ball in a Riemannian manifold, on which the standard ε-
regularity theorem holds, namely that there are constants C = C(n) <∞ and ε0 = ε0(n) > 0
so that

Sn(Bp(r))

∫
|Rm |n2 ≤ ε0

implies

sup
Bp(r/2)

|Rm | ≤ C r−2

(
Sn(Bp(r))

∫
Bp(r)

|Rm |n2
) 2

n

.

If we set

H = H(p, r) = sup
Bq(s)⊂⊂Bp(r)

1

VR Bq(s)

∫
Bq(s)

|Rm |n2 ,

then there exist numbers C1 = C1(n) <∞ and ε1 = ε1(n) > 0 so that

H < ε implies sup
Bp(r/2)

|Rm | ≤ C1r
−2H

2
n .

Pf

We can choose ε1 small enough so that if |Rm | ≤ C1(r/2)−2ε
2
n
1 on each half-radius

ball, then the hypotheses of Lemma 1.1 are met, and then standard ε-regularity gives the
conclusion.

If not, then there is a point p1 so that on the ball Bp1(r2−1), the conclusion of the
theorem is false. Now consider the half-radius subballs of Bp1(r2−1). Let p2 be a point
with Bp2(r2−2) ⊂ Bp1(r2−1) on which the conclusion of the theorem is false. Continuing in

2



this manner we have a sequence of points pi and balls Bpi(r2
−i) for which the conclusion

is false, meaning |Rm | ≥ C122ir−2ε
2
n
1 . However this cannot continue indefinitely, because

|Rm | is not infinity at any point. Therefore there is a point pi so that the conclusion is
false on Bpi(r2

−i) but so that the conclusion is true on every subball of half-radius. Now
we are in the situation of the previous paragraph, and we have a contradiction. �

2 Notations and notions of collapsing

We define VRBp(r) = r−n VolBp(r). Define r|R|(p), called the local curvature radius, by

r|R|(p) = sup
{
r > 0

∣∣ r−2|Rm | ≤ 1 on Bp(r)
}
.

This is the largest number µ so that scaling the metric by µ2 produces a ball Bp(1) with
|Rm | ≤ 1. Note that r|R|(p) = ∞ iff the manifold is flat. A slightly different notion is the
s-local curvature radius,

rs|R|(p) = sup
{

0 < r < s
∣∣ r−2|Rm | ≤ 1 on Bp(r)

}
.

This is used in case where we intentionally want to restrict the scale. We can also define
the local energy radius ρ(p) by

ρ(p) = sup

{
r > 0

∣∣∣ 1

VRBp(r)

∫
Bp(r)

|Rm |n2 < ε0

}

and the s-local energy radius ρs(p) by

ρs(p) = sup

{
0 < r < s

∣∣∣ 1

VRBp(r)

∫
Bp(r)

|Rm |n2 < ε0

}
.

This is the largest ball (of radius ≤ s) on which the standard ε-regularity theorems are
guaranteed to hold.

A set E ⊂Mn is said to be v-collapsed on the scale r if

p ∈ E, s ≤ r =⇒ VRBp(s) ≤ v.

If no scale is mentioned, it is understood that the scale is 1. The set E is said to be
v-collapsed with locally bounded curvature if

p ∈ E, s ≤ r|R|(p) =⇒ VRBp(s) ≤ v

and E is said to be (v, σ)-collapsed with locally bounded curvature if

p ∈ E, s ≤ rσ|R|(p) =⇒ VRBp(s) ≤ v.

3



3 Statement of the Cheeger-Tian results

Throughout we assume M4 is a compact Einstein manifold, normalized to have Einstein
constant λ ∈ {0, 3,−3}. In the case λ = 0 we normalize so Vol(M4) = 1.

Theorem 3.1 (ε-regularity) There exists numbers ε, c so that when p ∈M and r < 1,∫
Br(p)

|Rm |2 ≤ ε,

implies

sup
Br/2(p)

|Rm | ≤ c r−2.

Theorem 3.2 (Collapse implies concentration of curvature) There are constants v >
0, β <∞, c <∞ so that

s−4 Vol Bs(p) ≤ v

for all p ∈M , s < 1 implies there are points p1, . . . , pN ∈M with

N ≤ β

∫
M

|Rm |2

such that ∫
M−

⋃
Bs(pi)

|Rm |2 ≤ c

N∑
i=1

s−4 Vol Bs(pi).

Theorem 3.3 (Noncollapsing) There exists a constant w > 0 so that |λ| = 3 implies
there is some point p with

Vol B1(p) ≥ w · Vol M∫
M
|Rm |2

Lemma 3.4 (The ‘Key Estimate’) There is a c < ∞, δ > 0, t > 0 so that, whenever
E ⊂M is a bounded open subset, Tr(E) is t-collapsed on the scale r, and∫

Br(p)

|Rm |2 ≤ δ

for all p ∈ E, then ∫
E

|Rm |2 ≤ c r−4 Vol (Ar(E)) .

We use Ts(E) indicates the s-tube around E (the set of points of distance < s from E), and
we use Ar(E) to denote the “annulus” of radius r around E: Ar(E) = Tr(E) − E. A set
E is said to be t-collapsed on the scale a if p ∈ E implies a−4 VolBa(p) ≤ t. We say E is
t-collapsed if it is t-collapsed on the scale 1.
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Lecture 24 - Einstein Manifolds VII - Epsilon regularity

May 6, 2010

1 Energy ratio improvement

We have called scale-invariant quantity 1
VR Bp(r)

∫
Bp(r)

|Rm |n2 the “energy ratio.” It is

convenient to modify this, and consider the quantity

VolλB(r)

Vol Bp(r)

∫
Bp(r)

|Rm |n2 .

Since we have Ric ≥ λg, this quantity is more useful in the use of relative volume comparison.
If we restrict ourselves to a ≤ 1 then these quantities are equivalent.

Lemma 1.1 Assume Mn is an Einstein manifold, r ≤ 1, and
∫
Bp(r)

|Rm |n2 < δ. Then

there exist numbers C <∞, η > 0 so that either

VolλB(r/2)

Vol Bp(r/2)

∫
Bp(r/2)

|Rm |2 ≤ (1 − η)
VolλB(r/2)

Vol Bp(r)

∫
Bp(r)

|Rm |2 (1)

or else the annulus Bp(5r/8)−Bp(3r/8) has

|Rm | < Cr−2
√
η

Vol Bp(r)

Vol Bp(r/2)
≥ (1− η)

VolλB(r)

VolλB(r/2)
.

Pf
If (1) does not hold, then

VolλB(r/2)

Vol Bp(r/2)

∫
Bp(r/2)

|Rm |2 ≥ (1 − η)
VolλB(r/2)

Vol Bp(r)

∫
Bp(r)

|Rm |2

≥ (1 − η)
VolλB(r/2)

Vol Bp(r)

∫
Bp(r/2)

|Rm |2,

1



and we have Volλ B(r/2)
Vol Bp(r/2)

≥ (1− η)Volλ B(r/2)
Vol Bp(r)

. On the other hand

∫
Bp(r)−Bp(r/2)

|Rm |2 ≤

(
1

1− η
VolλB(r/2)

VolλB(r)

Vol Bp(r)

Vol Bp(r/2)
− 1

)∫
Bp(r/2)

|Rm |2.

Bishop-Gromov volume comparison gives Volλ B(r/2)

Volλ B(r)

Vol Bp(r)
Vol Bp(r/2)

≤ 1, so therefore∫
Bp(r)−Bp(r/2)

|Rm |2 ≤ η

1− η

∫
Bp(r/2)

|Rm |2.

The Key Estimate now gives∫
Bp(r)−Bp(r/2)

|Rm |2 ≤ η

1− η
Cr−4 (Vol Bp(r) − Vol Bp(r/2)) .

Now let q ∈ Bp(5r/8)−Bp(3r/8), so that Bq(r/8) ⊂ Bp(r)−Bp(r/2). We have∫
Bq(r/8)

|Rm |2 ≤
∫
Bp(r)−Bp(r/2)

|Rm |2

≤ η

1− η
Cr−4 (Vol Bp(r) − Vol Bp(r/2))

≤ η

1− η
Cr−4 Vol Bq(2r)

≤ η

1− η
Cr−4 Vol Bq(r/8)

VolλBq(2r)

VolλBq(r/8)

so that

VolλB(r/8)

Vol Bq(r/8)

∫
Bq(r/8)

|Rm |2 ≤ η

1− η
Cr−4VolλBq(2r).

With r ≤ 1 we have that there exists a C so that

VolλB(r/8)

Vol Bq(r/8)

∫
Bq(r/8)

|Rm |2 ≤ η

1− η
C.

Now if η is chosen small enough that Cη/(1− η) < ε0, then ε-regularity holds and we get

|Rmq| ≤ C r−2
√
η

�

Lemma 1.2 The second alternative in Lemma 1.1 does not hold.
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Pf
The small curvature and almost-volume annulus together imply the existence of a

Cheeger-Colding function r̂ that has the following properties

4r̂2 = 8

|r̂ − r| ≤ Φ

1

|r̂−1(a)|

∫
r̂−1(a)

|∇r̂ − ∇r|2 ≤ Φ

|∇r̂| ≤ C∣∣∣∣∣1 −
∣∣r̂−1(a)

∣∣
|∂Bp(a)|

∣∣∣∣∣ ≤ Φ

1

|r̂−1(a)|

∫
r̂−1(a)

∣∣∣∣IIr̂−1(a) −
1

r̂
gr̂−1(a) ⊗∇r̂

∣∣∣∣ ≤ Φ.

for some Φ = Φ(η) where limη→0 Φ = 0. We can pass to the universal covering space, where
the injectivity radius is bounded and we can take a limit. On this space the injectivity
radius is bounded, so it is possible to take a limit as η → 0. On the limit space the function
r̂ has ∇2r = 1

r̂ g, so the limit is a warped product with level sets of r̂ being space forms.
This gives C1,α-convergence of r̂.

Therefore r̂−1 converges in the pointwise sense to a space form. Thus the annulus has
(almost) the metric structure of an annulus in a Euclidean cone.

Now consider again the Chern-Gauss-Bonnet theorem

χ(Bp(3r/4)) =

∫
|Rm |2 +

∫
∂Bp(3r/4)

T Pχ.

The boundary term converges to the Euclidean boundary term, which is positive. Since the
left-hand side is negative due to the F-structure, we have a contradiction. �

Theorem 1.3 (ε-regularity) If r ≤ 1 and
∫
Bp(r)

|Rm |2 ≤ δ, then for some µ > 0

sup
Bp(µr)

|Rm |2 ≤ Cr−2.

Pf
The Key Estimate gives∫

Bp(r/2)

|Rm |2 ≤ Cr−4 |Vol Bp(r)−Vol Bp(r/2)|

VolλB(r/2)

Vol Bp(r/2)

∫
Bp(r/2)

|Rm |2 ≤ C

3



for some C. Lemmas 1.1 and 1.2 give

VolλB(r2−k−1)

Vol Bp(r2−k−1)

∫
Bp(r/2)

|Rm |2 ≤ Cηk.

Choosing k > log(ε0/C)
log(η) gives

VolλB(r2−k−1)

Vol Bp(r2−k−1)

∫
Bp(r/2)

|Rm |2 ≤ ε0,

whereupon standard ε-regularity goes through. �
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