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Introduction
These lecture notes are intended to be an introduction to the two-dimensional continuum
Gaussian Free Field and Liouville Quantum Gravity. Topics covered include the definition
and main properties of the GFF, the construction of the Liouville measure, its non degeneracy
and conformal covariance, and applications to the KPZ formula. An extra chapter covers
Sheffield’s quantum zipper. This section is quite technical and readers are advised that this
will be of most use to people who are actively working in this area. (While the arguments in
that section follow the main ideas of [She10a], some are new and others have been simplified;
and the structure of the proof has been rethought. The result is, I hope, that some of the
main ideas are more transparent and will be helpful to others as it was to me.)

The theory is in full blossom and attempting to make a complete survey of the field
would be foolish, so quickly is the theory developing. Nevertheless, as the theory grows in
complexity and applicability, it has appeared useful to me to summarise some of its basic
and foundational aspects in one place, especially since complete proofs of some of these facts
can be spread over a multitude of papers.

Clearly, the main drawback of this approach is that many of the important subsequent
developments and alternative points of view are not included. For instance the theory is
deeply intertwined with Kahane’s theory of Gaussian multiplicative chaos, but this will not
be apparent in these notes. Likewise, topics such as random planar maps, the Brownian
map, Liouville Brownian motion, critical Gaussian multiplicative chaos, as well as the beau-
tiful way in which Duplantier, Miller and Sheffield have made sense of and analysed the
“peanosphere" (which is really the scaling limit of random planar maps equipped with a
collection of loops coming from a critical FK model), imaginary geometry and QLE, are not
covered. The list is endless.

To help beginners, I have tried to make a distinction between what is an important
calculation and what can be skipped in a first reading without too much loss. Such sections
are indicated with a star. In a first reading, the reader is encouraged to skip these sections.
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1 Definition and properties of the GFF

1.1 Discrete case∗

The discrete case is included here only for the purpose of helping the intuituion when we
come to the continuous case. Proofs will therefore be left as exercises.

Consider a finite graph G = (V,E) (possibly with weights on the edges, but we’ll ignore
that for simplicity of the computations). Let ∂ be a distinguished set of vertices, called the
boundary of the graph, and set V̂ = V \∂. Let Xn be a random walk on G. Let P denote the
transition matrix and d(x) = deg(x) be the degree, which is a reversible invariant measure
for X; let τ be the first hitting time of ∂.

Definition 1.1 (Green function). The Green function G(x, y) is defined for x, y ∈ V by
putting

G(x, y) =
1

d(y)
Ex

( ∞∑

n=0

1{Xn=y;τ>n}

)
.

In other words this is the expected time spent at y, started from x, until hitting the
boundary, but normalised by 1/d(y), where d(y) = deg(y) The following properties of the
Green function are left as an exercise:

Proposition 1.2. The following hold:

1. Let P̂ denote the restriction of P to V̂ . Then (I − P̂ )−1(x, y) = G(x, y)d(y) for all
x, y ∈ V̂ .

2. G is a symmetric nonnegative semidefinite function. That is, one has G(x, y) = G(y, x)
and if (λx)x∈V is a vector then

∑
x,y∈V λxλyG(x, y) ≥ 0. Equivalently, all its eigenvalues

are nonnegative.

3. G(x, ·) is discrete harmonic in V̂ \ {x}, and more precisely ∆G(x, ·) = −δx(·).

Here, as usual, ∆f(x) =
∑

y∼x(1/d(x))(f(y)− f(x)) is the discrete Laplacian.

Definition 1.3 (Discrete GFF). The Discrete GFF is the centered Gaussian vector (h(x))x∈V
with covariance given by the Green function G.

Remark 1.4. This definition is justified. Indeed suppose C(x, y) is a given function. Then
there exists a centered Gaussian field X having covariance matrix C if and only if C is
symmetric and a nonnegative semidefinite function (in the sense of property 2 above).

Note that if x ∈ ∂, then G(x, y) = 0 for all y ∈ V and hence h(x) = 0 almost surely.

Usually, for Gaussian fields it is better to use the covariance for getting some intuition.
However, as it turns out here the joint probability density function of the n vectors is actually
more transparent for the intuition.
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Figure 1: A discrete Gaussian free field

Theorem 1.5 (Law of GFF is Dirichlet energy). The law of (h(x))x∈V is absolutely contin-
uous with respect to dx =

∏
1≤i≤n dxi, and the joint pdf is proportional to

P(h(x)) =
1

Z
exp

(
−1

4

∑

x,y∈V :x∼y
(h(x)− h(y))2

)
dh(x)

where Z is a normalising constant (called the partition function).

Remark 1.6. The way to read this formula is as follows: if V = {x1, . . . , xn} and Yi = h(xi),
then P((Y1, . . . , Yn) ∈ A) =

∫
A

1
Z

exp(−1
4

∑
(yi − yj)2)

∏
i dyi where the sum is over all i, j

such that xi ∼ xj, for any Borel set A such that whenever y ∈ A then yi = 0 for indices i
corresponding to xi ∈ ∂.

For a given function f : V → R, the sum
∑

x∼y(f(x)− f(y))2 is known as the Dirichlet
energy, and is the discrete analogue of

∫
D
|∇f |2.

Proof. For a centred Gaussian vector (Y1, . . . , Yn) with invertible covariance matrix V , the
joint pdf is proportional to f(y1, . . . , yn) = (1/Z) exp(−1

2
yTV −1y) where Z is a normalisation

constant.
For us x ∈ V plays the role of 1 ≤ i ≤ n in the above formula, and h(x) plays the role of

yi. To get a nondegenerate covariance matrix we restrict ourselves to vertices in V̂ , in which
case G is invertible by Proposition 1.2. Hence we wish to compute h(x̂)TG−1h(x̂) where h(x̂)
stands for the vector of values of the field on vertices in V̂ . Recall that (I − P̂ )−1(x, y) =
G(x, y)d(y) for x, y ∈ V̂ . In matrix notations, (I−P̂ )−1 = GD whereD is the diagonal matrix
(of dimension |V̂ |) with entries d(x). Therefore, inverting this relation and multiplying by
D, G−1 = D(I − P̂ ), or G−1(x, y) = d(x)(I − P̂ )(x, y) for x, y ∈ V̂ .

Hence

h(x̂)TG−1h(x̂) =
∑

x,y∈V̂

G−1(x, y)h(x)h(y)

=
∑

x,y∈V̂ :x∼y

−d(x)P̂ (x, y)h(x)h(y) +
∑

x∈V̂

h(x)2
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= −
∑

x,y∈V :x∼y
h(x)h(y) +

∑

x,y∈V :x∼y

1

2
(h(x)2 + h(y)2)

=
∑

x,y∈V :x∼y

1

2
(h(x)− h(y))2,

where in going from the second to the third line we used the fact that h(x) = 0 when x ∈ ∂.
This concludes the proof.

Now, the Dirichlet energy of functions is minimised for harmonic functions. This means
that the Gaussian free field is a Gaussian perturbation of harmonic functions: as much as
possible, it “tries" to be harmonic (which is a little ironic, given that in the continuum it is
not even a function).

This property is at the heart of the Markov property, which is without a doubt the most
useful property of the GFF. We will state this without proof, as we will later prove the
continuous counterpart (which is very similar).

Theorem 1.7 (Markov property of the discrete GFF). Fix U ⊂ V . The discrete GFF h(x)
can be decomposed as follows:

h = h0 + ϕ

where: h0 is Gaussian Free Field on U , and φ is harmonic in U . Moreover, h0 and ϕ are
independent.

By a Gaussian Free Field in U we mean that we have set ∂ = V \ U . In other words,
what this means is the following: conditional on the values of h outside U , the field can be
written as the sum of two terms, one which is an independent, zero boundary GFF, and
another which is just the harmonic extension inside U of the boundary values outside U .

1.2 Green function

We will follow a route which is similar to the previous, discrete case. First we need to recall
the definition of the Green function. We will only cover the basics here, and readers who
want to know more are advised to consult for instance Lawler’s book [Law05] which reviews
important facts in a very accessible way.

For D ⊂ Rd a bounded domain, we define pDt (x, y) to be the transition probability of
Brownian motion killed when leaving D. In other words, pDt (x, y) = pt(x, y)πDt (x, y) where
pt(x, y) = (2πt)−d/2 exp(−(|x − y|2/2t), the Gaussian transition probability, and πDt (x, y) is
the probability that a Brownian bridge of duration t remains in D.

Definition 1.8 (Continuous Green function). The Green function G(x, y) = GD(x, y) is
given by

G(x, y) = π

∫ ∞

0

pDt (x, y)dt.
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[The factor π in front is purely so as to make some later computations in LQG slightly
easier]. Note that G(x, x) = ∞ for all x ∈ D, since πDt (x, x) → 1 as t → 0. However
G(x, y) < ∞ as soon as x 6= y and for instance D is bounded. The Green function can be
finite on some unbounded domains.

Example. Suppose D = H is the upper half plane. Then it is not hard to see that
pHt (x, y) = pt(x, y)− pt(x, ȳ) by a reflection argument, and hence one can deduce:

GH(x, y) = log

∣∣∣∣
x− ȳ
x− y

∣∣∣∣ . (1.1)

(see Exercise 1 for a hint on the proof).
From now on, we consider only d = 2. Then, as shown in this proposition G inherits

conformal invariance from that of Brownian motion.

Proposition 1.9. If T : D → D′ is a conformal map (i.e., holomorphic and one-to-one),
GT (D)(T (x), T (y)) = GD(x, y).

Proof. Essentially this is just change of variables. The Jacobian term |T ′(y)|2 arising from the
change of variable just cancels the term |T ′(Bs)|2 arising from Itô’s formula in the conformal
invariance of Brownian motion. More precisely, let φ be a test function. Let x′ = T (x).
Then ∫

D′
GD′(x

′, y′)φ(y′)dy′ = Ex′ [
∫ τ ′

0

φ(B′t′)dt
′]

where B′ is a Brownian motion and τ ′ is its exit time from D′. On the other hand, the
change of variable formula applied to the left hand side gives us, letting y′ = T (y) and
dy′ = |T ′(y)|2dy:

∫

D′
GD′(x

′, y′)φ(y′)dy′ =

∫

D

GD′(T (x), T (y))φ(T (y))|T ′(y)|2dy.

Now we apply Itô’s formula to the right hand side. This allows us to write B′t′ = T (BF−1(t))

where F (t) =
∫ t

0
|T ′(Bs)|2ds for s ≤ τ , the first exit time of D by B, and F−1 is the cadlag

inverse of F . Moreover τ ′ = F−1(τ). Therefore,

Ex′ [
∫ τ ′

0

φ(B′t′)dt
′] = Ex[

∫ F−1(τ)

0

φ(T (BF−1(t)))dt

= Ex[
∫ τ

0

φ(T (Bs))F
′(s)ds]

= Ex[
∫ τ

0

φ(T (Bs))|T ′(Bs)|2ds]

=

∫

D

GD(x, y)φ(T (y))|T ′(y)|2dy.

Hence identifying the left and right hand sides, since the test function φ is arbitrary, we
conclude that GD′(T (x), T (·)) = GD(x, ·) as distributions. Hence the result follows.
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Together with (1.1) and the Riemann mapping theorem, this allows us to determine GD

in any simply connected proper domain D ⊂ C. In particular we deduce:

Proposition 1.10. The following properties hold:

1. G(x, ·) is harmonic in D \ {x}; and as a distribution ∆G(x, ·) = −2πδx(·)

2. G(x, y) = − log(|x− y|) +O(1) as y → x.

Proof. For the first point, observe that harmonic functions stay harmonic under composition
by a conformal map. For the second point, use the explicit form of G on H and the conformal
invariance.

In fact, one can be a bit more precise in the above argumentation:

G(x, y) = − log(|x− y|) + logR(x;D) + o(1) (1.2)

as y → x, where R(x;D) is the conformal radius of x in D: that is, R(x;D) = |f ′(0)|
where f is any conformal map taking D to D and satisfying f(0) = x. (Note that this
unambiguously defined). To see this, first note (using the explicit Möbius transform ϕ(z) =
(i − z)/(i + z) which maps the upper-half plane to the unit disc) that if D = D is the unit
disc, then

GD(0, z) = log |z|
whence (1.2) is obvious for D and x = 0. Then (1.2) follows immediately in the general case
by conformal invariance and definition of the conformal radius.

The conformal radius appears in Liouville quantum gravity in various formulae which
will be discussed later on in the course. The reason it shows up in these formulae is usually
because of (1.2).

1.3 GFF as a stochastic process

Essentially, as in the discrete case, the GFF is a Gaussian “random function" with mean
zero and covariance given by the Green function. However the logarithmic divergence of
the Green function on the diagonal means that the GFF cannot be defined pointwise (as
the variance would have to be infinite). Instead it is defined as a random distribution or
generalised function in the sense of Schwartz1. More precisely, we will take the point of view
that it assigns values to certain measures with finite Green energy. In doing so we follow
the point of view in the two sets of lecture notes [BN11] and [Wer]. The latter in particular
contains a great deal more about the relationship between the GFF, SLE, Brownian loop
soups and conformally invariant random processes in the plane, which will not be discussed
in these notes. The paper by Dubédat [Dub09] is also an excellent source of information
regarding basic properties of the Gaussian free field.

1This conflicts with the usage of distribution to mean the law of a random variable but is standard and
should not cause confusion.
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Let D be a bounded domain (or more generally a domain in which the Green function
is finite – such a domain is called Greenian). Let M+ denote the set of (nonnegative)
measures with compact support in D such that

∫
ρ(dx)ρ(dy)G(x, y) < ∞. Note that due

to the logarithmic nature of the Green function blowup on the diagonal, this includes the
case where ρ(x) = f(x)dx and f is continuous, but does not include Dirac point masses.
DenoteM the set of signed measures, which can be written of the form ρ = ρ+− ρ−, where
ρ± ∈M+. For test functions ρ1, ρ2 ∈M, we set

Γ(ρ1, ρ2) :=

∫

D2

GD(x, y)ρ1(dx)ρ2(dy).

We also define Γ(ρ) = Γ(ρ, ρ).
Recall the following elementary facts from measure theory. Let I be an index set. A

stochastic process indexed by I is just a collection of random variables (Xi, i ∈ I),
defined on some given probability space. The law of the process is a measure on RI , endowed
with the product topology. It is uniquely characterised by its finite-dimensional marginals,
via Kolmogorov’s extension theorem. Note that in such a setting, it might not be possible to
‘observe’ simultaneously more than a countable number of random variables. In order to do
so we will have to rely on the existence of suitable versions with nice continuity properties
(where recall that a version is another stochastic process indexed by the same set and whose
finite–dimensional marginals a.s. coincide). The following is both an easy theorem and a
definition of the standard GFF on a domain.

Theorem 1.11 (Zero boundary GFF). There exists a unique stochastic process (hρ)ρ∈M,
indexed byM, such that for every choice of ρ1, . . . , ρn, (hρ1 , . . . , hρn) is a centered Gaussian
vector with covariance structure Cov(hρi , hρj) = Γ(ρi, ρj).

Definition 1.12. The process (hρ)ρ∈M is called the Gaussian free field in D (with Dirichlet
or zero boundary conditions).

Proof. We need to check several things:

• the finite-dimensional distributions exist and are uniquely specified.

• they are consistent.

The consistency is an immediate consequence of the Gaussianity of the finite dimensional
marginals: indeed, the restriction of a Gaussian vector to a subset of coordinates is still a
Gaussian vector with the same covariance structure.

For the first point, symmetry is a consequence of the symmetry of the Green function
(which itself follows from the fact that pDt (x, y) = pDt (y, x).) To check the nonnegative
semidefinite character, we need to check that for every ρ1, . . . , ρn ∈M, for every λ1, . . . , λn ∈
R, we have that ∑

i,j

λiλjΓ(ρi, ρj) ≥ 0.
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However, by linearity the above sum is nothing but Γ(ρ) where ρ =
∑

i λiρi. Hence it suffices
to prove

Γ(ρ, ρ) ≥ 0; ρ ∈M. (1.3)

This will require a few arguments.
We assume first that ρ is a smooth, compactly supported function. We will need the

following very useful fact, known as the Gauss-Green formula (integration by parts):

Lemma 1.13. If f, g are smooth functions, then
∫

D

∇f · ∇g = −
∫

D

f∆g +

∫

∂D

f
∂g

∂n

(Note that this identity extends immediately to the case where say f ∈ D′(D) and
g ∈ D(D). In the absence of Dirichlet boundary conditions, an extra boundary term must
be added.)

With this lemma we turn to the proof of (1.3) in the case where ρ is a smooth compactly
supported function. First, set

f(x) = −
∫
GD(x, y)ρ(y)dy.

Then ∆f = 2πρ. Hence by the Gauss–Green formula (Lemma 1.13), noting that there are
no boundary terms arising in each application of the Gauss–Green formula,

Γ(ρ) =
1

2π

∫

x

ρ(x)

∫

y

G(x, y)∆yf(y)dydx since ρ(y) =
1

2π
∆yf(y),

=
1

2π

∫

x

ρ(x)

∫

y

∆yG(x, y)f(y)dydx by integration by parts,

= −
∫

x

f(x)∆f(x)dx since ∆G(x, ·) = −2πδx(·)

=

∫

D

|∇f |2 by integration by parts. (1.4)

Hence Γ(ρ, ρ) ≥ 0 if ρ ∈ D(D). In the general case, observe that if ρ ∈ M, and if ρε(x) =∫
D
fε(x−x′)ρ(dx′) with fε a smooth approximation of identity (such as the heat kernel fε(z) =

pε(0, z)), then Γ(ρε) → Γ(ρ). This itself can be seen from uniform integrability assuming
ρ ∈M+, which is relatively easy to establish from the assumption. Hence Γ(ρ, ρ) ≥ 0 for all
ρ ∈M and so (1.3) is proved. This finishes the proof of the theorem.

In the rest of this text, we will write (h, ρ) for hρ, and we will think of (h, ρ) integrated
against ρ. Other boundary conditions than the zero boundary conditions considered here are
of great interest in practice. In that case, we make the following definitions. Suppose f is a
(possibly random) continuous function on the conformal boundary of the domain (equivalent
to the Martin boundary of the domain for Brownian motion). Then the GFF with boundary
data given by f is the random variable h = h0 + ϕ, where h0 is an independent Dirichlet
GFF, and ϕ is the harmonic extension of f to D.
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Remark 1.14. Note that (h, ρ) is linear in ρ: if ρ, ρ′ ∈ M, and if α, β ∈ R (h, αρ+ βρ′) =
α(h, ρ) + β(h, ρ′), almost surely (which can be seen by checking that the variance and mean
of the difference are both zero).

1.4 GFF as a random distribution: Dirichlet energy∗

Let D(D) denote the set of compactly supported, C∞ functions in D, also known as test
functions. The set D(D) is equipped with a topology in which convergence is characterised
as follows. A sequence fn → 0 in D(D) if and only if there is a compact set K ⊂ D such
that suppfn ⊂ K for all n and fn and all its derivatives converge to 0 uniformly on K.
A continuous linear map u : D(D) → R is called a distribution on D. Thus, the set of
distributions on D is the dual space of D(D). It is denoted by D′(D) and is given the weak-∗
topology. Thus un → u in D′(D) if and only if un(ρ)→ u(ρ) for all ρ ∈ D(D).

Definition 1.15 (Dirichlet energy, Sobolev space). For f, g ∈ D(D), introduce the Dirichlet
inner product:

(f, g)∇ :=
1

2π

∫

D

∇f · ∇g.

By definition, the Sobolev space H1
0 (D) is the completion of D(D) with respect to this inner

product; this is the Sobolev space of index 1, and consists of all distributions which are
L2(D) functions and whose gradient is also an L2(D) function.

At this stage we do not know yet that a GFF may be viewed as a random distribution (a
random variable in D′(D)). But suppose we did know it. Then for f ∈ D(D), the expression
(h, f)∇ would make sense. Set ρ = −∆f . Then observe that, by integration by parts (the
Gauss–Green formula),

(h, f)∇ = − 1

2π
(h,∆f) =

1

2π
(h, ρ)

So the random variable (h, f)∇ would be a centered Gaussian random variable with a variance
(2π)−2Γ(ρ), with ρ = −∆f . Using the calculation (1.4) in the argument for the positive
definite character of the Green function, we deduce

Var(h, f)∇ = ‖f‖2
∇.

By polarisation, the covariance between (h, f)∇ and (h, g)∇ would hence be given by (f, g)∇.
(This property is sometimes taken as the definition of the GFF, as in [She07]). This suggests
the following construction of a GFF. Let fn denote an orthonormal basis of H1

0 (D). Since
fn, fm are orthogonal by definition, the random variables (h, fn)∇ and (h, fm)∇ will be
uncorrelated (and hence independent) Gaussian random variables, with unit variances. Thus
set Xn to be i.i.d. standard Gaussian random variables, and set

h =
∑

n

Xnfn. (1.5)
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It is not clear a priori that the series converges in D′(D). (Note that it does not converge
a.s. in H1

0 (D), as the square norm would be infinite a.s.) But if f ∈ D(D), and in fact more
generally if f ∈ H1

0 (D) and hN =
∑N

n=1 Xnfn, then the series

(hN , f)∇ :=
N∑

n=1

Xn(fn, f)∇ (1.6)

converges in L2(P) and almost surely by the martingale convergence theorem, as N → ∞.
Its limit is a Gaussian random variable with variance

∑
n(fn, f)2

∇ = ‖f‖2
∇ by Parseval’s

identity. This defines a random variable which we call (h, f)∇ which has the law of a mean
zero Gaussian random variable with variance ‖f‖2

∇, as desired. Hence while the series (1.5)
does not converge in H1

0 , when we take the inner product with a given f ∈ H1
0 then this

converges almost surely. This is similar to the following familiar fact: if B is a Brownian
motion, then dBt is not a function but nevertheless

∫
f(s)dBs makes sense almost surely

whenever f ∈ L2: this is Itô’s isometry. See Exercise 9 for an isometry associated to the
GFF which is the exact analogue of Itô’s isometry.

An eigenvalue calculation can be used to show that the series (1.5) converges in the space
of distributions (and in fact, in a nice Sobolev space, known as H−ε0 (D), for any ε > 0. See
Exercise 9). Therefore, for any given smooth test function ρ ∈ D(D),

∑∞
n=1Xn(fn, ρ) con-

verges almost surely and defines a stochastic process (indexed by D(D)) whose law coincides
with the restriction of the GFF to D(D). Hence the restriction of the stochastic process h
to D(D) has a modification which is a random distribution.

Furthermore, a density argument (see below for details) can be used to show that this
incudes a stochastic process on all ofM, where for a given ρ ∈ M, (h, ρ) is defined as the
limit in probability of (h, ρε) for smooth approximations ρε of ρ. In fact, the series (1.5) can
be used directly to concretely evaluate the Gaussian free field (h, ρ), as follows.

Theorem 1.16 (GFF as a random Fourier series). Let D be a Greenian domain. Set hN =∑N
n=1Xnfn to be truncated series in (1.5). For any ρ ∈M,

(hN , ρ)→ (h, ρ)

in L2(P) (and hence in probability as well) as N →∞.

Proof. First we spell out the density argument. Let ρ ∈ M, and let ρε = ρ ? θε, where θε
is an approximation of the identity (e.g., θε is the heat kernel at time ε). Then it is easy to
see that if νε = ρ− ρε, and if h is a GFF, then Var(h, νε) =

∫
G(x, y)νε(dx)νε(dy)→ 0 and

hence (h, ρε)→ (h, ρ) in L2 and in probability, as desired. Hence if we start from the series
h̃ =

∑
Xnfn (which hence coincides in law with h on D(D)), we see that the (h̃, ρε) form a

Cauchy sequence in L2 as ε → 0. Hence h̃ defines a stochastic process onM and it is easy
to check that it is a Gaussian free field too in the sense of Theorem/Definition 1.11.

To finish the proof, we claim that for every ν ∈M, and for every N ≥ 1,

Var(hN , ν) ≤ Var(h, ν). (1.7)
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To see this, observe that

Var(hN , ν) =
N∑

n=1

(fn, ν)2

When ν is smooth the sum is equal to
∑N

n=1(fn, f)2
∇ where ν = −∆f and so converges to

‖f‖2
∇ which, as we have already seen, is equal to

∫∫
G(x, y)ν(x)ν(y)dxdy and hence equal

to Var(h, ν). Hence (1.7) is proved for ν smooth, and a density argument similar to above
shows that (1.7) holds for all ν ∈M.

Applying (1.7) to ν = νε we deduce that (hN , νε) converges to 0 in L2 and in probability
as ε→ 0, uniformly in N . The result follows.

Consequently, the restriction of a Gaussian free field h with zero boundary conditions
to D(D) is the unique stochastic process such that for all f ∈ D(D), (h, f)∇ is a Gaussian
centered variable with variance (f, f)∇.

1.5 Markov property

We are now ready to state one of the main properties of the GFF, which is the (domain)
Markov property. As before, informally speaking it states that, conditionally on the values
of h outside of a given subset U , the free field inside U is obtained by adding an independent
GFF with Dirichlet boundary conditions, to a function which is the harmonic extension
inside U of the values of h outside. Note that it is not obvious even that this harmonic
extension is well defined!

Theorem 1.17 (Markov property). Fix U ⊂ D, open, and take h a GFF (with zero boundary
condition on D). Then we may write

h = h0 + ϕ,

where:

1. h0 is a zero boundary condition GFF in U , and is zero outside of U .

2. ϕ is harmonic in U .

3. h0 and ϕ are independent.

This makes sense whether we view h as a random distribution or a stochastic process
indexed byM.

Proof. The key point is the Hilbertian decomposition: H1
0 (D) = Supp(U)⊕Harm(U), where

Harm(U) consists of harmonic functions in U , and Supp(U) ≡ H1
0 (U) consists of functions

supported in U (the closure of compactly supported smooth functions in U). To see why this
is true, observe that any function f ∈ Supp(U) is orthogonal to any function in Harm(U),
by the Gauss–Green formula. Now let us check that the sum spans the entire space. Let
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f ∈ H1
0 (D), and let f0 denote the orthogonal projection of f onto Supp(U). Let ϕ = f − f0,

our aim is to show that ϕ is harmonic in U .
Note that ϕ is (by definition) orthogonal to Supp(U). Hence for any test function ψ ∈

D(U), we have that (ϕ, ψ)∇ = 0. By the Gauss–Green formula, we deduce that
∫

D

(∆ϕ)ψ =

∫

U

(∆ϕ)ψ = 0

and hence ∆ϕ = 0 as a distribution in U . Elliptic regularity arguments (going beyond the
scope of these notes) show that a distribution which is harmonic in the sense of distributions
must in fact be a smooth function, harmonic in the usual sense. Therefore ϕ ∈ Harm(U)
and we are done.

Having this decomposition, we deduce the Markov property in a rather straightforward
way. Indeed, let f 0

n be an orthonormal basis of Supp(U), and let φn be an orthonormal basis
of Harm(U). If (Xn, Yn) is an i.i.d. sequence of independent standard Gaussian random
variables, set h0 =

∑
nXnf

0
n and ϕ =

∑
n Ynφn. Then the first series converges in D′(D)

since it is a series of a GFF in U . The sum of the two series gives h by construction, and so
the second series also converges in the space of distributions. In the space of distributions,
the limit of harmonic distributions must be harmonic as a distribution, and hence (by the
same elliptic regularity arguments as above) a true harmonic function. This proves the
theorem.

Remark 1.18. It is worth pointing out an important message from the proof above: any or-
thogonal decomposition of H1

0 (D) gives rise to a decomposition into independent summands
of the GFF.

1.6 Conformal invariance

A straightforward change of variable formula shows that the Dirichlet inner product is con-
formally invariant: if ϕ : D → D′ is a conformal map, then

∫

D′
∇(f ◦ ϕ−1) · ∇(g ◦ ϕ−1) =

∫

D

∇f · ∇g

Consequently, if (fn) is an orthonormal basis of H1
0 (D), then fn ◦ϕ−1 defines an orthonormal

basis of H1
0 (D′). We deduce from the construction of h in the previous theorem the following

important property of conformal invariance of the Gaussian Free Field:

Theorem 1.19 (Conformal invariance of the GFF). If h is a random distribution on D′(D)
with the law of the Gaussian Free Field on D, then the distribution h ◦ϕ−1 is a GFF on D′.

1.7 Circle averages

An important tool in the study of the GFF is the process which gives the average values of the
field at small circles centered around a point x ∈ D. Fix z ∈ D and let 0 < ε < dist(z, ∂D).
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Let ρz,ε denote the uniform distribution on the circle of radius ε around z, and note that
ρz,ε ∈ M. We set hε(z) = (h, ρz,ε) The following theorem, which is a consequence of
the Kolmogorov-Čentsov continuity theorem (a multidimensional generalisation of the more
classical Kolmogorov continuity criterion), will not be proved (see Proposition 3.1 of [DS11]
for a proof).

Proposition 1.20 (Circle average is jointly Hölder). There exists a modification of h such
that (hε(z), z ∈ D, 0 < ε < dist(z, ∂D)) is jointly Hölder continuous of order γ < 1/2 on all
compacts of (z ∈ D, 0 < ε < dist(z, ∂D)).

In fact it can be shown that this version of the GFF is the same as the version which
turns h into a random distribution in Theorem 1.16.

The reason circle averages are so useful is because of the following result.

Theorem 1.21 (Circle average is a Brownian motion). Let h be a GFF on D. Fix z ∈ D
and let 0 < ε0 < dist(z, ∂D). For t ≥ t0 = log(1/ε0), set

Bt = he−t(z),

then (Bt, t ≥ t0) has the law of a Brownian motion started from Bt0.

Proof. Various proofs can be given. For instance, the covariance function can be computed
explicitly (check it as an exercise). Alternatively, we can use the Markov property of the GFF
to see that Bt must have independent increments. Indeed, suppose ε1 > ε2, and we condition
on h outside B(z, ε1). Ie, we can write h = h0 +ϕ, where ϕ is harmonic in U = B(z, ε1) and
h0 is a GFF in U . Then hε2(z) is the sum of two terms: h0

ε2
(z), and the second which is the

circle average of the harmonic extension ϕ on ∂B(z, ε2). By harmonicity of ϕ the latter is
nothing else than hε1(z). This gives that the increment can be expressed as

hε2(z)− hε1(z) = h0
ε2

(z)

and hence, since h0 is independent of ϕ, the increments are independent. Moreover, by
applying a the change of scale w 7→ (w− z)/ε1 so that the outer circle is mapped to the unit
circle, we see that the distribution of the random variable on the right hand side depends
only on r = ε2/ε1. This gives stationarity of the increments. Since hε(z) is mean zero and
has finite variance, it follows that necessarily Bt is a Brownian motion of some diffusivity.

We can compute the variance explicitly as follows: by the above it suffices to check that
if h is a GFF in the unit disc D and r < 1 then hr(0) has variance − log r. Let ρ denote the
uniform distribution on the circle at distance r from the origin. Then

Var(hr(0)) =

∫

D2

GD(x, y)ρ(dx)ρ(dy).

By harmonicity of GD(x, ·) in D \ {x} and the mean value property, the above integral is
simply

Var(hr(0)) =

∫

D
GD(x, 0)ρ(dx).

On the other hand GD(x, 0) = − log |x| = − log r on this circle. This concludes the proof.
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As we zoom in towards a point, the average values of the field oscillate like those of
a Brownian motion, giving us a very precise sense in which the field can not be defined
pointwise.

1.8 Thick points

An important notion in the study of Liouville Quantum Gravity is that of thick points of
the Gaussian Free Field. Indeed, although these points are atypical from the point of view
of Euclidean geometry, we will see that they are typical from the point of the associated
quantum geometry.

Definition 1.22. Let h be a GFF in D and let α > 0. We say a point z ∈ D is α-thick if

lim inf
ε→0

hε(z)

log(1/ε)
= α.

In fact, the lim inf in the definition could be replaced with a lim sup or lim. Note that a
given point z ∈ D is almost surely not thick: the typical value of hε(z) is of order

√
log 1/ε

since hε(z) is a Brownian motion at scale log 1/ε. At this stage, the most relevant result is
the following fact, proved by Hu, Miller and Peres [HMP10] (though this was independently
and earlier proved by Kahane in the context of his work on Gaussian multiplicative chaos).

Theorem 1.23. Let Tα denote the set of α-thick points. Almost surely,

dim(Tα) = (2− α2

2
)+

and Tα is empty if α > 2.

Sketch of proof. The upper bound is easy to understand. Indeed, for a given ε > 0,

P(hε(z) ≥ α log(1/ε)) = P(N (0, log(1/ε) +O(1)) ≥ α log(1/ε))

= P(N (0, 1) ≥ α
√

log(1/ε) +O(1)) ≤ εα
2/2

using scaling and the standard bound P(X > t) ≤ const×t−1e−t
2/2 forX ∼ N (0, 1). Suppose

without loss of generality that D = (0, 1)2 is the unit square. Then the expected number of
squares of size ε such that the centre z satisfies hε(z) ≥ α log 1/ε is bounded by ε−2+α2/2. A
slightly more elaborate argument shows that in fact the Minkowski dimension of Tα is a.s.
less than 2 − α2/2 and therefore so is, a.s., the Hausdorff dimension. To prove the lower
bound, one uses a fairly standard second moment argument, see [HMP10] for details. A
simple alternative new proof of this fact is also proposed in Exercise 5 of Chapter 2.

The value α = 2 corresponds informally to the maximum of the free field, and the study
of the set T2 is, informally at least, related to the study of extremes in a branching Brownian
motion (see [ABBS13, ABK13]).
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1.9 Exercises

Discrete GFF

1. Describe the GFF on a binary tree of depth n, where ∂ is the root of the tree.

2. Using an orthonormal basis of eigenfunctions for P̂ , show that the partition function
Z in Theorem 1.5 is given by

Z = det(I − P̂ )−1/2

3. Prove that the minimiser of the discrete Dirichlet energy is discrete harmonic.

4. Prove the spatial Markov property of the discrete GFF.

Continuous GFF

1. Show that on the upper half pane,

GH(x, y) = log

∣∣∣∣
x− ȳ
x− y

∣∣∣∣ .

Hint: use that pHt (x, y) = pt(x, y)− pt(x, ȳ) by symmetry, and use the formula e−a/t −
e−b/t = t−1

∫ b
a
e−x/tdx.

Deduce the value of G on the unit disc.

2. Let pt(x, y) be the transition function of Brownian motion on the whole plane. Show
that π

∫ 1

0
pt(x, y)dt = − log |x − y| + O(1) as x → y. Then use this to argue that

G(x, y) = − log |x− y|+O(1) as x→ y, thereby recovering the property 2 of Proposi-
tion 1.9.

3. Show that eigenfunctions of −∆ corresponding to different eigenvalues are orthogonal
on H1

0 (D).

4. Compute the Green function in one dimension on D = (0,∞) and D = (0, 1) respec-
tively. What are the corresponding Gaussian free fields? What is the spatial Markov
property in this context?

5. Consider h̃ε(z), the average value of the GFF on a square distance ε from z. Is this a
Brownian motion as a function of t = log 1/ε? If not, how can you modify it so that it
becomes a Brownian motion? More generally, what about the average of the field on
a scaled contour ελ, where λ is a piecewise smooth loop?
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6. Let ρ ∈M∗ (recall that by definition this means ρ ∈M and if f(x) = −
∫
G(x, y)ρ(dy)

then f ∈ H1
0 (D)). Show that the series

(h, ρ) =
∞∑

n=1

Xn(fn, ρ)

converges almost surely and the limit agrees with the value hρ coming from the stochas-
tic process definition of h. (Here, as in (1.5), fn is an orthonormal basis of H1

0 (D) and
Xn are i.i.d. standard Gaussian random variables).

Hence deduce that if f εn is the circle average of the smooth function fn, we have that
for all fixed z ∈ D, and for all fixed ε > 0, almost surely:

N∑

n=1

Xnf
ε
n(z)→ hε(z).

(Hint: when |x− y| → 0, |∇yG(x, y)| = 1/|x− y|+O(1).)

7. Let D = (0, 1)2 and let φj,k(x, y) = sin(jπx) sin(kπy) for j, k ≥ 1. Compute the H1
0

norm of φj,k and deduce that an expression for the GFF is

h =
∑

j,k≥1

2

π

Xj,k√
j2 + k2

φj,k.

(This is convenient for computer simulations). How does this relate to Fourier series?

8. Give a proof of Theorem 1.21 based on computing the covariances. [If you are stuck,
look in Lemma 2.2 for inspiration].

9. Itô’s isometry for the GFF. Let en denote a set of eigenfunctions of −∆ on D,
orthonormal for the L2 product, with eigenvalue λn ≥ 0. For s ∈ R, set

Hs(D) = {f ∈ D′(D) :
∑

n

(f, en)2λsn <∞}.

This is the Sobolev space of index s ∈ R. We equip Hs with the inner product:
(f, g)s =

∑
n(f, fn)(g, fn)λ2

n which turns Hs into a Hilbert space.
(a) Show that H1(D) corresponds to our previous definition of H1

0 (D).
(b) Show that the series expansion of h given by (1.5) h =

∑
nXnfn converges a.s. in

H−ε(D) for any ε > 0, where fn is an orthonormal basis of H1
0 (D). (Hint: first check

that λn � n as n→∞).
(c) For f ∈ Hs, define an operator (Laplacian to a fractional power) (−∆)sf =∑

n(f, en)λsnen. Check that

(f, g)s = ((−∆)s/2f, (−∆)s/2g).
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(d) Check that the map f ∈ D(D) 7→ (h, f) extends uniquely to an isometry from
H−1(D) onto L2(P). In particular, the value of h integrated a test function is a.s. well
defined as soon as f ∈ H−1. (This is the GFF analogue of Itô’s isometry, allowing
one to integrate an L2 function against dB). Explain how that fits into the context of
defining circle averages.

10. Radial decomposition. Suppose D = D is the unit disc and h is a GFF. Then show
that h can be written as the sum

h = hrad + hcirc

where hrad is a radially symmetric function, hcirc is a distribution with zero average
on each disc, and the two parts are independent. Specify the law of each of these two
parts.
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2 Liouville measure
In this chapter we begin the study of Liouville Quantum Gravity per se. Informally, this is
the random surface whose “Riemann metric tensor" can be expressed as

eγh(z)dz.

This should be interpreted as follows. Some abstract Riemann surface has been parametrised,
after Riemann uniformisation, by a domain of our choice – perhaps the disc, assuming that
it has a boundary, or perhaps the unit sphere in three dimensions if it doesn’t. In this
parametrisation, the conformal structure is preserved: i.e., curves crossing at an angle θ at
some point in the domain would also correspond to curves crossing at an angle θ in the
original surface.

However, in this parametrisation, the metric and the volume have been distorted. Namely,
a small element of volume dz in the domain really corresponds to a small element of volume
eγh(z)dz in the original surface. Hence points where h is very big (e.g., thick points) corre-
spond in reality to relatively big portions of the surface; while points where h is very low
are points which correspond to small portions of the surface. The first points will tend to
be typical from the point of view of sampling from the volume measure, while the second
points will be where geodesics tend to travel.

Naturally, we will want to take h a Gaussian Free Field, but there is a big problem:
the exponential of a distribution is not a priori defined. This corresponds to the fact that
while h is regular enough to be a distribution, so small oscillations do not matter when we
average h over regions of space, these oscillations become highly magnified when we take the
exponential and they do no longer cancel out.

Instead, we will require a fair amount of work to make sense of a measure µ(dz) which
can be interpreted as eγh(z)dz. This will be the Liouville measure. It is defined via an
approximation procedure, as follows:

µε(dz) := eγhε(z)εγ
2/2dz, (2.1)

where hε(z) is a jointly continuous version of the circle average. It is straightforward to see
that µε is a (random) Radon measure on D. Our goal will be to prove the following theorem:

Theorem 2.1. Suppose γ < 2. Then the random measure µε converges in a.s. weakly
to a random measure µ, the (bulk) Liouville measure, along the subsequence ε = 2−k. µ
has a.s. no atoms, and for any A ⊂ D open, we have µ(A) > 0 a.s. In fact, Eµ(A) =∫
A
R(z,D)γ

2/2dz ∈ (0,∞).

(Recall that in this theorem, R(z,D) is the conformal radius of D seen from z: that is,
R(z,D) = |f ′(0)| where f is any conformal map taking D to D and 0 to z.)

In this form, the result is due to Duplantier and Sheffield [DS11]. It could also have
been deduced from earlier work of Kahane [Kah85] who used a different approximation
procedure, together with results of Robert and Vargas [RV+10] showing universality of the
limit with respect to the approximating procedure. (In fact, these two results would have
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given convergence in distribution of µε rather than in probability; and hence would not show
that the limiting measure µ depends solely on the free field h. However, a strengthening of
the arguments of Robert and Vargas due to Shamov [Sha] has recently yielded convergence
in probability.) Earlier, Høegh-Krohn [HK71] had introduced a similar model in the context
of quantum field theory, and analysed it in the relatively easy L2 phase when γ <

√
2.

Here we will follow the elementary approach developed in [Ber15], which works in a more
general context. However we will restrict ourselves to the case of interest for the proof of
this theorem, which simplifies further some arguments.

2.1 Preliminaries

Before we start the proof of Theorem 2.1 we first observe that this is the right normalisation.

Lemma 2.2. We have that Varhε(x) = log(1/ε) + logR(x,D). As a consequence, Eµε(A) =∫
A
R(z,D)γ

2/2dz ∈ (0,∞).

Proof. Fiz x ∈ D. By definition,

Varhε(x) = Γ(ρx,ε) =

∫
ρx,ε(dz)ρx,ε(dw)G(z, w).

For a fixed z, G(z, ·) is harmonic on D \{z} and so
∫
ρx,ε(dw)G(z, w) = G(z, x) by the mean

value property. Therefore,

Varhε(x) = Γ(ρx,ε) =

∫
ρx,ε(dz)G(z, x).

Now, observe that G(x, ·) = − log |x − ·| + ξ(·) where ξ(·) is the harmonic extension of
log(|x−·|) from the boundary: indeed the difference has zero boundary condition, is bounded
and harmonic in D\{z} so must be zero in all of D by uniqueness of solution to the Dirichlet
problem among bounded functions. Therefore, by harmonicity of ξ,

Varhε(x) = Gε(x) = 2π

∫

y

G(·, y)ρx,ε(dy) = log(1/ε) + ξ(x)

Now it remains to recall that ξ(x) = logR(x,D), which follows from the fact G(x, y) =
log(1/|x− y|) + ξ(x) + o(1) as y → x and (1.2).

We now make a couple of remarks:

1. Not only is the expectation constant, but we have that for each fixed z, eγhε(z)εγ2/2
forms a martingale as a function of ε. This is nothing but the exponential martingale
of a Brownian motion.

2. However, the integral µε(A) is NOT a martingale: this is because the underlying
filtration in which eγhε(z)εγ2/2 is a martingale depends on z. If we try to condition on
all the information hε(z), z ∈ D, then this is too much information and we lose the
martingale property.
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2.2 Convergence and uniform integrability in the L2 phase

We assume without loss of generality that S is bounded and open (for instance, S = (0, 1)2 ⊂
D for concreteness) and we set Iε = µε(S). Fix γ ∈ (0, 2). We first check that Iε is integrable.
This is easy to check when γ <

√
2, but difficulties arise when γ ∈ [

√
2, 2). (As luck would

have it this coincides precisely with the phase which is interesting from the point of view of
the geometry of random planar maps). We start with the easy case when γ <

√
2; this is

the so-called L2 phase.
Let ε > 0, and let δ = ε/2. Then we claim that

Proposition 2.3. We have the estimate E((Iε−Iδ)2) ≤ Cε2−γ2. In particular, Iε is a Cauchy
sequence in L2(P) and so converges to a limit in probability. Along ε = 2−k, this convergence
occurs almost surely.

Proof. For ease of notations, let h̄ε(z) = γhε(z) − (γ2/2) Var(hε(z)), and let σ(dz) =
R(z,D)γ

2/2.
The idea is to say that if we consider the Brownian motions hε(x) and hε(y) (viewed as

a function of ε = e−t, then they are (approximately) identical until ε ≤ |x− y|, after which
they evolve (exactly) independently.

Observe that by Fubini’s theorem,

E((Iε − Iδ)2) =

∫

S2

E
[
(eh̄ε(x) − eh̄δ(x))(eh̄ε(y) − eh̄δ(y))

]
σ(dx)σ(dy).

By the Markov property, hε(x)−hδ(x) and hε(y)−hδ(y) are independent as soon as |x−y| ≥
2ε: indeed, we can apply the Markov property in U = B(x, ε) ∪ B(y, ε), which allows us to
write h = h̃ + ϕ where ϕ is harmonic in U and h̃ is an independent GFF in U . Since U is
a disjoint union of two balls in U , the restriction of h̃ to each of these balls is independent.
Hence

(eh̄ε(x) − eh̄δ(x))(eh̄ε(y) − eh̄δ(y)) = eh̄ε(x)+hε(y)(1− eh̄δ(x)−h̄ε(x))(1− eh̄δ(y)−h̄ε(y)).

Note that all three terms in this product are independent: indeed, the first is measurable
with respect to h outside of U (i.e., depends only on ϕ), the second term depends only on h̃
in the ball B(x, ε), and the third term depends only on h̃ in B(y, ε).

Hence if |x− y| ≥ 2ε, then the expectation in the above integral is

= E
[
(eh̄ε(x) − eh̄δ(x))(eh̄ε(x) − eh̄δ(x))

]

= E(eh̄ε(x)+h̄ε(y))E(1− eh̄δ(x)−h̄ε(x))E(1− eh̄δ(y)−h̄ε(y))

But both second and third terms are equal to zero, essentially because of the pointwise
martingale property. Therefore the expectation is just 0 as soon as |x− y| > 2ε.

Hence using Cauchy–Schwarz in the case where |x− y| ≤ 2ε,

E((Iε − Iδ)2) ≤
∫

|x−y|≤2ε

√
E((eh̄ε(x) − eh̄δ(x))2)E((eh̄ε(y) − eh̄δ(y))2)σ(dx)σ(dy)
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= C

∫

|x−y|≤2ε

√
E(e2h̄ε(x))E(e2h̄ε(y))σ(dx)σ(dy) (2.2)

≤ C

∫

|x−y|≤2ε

εγ
2

e
1
2

(2γ)2 log(1/ε)σ(dx)σ(dy)

≤ Cε2+γ2−2γ2 = Cε2−γ2 .

This proves the proposition.

The moral of this proof is the following: while Iε is not a martingale (because there is
filtration common to all points x such that eh̄ε(x) forms a martingale, though it is pointwise
a martingale), when it comes to second moment we can use the pointwise martingale to
estimate the second moment of the increment Iε − Iδ. Only for points x, y which are very
close (of order ε) do we get a nontrivial contribution.

We defer the proof of the general case until a bit later (see Section 2.4).

2.3 The GFF viewed from a Liouville typical point

Let h be a Gaussian Free Field on a domain D, let γ < 2. Let µ be the associated Liouville
measure. An interesting question is the following: if z is a random point sampled according
to the Liouville measure, normalised to be a probability distribution (this is possible when
D is bounded), then what does h look like near the point z? This gives rise to the rooted
measure in the terminology of [DS11] or to the Peyrière measure in the terminology of
Gaussian multiplicative chaos.

We expect some atypical behaviour: after all, for any given fixed z ∈ D, eγhε(z)εγ2/2
converges a.s. to 0, so the only reason µ could be nontrivial is if there are enough points
on which h is atypically big. Of course this leads us to suspect that µ is in some sense
carried by certain thick points of the GFF. It remains to identify the level of thickness. As
mentioned before, simple back-of-then-envelope calculation (made slightly more rigorous in
the next result) suggests that these points should be γ-thick. As we will see, this in fact a
simple consequence of Girsanov’s lemma: essentially, when we bias h by eγh(z), we shift the
mean value of the field by γG(·, z) = γ log 1/| · −z| + O(1), thereby resulting in a γ-thick
point.

Theorem 2.4. Suppose D is bounded. Let z be a point sampled according to the Liouville
measure µ, normalised to be a probability distribution. Then, a.s.,

lim
ε→0

hε(z)

log(1/ε)
= γ.

In other words, z is almost surely a γ-thick point (z ∈ Tγ).

When D is not bounded we can simply say that µ(T cγ ) = 0, almost surely. In particular,
µ is singular with respect to Lebesgue measure, a.s.
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Proof. The proof is elegant and simple, but the first time one sees it, it is somewhat per-
turbing. We require the following important but elementary lemma, which can be seen as a
(completely elementary) version of Girsanov’s theorem.

Lemma 2.5 (Tilting lemma / Girsanov). Let X = (X1, . . . , Xn) be a Gaussian vector under
the law P, with mean µ and covariance matrix V . Let α ∈ Rn and define a new probability
measure by

dQ
dP

=
e〈α,X〉

Z
,

where Z = E(e〈α,X〉) is a normalising constant. Then under Q, X is still a Gaussian vector,
with covariance matrix V and mean µ+ V α.

It is worth rephrasing this lemma in plain words. Suppose we weigh the law of a Gaussian
vector by some linear functional. Then the process remains Gaussian, with unchanged
covariances, however the mean is shifted, and the new mean of the variable Xi say, is

µ′i = µi + Cov(Xi, 〈α,X〉).

In other words, the mean is shifted by an amount which is simply the covariance of the
quantity we are considering and what we are weighting by.

Proof. Assume for simplicity (and in fact without loss of generality) that µ = 0. It is simple
to check it with Laplace transforms: indeed if λ ∈ Rn, then

Q(e〈λ,X〉) =
1

Z
E(e〈λ+α,X〉)

=
1

e
1
2
〈α,V α〉 e

1
2
〈α+λ,V (α+λ)〉

= e
1
2
〈λ,V λ〉+〈λ,V α〉

The first term in the exponent 〈λ, V λ〉 is the Gaussian term with variance V , while the
second term 〈λ, V α〉 shows that the mean is now V α, as desired.

Let P be the law of the GFF, and let Qε denote the joint law of (z, h) where h has the
law P and given h, z is sampled proportionally to µε. That is,

Qε(dz, dh) =
1

Z
eγhε(z)εγ

2/2dzP(dh).

Here Z is a normalising (nonrandom) constant depending solely on ε. Define alsoQ(dz, dh) =
µh(dz)P(dh) where by µh we mean the Liouville measure which is a.s. defined by h. Note
that Qε converges to Q weakly.

Note that under the law Qε, the marginal law of h is simply

Qε(dh) =
1

Z
µε(D)P(dh) (2.3)
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so it has the law of a GFF biased by its total mass, and we deduce that Z = E(µε(D)) =∫
D
R(z,D)γ

2/2dz does not even depend on ε (in fact there are small effects from the boundary
which we freely ignore).

Furthermore, the marginal law of z is

Qε(dz) =
1

Z
dzE(eγhε(z)εγ

2/2) =
dz

Z
R(z,D)γ

2/2.

Here again, the law does not depend on ε and is nice, absolutely continuous with respect to
Lebesgue measure. Finally, it is clear that under Qε, given h, the conditional law of z is just
given by a sample from the Liouville measure.

We will simply reverse the procedure, and focus instead on the conditional distribution
of h given z. Then by definition,

Qε(dh|z) =
1

Z(z)
eγhε(z)εγ

2/2P(dh).

In other words, the law of the Gaussian field h has been reweighted by an exponential linear
functional. By Girsanov’s lemma, we deduce that under Qε(dh|z), h is a field with same
covariances and a nonzero mean at point w given by γ Cov(h(w), γhε(z)) = γ log(1/|w −
z|) + O(1). In other words, a logarithmic singularity of strength γ has been introduced at
the point z in the mean.

Now, taking the limit as ε→ 0, we find that under Q(dh|z), a.s.,

lim
δ→0

hδ(z)

log(1/δ)
= γ,

so z ∈ Tγ, a.s. as desired. We conclude the proof of the theorem by observing that the
marginal laws Q(dh) and P(dh) are mutually absolutely continuous with respect to one
another, so any property which holds a.s. under Q holds also a.s. under P. (This absolute
continuity follows simply from the fact that µ(S) ∈ (0,∞),P−a.s.)

2.4 General case∗

To address the difficulties that arise when γ ≥
√

2, we proceed as follows. Roughly, we
claim that the second moment of Iε blows up because of rare points which are too thick and
which do not contribute to the integral in an a.s. sense, but inflate the value of the second
moment. So we will remove these points by hand. To see which points to remove, a small
back-of-the-envelope calculation with Girsanov’s lemma suggests that typical points will be
γ-thick.

Let α > 0 be fixed (it will be chosen > γ and very close to γ soon). We define a good
event Gα

ε (x) = {hε(x) ≤ α log(1/ε)}. This is the good event that the point x is not too thick
at scale ε.

Lemma 2.6 (Liouville points are no more than γ-thick). For α > γ we have

E(eh̄ε(x)1Gαε (x)) ≥ 1− p(ε)
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where the function p may depend on α and for a fixed α > γ, p(ε)→ 0 as ε→ 0, polynomially
fast. The same estimate holds if h̄ε(x) is replaced with h̄ε/2(x).

Proof. Note that

E(eh̄ε(x)1{Gαε (x)}) = P̃(Gα
ε (x)), where

dP̃
dP

= eh̄ε(x).

By Girsanov’s lemma, under P̃, the process Xs = he−s(x) has the same covariance structure
as under P and its mean is now γ Cov(Xs, Xt) = γs+O(1) for s ≤ t. Hence it is a Brownian
motion with drift γ, and the lemma follows from the fact that such a process does not exceed
αt at time t with high probability when t is large (and the error probability is exponential
in t, or polynomial in ε, as desired).

Changing ε into ε/2 means that the drift of Xs is γs+O(1) over a slightly larger interval
of time, namely until time t + log 2. In particular the same argument as above shows that
the same estimate holds for h̄ε/2(x) as well.

We therefore see that points which are more than γ-thick do not contribute significantly
to Iε in expectation and can therefore be safely removed. We therefore fix α > γ and
introduce:

Jε =

∫

S

eh̄ε(x)1Gε(x)σ(dx); J ′ε/2(x) =

∫

S

eh̄ε/2(x)1Gε(x)σ(dx) (2.4)

with Gε(x) = Gα
ε (x). Note that a consequence of Lemma 2.6 is that E(|Iε − Jε|) ≤ p(ε)|S|

tends to zero and E(|Iε/2 − J ′ε/2|) ≤ p(ε)|S| also tends to zero.

Lemma 2.7. We have the estimate E((Jε − J ′ε/2)2) ≤ εr for some r > 0. In particular, Iε
is a Cauchy sequence in L1 and so converges to a limit in probability. Along ε = 2−k, this
convergence occurs almost surely.

Proof. The proof of this lemma is virtually identical to the case of the L2 phase (see Propo-
sition 2.3. The key observation was that if |x− y| ≥ 2ε, then the increments hε(x)− hε/2(x)
and hε(y)− hε/2(y) were independent of each other, but they are in fact also independent of
F , the σ-algebra generated by the values of h outside balls of radius ε around both x and y.
Hence, since the events Gε(x) and Gε(y) are both measurable with respect to F , we deduce
from that proof (see (2.2)) that

E((Jε − J ′ε/2)2) ≤ C

∫

|x−y|≤2ε

√
E(e2h̄ε(x)1Gε(x))E(e2h̄ε(y)1Gε(y))σ(dx)σ(dy).

Now,

E(e2h̄ε(x)1Gε(x)) ≤ E(e2h̄ε(x)1{hε(x)≤α log(1/ε))

≤ O(1)ε−γ
2Q(hε(x) ≤ α log 1/ε)
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where by Girsanov’s lemma, underQ, hε(x) is a normal random variable with mean 2γ log(1/ε)+
O(1) and variance log 1/ε+O(1). Hence

Q(hε(x) ≤ α log 1/ε) ≤ O(1) exp(−1

2
(2γ − α)2 log 1/ε).

Hence
E((Jε − J ′ε/2)2) ≤ O(1)ε2−γ2ε

1
2

(2γ−α)2 .

Again, choosing α > γ sufficiently close to γ ensures that the bound on the right hand side
is at most O(1)εr for some r > 0, as desired. This finishes the proof of the lemma, hence
also of Theorem 2.1 in the general case γ < 2.

2.5 The phase transition in Gaussian multiplicative chaos

The fact that the Liouville measure µ = µγ is supported on the γ-thick points, Tγ, is very
helpful to get a clearer picture of Gaussian multiplicative chaos (Kahane’s general theory of
measures of the form eγX(z)dz where X is a log-correlated Gaussian field).

Indeed recall that dim(Tγ) = (2 − γ2/2)+, and Tγ is empty if γ > 2. The point is that
µ = µγ does not degenerate because there are thick points to support it. Once γ > 2 there are
no longer any thick points, and therefore it is in some sense “clear" that µγ must degenerate
to the zero measure. When γ = 2 however, Tγ is not empty, and there is therefore a hope
to construct a meaningful measure µ corresponding to the critical Gaussian multiplicative
chaos. Such a construction has indeed been done in two separate papers by Duplantier,
Rhodes, Sheffield, and Vargas [DRSV12, DRS+14]. However the normalisation must be
done more carefully – see these two papers for details, as well as the more recent preprint
by Junnila and Saksman [JS15].

2.6 Conformal covariance

Of course, it is natural to wonder in what way the conformal invariance of the GFF manifests
itself at the level of the Liouville measure. As it turns out these measures are not simply
conformally invariant - this is easy to believe intuitively, since the total mass of the Liouville
measure has to do with total surface area (measured in quantum terms) enclosed in a domain
eg via circle packing, and so this must grow when the domain grows.

However, the measure turns out to be conformally covariant: that is, one must include a
correction term accounting for the inflation of the domain under conformal map (and hence
there will be a derivative term appearing). To formulate the result, it is convenient to make
the following notation. Suppose h is a given distribution – perhaps a realisation of a GFF,
but also perhaps one of its close relative (eg maybe it has been shifted by a deterministic
function), and suppose that its circle average is well defined. Then we define µh to be the
measure, if it exists, given by µh(dz) = limε→0 e

γhε(z)εγ
2/2dz. Of course, if h is just a GFF,

then µh is nothing else but the measure we have constructed in the previous part. If h can be
written as h = h0 +ϕ where ϕ is deterministic and h0 is a GFF, then µh(dz) = eγϕ(z) ·µh0(dz)
is absolutely continuous with respect to the Liouville measure µh0 .
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Theorem 2.8 (Conformal covariance of Liouville measure). Let f : D → D′ be a conformal
map, and let h be a GFF in D. Then h′ = h ◦ f−1 is a GFF in D′ and we have

µh ◦ f−1 = µh◦f−1+Q log |(f−1)′|

= eγQ log |(f−1)′|µh′ ,

where
Q =

γ

2
+

2

γ
.

In other words, pushing forward the Liouville measure µh by the map f , we get a measure
which is absolutely continuous with respect to Liouville measure on D′, having density eγψ
with ψ(z) = Q log |(f−1)′(z)|, z ∈ D′.
Informal proof. The reason for this formula may be understood quite easily. Indeed,
note that γQ = γ2/2 + 2. When we use the map f , a small circle of radius ε is mapped
approximately into a small circle of radius ε′ = |f ′(z)|ε around f(z). So eγhε(z)εγ

2/2dz
approximately corresponds to

e
γh′|f ′(z)|ε(z

′)
εγ

2/2 dz′

|f ′(z)|2
by the usual change of variable formula. This can be rewritten as

eγh
′
ε′ (z
′)(ε′)γ

2/2 dz′

|f ′(z)|2+γ2/2

Letting ε→ 0 we get, at least heursitically speaking, the desired result.

Proof of Theorem 2.8. Of course, the above heuristics is far from a proof, and the main
reason is that hε(z) is not a very well-behaved approximation of h under conformal maps.
Instead, one uses a different approximation of the GFF, using the orthonormal basis of
H1

0 (D) (which is conformally invariant). In view of this, we make the following definition:
suppose h =

∑
nXnfn, where Xn are i.i.d. standard normal random variables, and fn is an

orthonormal basis of H1
0 (D). Set hN(z) =

∑N
i=1 Xifi to be the truncated series, and define

µN(S) =

∫

S

exp

(
γhN(z)− γ2

2
Var(hN(z))

)
σ(dz)

where recall that σ(dz) = R(z,D)γ
2/2dz. Note that µN(S) has the same expected value as

µ(S). Furthermore, µN(S) is a nonnegative martingale with respect to the filtration (FN)
generated by (XN), so has an almost sure limit which we will call µ∗(S).

Lemma 2.9. Almost surely, µ∗(S) = µ(S).

Proof. When we take the circle averages of the series we obtain

hε = hNε + h′ε
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where h′ε is independent from hN , and hNε denotes the circle average of the function hN .
Hence

εγ
2/2eγhε(z) = eγh

N
ε (z)εγ

2/2eγh
′
ε(z).

Consequently, integrating over S and taking the conditional expectation given Fn, we obtain

E(µε(S)|Fn) = µNε (S) :=

∫

S

exp

(
γhNε (z)− γ2

2
Var(hN(z))

)
σ(dz).

When ε → 0, the right hand side converges to µN(S) as hN is a nice smooth function.
Consequently,

µN(S) = lim
ε→0

E(µε(S)|FN).

By Fatou’s lemma, the right hand side is greater or equal to E(µ(S)|Fn). Hence

µN(S) ≥ E(µ(S)|FN).

We can take N → ∞ and deduce from the martingale convergence theorem (and the fact
that µ(S) is measurable with respect to F∞) that

µ∗(S) ≥ µ(S).

However, from Fatou’s lemma again, we know that

E(µ∗(S)) ≤ lim
N→∞

E(µN(S)) =

∫

D

R(z,D)γ
2/2dz.

We also know (by uniform integrability of µε(S)) that

E(µ(S)) =

∫

D

R(z,D)γ
2/2dz.

Consequently we see that E(µ∗(S)) ≤ E(µ(S)). The only possibility is that E(µ(S)) =
E(µ∗(S)) and therefore also µ(S) = µ∗(S), as desired.

To finish the proof of conformal covariance (Theorem 2.8) we now simply recall that if fn
is an orthonormal basis of H1

0 (D) then fn ◦f−1 gives an orthonormal basis of H1
0 (D′). Hence

if h′ = h ◦ f−1, then its truncated series h′N can also simply be written as h′N = hN ◦ f−1.
Thus, consider the measure µN and apply the map f . We obtain a measure µ̃′N in D′ such
that

µ̃′N(D′) =

∫

D′
exp{γhN(f−1(z′))− γ2

2
Var(hN(f−1(z′)))}R(f−1(z′), D)γ

2/2 dz′

|f ′(f−1(z′))|2

=

∫

D′
dµ′N(z′)e(2+γ2/2)|(f−1)′(z′)|,

where dµ′N is the approximating measure to µh′ in D′. (The second identity is justified by
properties of the conformal radius). Letting N → ∞, and recalling that dµ′N converges to
dµh′ by the previous lemma, we obtain the desired statement of conformal covariance. This
finishes the proof of Theorem 2.8.
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2.7 Random surfaces

Essentially, we want to consider the surfaces enoded by µh and by µh ◦ f−1 to be the
same. This idea, and the covariance formula, allowed Duplantier and Sheffield to formu-
late a mathematically rigorous notion of random surfaces. Define an equivalence relation
between (D1, h1) and (D2, h2) if there exists f : D1 → D2 a conformal map such that
h2 = h1 ◦ f−1 +Q log |(f−1)′|. It is easy to see that this is an equivalence relation.

Definition 2.10. A (random) surface is a pair (D, h) consisting of a domain and a (random)
distribution h ∈ D′(D), where the pair is considered modulo the above equivalence relation.

Interesting random surfaces arise, among other things, when we sample a point according
to Liouville measure (either in the bulk, or on the boundary when the free field has a
nontrivial boundary behaviour), and we ‘zoom in’ near this point. Roughly speaking, these
are the quantum cones and quantum wedges introduced by Sheffield in [She10a]. A particular
kind of wedges will be studied in a fair amount of details in these notes later on (see Theorem
5.20).

2.8 Exercises

1. Explain why Lemma 2.7 and 2.6 imply uniform integrability of µε(S).

2. Let µn be a random sequence of Borel measures an open set D ⊂ Rd. Suppose that for
each open S ⊆ D, µn(S) converges in probability to a finite limit `(S). Explain why `
defines uniquely a Borel measure µ and why µn converges in probability weakly to µ.

3. Let µ be the Liouville measure with parameter γ < 2. Use uniform integrability and
the Markov property of the GFF to show that µ(S) > 0 a.s.

4. How would you normalise eγhε(z) if you are just aiming to define the Liouville mea-
sure on some segment contained in D? Show that with this normalisation you get a
nondegenerate limit. What is the conformal covariance in this case?

5. Recall the events Gε(z) = {hr(z) ≤ α log 1/r, for all r ∈ [ε0, ε]} from the proof of
uniform integrability of the Liouville measure in the general case. Show that if d <
2− γ2/2, then

E
[∫

S2

1

|x− y|d e
h̄ε(x)1Gε(x)σ(dx) eh̄ε(y)1Gε(y)σ(dy)

]
≤ C <∞

where C does not depend on ε. Deduce that

dim(Tγ) ≥ 2− γ2/2.

Conclude with a proof of Theorem 1.23.
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6. Write carefully the continuity argument of Qε in the proof of Theorem 2.4. Under the
rooted measure Q(dh|z), what are the fluctuations of hε(z) as ε→ 0?

Show that if h is a GFF and z is sampled according to the Liouville measure, then
given z, h is absolutely continuous with respect to h̃(·) + γ log(1/| · −z|), where h̃ is a
Gaussian free field.
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3 The KPZ relation
The KPZ formula, named after Knizhnik–Polyakov–Zamolodchikov [KPZ88], is a far-reaching
identity, relating the ‘size’ (dimension) of a given set A ⊂ R2 from the point of view of stan-
dard Euclidean geometry, to its counterpart from the point of view of the random geometry
induced by a Gaussian free field h, via the formal definition of the metric eγh(z)dz.

As I will discuss, this is fundamentally connected with the question of computing critical
exponents of models of statistical physics for which it is believed that there is a conformally
invariant scaling limit – we will look for instance at the computation of percolation exponents
in this manner.

3.1 Scaling exponents; KPZ theorem

To formulate it, we need the notion of scaling exponent of a set A. Fix A deterministic for
the moment, or possibly random but (and this is crucial) independent of the GFF. Suppose
A ⊂ D for instance. The scaling exponent of A, tells us how likely it is, if we pick a point z
uniformly in D, that z falls within distance ε of the set A.

Definition 3.1. The (Euclidean) scaling exponent of A is the limit, if it exists, of the quantity

x = lim
ε→0

logP(B(z, ε) ∩ A 6= ∅)
log(ε2)

We need to make a few comments about this definition.

1. First, this is equivalent to saying that the volume of Aε decays like ε2x. In other words,
A can be covered with ε−(2−2x) balls of radius ε, and hence typically the Hausdorff
dimension of A is simply

dim(A) = 2− 2x = 2(1− x).

In particular, note that x ∈ [0, 1] always; x = 0 means that A is practically the full
space, x = 1 means it is practically empty.

2. In the definition we chose to divide by log(ε2) because ε2 is the volume, in Euclidean
geometry on R2, of a ball of radius ε. In the quantum world, we would need to replace
this by the Liouville area of a ball of radius ε.

We therefore make the following definition – to be taken with a grain of salt, as we shall
allow ourselves to consider slightly different variants. Since we do not have a metric to speak
about, we resort to the following expedient: for z ∈ D, we call Bδ(z) the quantum ball of
mass δ, the Euclidean ball centered at z whose radius is chosen so that its Liouville area is
precisely δ. (In [DS11], this is called the isothermal ball of mass δ at z).
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Definition 3.2. Suppose z is sampled from the Liouville measure µ, normalised to be a
probability distribution. The (quantum) scaling exponent of the (possibly random subset)
A ⊂ D is the limit, if it exists, of the quantity

∆ = lim
δ→0

logP(Bδ(z) ∩ A 6= ∅)
log(δ)

.

Again, this calls for a few parallel comments.

1. The metric dimension (i.e., the Hausdorff dimension) of D equipped with the random
geometry induced by eγh(z) is not currently well defined, and even if there was a metric,
it would be unclear what its value is. Of course there is one exception, which is the
case when γ =

√
8/3, corresponding to the limit of uniform random planar maps, in

which case the dimension is known explicitly and is equal to 4, due to properties of the
Brownian map.

2. If we call D this dimension, then as before there is a relation between quantum scaling
exponent and Hausdorff dimension of A: namely,

dimγ(A) = D(1−∆).

Again, ∆ ∈ [0, 1] always.

3. As explained above, there is no consensus (even in the physics literature) about the
value of D. However, the following formula, proposed by Watabiki, seems to have a
reasonable chance of being correct:

D(γ) = 1 +
γ2

4
+

√
(1 +

γ2

4
)2 + γ2.

Simulations are notoriously difficult because of large fluctuations, but this formula
matches reasonably well with what is observed numerically, and it has the desirable
property that D(

√
8/3) = 4.

4. In the definition of ∆, the probability P(Bδ(z) ∩ A 6= ∅) is averaged over everything:
z, h and A itself if it is random. So it is really an annealed probability.

Theorem 3.3 (Hausdorff KPZ formula). Suppose A is independent of the GFF. If A has
Euclidean scaling exponent x, then it has quantum scaling exponent ∆ where x and ∆ are
related by the formula

x =
γ2

4
∆2 + (1− γ2

4
)∆. (3.1)

A few observations:

1. x = 0, 1 if and only if ∆ = 0, 1.
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2. This is a quadratic relation with positive discriminant so can be inverted.

3. In the particular but important case of uniform random planar maps, γ =
√

8/3 so
the relation is

x =
2

3
∆2 +

1

3
∆. (3.2)

Various versions of this result have now been proved. The above version deals with a
notion of dimension which is in expectation, and another one, due to Aru [Aru14] will soon
be stated where the notion of dimension is more closely related to Minkowski dimension and
is also in expectation. However, almost sure versions also exist – let us mention, in particular,
the work of Rhodes and Vargas [RV11] who proved a theorem which is in some ways stronger
than the above (it is more robust, and deals with an a.s. notion of dimension) and which
appeared simultaneously to the paper of Duplantier and Sheffield [DS11] from which the
above theorem is taken. More recently, a version of the KPZ formula was formulated and
proved using the so-called Liouville heat kernel [BGRV14], thereby eliminating the need to
reference the underlying Euclidean structure in the notion of dimension.

3.2 Applications of KPZ to exponents∗

At the discrete level, the KPZ formula can be interpreted as follows. Suppose that a certain
subset A within a random map of size N has a size |A| ≈ N1−∆. Then its Euclidean analogue
within a box of areaN (and thus of side length n =

√
N) occupies a size |A′| ≈ N1−x = n2−2x,

where x,∆ are related by the KPZ formula:

x =
γ2

4
∆2 + (1− γ2

4
)∆.

In particular, observe that the approximate (Euclidean) Hausdorff dimension of A′ is then
2− 2x, consistent with our definitions.

We now explain how this can be applied to determine the value of certain exponents. Sup-
pose we know the critical exponent of a critical FK loop configuration in random geometry,
by which I mean the exponent β such that

P(|∂L| ≥ k) ≈ k−β

where ∂L denotes the interface of boundary of the smallest loop containing a given point,
say the origin.

In order to apply KPZ, we consider a planar map with say N faces (or N edges...),
equipped with a critical FK loop configuration. We could take for our set A the boundary
of the largest cluster. The largest cluster will have a volume of order N , and its boundary
will have a length (number of triangles it goes through) of order N1/β. Then for this set A,
we have ∆ = 1 − 1/β, and hence the value x is known also in the Euclidean world via the
KPZ formula. We deduce that the largest cluster in a box of volume N (and of sidelength
n =

√
N) will be, for the Euclidean models, N1−x = n2−2x. This can be used to “deduce"
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the Hausdorff dimension of interfaces in the Euclidean world. Recall that these interfaces
are believed to be given (in the scaling limit) by SLEκ curves, for which the dimension is
1 + κ/8 by a result of Beffara.

Example: percolation interface. The paper [BLR15] gives

P(∂L ≥ k) ≈ k−4/3

as k →∞, where k is a uniformly chosen loop. Hence the size of the largest cluster interface
in a map of size N will be N3/4, so ∆ = 1 − 3/4 = 1/4. Applying KPZ, we find x =
∆(2∆ + 1)/3 = 1/8, so the Hausdorff dimension of the percolation interface should be
2 − 2x = 7/4. This is consistent with Beffara’s result on the Hausdorff dimension of SLE6,
which is 1 + κ/8 = 7/4 as well!

Why is the independence assumption fulfilled?∗ In applying KPZ it is important to
check that A is independent of the underlying free field / metric. In the above cases this
might not seem so obvious: after all, the map and the configuration are chosen together.
But note that:

– it is the case that given the map, one can sample the FK configuration of loops inde-
pendently.

– An alternative justification is as follows, and relies just on conformal invariance of the
interfaces. We are applying the KPZ relation to these interfaces, after embedding the map
conformally. But at the scaling limit, even given the surface – or equivalently, given the
realisation of the free field – the law of the conformal embedding of the interfaces must be
CLEκ by conformal invariance. Since this law does not depend on the actual realisation of
the free field, we conclude that it is independent of it, at least in the scaling limit.

Hence the use of KPZ is justified.

3.3 Proof in the case of expected Minkowski dimension

We will sketch two proofs of the KPZ relation (Theorem 3.3). The first one is probably
the simplest, and is due to Aru [Aru14]. The second is close to part of the argument by
Duplantier and Sheffield [KPZ88]. Both are instructive in their own right.

Aru’s proof relies on the formula giving the power law spectrum of Liouville measures.

Proposition 3.4 (Scaling relation for Liouville measure). Let γ ∈ (0, 2). Let B(r) be a
ball of radius r that is at distance at least ε0 from the boundary of the domain D, for some
ε0. Then uniformly over r ∈ (0, ε0), and uniformly over the centre of the ball, and for any
q ∈ [0, 1],

E(µ(B(r))q) � r(2+γ2/2)q−γ2q2/2,

where the implied constants depend only on q, ε0 and γ.

We defer the proof of this proposition until the end of the section, and content ourselves
in saying it is simply the result of approximate scaling relation between hr(z) and hr/2(z)
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say – boundary conditions of the GFF make this scaling relations only approximative and
hence introduce a few tedious complications.

Also we point out that the fact the exponent in the right hand side is not linear in q is
an indication that the geometry has an interesting multifractal structure: by definition this
means that the geometry is not defined by a single fractal exponent (compare for instance
with E(|Bt|q) which is proportional to tq/2).

Armed with this proposition we will prove a slightly different version of the KPZ theorem,
using a different notion than scaling exponents - rather we will use Minkowski dimension.
Hence we make the following definitions. Let Sn denote the nth level dyadic covering of
the domain D by squares Si, i ∈ Sn. The (Euclidean) 2−n-Minkowski content of A is, by
definintion:

Mδ(A; 2−n) =
∑

i∈Sn
1{Si∩A 6=∅} Leb(Si)

δ

The (Euclidean) Minkowsi dimension of A is then defined by

dM(A) = inf{δ : lim sup
n→∞

Mδ(A, 2
−n) <∞}

and the Minkowski scaling exponent is

xM = 1− dM .
On the quantum side,

Mγ
δ (A, 2−n) =

∑

i∈Sn
1{Si∩A 6=∅} µ(Si)

δ

The quantum expected Minkowski dimension is

qM = inf{δ : lim sup
n→∞

EMγ
δ (A, 2−n) <∞}

and the quantum Minkowski scaling exponent is

∆M = 1− qM .
The KPZ relation for the Minkowski scaling exponents is then xM = (γ2/4)∆2

M + (1 −
γ2/4)∆M (formally this is the same as the relation in Theorem 3.3). Equivalently, this can
be rephrased as follows.

Proposition 3.5 (Expected Minkowski KPZ, [Aru14]).

dM = (1 + γ2/4)qM − γ2q2
M/4. (3.3)

Proof. Fix d ∈ (0, 1) and let q be such that d = (1 + γ2/4)q − q2γ2/4. Then

E(
∑

i∈Sn
1{Si∩A 6=∅}µ(Si)

q) �
∑

i∈Sn
1{Si∩A 6=∅} Leb(Si)

d

and consequently the limsup of the left hand side is infinite if and only if the limsup of the
right hand side is infinite. In other words, dM and qM satisfy (3.3). (Note here, we are
ignoring boundary effects).

38



3.4 Sketch of proof of Hausdorff KPZ using circle averages

We sketch the argument used by Duplantier and Sheffield to prove Theorem 3.3. The proof
is longer, but the result is also somewhat stronger, as the expected Minkowski dimension is
quite a weak notion of dimension.

Informal description of the idea of the proof. We wish to evaluate the probability
P(Bδ(z) ∩ A 6= ∅), where z is a point sampled from the Liouville measure, and Bδ is the
Euclidean ball of Liouville mass δ around z. Of course the event that this ball intersects A is
rather unlikely, since the ball is small. But it can happen because of two reasons. The first
one is simply that z lands very close (in the Euclidean sense) to A – this has a cost governed
by the Euclidean scaling exponent of A, by definition, since we may think of z as being
sampled from the Lebesgue measure and then sampling the Gaussian free field given z, as in
the description of the rooted measure. However, it is more economical for z to land relatively
further away from z, and instead require that the ball of quantum mass δ have a bigger than
usual radius. As the quantum mass of the ball of radius r around z is essentially governed
by the size of the circle average hr(z), which behaves like a Brownian motion plus some drift,
we find ourselves computing a large deviation probability for a Brownian motion. The KPZ
formula is hence nothing else but the large deviation function for Brownian motion.

Sketch of proof of Theorem 3.3. Now we turn the informal idea above into more concrete
mathematics, except for two approximations which we will not justify. Suppose z is sampled
according to the Liouville measure µ. Then we know from Theorem 2.4 (see also the Exercise
6 in that chapter) that the free field is absolutely continuous with respect to h0(z) + γ log | ·
−z| + O(1) where h0 is an independent GFF (see the section on the GFF viewed from a
typical Liouville point). Hence the mass of a ball of radius ε is approximately given by

µ(Bε(z)) ≈ εγ
2/2eγhε(z) × ε2

� eγ(h0ε(z)+γ log 1/ε)ε2+γ2/2

= ε2−γ2/2eγh
0
ε(z). (3.4)

It takes some time to justify rigorously the approximation in (3.4), but the idea is that the
field hε fluctuates on a spatial scale of size roughly ε. Hence we are not making a big error
by pretending that hε is constant on Bε(z), equal to hε(z). In a way making this precise is
the most technical part of the paper [DS11]. We will not go through the arguments which
do so, and instead we will see how, assuming it, one is naturally led to the KPZ relation.

Going on an exponential scale which is more natural for circle averages, and calling
Bt = h0

e−t(z), we find
log µ(Be−t(z)) ≈ γBt − (2− γ2/2)t.

We are interested in the maximum radius ε such that µ(Bε(z)) will be approximately δ: this
will give us the Euclidean radius of the quantum ball of mass δ around z. So let

Tδ = inf{t ≥ 0 : γBt − (2− γ2/2)t ≤ log δ}

39



= inf{t ≥ 0 : Bt + (
2

γ
− γ

2
)t ≥ log(1/δ)

γ
}.

where the second equality is in distribution. Note that since γ < 2 the drift is positive, and
hence Tδ <∞ a.s.

Now, recall that if ε > 0 is fixed, the probability that z will fall within (Euclidean)
distance ε of A is approximately ε2x. Hence, applying this with ε = e−Tδ the probability
that Bδ(z) intersects A is, approximately, given by

P(Bδ(z) ∩ A 6= ∅) ≈ E(exp(−2xTδ)),

Consequently, we deduce that

∆ = lim
δ→0

logE(exp(−2xTδ))

log δ
.

For β > 0, consider the martingale

Mt = exp(βBt − β2t/2),

and apply the optional stopping theorem at the time Tδ (note that this is justified). Then
we get, letting a = 2/γ − γ/2,

1 = exp(β
log(1/δ)

γ
)E(exp(−(aβ + β2/2)Tδ)).

Set 2x = aβ + β2/2. Then E(exp(−2xTA)) = δβ/γ. In other words, ∆ = β/γ, where β is
such that 2x = aβ + β2/2. Equivalently, β = γ∆, and

2x = (
2

γ
− γ

2
)γ∆ +

γ2

2
∆2.

This is exactly the KPZ relation.

3.5 Proof of multifractal spectrum of Liouville measure∗

We now explain where the arguments for the multifractal spectrum of µ come from. Recall
that we seek to establish: for q ∈ [0, 1],

E(µ(B(r))q) � r(2+γ2/2)q−q2γ2/2. (3.5)

As mentioned before, this is a relation which follows in a fairly straightforward way from
scaling arguments. Unfortunately hε(z) is only approximately scale invariant (because of
boundary conditions), and hence we need a tool which allows us to do the comparison with
a field which enjoys exact scale invariance property. In order to do so, Kahane discov-
ered the following beautiful comparison lemma, which is crucial to his theory of Gaussian
multiplicative chaos (but note for instance that it is not needed in the approach in [Ber15]).
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Theorem 3.6 (Kahane’s convexity inequality). Let (Xi), (Yi) be two Gaussian vectors such
that:

E(XiXj) ≤ E(YiYj). (3.6)

Then for all nonnegative vectors (pi), and all real convex function F : (0,∞) → R, with at
most polynomial growth at infinity, we have

E

[
F

(
n∑

i=1

pie
Xi− 1

2
E(X2

i )

)]
≤ E

[
F

(
n∑

i=1

pie
Yi− 1

2
E(Y 2

i )

)]

The proof of this theorem can be found in [Kah85]. The proof is not easy and not
particularly illuminative (also, it is in French which makes it intimidating for some people).
If one is willing to assume that F is also increasing (but this excludes application to concave
functions, which will be needed here), then a short and simple proof can be found in [Kah86],
which is also sketeched in [RV+10] under slightly different assumptions. However, even then
the proof is nothing short of miraculous.

Now, fix a bounded continuous function φ : [0,∞) → [0,∞) which is a bounded pos-
itive definite function and such that φ(x) = 0 if x ≥ 1. For instance, we choose φ(x) =√

(1− |x|)+, see the discussion in Example 2.3 in [RV+10]. Define an auxiliary centered
Gaussian random field (Xε(x))x∈Rd by specifying its covariance

cε(x, y) := E(Xε(x)Xε(y)) = log+

(
1

|x− y| ∨ ε

)
+ φ

( |y − x|
ε

)
.

Then
cε(x, y)− a ≤ E(γhε(x)γhε(y)) ≤ cε(x, y) + b (3.7)

As a result it will be possible to estimate the moments of µ(B(r)) up to constants by
computing those of µ̃(B(r)), where µ̃ is obtained from X in a similar way as µ is obtained
from h.

The crucial observation about Xε (and the reason why we introduce it) is that it enjoys
an exact scaling relation, as follows:

Lemma 3.7. For λ < 1,

(Xλε(λx))x∈B(0,1) =d (Ωλ +Xε(x))x∈B(0,1),

where Ωλ is an independent centered Gaussian random variable with variance log(1/λ).

Proof. One easily checks that for all x, y ∈ R2 such that ‖x−y‖ ≤ 1, cλε(λx, λy) = log(1/λ)+
cε(x, y).

We now turn to the proof of (3.5). Define a measure

µ̃ε(z) = exp(γXε(z)− (γ2/2)E(Xε(z)2))dz.
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and note that E(Xε(x)2) = log(1/ε) + C for some constant C. Fix ε > 0, and λ = r < 1.
Then

µ̃rε(B(r)) =

∫

B(r)

CeγXrε(z)(rε)γ
2/2dz

= Cr2+γ2/2

∫

B(1)

eγXrε(rw)εγ
2/2dw

by changing variables z = rw. By Lemma 3.7,

µ̃rε(B(r)) = r2+γ2/2eγΩr µ̃′(B(1))

where µ̃′ is a copy of µ̃ and Ωr is an independent N (0, log(1/r)). Raising to the power q,
and taking expectations, we get:

E(µrε(B(r)q)) � E(µ̃rε(B(r)q))

= rq(2+γ2/2)E(eγqΩr)E(µ̃ε(B(1))q)

� rξ(q)E(µε(B(1)q))

where ξ(q) = q(2 + γ2/2) + γ2q2/2. Now, since q < 1 and µε(B(r)) is uniformly integrable,
there is no problem in showing that the expectations converge to their limit as ε→ 0. Hence

E(µ(B(r))q) � Crξ(q),

as desired.

3.6 Exercises

1. By considering the set of thick points or otherwise, show that the KPZ relation does
not need to hold if the set A is allowed to depend on the free field.

2. Consider simple random walk on the (infinite) uniform random planar map. If n ≥ 1,
a pioneer point for the walk (X1, . . . Xn) is a point x such that x is visited at some
time m ≤ n and is on the boundary of the unbounded component of G\{X1, . . . , Xm}.
A beautiful theorem of Benjamini and Curien [BC13] shows that by the time simple
random walk on an infinite uniform random planar map exits a ball of radius R, it
has had ≈ R3 pioneer points. Deduce the value of Brownian pioneer points (the set of
points Bs such that Bs is on the frontier at time s, i.e., the boundary of the unbounded
component of the complement of B[0, s]). (The answer is 7/4, see [LSW00]).

3. Consider a simple random walk (Xn) on the infinite local limit of FK weighted pla-
nar map. Try to argue (without being fully rigorous!), using the KPZ relation, that
dist(o,Xn) must be approximately equal to n1/D where D is the dimension of the space.
(Hint: the range of Brownian motion must satisfy ∆ = 0). In particular, on the UIPT,
one conjectures that dist(o,Xn) ≈ n1/4.
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4. Let A ⊂ D, and let q ∈ [0, 1] say. Show that E(µ(A)q) is a nondecreasing function of
γ ∈ [0, 2).

5. Use the scaling invariance properties developed in the proof of the multifractal spec-
trum to show that µ has a.s. no atoms. (You should admit that E(µ(S)q) < ∞ for
some q > 1.) Observe that this also follows from the energy estimate in Exercise 5 in
Chapter 2.

43



4 Statistical physics on random planar maps

4.1 Fortuin–Kesteleyn weighted random planar maps

In this chapter we change our focus from the continuous to the discrete, and describe the
model of random planar maps weighted by critical Fortuin–Kasteleyn percolation. These
maps can be thought of as canonical discretisations of the surface of interest. First, we make
a few definitions.

Planar map, dual map. Recall that a planar map is a proper embedding of a (multi)
graph with a finite number of edges in the plane C ∪ {∞} (viewed as the Riemann sphere),
which is viewed up to orientation preserving homeomorphisms from the sphere to itself. Let
mn be a map with n edges and tn be the subgraph induced by a subset of its edges and
all of its vertices. We call the pair (mn, tn) a decorated map. Let m†

n denote the dual
map of mn. Recall that the vertices of the dual map correspond to the faces of mn and two
vertices in the dual map are adjacent if and only if their corresponding faces are adjacent
to a common edge in the primal map. Every edge e in the primal map corresponds to an
edge e† in the dual map which joins the vertices corresponding to the two faces adjacent to
e. The dual map t†n is the graph formed by the subset of edges {e† : e /∈ tn}. We fix an
oriented edge in the map mn and define it to be the root edge. With an abuse of notation,
we will still write mn for the rooted map; and we letMn be the set of maps with n edged
together with one distinguished edge called the root.

Canonical triangulation. Given a subgraph decorated map (mn, tn), one can associate
to it a set of loops which form the interface between the two clusters. To define it precisely, we
consider a refinement of the mapmn which is formed by joining the dual vertices in every face
of mn with the primal vertices incident to that face. We call these edges refinement edges.
Every edge in mn corresponds to a quadrangle in its refinement formed by the union of the
two triangles incident to its two sides. In fact the refinement of mn is a quadrangulation
and this construction defines a bijection between maps with n edges and quadrangulations
with n faces, sometimes called the Tutte bijetcion.

Given a subgraph decorated map (mn, tn) define the map (m̄n, t̄n) to be formed by the
union of tn, t†n and the refinement edges. The root edge of (m̄n, t̄n) is the refinement edge
corresponding to the root edge inmn oriented towards the dual vertex. The root triangle is
the triangle to the right of the root edge. It is easy to see that such a map is a triangulation:
every face in the refinement of mn is divided into two triangles either by a primal edge in tn
or a dual edge in t†n. Thus every triangle in (m̄n, t̄n) is formed either by a primal edge and
two refinement edges or by a dual edge and two refinement edges. For future reference, we
call a triangle in (m̄n, t̄n) with a primal edge to be a primal triangle and that with a dual
edge to be a dual triangle (Figure 5).

Loops. Finally, given mn, tn we can define the loops induced by tn as a collection of sub-
graphs of the refined map (m̄n, t̄n). Each loop is simply a collection of triangles “separating"
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1. 2.

3. 4.

Figure 2: A map m decorated with loops associated with a set of open edges t. Top left: the
map is in blue, with solid open edges and dashed closed edges. Top right: Open clusters and
corresponding open dual clusters in blue and red. Bottom left: every dual vertex is joined
to its adjacent primal vertices by a green edge. This results in an augmented map m̄ which
is a triangulation. Bottom right: the primal and dual open clusters are separated by loops,
which are drawn in black and are dashed. Each loop crosses every triangle once, and so can
be identified with the set of triangles it crosses.
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a primal connected component of tn from a dual connected component in t†n, or vice-versa.
Note that the set of loops is “space filling” in the sense that every triangle of the refined map
is contained in a loop. Also every loop configuration corresponds to a unique configuration
tn and vice versa. Let `(mn, tn) denote the number of loops corresponding to a configuration
(mn, tn).

Fortuin–Kasteleyn model. The particular distribution on planar maps which we con-
sider was introduced in [She10b] and is roughly the following. Let q ≥ 0 and let n ≥ 1. The
random map Mn that we consider is decorated with a (random) subset Tn of edges. The
map Tn induces a dual collection of edges T †n on the dual map of M (see Figure 2). Let m
be a planar map with n edges, and t a given subset of edges of m. Then the probability to
pick a particular (m, t) is, by definition, proportional to

P(Mn = m, Tn = t) ∝ √q`, (4.1)

where ` is the (total) number of loops in between both primal and dual vertex clusters in t
which is equal to the combined number of cluster in Tn and T †n minus 1. Equivalently given
the mapMn = m, the collection of edges Tn follows the distribution of the self-dual Fortuin–
Kasteleyn model, which is in turn closely related to the critical q-state Potts model, see
[BKW76]. Accordingly, the map Mn is chosen with probability proportional to the partition
function of the Fortuin-Kasteleyn model on it.

One reason for this particular choice, is the belief that for q < 4, after Riemann uni-
formisation, a large sample of such a map closely approximates a Liouville quantum gravity
surface, described by an area measure of the form eγh(z)dz, where the parameter γ ∈ (0, 2)
is believed to be related to the parameter q of (4.1) by the relation

q = 2 + 2 cos

(
8π

κ′

)
; γ =

√
16

κ′
. (4.2)

Note that when q ∈ (0, 4) we have that κ′ ∈ (4, 8) so that it is necessary to generate the
Liouville quantum gravity with the associated dual parameter κ = 16/κ′ ∈ (0, 4). This
ensures that γ =

√
κ ∈ (0, 2).

4.2 Conjectured connection with Liouville Quantum Gravity

The distribution (4.1) gives us a natural family of sitributions on planar maps (indexed by
the parameter q ≥ 0). In this model, the weight of a particular map m is proportional to the
partition function Z(m, q) of the critical FK model on the map m ∈Mn (the set of planar
maps with n edges). Now, in the Euclidean world, scaling limits of critical FK models are
believed to be related to CLEκ collection of loops, where κ is related to the parameter q via
the relation

q = 2 + 2 cos

(
8π

κ′

)
. (4.3)
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Figure 3: A map weighted by the FK model with q = 0.5, q = 2 (corresponding to the Ising
model) and q = 9 respectively, together with some of their loops. Simulation by J. Bettinelli
and B. Laslier. When q > 4 it is believed that the maps become tree-like, and the limiting
metric space should be Aldous’ continuum random tree.
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For instance, when q = 1, the FK model reduces to percolation and one finds κ = 6, which is
of course now rigorously established thanks to Stas Smirnov’s proof of conformal invariance
of critical percolation.

Uniform random planar maps. Observe that when q = 1, the FK model reduces to
ordinary bond percolation. Hence this corresponds to the case where mn is chosen according
to the uniform probability distribution on planar maps with n edges. This is a situation in
which remarkably detailed information is known about the structure of the planar map. In
particular, a landmark result due to Miermont [Mie11] and Le Gall [LG13] is that, viewed as a
metric space, and rescaling edge lengths to be n−1/4, the random map converges to a multiple
of a certain universal random metric space, known as the Brownian map. (In fact, the results
of Miermont and Le Gall apply respectively to uniform quadrangulations with n faces and to
p-angulation for p = 3 or p even, whereas the convergence result concerning uniform planar
maps with n edges was established a bit later by Bettinelli, Jacob and Miermont [BJM14]).
Critical percolation on a related half-plane version of the maps has been analysed in a recent
work of Angel and Curien [AC15a], while information on the full plane percolation model
was more recently obtained by Curien and Kortchemski [CK15]. Related works on loop
models (sometimes rigorous, sometimes not) appear in [GJSZJ12, BBG12c, EK95, BBM11,
BBG12a, BBG12b].

Likewise, when q = 2 corresponding to the FK-Ising model, we find κ = 16/3. Here
again, this is known rigorously by results of Chelkak and Smirnov.

Conformal Embedding. Now, it is strongly believed that in the limit where n → ∞,
the geometry of such maps are related to Liouville quantum gravity where the parameter
γ2 = 16/κ. (In SLE theory, the value 16/κ is special as it transforms an SLE into a dual
SLE - roughly, the exterior boundary of an SLEκ is given by a form of SLE16/κ when κ ≥ 4.
The self dual point is κ = 4, corresponding to γ = 2, which is also known to be critical for
Liouville quantum gravity!) To relate the world of planar maps to the world of Liouville
quatum gravity, one must specify a “natural" embedding of the planar maps into the plane.
There are various ways to do this: the simplest ways to do so are:

– via the circle packing theorem. Each triangulation can be represented as a circle
packing, meaning that the vertices of the triangulation are given by the centres of the circles,
and the edges correspond to tangent circles. See Figure above.

– via the Riemann mapping theorem: indeed, each map can be viewed as a Riemann
surface, by declaring that each a face of degree p is a regular p-gon of unit area, endowed
with the standard metric, and specifying the charts near a vertex in the natural manner.
Then such a Riemann surface can be embedded into the disc say by general theory of Riemann
mapping.

These embeddings are essentially unique up to Möbius transforms, and this can be made
unique in a number of natural ways. Either way, it is believed that in the limit, the empirical
distribution on the vertices of the triangulation converge, after appropriate rescaling, to a
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Figure 4: Circle packing of a uniform random planar map. Simulation by Jason Miller.

version of Liouville quantum gravity measure µ where:

q = 2 + 2 cos

(
8π

κ′

)
; γ =

√
16

κ′
. (4.4)

There are now several results making this connection precise at various levels: see [BLR15,
DMS14a, GMS15].

Remark 4.1. Since the partition function of percolation is constant, a map weighted by the
percolation model (κ = 6) is the same as a uniformly chosen random map. Consequently,
the limit of a uniformly chosen map should be related to Liouville quantum gravity with
parameter

√
16/κ =

√
16/6 =

√
8/3.

4.3 Mullin–Bernardi–Sheffield’s bijection in the case of spanning
trees

We will now discuss the case where the map mn is chosen with probability proportional to
the number of spanning trees. In other words,

P(mn, tn) ∝ 1{tn is a spanning tree}. (4.5)

This can be understood as the case q → 0+ of the Fortuin–Kasteleyn model above, since in
that case the model concentrates on configurations such as ` = 0 or, equivalently, tn is a tree.
In fact, it is immediate that in this case, given mn, tn is a Uniform Spanning Tree (UST) on
mn. We will discuss a powerful bijection due to Mullin [Mul67] and Bernardi [Ber07, Ber08]
which is key to the study of such planar maps. This bijection is in fact a particular case of a
bijection due to Sheffield which is sometimes called the “hamburger–cheeseburger" bijection,
and which can be used in the general case where q ≥ 0 is arbitrary. However, the case q = 0
of trees is considerably simpler, and so we discuss it (in the language of Sheffield, in order
to prepare for the more general case which we will discuss later).
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Figure 5: Refined or green edges split the map and its dual into primal and dual triangles.
Each primal triangle sits opposite another primal triangle, resulting in a primal quadrangle
as above.

Recall that the refinement edges split the map into triangles which can be of only two
types: a primal triangle (meaning two green or refined edges and one primal edge) or a
dual triangle (meaning two green or refined edges and one dual edge). For ease of reference
primal triangles will be associated to hamburgers, and dual triangles to cheeseburgers. Now
consider the primal edge in a primal triangle; the triangle opposite that edge is then obviously
a primal triangle too. Hence it is better to think of the map as being split into quadrangles
where one diagonal is primal or dual (see Figure 5).

We will reveal the map, triangle by triangle, by exploring it with a path which visits
every triangle once (hence the word “space-filling"). We will keep track of the first time that
the path enters a given quadrangle by saying that either a hamburger or a cheeseburger is
produced, depending on whether the quadrangle is primal or dual. Later on, when the path
comes back to the quadrangle for the second and last time, we will say that the burger has
been eaten. We will use the letters h, c to indicate that a hamburger or cheeseburger has
been produced and we will use the letters H,C to indicate that a burger has been eaten
(or ordered and eaten immediately). So in this description we will have one letter for every
triangle.

It remains to specify in what order are the triangles visited, or equivalently to describe
the space-filling path. In the case where the decoration tn consists of a single spanning tree
(corresponding to q = 0 as we will see later) the path is simply the contour path going
around the tree. Hence in that case the map is entirely described by a sequence w (or word)
of a number N of letters in the alphabet Θ = {h, c,H,C}. We also claim that it is always
the case that N = 2n. To see why, recall that there is one letter for every triangle, so N is
the total number of triangles. A triangle can also be identified with an edge (or in fact, half
an edge, since each edge is visited exactly twice, the first time when the burger is produced,
and the second time when it is eaten). Hence

N = 2(E(tn) + E(t†n)) = 2(V (tn)− 1 + V (t†n)− 1)

Now, the number of vertices of tn is the same as mn since tn is spanning, and the number
of vertices of t†n is the same as the number of vertices in the dual map, which is equal to the
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a. b.

c. d.

Figure 6: a: a map with a spanning tree. b: Spanning tree and dual tree. c: Refinement
edges. d: Loop separating the primal and dual spanning trees, to which a root (refined)
edge has been added in bold.

number of faces of mn. Hence
N = 2(V + F − 2). (4.6)

Applying Euler’s formula, we find N = 2n as desired.
Together with this letter, we introduce the quantities (Xk, Yk)1≤k≤2n which count the

number of hamburgers and cheeseburgers respectively in the stack at time k (i.e., the num-
ber of hamburgers or cheeseburgers which have been produced prior to time k but whose
match come after time k). Then note that (X, Y ) is a process which starts from the origin
at time k = 0, and ends at the origin at time k = 2n. Moreover, X and Y both stay non-
negative throughout. We call a process (Xk, Yk)0≤k≤2n satisfying these properties a discrete
excursion (in the quarter plane).

It is obvious that (X, Y )0≤k≤2n identify uniquely the word w encoding the decorated map
(mn, tn). Conversely, given such a process (X, Y ) we can associate to it a unique word w in
the letters of Θ such that (X, Y ) is the net burger count of w.

Another property which is easy to check (and easily seen on the picture) is that the
excursions X and Y encode the spanning trees tn and dual spanning trees t∗n in the sense
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Figure 7: e: the word associated to (mn, tn) is: w = hccHhCcHhChCHH. f: The hamburger
and cheeseburger counts, as well as the trees encoded by these excursions (which are identical
to the primal and dual spanning trees, respectively).

that they are the contour functions: at a given time k, Xk denotes the height in the tree
(distance to the root) of the last vertex discovered prior to time k. It follows from classical
results of Durrett and Ingleheart that, as n→∞,

1√
n

(Xb2ntc, Yb2ntc)0≤t≤1 → (et, e
′
t)0≤t≤1

where e, e′ are independent Brownian (one-dimensional) excursions (i.e., the pair (e, e′) is
Brownian excursion in the quarter plane).

We summarise our finding in the case of UST weighted random planar maps in the
following result.

Theorem 4.2. The set of spanning-tree decorated maps (mn, tn) are in bijection with excur-
sions (Xk, Yk)0≤k≤2n in the quarter plane. Scaled by

√
n, the pair of trees (tn, t

∗
n) converges

to a pair of independent Continuous Random Trees (CRT).

Note that the map mn itself can then be thought of as a gluing of two independent CRTs,
where the gluing is “uniform" among all possible ways to glue these two trees in a planar
way. As this turns out, this procedure has a continuum analogue which has been studied in
great detail by Duplantier, Miller and Sheffield [DMS14b].

4.4 The Loop-Erased Random Walk Exponent

A loop-erased random walk (or LERW for short) is the process one obtains when erasing
the loops chronologically as they appear on a simple random walk trajectory. There is a
well-known connection between Uniform Spanning Trees and LERW: here we will only need
the following fact:
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Theorem 4.3. If x and y are two points of an arbitrary finite (connected, undirected) graph
G, and if T is a UST on G, then the branch of T from x to y has the same distribution as
a loop-erased random walk from x run until it hits y.

This was originally proved by Pemantle [Pem91], and can also be seen as a straightforward
consequence of generating Wilson’s algorithm [Wil96]. However, since the proof is very short
and beautiful, we provide the argument here.

Proof. For a possibly infinite path γ = (γ0, γ1, . . .) on the vertices V of the graph, let T (γ)
be the rooted tree obtained by retaining only the edges (γj, γj+1) which do not close a loop:
i.e., keep this edge if and only if there is no i < j such that γi = γj (the root is the starting
point gamma0 of the path). It is obvious that this generates an acyclic graph; if the path
visits every vertex then T (γ) is a spanning tree. Now suppose that (Xn)n≥0 is a stationary
random walk on G, so that X0 is distributed according to its equilibrium measure π, and
let γn = (Xn, Xn+1, . . .) be the path started from Xn. Then the claim is that (T (γn), Xn)
defines a Markov chain on rooted spanning trees. This is best seen by viewing the tree T (γn)
as rooted at the directed edge en = (Xn, Xn+1). Then one step of the Markov chain is as
follows. First choose an e′ uniformly at random from the neighbours of the head e+ of the
edge e. Add it to the tree T , this now creates a cycle (possibly a double edge). Then remove
form the tree T the unique edge touching the tail e− in this cycle. See [LP, Chapter 4.4] for
an illuminating alternative description of this argument.

When X is stationary then so is (T (γn), Xn). But the unique invariant (reversible)
measure for such a chain is clearly π̃(t, v) = deg v, the degree of the root of T . This is known
as the Markov chain tree theorem. This particular algorithm for generating a uniform
spanning tree is known as the Aldous–Broder algorithm. . Hence, when we condition on
X0 = v, we get the conditional distribution of the unrooted tree T obtained from ignoring
the root in the rooted tree T (γ0) as

P(T = t|X0 = v) =
P((T (γ0), X0) = (t, v))

π(v)

∝ π̃(t, v)

deg(v0)
∝ 1.

So T is a uniform (unrooted) spanning tree, and note that (remarkably) the law of T hence
does not depend on the starting point v.

Now suppose the random walk X is started at X0 = x, and consider the above construc-
tion of T (X) which yields (as shown above) a uniform spanning tree. It is easy to check
that the branch β of T (X) connecting x to y to which we have removed all the loops but
in a reverse-chronological order: that is, let γ be the path X run until it hits y, and let γ∗
denote its time reversal. Then β is the loop-erasure Λ(γ∗). The result is therefore proved if
we show that Λ(γ) = Λ(γ∗) in distribution, when viewed as a set of edges. The reason why
this is true is because the ways the cycle are traversed can always be rearranged so that the
backward erasure becomes the forward loop-erasure, and the probability of the whole path
is unchanged by this reordering.
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Another (perhaps more direct) way of seeing this is by considering a bi-infinite stationary
version of the random walk (γn, n ∈ Z) and looking at the tree associated with the time
reversal γ̂n = γ−n. Again, we refer to [LP] for more details on this argument.

Therefore, we deduce from Theorem 4.2 the following result about Loop-Erased Random
Walk:

Theorem 4.4. Let (mn, tn) be chosen as in (4.5). Let x, y be two vertices chosen uniformly
at random on mn, and let (Λk)0≤k≤ξn be a LERW starting from x, run until the random time
ξn where it hits y. Then

ξn√
n
→ ξ∞

in distribution, where ξ∞ is a random variable has a nondegenerate distribution on (0,∞)
a.s.

A consequence of Theorem 4.4 is that for LERW the quantum scaling exponent satisfies:

∆ = 1/2,

where ∆ is the quantum scaling exponent. One can check that the associated parameter γ
in this case is γ =

√
2 and hence the Euclidean scaling exponent is, by KPZ,

x =
γ2

4
∆2 + (1− γ2

4
)∆ = 3/8.

So we deduce that the Loop-Erased Random Walk has dimension

dHausdorff = 2− 2x = 5/4.

This is in accordance with Beffara’s formula [Bef08] for the dimension of SLE, since LERW
is in the scaling limit described by SLEκ with κ = 2 (by a famous result of Lawler, Schramm
and Werner [LSW04]). The Hausdorff dimension is therefore 1 + κ/8 = 5/4, as above. In
fact, the exponent for LERW had earlier been derived by Kenyon in a remarkable paper
[Ken00] building on his earlier work on the dimer model and the Gaussian free field [Ken01].

4.5 Sheffield’s bijection in the general case

We now describe the situation when the collection of edges tn is arbitrary (i.e., not necessarily
a tree), which is more delicate. The idea is that the space-filing path starts to go around
the component of the root edge, i.e. explores the loop of the root edge, call it L0. However,
we also need to explore the rest of the map. To do this, consider the last time that L0 is
adjacent to some triangle in the complement of L0, where by complement we mean the set
of triangles which do not intersect L0. (Typically, this time will be the time when we are
about to close the loop L0). At that time we continue the exploration as if we had flipped
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Figure 8: From symbols to map. The current position of the interface (or last discovered
refined edge) is indicated with a bold line. Left: reading the word sequence from left to right
or into the future. The map in the center is formed from the symbol sequence chc. Right:
The corresponding operation when we go from right to left (or into the past). The map in
the center now corresponds to the symbol sequence CHC.

the diagonal of the corresponding quadrangle. This has the effect the exploration path now
visits two loops. We can now iterate this procedure. A moment of thought shows that this
results in a space-filling path which visit every quadrangle exactly twice, going around some
virtual tree which is not needed for what follows. We record a flipping event by the symbol
F. More precisely, we associate to the decorated map (mn, tn) a list of 2n symbols (Xi)1≤i≤2n

taking values in the alphabet Θ = {h, c,H,C,F}. For each triangle visited by the space-filling
exploration path we get a symbol in Θ defined as before if there was no flipping, and we use
the symbol F the second time the path visit a flipped quadrangle.

It is not obvious but true that this list of symbols completely characterises the decorated
map (mn, tn). Moreover, observe that each loop corresponds to a symbol F (except the loop
through the root).

Inventory accumulation We now explain how to reverse the bijection. One can interpret
an element in {h, c,H,C}2n as a last-in, first-out inventory accumulation process in a burger
factory with two types of products: hamburgers and cheeseburgers. Think of a sequence of
events occurring per unit time in which either a burger is produced (either ham or cheese)
or there is an order of a burger (either ham or cheese). The burgers are put in a single stack
and every time there is an order of a certain type of burger, the freshest burger in the stack
of the corresponding type is removed. The symbol h (resp. c) corresponds to a ham (resp.
cheese) burger production and the symbol H (resp. C) corresponds to a ham (resp. cheese)
burger order.

Reversing the procedure when there is no F symbol is pretty obvious (see e.g. Figure 8).
So we discuss the general case straight away. The inventory interpretation of the symbol F is
the following: this corresponds to a customer demanding the freshest or the topmost burger
in the stack irrespective of the type. In particular, whether an F symbol corresponds to a
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hamburger or a cheeseburger order depends on the topmost burger type at the time of the
order. Thus overall, we can think of the inventory process as a sequence of symbols in Θ
with the following reduction rules

• cC = cF = hH = hF = ∅,

• cH = Hc and hC = Ch.

Given a sequence of symbols X, we denote by X̄ the reduced word formed via the above
reduction rule.

Given a sequence X of symbols from Θ, such that X̄ = ∅, we can construct a decorated
map (mn, tn) as follows. First convert all the F symbols to either a H or an C symbol
depending on its order type. Then construct a spanning tree decorated map as is described
above (Figure 8). The condition X̄ = ∅ ensures that we can do this. To obtain the loops,
simply switch the type of every quadrangle which has one of the triangles corresponding to
an F symbol. That is, if a quadrangle formed by primal triangles has one of its triangles
coming from an F symbol, then replace the primal map edge in that quadrangle by the
corresponding dual edge and vice versa. The interface is now divided into several loops and
the number of loops is exactly one more than the number of F symbols.

Generating FK-weighted maps. Fix p ∈ [0, 1/2). Let X1, . . . , Xn be i.i.d. with the
following law

P(c) = P(h) =
1

4
,P(C) = P(H) =

1− p
4

,P(F) =
p

2
. (4.7)

conditioned on X1, . . . , Xn = ∅.
Let (mn, tn) be the random associated decorated map as above. Then observe that since

n hamburgers and cheeseburgers must be produced, and since #H + #C = n−#F,

P((mn, tn)) =

(
1

4

)n(
1− p

4

)#H+#C (p
2

)#F

∝
(

2p

1− p

)#F

=

(
2p

1− p

)#`(mn,tn)−1

(4.8)

Thus we see that (mn, tn) is a realisation of the critical FK-weighted cluster random map
model with √q = 2p/(1 − p). Notice that p ∈ [0, 1/2) corresponds to q = [0, 4). From now
on we fix the value of p and q in this regime. (Recall that q = 4 is believed to be a critical
value for many properties of the map).

4.6 Local limits and the geometry of loops

The following theorem due to Sheffield and made more precise later by Chen [She10b, Che15]
shows that the decorated map (Mn, Tn) has a local limit as n → ∞ in the local topology.
Roughly two maps are close in the local topology if the finite maps near a large neighbourhood
of the root are isomorphic as maps.
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Theorem 4.5 ([She10b, Che15]). Fix p ∈ [0, 1). We have

(Mn, Tn)
(d)−−−→

n→∞
(M,T )

in the local topology.

Furthermore, (M,T ) can be described by applying the obvious infinite version of Sheffield’s
bijection to the bi-infinite i.i.d. sequence of symbols with law given by (4.7).

The idea behind the proof of Theorem 4.5 is the following. Let X1, . . . , X2n be i.i.d. with
law given by (4.7) conditioned on X1 . . . X2n = ∅. It is shown in [She10b, Che15] that the
probability of X1 . . . X2n = ∅ decays sub exponentially. Using Cramer’s rule one can deduce
that locally the symbols around a uniformly selected symbol from {Xi}1≤i≤n converge to a
bi-infinite i.i.d. sequence {Xi}i∈Z in law. The proof is now completed by arguing that the
correspondence between the finite maps and the symbols is continuous in the local topology.

Notice that uniformly selecting a symbol corresponds to selecting a uniform triangle in
(M̄n, T̄n) which in turn corresponds to a unique refinement edge which in turn corresponds
to a unique oriented edge in Mn. Because of the above interpretation and the invariance
under re-rooting, one can think of the triangle corresponding to X0 as the root triangle in
(M,T ).

One important thing that comes out of the proof is that every symbol in the i.i.d. sequence
{Xi}i∈Z has an almost sure unique match, meaning that every order is fulfilled and every
burger is consumed with probability 1. Let ϕ(i) denote the match of the ith symbol. Notice
that ϕ : Z 7→ Z defines an involution on the integers.

Let Ln denote a typical loop, that is, a loop chosen uniformly at random from the set of
loops induced by (Mn, Tn) which follow the law given by (4.1); here we identify a loop with
the set of triangles that it passes through. Let Len(Ln) denote the number of triangles in
the loop and let Area(Ln) denote the number of triangles inside it (where the “inside" of the
loop is the connected component of the loop which does not contain the root triangle). Let

p0 =
π

4 arccos

(√
2−√q
2

) =
κ′

8
(4.9)

where q and κ′ are related as in (4.2).

Theorem 4.6. We have that Len(Ln)→ L and Area(Ln)→ A in law. Further, the random
variables L and A satisfy the following.

P(L > k) = k−1/p0+o(1), (4.10)

and
P(A > k) = k−1+o(1). (4.11)

57



4.7 Exercises

1. By a theorem of [BLR15] (see also [GMS15] for related statements), the loop critical
exponent of FK-weighted maps is given by

P(∂L ≥ k) ≈ k−1/p0 ; p0 =
π

4 arccos

(√
2−√q
2

)

Use KPZ and the relation between q = 2 + 2 cos(8π/κ) to recover the dimension of
SLEκ.

2. Another proof of uniformity.
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5 Scale-Invariant Random Surfaces∗

Here we introduce some variants of the Gaussian free field which define random surfaces
that are scale-invariant in some precise sense: zooming in near a given point of the surface
produces the same surface in distribution.

We first need to set up the scene correctly. This will require working with a slightly
different version of the GFF with nonzero boundary conditions: the so-called Neumann
(or free boundary) GFF. As this section requires familiarity with SLE, proofs will be less
elementary than in previous chapters.

5.1 Definition of Neumann boundary GFF

We start with the notion of Neumann boundary Gaussian Free Field (also known as free
boundary GFF). In general if we wish to add boundary data to a GFF it is natural to
simply add a function which is harmonic in the domain (though it can have relatively wild
behaviour on the boundary). We will seek to impose Neumann boundary conditions:
recall that for a smooth function this means that the normal derivative vanishes along the
boundary (if the domain is smooth). Of course for an object as rough as the GFF it is a
priori unclear what that condition means, and we will see that indeed the resulting object is
the same as when we don’t impose any condition (which is why the field can also be called
a free boundary GFF, as is the case in the papers of Sheffield [She10a] and the subsequent
papers by Duplantier, Miller and Sheffield [DMS14a]).

One annoying problem with this object is that it really is only defined up to a global ad-
ditive constant, meaning that it can either be viewed as a distribution modulo constants
(two distributions are equivalent if their difference is a constant function) or it can be defined
as a distribution after fixing some normalisation (eg by requiring that the integral of h be
zero, or if in the upper half plane H that its average on the unit upper half disc or unit upper
half circle be zero). The latter is a concrete object and a bit easier to define and to work
with in practice, but is not conformally invariant or indeed scale invariant. The former on
the other hand is a better point of view as it enjoys conformal invariance, but in this setup
things like the Liouville measure will only be defined up to a global multiplicative constant.
This too can have serious drawbacks for proofs. Therefore, depending on the context, one
point of view may be more appropriate than the other, and we will make use of both in these
notes.

Let D be a domain and let D̃(D) be the set of smooth functions on D̄ (meaning all
derivatives extend continuously to the boundary), with bounded support, and such that∫
D
f = 0. Let us assume for now that D has smooth boundary. Let D̃+(D) be the set of

smooth functions in D̄ with bounded support such that
∫

∂D

∂f

∂n
= 0;

∫
f(x)dx = 0

On D̃+(D), observe that the Dirichlet product (f, g)∇ still defines an inner product even
though the functions do not have zero boundary conditions. The completion of D̃+(D) is
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a Hilbert space which we call H̃1(D). The + in the index is for the boundary condition
(Neumann boundary conditions have something to do with reflected Brownian motion) and
the ∼ on top is for the normalisation whereby we require the mean of the function to be
zero.

Definition 5.1. The GFF with Neumann boundary conditions (also known as free bound-
ary conditions) and zero mean is the random distribution h̃ =

∑
nXnf̃n where f̃n is an

orthonormal basis of H̃1(D).

Remark 5.2. It is easy to check that smooth functions with Neumann boundary conditions,
D̃+(D), is dense in D̃(D) for the Dirichlet inner product. By consequence the two sets
have the same Hilbert space completion, and so the GFF associated to Neumann boundary
conditions and to free boundary conditions are deterministically the same object.

Remark 5.3. Another reason why the term free boundary conditions is employed by the
authors of [DMS14a], [She10a], is that in the discrete, a box where we don’t impose any
particular boundary conditions to vertices on the boundary (“free boundary condition",
similar to the terminology in use for e.g. the definition of uniform spanning trees) give
rise to a random walk that is reflected on the boundary of the box, and hence, in the scaling
limit, to reflecting Brownian motion, whose generator is associated with Neumann boundary
conditions.

It is easy to see that the sum defining the Neumann GFF in Definition 5.1 converges a.s.
in the space of distributions, and indeed in the Sobolev space H−ε as before. Note that if
h is defined by Definition 5.1, then (h, f) is a.s. well defined even if f itself doesn’t have
zero mean; rather this definition should be understood as saying that it is h which has an
integral equal to zero (or more precisely the truncated series has an integral which is always
zero). The choice of having mean zero is arbitrary: we could alternatively have used mean
zero on the unit disc or the unit circle, etc. All such choices correspond to a Neumann GFF
with what we call a different normalisation.

Distribution modulo constants. Alternatively, we can define the Neumann GFF as a
random variable h̄ in the space of distribution modulo additive constants. First let D̄+(D)
be the space of smooth functions on D̄ with Neumann boundary conditions, modulo additive
constants: i.e., two functions are considered to be equivalent if their difference is a constant
function. Then we view (f, g)∇ as an inner product on the space D̄+(D) and make the
following definition:

Definition 5.4. The Neumann GFF, viewed as a distribution modulo constants, is given by
h̄ =

∑
nXnf̄n where f̄n is an orthonormal basis of H̄1(D), the Hilbert space completion of

D̄+(D) induced by (f, g)∇.

Note that the distribution h̃ of Definition 5.1 induces a “distribution modulo constant" h̄
(simply consider the equivalence class of h̃) which has the same law as the random variable
from Definition 5.4. This follows from the fact that if f̃n is an orthonormal basis of H̃1(D)
then their equivalence classes form an orthonormal basis of H̄1(D).
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The following proposition is then straightforward to prove due to the conformal invariance
of (f, g)∇ in D̄(D):

Proposition 5.5. If h̄ is a GFF with Neumann boundary conditions (viewed as a random
distribution modulo constant), then h̄ is conformally invariant: namely, if ϕ : D → D′ is a
conformal map then h̄ ◦ ϕ−1 is a GFF with free boundary conditions in D′.

This conformal invariance allows us to define the Neumann GFF for domains which don’t
necessarily have a smooth boundary. Note that when we integrate a Neumann GFF with a
fixed normalisation (say h̃) against a smooth function ρ with mean zero, the choice of the
normalisation does not affect the value of (h̃, ρ). In other words, (h̃, ρ) is constant over the
equivalence class of h̃, and hence we may unambiguously refer to the value of (h̄, ρ). In other
words, the space of distributions modulo constants is simply the space of linear functionals
on smooth functions with zero mean.

Even / odd decomposition. The whole plane GFF can be constructed more or less in
the same manner, by considering the Hilbert space completion HC of the set of smooth
functions in C with bounded support and zero mean, with respect to the Dirichlet inner
product. The whole plane GFF is then the Gaussian process associated to this Hilbert
space: i.e., hC =

∑
nXnfn, where Xn are i.i.d. standard normal random variables, and fn is

an orthonormal basis of HC. Let

Heven = {h ∈ HC : h(z) = h(z̄), z ∈ C}

and likewise let
Hodd = {h ∈ HC : h(z) = −h(z̄), z ∈ C}.

Then it is straightforward to check that HC = Heven⊕Hodd (orthogonality follows from the
change of variable z 7→ z̄). Therefore, we can write

hC = heven + hodd

where heven, hodd are the standard Gaussian fields in Heven, Hodd respectively. But observe
that odd functions in Hodd are exactly obtained by considering Dirichlet functions on the
upper half-plane in H and reflecting with a minus sign. Likewise, even functions in Heven

on C are exactly obtained by consider Neumann boundary conditions functions on H and
reflecting. We deduce that the restriction of hodd to the upper half plane is a Dirichlet
boundary condition GFF on H. Likewise, the restriction of heven to H is a Neumann GFF
on H. We summarise this with the following proposition:

Proposition 5.6. The even part of a whole plane GFF is a Neumann GFF on the upper
half plane.

5.2 Green function in the Neumann case

We will focus on the case of the upper half plane, where calculations are a bit easier, as we
already observed in the Dirichlet case. Recall that by substracting the trajectories ending
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in the negative half plane, we obtained the formula that the Green function with Dirichlet
boundary conditions in the upper half plane was given by G0(x, y) = log(|x−ȳ|)−log(|x−y|).
It is reasonable to guess (because of the relationships between Neumann boundary conditions
and refelecting Brownian motion) that the corresponding Green function in the Neumann
case, meaning the “covariance" of the Neumann GFF, will be given by G(x, y) = − log(|x−
ȳ|)− log(|x−y|). Note the change of sign. Indeed, this is what we will find – with one caveat
however: the fact that the field is really only defined up to a constant means that fixing
this constant by some mean (e.g. by imposing zero mean in some region or other) leads to
different exact values for the covariance. However, as explained before, when a test function
ρ has zero mean, the value of (h, ρ) is constant over the whole equivalence class of h, and so
its distribution is independent of the normalisation of h. We state the following result:

Theorem 5.7. Suppose ρ ∈ D̃(H): i.e., ρ is smooth over H̄, has bounded support, and∫
ρ(z)dz = 0. Let h be a Neumann GFF on H with some arbitrary normalisation. Then

(h, ρ) is a centered Gaussian random variable with variance

Var(h, ρ) =

∫

H
ρ(x)ρ(y)G(x, y)dxdy

where
G(x, y) = − log(|x− ȳ|)− log(|x− y|).

Remark 5.8. Note that since ρ has mean zero, the distribution of (h.ρ) does not depend on
the normalisation of the Neumann GFF. So Theorem 5.7 can be used as a characterisation
of the Neumann GFF viewed as a distribution modulo constants, a fact we will rely on for
later arguments.

Remark 5.9. As in the Dirichlet case, this formula extends readily to the case of signed
measures ρ with zero mass, satisfying the condition that

∫
G(x, y)|ρ(dx)||ρ(dy)| <∞, allow-

ing us to turn h̄ or h̃ into a stochastic process indexed by signed measures of zero mass and
finite Green energy. In turn this can be used as the definition of the object, along the same
lines as the definition in the case of Dirichlet boundary conditions. The only property that
is nontrivial to check is the nonnegative semidefinite character of G. This follows from an
integration by parts formula similar to the one used below in the proof, or the fact that G
is the inverse of (−1/2) times the Laplacian with Neumann boundary conditions, and hence
has only nonnegative eigenvalues.

Sketch of proof of Theorem 5.7. Let ρ ∈ D(H̄) be a test function with compact support in H̄
and we wish to compute the variance of (h, ρ). Suppose we could find f such that ∆f = −2πρ
and f has Neumann boundary condition. The problem:

Find f such that:





∆f = −2πρ in D
∂f

∂n
= v on ∂D

(5.1)
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is called the Neumann problem. It is known that it has a solution if and only if
∫
D
−2πρ =∫

∂D
v (this condition comes from the divergence theorem: the integral of v along the boundary

measures the total flux across the boundary, while the integral the Laplacian of f inside the
domain measures the pointwise flow). This solution is then unique, up to a global constant.
That is, this solution is unique in H̄1(D). When D = H and v = 0, one such solution is then
given by

f(x) =

∫

H
G(x, y)ρ(y)dy. (5.2)

(The Neumann boundary conditions of G give rise to the Neumann boundary conditions of
f , as is easily checked). We call f̄ the equivalence class of f in H̄1(D).

Hence assume ρ has mean zero, so the Neumann problem with ∂f/∂n = 0 has a solution
f ∈ H1(H) as above (in fact, see Remark 5.10 after the proof for a subtlety here). Consider
the truncated sum hN =

∑N
n=1 hnfn. Doing an integration by parts, taking into account the

boundary terms (this is the general form of the Gauss–Green formula), we know that

2π(hN , f)∇ = −
∫

H
hN∆f +

∫

R
hN

∂f

∂n

= −
∫

H
hN∆f = 2π(hN , ρ) (5.3)

since f satisfies Neumann boundary condition. On the other hand, it is clear by linearity
that

(hN , f)∇ =
N∑

n=1

Xn(fn, f)∇.

Letting n→∞, and dividing by 2π, we obtain that

(h, ρ) =
∞∑

n=1

Xn(fn, f)∇. (5.4)

(Convergence of the left hand side is because the series converges in the sense of distribution,
while convergence of the right hand side is guaranteed by the martingale convergence theo-
rem). By (5.4) we deduce, since adding constants do not change the value of either terms
(as ρ has mean zero),

(h̄, ρ) =
∞∑

n=1

Xn(f̄n, f̄)∇. (5.5)

Thus

Var(h̄, ρ) =
∞∑

n=1

(fn, f̄)2
∇ = ‖f̄‖2

∇.

since (·, ·)∇ is an inner product on H̄1
+. By the Gauss–Green formula with boundary terms,

‖f̄‖2
∇ = − 1

2π

∫
f̄∆f̄
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since f̄ has Neumann boundary conditions (note that the integral on the right is also defined
unambiguously across the equivalence class f̄) and so

Var(h̄, ρ) =

∫
f(x)ρ(x)dx =

∫
ρ(x)ρ(y)G(x, y)dxdy

by definition of f in (5.2).

Remark 5.10. The proof above hides one additional subtlety. Recall the choice of f(x) =∫
G(x, y)ρ(y)dy, and suppose for a moment that ρ does not have zero mean. While it is

true that f has Neumann boundary condition across all of R, this becomes wrong when
we think of the boundary of H as being R together with an extra point at infinity. This
becomes apparent when we replace H by the unit disc D, by applying the Möbius map
z 7→ m(z) = (i − z)/(i + z), which maps ∞ to −1. Then, in the sense of distributions, the
Neumann boundary condition of G+ is

∇G(x, ·) · n = 2πδ−1(·),

see Exercise 4. This will result in the fact that

∇f · n = 2π|ρ|δ−1

as a distribution too, where |ρ| =
∫
ρ(z)dz is the total mass of ρ. Hence it is only when ρ has

mass zero that we can really say that f has Neumann boundary condition across all of its
boundary (i.e., including the point at infinity). This is in fact why the identity (5.3) (and the
rest of the proof) is justified: when we apply the Gauss–Green formula in H, the boundary
should really include a point at infinity (as is apparent when we apply the formula not to
H but to a large bounded domain) and hence it is important to know that the Neumann
boundary condition is zero also at infinity. A clean proof of Theorem 5.7 would therefore
require working in the unit disc throughout the proof, but we have preferred not to bother
with the calculations.

Remark 5.11 (Non-uniqueness; Green function in the unit disc). The Green function
G in the statement of Theorem 5.7 and in the proof is not unique. For instance, if G̃ is
chosen so that the boundary condition is ∇G(·, y) · n = 1 along all the boundary then
f(x) =

∫
G̃(x, y)ρ(y)dy also satisfies

∇f · n = 2π|ρ| = 0

and hence the arguments of the proof above go through equally well. We end up with a
different expression for the covariance of the Neumann GFF. However, it can be checked
that we would have G̃(x, y) = G(x, y) + φ1(x) + φ2(y) for some functions f, g. Therefore,
when we integrate against a test function ρ which has mean zero, the resulting variance is

∫
G̃(x, y)ρ(x)ρ(y)dxdy =

∫
G(x, y)ρ(x)ρ(y)dxdy
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which is the same as the variance appearing in the statement of Theorem 5.7. This is
another expression of the fact that the field is only defined up to a constant, so that the
pointwise covariance might be different – yet the integrated variance (tested against a mean
zero function) is well defined independently of the normalisation.

Depending on which domain one works with, certain calculations are easier with a par-
ticular choice of the Green function. For instance, in the upper half plane, it is more natural
to put the singularity in ∇G ·n at infinity and thus have G(x, y) = − log |x− y| − log |x− ȳ|
as in the statement of the theorem. However, in the unit disc D, it is more natural to spread
the singularity uniformly on the boundary of the unit disc and hence require ∇G · n = 1
along ∂D. This leads to the choice of the Green function

G̃(x, y) = − log |(x− y)(1− xȳ)|;x, y ∈ D.

This is indeed the choice being made in the paper by Miller and Sheffield on QLE [MS13], see
e.g. (4.7) in that paper, as well as the work of Huang, Rhodes and Vargas which constructs
(true) Liouville quantum gravity on the unit disc [HRV15]. Again, it is worth emphasising
that this choice is irrelevant: though the expressions for the Green functions G and G̃ are
pointwise different, they nevertheless serve to define the same GFF, up to an additive (and
possibly random) constant.

5.3 Semicircle averages and boundary Liouville measure

Let h be a Neumann GFF on H with some arbitrary normalisation. An immediate conse-
quence of the above calculations is the following fact. For x ∈ R, let hε(x) denote the average
of h on the upper semicircle ∂B(x, ε) ∩ H of radius ε about x: hence if ρ+

x,ε is the uniform
probability distribution on this set, then hε(x) = (h, ρ+

x,ε).

Theorem 5.12. For any x ∈ R, the process (he−t(x)−h1(x); t ∈ R) is a two-sided Brownian
motion with variance 2 (so Var((he−t(x)− h1(x)) = 2|t|).

Note that the statement of the theorem makes sense: the increments he−t(x)− h1(x) are
well defined independently of the normalisation of h. (Indeed, ρ = ρ+

x,ε−ρ+
x,δ has mean zero).

Proof. Without loss of generality we may take x = 0 and assume that h is normalised so
that h1(0) = 0. Then it is clear that Xt = he−t(0) has stationary increments by scaling
properties of h (with this normalisation) and these increments are independent by an easily
proved Markov property (see exercises). Moreover the mean of these increments is clearly
zero and the variance is finite, so Xt = Bκt for some κ > 0, where B is a standard Brownian
motion. It remains to check that κ = 2. This follows from the fact that G(0, y) = 2 log(1/ε)
if |y| = ε. The result follows.

Having identified the boundary behaviour of the Neumann GFF, we can now construct
an interesting measure supported on the boundary of H. As it turns out, the measure of
interest to us is again an exponential of the Neumann GFF, but the multiplicative factor in
the exponential is γ/2 rather than γ. The reason for this choice is rather deep, and has to
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do with the fact that we plan to use it to measure the “quantum length of an SLE" (another
justification comes from the fact that it satisfies the same KPZ equation as in the bulk case).

Theorem 5.13. Let h be a Neumann GFF with some normalisation. Define a measure
νε on R by setting νε(dx) = εγ

2/4e(γ/2)hε(x)dx. Then for γ < 2, the measure νε converges
a.s. along the dyadic subsequence ε = 2−k to a nontrivial, nonatomic measure ν called the
boundary Liouville measure.

Note the normalisation which is by εγ2/4. This is because, as proved in Theorem 5.12,
when x ∈ R and h is a Neumann GFF, Varhε(x) = 2 log(1/ε) +O(1). Once this is observed
the proof of the construction of the bulk Liouville measure µ adapts without any trouble
(the use of the Markov property is justified with appropriate modifications – though in fact,
as remarked before, this property is an unnecessary assumption, see e.g. [Ber15]).

The boundary measure is not conformally covariant: i.e., the analogue of Theorem 2.8
does not hold in a straightforward way. This is because the behaviour of conformal maps
near the boundary of a domain can be very wild. For instance if the conformal map is only
Hölder with a certain exponent, then the boundary Liouville measure can be transformed
into a boundary Liouville measure corresponding to a different exponent. In a way this
is what happens in the case of SLE. (On the other hand, if the domain is smooth enough
that the conformal map extends across the boundary say, then the conformal covariance will
clearly hold).

5.4 Convergence of random surfaces

The Neumann GFF is conformally invariant (and in particular scale invariant) when viewed
as a distribution modulo constants. However when we fix a normalisation this is no longer
true, and so the abstract surface described by (H, h) is not scale invariant (in the sense
that applying the conformal map z 7→ rz and applying the conformal change of coordinates
formula does not yield the same surface in distribution). In order to construct a surface
(H, h) which is invariant under scaling, Sheffield introduced the notion of quantum wedges
which will play an important role in our study of the zipper. Roughly, this is the surface that
one obtains by “zooming in" close to a point at the boundary. Since this surface is obtained
as a scaling limit it is then automatic that it will be invariant under scalings.

In order to make sense of the above we first need to discuss a notion of convergence for
random surfaces – and more precisely, for surfaces with two marked points on its boundary
(which will be 0 and ∞ in the case of the upper half plane). Recall first our definition of an
abstract surface – a pair (D, h) modulo the equivalence class (D, h) ∼ (D′, h′) if there exists
a conformal map φ : D → D′ such that h′ = h ◦ φ−1 +Q log |(φ−1)′|, where Q = γ/2 + 2/γ.

Definition 5.14. A random surface (D, h) with two marked points z0, z1 on its (conformal)
boundary is called half-plane like if some neighbourhood of z0 has finite Liouville mass,
and any neighbourhood of z1 has infinite Liouville mass.

Such an abstract surface may be embedded in the domain D = H with the two marked
points being z0 = 0, z1 =∞. Such an embedding is not unique: indeed, the set of conformal
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maps mapping H to itself and mapping 0 and ∞ to themselves consists precisely of the
dilations z 7→ rz.

Definition 5.15. The canonical description of a half-plane like surface (D, h, z0, z1) is
the unique equivalent surface (H, h̃, 0,∞) such that µh̃(D) = 1.

In other words, for a half-plane like surface, we fix its embedding in H by choosing the
dilation parameter r so that D has Liouville mass 1 (such a choice is always possible by our
definition of half-plane like surface).

Example: zooming in (important!) Let h be a Neumann GFF, say normalised to have
average zero in the unit ball. Then the canonical description of h and of h + 100 (say) are
very different – and this can be confusing at first since h is in some sense defined “up to a
constant". Indeed to find the canonical description of h we just need to find the (random)
r such that µh(B(0, r)) = 1, and apply the conformal map z 7→ z/r; the resulting field

h̃(z) = h(rz) +Q log(r)

is the canonical description of the surface (H, h).
On the other hand, in order to find the canonical description of h+ 100, we need to find

s > 0 such that µh+100(B(0, s)) = 1. That is, we need to find s > 0 such that µh(B(0, s)) =
e−100γ. The resulting field

h∗(z) = h(sz) +Q log(s) + 100

is the canonical description of (H, h+ 100).
Note that in this example, the ball of radius s is much smaller than the ball of radius r.

Yet in h̃, the ball of radius r has been scaled to become the unit disc, while in h∗ it is the
ball of radius s which has been scaled to become the unit disc. In other words, and since
s is much smaller than r, the canonical description of h + 100 corresponds to zooming in
the surface (H, h). This property has nothing to do with the Neumann GFF per se – it is a
completely deterministic observation (in particular, this has nothing to do with the fact that
the Neumann GFF is only really defined up to a constant, since we had to start by fixing a
normalisation).

Having fixed a canonical description (or canonical embedding), we can formulate a notion
of convergence of surfaces.

Definition 5.16. We say that a sequence of half-plane like surfaces (Dn, hn, z
n
0 , z

n
1 ) converges

to a half-plane like surface (D, h, z0, z1) if in the canonical description of these surfaces
(H, hn, 0,∞) and (H, h, 0,∞) we have that the measures µhn converge weakly towards µh.
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5.5 Quantum wedges

As we will see later on, quantum wedges are abstract random surfaces arising as limits (in
the sense discussed above) of surfaces of the form h+C, as C →∞, where h is a Neumann
GFF with a certain logarithmic singularity at the origin. Thus, as explained in the example
above, they correspond to zooming in near the origin of such a surface.

In practice however we prefer to work with a concrete definition and then prove that this
surface can indeed be seen as a limit as above. It will turn out to be more convenient to
define it in the infinite strip S = R × (0, π) rather than the upper half plane, with the two
marked boundary points being +∞ and −∞ respectively. The conformal map transforming
(S,∞,−∞) into (H, 0,∞) is z 7→ −e−z. Then vertical segments are mapped to semicircles;
and more precisely the segment {z : <(z) = s} is mapped into ∂B(0, e−s).

Lemma 5.17. Let S be the infinite strip S = R× (0, π). Let Hrad be the subspace of H1
+(S)

obtained as the closure of smooth functions which are constant on each vertical segment. Let
Hcirc be the subspace obtained as the closure of smooth functions which have mean zero on
all vertical segments. Then

H1
+ = Hrad ⊕Hcirc.

Consequently, a Neumann GFF on S, normalised so that its average on (0, iπ) is zero,
can be written as h = hrad + hcirc where:

• hrad, hcirc are independent,

• hrad(z) = B2s if <(z) = s and B is an independent standard Brownian motion (by
Theorem 5.12)

• hcirc(z) has mean zero on each vertical segment.

Note that all the roughness of h is contained in the hcirc part, as the hrad is a nice continuous
functions (which is even constant on vertical segments). Also, on the upper half plane, this
would correspond to a radial decomposition of h into a part which is a radially symmetric
continuous function, and one which has zero average on every semicircle, explaining our
notation.

Let α < Q. We will define an α-quantum wedge by specifying separately its radially
symmetric behaviour on Hrad and its mean zero behaviour on Hcirc. The behaviour on Hcirc

is exactly the same as in the standard Neumann GFF case, it is only the radially symmetric
part which is different.

Definition 5.18. Let

hrad(z) =

{
B2s + (α−Q)s if <(z) = s and s ≥ 0

B̂−2s + (α−Q)s if <(z) = s and s < 0
(5.6)

where B is a standard Brownian motion, and B̂ is an independent Brownian motion condi-
tioned so that B̂2t + (Q− α)t > 0 for all t > 0.

Let hcirc(z) be the zero semicircle average part of a Neumann GFF. Then h = hrad +hcirc

is called an α-quantum wedge in H.
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s 7→ (α−Q)s

s

hrad(z),<(z) = s

Figure 9: Schematic representation of the radially symmetric part of a quantum wedge in a
strip. When s < 0, the function is conditioned to be positive.

Remark 5.19. We have defined the quantum wedge as an abstract random surface (S, h) in
the sense of Definition 2.10. Using the change of coordinate formula (Theorem 2.8) we could
thus also view it as parametrised by the upper half plane, and we would obtain a field h̃
defined on H. However the expression for h̃ is not particularly nice, and makes the following
proofs more difficult to follow (which is why we take the strip S as our domain of reference,
for once).

The conditioning in the case where s < 0 (corresponding to radii greater than 1) takes
some work to define, especially if α = Q, and it will not be the purpose of these notes to
specify its meaning. Note that when s > 0, hrad(s) has a drift of coefficient α − Q < 0 as
s → ∞. This means that, embedding in the upper half plane using z 7→ −e−z and taking
into account the conformal change of variables, we obtain a quantum wedge field h defined
in the upper half plane, which has a logarithmic singularity of coefficient α near zero (i.e., it
looks like α log(1/z) near zero). Note also that if h is a quantum wedge (embedded in H as
above), then h̃(z) = h(z)− α log 1/|z|, restricted to D ∩H, has the same law as a Neumann
GFF restricted to D ∩H, normalised so that it has zero average on the circle of radius 1.

We emphasise that the description of the quantum wedge given above is in no way the
canonical description of this wedge. In the context of strips the canonical description is
obtained by making a horizontal translation by an amount s chosen so that µh({z : <(z) ≥
s}) = 1. This amount is a random variable with very good tails when α < Q.

We can now state the result about the quantum wedge being the scaling limit of a
Neumann GFF with a logarithmic singularity near the origin.

Theorem 5.20. Fix α ≤ Q. Then the following hold:
(i) Let h̃ be a Neumann GFF in H with some normalisation and let h(z) = h̃(z)+α log 1/|z|.
Then the quantum surface described by (H, h + C/γ, 0,∞) converges in law, as C → ∞, to
an α-quantum wedge.
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s 7→ (α−Q)s

s

Xs := hrad(z),<(z) = s

−C/γ

s′C

Figure 10: Proof of the theorem.

(ii) If (H, h, 0,∞) is the canonical description of an α-quantum wedge, and if hC is the
canonical description in (H, 0,∞) of h+ C/γ, then hC = h in distribution.

Recall that (ii) says that a quantum wedge is invariant under rescaling, while (i) says
that a quantum wedge is the limit, zooming in near zero, of the surface described by h̃(z) +
α log 1/|z|.
Proof. We will assume for simplicity that the normalisation of h̃ is such that the average
value of h on the unit upper semicircle is zero (all other normalisations can be treated with
identical arguments). We first embed the field h into the strip S via the conformal map
z ∈ S 7→ φ(z) = −e−z ∈ H. Then applying the change of coordinates rule, we see that the
radially symmetric part of h becomes

hrad(z) = B2s + (α−Q)s; z ∈ S,<(z) = s ∈ R, (5.7)

where B is a standard two-sided Brownian motion. The term +α is the drift corresponding
to the logarithmic singularity, while the term −Q comes from the change of variables.

In order to prove the convergence in part (i) of the theorem, it is sufficient to prove
convergence of a modified canonical description: namely, we can choose the translation
parameter s by requiring s = inf{t ∈ R : hrad(z) = 0} (rather than requiring µh({<(z) ≥
s}) = 1). Once again this identifies uniquely an embedding of a given surface within the strip.
Then convergence of h + C/γ in the sense of Definition 5.16 will follow from convergence
of the modified canonical description of h + C/γ to the process of Definition 5.18, in total
variation say. Since the hcirc part of h is independent from hrad and is a stationary process,
it suffices to prove convergence in total variation of hrad(· + sC) + c/γ towards the process
hrad(z) from Definition 5.18 (see (5.6)).

Therefore, let Xs = B2s + (α−Q)s, as in (5.7), so hrad(z) = Xs whenever <(z) = s. Set
s′C = inf{s > 0 : Xs = −C/γ} (see Figure 10). Let

Y C
s = Xs′C+s + C/γ
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Then we make the following observations about Y C .

1. By the strong Markov property of X, (Y C
s )s≥0 is a Brownian motion with variance 2

and drift Q− α, independent of s′C .

2. For s ∈ [0, s′C ], it is also not hard to see that conditionally on s′C , (Y C
−s)s∈[0,s′C ] is a

Brownian motion with variance 2, conditioned on being positive during that interval
(see picture), and conditioned to take the value C/γ at time s′C .

3. For s ≥ s′C , and conditionally on s′C , (Y C
−s)s≥s′C is just a Brownian motion with drift

Q− α.
As C → ∞, we have that s′C → ∞ almost surely. Hence it is not hard to see that

the conditioning in 2. just becomes a conditioning on being positive, while the behaviour
described in 3. is irrelevant in the limit. In other words, Y C converges (in total variation)
towards the process in (5.6), and part (i) of the theorem is proved.

Point (ii) follows immediately since scaling limits must be invariant under scaling.

5.6 Exercises

1. Prove that smooth functions in H satisfying the Neumann boundary condition are
dense in smooth functions for the Dirichlet inner product. Deduce that the Neumann
GFF and the free boundary conditions GFF are identical.

2. Prove that the Neumann GFF in H can be written as the sum of an independent
harmonic function in H and a Dirichlet GFF. State and prove a Markov property for
the Neumann GFF.

3. What can be said about the law of the restriction of a Neumann GFF on H to R? And
what about the restriction of a full plane GFF to R? Given this restriction, what is
the law of the GFF on the rest of its domain in either of these cases?

4. Check that if GD is the Green function on the unit disc obtained by the Green function
G on H of Theorem 5.7 by the Möbius map z 7→ m(z) = (i−z)/(i+z), then ∇GD(x, ·) ·
n = 2πδ−1(·). (Hint: first check the Neumann boundary conditions on R for G, then
apply the Gauss Green formula on D).

5. Check that the boundary Liouville measure ν satisfies the same KPZ relation as the
bulk Liouville measure.

6. Suppose we sample a point x from the boundary Liouville measure ν (restricted to
(0,1) and renormalised so that it is a probability distribution). Is the point x thick for
the field? If so, how thick?

7. The boundary Liouville measure is not conformally covariant. But can you construct
a measure on the segment (0, i) by exponentiating a Neumann GFF in H which enjoys
a property of conformal covariance?
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8. Show that Theorem 5.20 (i) remains true if we replace h by h = h̃+ α log(1/| · |) + ϕ,
where h̃ is a Neumann GFF on H with some normalisation and ϕ is a (possibly random)
function which is continuous at 0: that is, show that if h is as above then as C →∞,
the surfaces (H, h+ C/γ) converge to an α-thick wedge.

9. Let D = {z : arg(z) ∈ [0, θ]} be the (Euclidean) wedge of angle θ, and suppose that
θ ∈ (0, 2π). Let h be a Neumann GFF in D. Show that by zooming in (D, h) near
the tip of the wedge, we obtain a thick quantum wedge with α = Q(θ/π − 1) (which
satisfies α < Q if θ < 2π).

10. (Proposition 4.7 in [DMS14a]): show the following characterisation of quantum wedges.
Fix α < Q and suppose that (H, h, 0,∞) is a canonical description of a quantum surface
parameterised by H such that the following hold:

(i) The law of (H, h, 0,∞) (as a quantum surface) is invariant under the operation of
multiplying its area by a constant. That is, if we fix C ∈ R, and then let (H, hC , 0,∞)
be a canonical description of (H, h+ C/γ, 0,∞), then (H, hC , 0,∞) = (H, h, 0,∞)

(ii) The total variation distance between the law of (H, h, 0,∞) restricted to B(0, r)
and the law of an α-quantum wedge restricted to B(0, r) tends to 0 as r → 0.

Then (H, h, 0,∞) has the law of an α-quantum wedge.

11. (Quantum cones.) By replacing the strip S = R × (0, π) with the infinite cylinder
S̄ = R × (0, π) mod π (so the top and bottom boundaries of the strip are identified,
define for all α < Q a quantum surface (S̄, h) such that Theorem 5.20 holds, with the
Neumann GFF h in that theorem replaced by a whole plane GFF h on C. Such a
surface is called a (thick) quantum cone [DMS14a].

State and prove the analogue of Exercise 9.
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6 SLE and the quantum zipper∗

In this section we discuss some fundamental results due to Sheffield [She10a], which have
the following flavour.

1. Theorem 6.1: An SLEκ curve has a ‘nice’ coupling with eγh. This coupling can be
formulated as a Markov property analogous to the domain Markov properties inherent
to discrete random maps. This makes the conjectures about convergence of random
maps toward Liouville quantum gravity plausible, and in particular this justifies that
the ‘right’ relation between κ and γ is κ = γ2.

2. Theorem 6.9: An SLEκ curve can be endowed with a random measure which can be
roughly interpreted as eγhdλ where dλ is a natural length measure on the curve. (This
is in itself hard to define, so this is not the route which we will take – moreover, the
exponent γ would need to be changed to a slightly different value to take into account
the quantum scaling exponent of the SLE curve: see [BSS14] for a discussion).

3. Theorem 6.22: An SLEκ curve slits the upper half plane into two independent random
surfaces, glued according to boundary length.

6.1 SLE and GFF coupling: Markov property for random surfaces

Here we state one of the two couplings between the GFF and SLE. This was first stated
in the context of Liouville quantum gravity (but in a slightly different way from here) in
[She10a]. However, ideas for a related coupling go back to two seminal papers by Schramm
and Sheffield [SS13] on the one hand an Dubédat [Dub09] on the other.

Let h be a Neumann GFF on H, let κ = γ2 ∈ (0, 4), and set

h0 = h+ ϕ where ϕ(z) =
2

γ
log |z|; z ∈ H. (6.1)

Hence h0 is a Neumann GFF to which we have substracted (rather than added) a logarithmic
singularity at zero, of a slightly unusual multiple.

Let η = (ηt)t≥0 be an independent chordal SLEκ curve in H, going from 0 to ∞, where
recall that κ = γ2. Hence η is paramaterised by its half-plane capacity. Let gt be the unique
conformal map gt : H \ {ηs}s≤t → H such that gt(z) = z + 2t/z + o(1/z) as z →∞ (we will
call gt the Loewner map). Then

dgt(z)

dt
=

2

gt(z)− ξt
; z /∈ {ηs}s≤t

where (ξt)t≥0 is the Loewner driving function and has the law of a linear Brownian motion
of variance κ. Set g̃t(z) = gt(z)− ξt to be the centered Loewner map.
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ηT

h0
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g̃T
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z− z+

Figure 11: Start with the field h0 and an independent SLEκ curve run up to some time T .
After mapping h0, restricted to the complement of the curve HT , by the Loewner map gT
and applying the change of coordinate formula, we obtain a distribution hT in H which by
the theorem has the same law as h0. This is the Markov property for random surfaces.

Theorem 6.1. Let T > 0, and set

hT = h0 ◦ g̃−1
T +Q log |(g̃−1

T )′|, where Q =
2

γ
+
γ

2
.

Then hT defines a distribution in H modulo constants which has the same law as h0 for all
fixed T .

Remark 6.2. Here we have started with a field h0 with a certain law (described in (6.1))
and a curve η which is independent of h0. However, η is not independent of hT . In fact, we
will see later on that hT entirely determines the curve η up to time T . More precisely, we
will see in Theorem 6.9 that when we apply the map g̃T to the curve (ηs)0≤s≤T the boundary
lengths (measured with hT ) of the two intervals to which η is mapped by gT must agree: that
is, on Figure 11, the lengths of [z−, 0] and [0, z+] agree). We will later (in Theorem 6.21)
be able to show that given hT , the curve (ηs)0≤s≤T is in fact determined by the requirement
that g−1

T maps intervals of equal quantum length to identical pieces of the curve η. This is
the idea of conformal welding (we are welding H to itself by welding together pieces of its
boundary that have the same quantum length).

Remark 6.3. The proof of the theorem (and the statement which can be found in Sheffield’s
paper [She10a, Theorem 1.2], involves the reverse Loewner flow (ft) rather than, for a fixed
t, the map g̃−1

t . In this context, the theorem is equivalent to saying that

hT = h0 ◦ f̃T +Q log |f ′T |, where Q =
2

γ
+
γ

2
.

Moreover, in this case the theorem is also true if T is say a bounded stopping time (for the
underlying reverse Loewner flow). I have chosen this formulation however, because the usual
forward Loewner flow is a simpler object and more natural in the context of the Markovian
interpretation discussed below. Nevertheless the formulation in terms of the reverse flow will
be the most useful in the rest of the section.

74



Discussion and interpretation. Let HT = H \ {ηs}s≤t. In the language of random
surfaces, the theorem states that the random surface (HT , h0) has the same distribution
(H, h0), because hT is precisely obtained from h0 by mapping its restriction to HT through
the centered Loewner map g̃T and applying the change of coordinate formula (the conformal
covariance of Theorem 2.8). In other words, suppose we start with a surface described by
(H, h0). Then we explore a small portion of it using an independent SLEκ started where the
logarithmic singularity is located (here it is important to assume that γ and κ are related
by κ = γ2). What is the law of the surface which remains to be discovered after some time
T? The theorem states that this law is the same as the original one. Hence this theorem
can be seen as simply stating a Markov property for random surfaces.

Connection with the discrete picture. This Markov property is to be expected from
the discrete side of the story. To see this, consider for instance the Uniform Infinite Half
Plane Triangulation (UIHPT) constructed by Angel [Ang03]. This is obtained as the local
limit of a uniform planar map with a large number of faces and a large boundary, rooted at
a uniform edge along the boundary. One can further add a critical site percolation process
on this process by colouring vertices black or white independently with probability 1/2 (as
shown by Angel, this is indeed the critical value). We make an exception for vertices along
the boundary, where those to the left of the root edge are coloured in black, and those to
the right in white. This generates an interface and it is possible to use that interface to
discover the map. Such a procedure is called peeling and was used with great efficacy by
Angel and Curien [AC15b] to study critical percolation on the UIHPT. The important point
for us is that conditionally on the map begin discovered up to a certain point using this
peeling procedure, it is straightforward to see that the rest of the surface that remains to
be discovered has again the law of the UIHPT. This has an analogue for all FK models,
q ∈ (0, 4).

Of course, the above discussion only suggests that a nice coupling between the GFF and
SLE must exist, when taking the scaling limit. But the strength of the logarithmic singularity
at zero (the coefficient 2/γ = 2/

√
κ) cannot be guessed using the above arguments. Instead,

this comes out of the calculations in the proof. In turn, this suggests that the uniform
measure on the vertices of the UIHPT, embedded conformally (say using circle packing) into
H, converge in the scaling limit to eγh0 rather than eγh - in other words, this logarithmic
singularity must be present in the scaling limit of discrete map models.

Proof of Theorem 6.1. First, the idea is to use the reverse Loewner flow rather than the
ordinary Loewner flow (gt) and its centered version g̃t(z) = gt(z) − ξt. Recall that while
g̃t(z) : Ht → H satisfies the SDE:

dg̃t(z) =
2

g̃t(z)
dt− dξt.

In contrast, the reverse Loewner flow is the map ft : H→ Ht := ft(H) defined by the SDE:

dft(z) = − 2

ft(z)
dt− dξt.
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Note the change of signs in the dt term, which corresponds to a change in the direction of
time. This Loewner flow is building the curve from the ground up rather than from the
tip. More precisely, in the ordinary (forward) Loewner flow, an unusual increment for dξt
will be reflected in an unusual behaviour of the curve near its tip at time t. But in the
reverse Loewner flow, this increment is reflected in an unusual behaviour near the origin.
Furthermore, by using the fact that for any fixed time T > 0, the process (ξT − ξT−t)0≤t≤T is
a Brownian motion with variance κ run for time T > 0, the reader can check that fT = g̃−1

T

in distribution.

Lemma 6.4. Let
Mt = Mt(z) :=

2√
κ

log |ft(z)|+Q log |f ′t(z)|.

Then M(z) is a local martingale if and only if κ = γ2. Furthermore, if z, w ∈ H, then the
quadratic cross variation between M(z) and M(w) satisfies

d[M(z),M(w)]t = 4<(
1

ft(z)
)<(

1

ft(w)
)dt

Proof. Set Zt = ft(z). Then dZt = −2/Ztdt − dξt. Set M∗
t = 2√

κ
log ft(z) + Q log f ′t(z), so

Mt = <(M∗
t ). Then applying Itô’s formula we get

d logZt =
dZt
Zt
− 1

2

d[ξ]t
Z2
t

= −dξt
Zt

+
1

Z2
t

(−2− κ/2)dt.

and
df ′t(z) = 2

f ′t(z)

Z2
t

dt

so

d log f ′t(z) =
df ′t(z)

f ′t(z)− ξt
=

2

Z2
t

dt.

Adding the two pieces together we find:

dM∗
t = − 2dξt√

κZt
+

1

Z2
t

(
2√
κ

(−2− κ/2) + 2Q

)
dt. (6.2)

The dt term vanishes if and only if 2/
√
κ +
√
κ/2 = Q. Clearly this happens if and only if

γ =
√
κ given the range of these two parameters.

Furthermore, taking the real part in (6.2), if z, w are two points in the upper half plane
H, then the quadratic cross variation between M(z) and M(w) is a process which can be
identified as

d[M(z),M(w)]t = 4<(
1

ft(z)
)<(

1

ft(w)
)dt

so Lemma 6.4 follows.
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One elementary but tedious calculation shows that if Gt(z, w) = G(ft(z), ft(w)) then
Gt(z, w) is a finite variation process and furthermore:

Lemma 6.5. We have that

dGt(z, w) = −4<(
1

ft(z)
)<(

1

ft(w)
)dt.

In particular, d[M(z),M(w)]t = −dGt(z, w).

Proof. We encourage the reader to skip this proof, which is included only for completeness.
(However, the result itself will be quite important in what follows.)

Set Xt = ft(z) and Yt = ft(w). From the definition of the Neumann Green function,

dGt(x, y) = −d log(|Xt − Ȳt|)− d log(|Xt − Yt|)
= −<(d log(Xt − Ȳt))−<(d log(Xt − Yt)).

Now, dXt = (2/Xt)dt− dξt and dYt = (2/Yt)− dξt so taking the difference

d(Xt − Yt) =
2

Xt

dt− 2

Yt
dt = 2

Yt −Xt

XtYt
dt

and so
d log(Xt − Yt) = − 2

XtYt
dt; d log(Xt − Ȳt) = − 2

XtȲt
dt.

Thus we get

dGt(x, y) = −2<(
1

XtYt
+

1

XtȲt
)dt. (6.3)

Now, observe that for all x, y ∈ C,

1

xy
+

1

xȳ
=
x̄ȳ + x̄y

|xy|2 =
x̄(ȳ + y)

|xy|2 =
2<(y)

|xy|2 x̄.

Therefore, plugging into (6.3)

dGt(x, y) = −4
<(Xt)<(Yt)

|XtYt|2
= −4<(

1

Xt

)<(
1

Yt
)

as desired.

Equipped with the above two Lemmas, we prove Theorem 6.1. Set h0 = h̃ + 2
γ

log |z|,
and let ft be an independent reverse Loewner flow as above. Define

ht = h0 ◦ ft +Q log |f ′t |.

Then, viewed as a distribution modulo constants, we claim that:

ht has the same distribution as h0. (6.4)
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Let ρ be a test function with zero average, so ρ ∈ D̃(H). To prove (6.4), it suffices
to check that (ht, ρ) is a centered Gaussian with variance as in Theorem 5.7, i.e., σ2 =∫
ρ(dz)ρ(dw)G(z, w) (see Remark 5.8).
Now, taking conditional expectations given Ft = σ(ξs, s ≤ t),

E[ei(ht,ρ)] = E[ei(
2
γ

log |ft|+Q log |f ′t |,ρ) × E[ei(h0◦ft,ρ)|Ft]
= E[eiMt(ρ) × e− 1

2

∫
ρ(dz)ρ(dw)Gt(z,w)]

where Mt(ρ) =
∫
Mt(z)ρ(z)dz, and we have used that given Ft, h ◦ ft is (by conformal

invariance) a Neumann GFF in Ht, with covariance given precisely by Gt (also by conformal
invariance). Now, by an application of the conditional Fubini theorem (which would require
a bit of justification), Mt(ρ) is also a martingale and furthermore its quadratic variation is

d[M(ρ)]t =

∫
ρ(dz)ρ(dw)d[M(z),M(w)]t.

Hence by Lemma 6.5,
∫
ρ(dx)ρ(dy)Gt(x, y) =

∫
ρ(dz)ρ(dw)G(z, w)− [M(ρ)]t.

Therefore,
E[ei(ht,ρ)] = e−

1
2

∫
ρ(dz)ρ(dw)G(z,w)E[eiMt(ρ)+ 1

2
[M(ρ)]t ].

By Itô’s formula, eiMt(ρ)+ 1
2

[M(ρ)]t is an exponential local martingale, and it is not hard to see
that it is a true martingale. We deduce that the expectation in the right hand side above is
equal to 1, and therefore

E[ei(ht,ρ)] = e−
1
2

∫
ρ(dz)ρ(dw)G(z,w).

This proves (6.4). Then arguing that ft and g̃−1
t have the same distribution finishes the proof

of the theorem.

Remark 6.6. The reason why we expect Mt to be a martingale for each z is that it is the
expected height of the field ht at z given the filtration generated by the Loewner flow (or
equivalently the driving Brownian motion) up to time t.

Remark 6.7. As mentioned earlier, since the proof relies on martingale computation and
the optional stopping theorem, the theorem remains true if T is a (bounded) stopping time
of the reverse Loewner flow.

Remark 6.8. This martingale is obtained by taking the real part of a certain complex
martingale. Taking its imaginary part (in the case of the forward flow) gives rise to the
imaginary geometry developed by Miller and Sheffield in a striking series of papers.
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6.2 Quantum length of SLE

We start with one of the main theorems of this section, which allows us, given a chordal
SLEκ curve and an independent Neumann GFF, to define a notion of quantum length of
the curve unambiguously. The way this is done is by mapping the curve away using the
centered Loewner map g̃t, and using the boundary measure ν introduced above. However,
when we map away the curve using the map gt, each point of the curve corresponds to two
points on the boundary (except for the tip of the curve, which is sent to the origin since we
consider the centered map). Hence, to measure the length of the curve, we need to know
that measuring on one side of 0 gives almost surely the same answer as measuring on the
other side of 0.

This is basically the content of the next theorem. For ease of proof, the theorem is stated
in the case where h is not a Neumann GFF but rather a certain wedge. However, since these
two fields are mutually absolutely continuous with respect to one another, we will see that
this is no loss of generality.

Theorem 6.9. Let 0 < γ < 2. Let (H, h, 0,∞) be an α-quantum wedge where α = γ − 2/γ.
Let η be an independent SLEκ with κ = γ2. Let g̃t be the Loewner flow, and let ht =
h◦g−1

t +Q log |(g−1
t )′| as before, and let νht be the boundary Liouville measure in H associated

with ht. Given a point z ∈ η[0, t] let z− < z+ be the two images of z under g̃t. Then

νht([z
−, 0]) = νht([0, z

+]),

almost surely for all z ∈ η[0, t].

Corollary 6.10. The same result is true with h replaced by a Neumann GFF on H with an
arbitrary normalisation.

Definition 6.11. The quantity is νht([z−, 0]) = νht([0, z
+]) is called the quantum length

of η([s, t]) where z = η(s).

False proof of Theorem 6.9. The following argument does not work but helps explain the
idea and why wedges are a useful notion. Since κ < 4 we can consider η to be the infinite
curve. Let L(t) be the quantum length of left hand side of the curve η up to time t (measured
by computing the boundary quantum length on the left of zero after applying the map g̃t)
and likewise, let R(t) be the quantum length of the right-hand side of η. Then it is tempting
(but wrong) to think that, because SLE is stationary via the domain Markov property, and
the Neumann GFF is invariant by Theorem 6.1, L(t) and R(t) form processes with stationary
increments. If that were the case, we would conclude from Birkhoff’s ergodic theorem for
stationary increments processes that L(t)/t converges almost surely to a possibly random
constant, and R(t)/t converges also to a random constant. We would deduce that L(t)/R(t)
converges to a possibly random constant. This constant can in fact not be random because of
tail triviality of SLE (i.e., of driving Brownian motion) and must be one because of left-right
symmetry. On the other hand by scale invariance, the distribution of L(t)/R(t) is constant.
Hence we would deduce L(t) = R(t).
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This proof is wrong on at least two counts: first of all, it is not true that L(t) and R(t)
have stationary increments. This does not hold for instance because h loses its stationarity
(i.e., the relation hT = h0 in distribution does not hold) as soon as a normalisation is fixed
for the Neumann GFF. Likewise the scale invariance does not hold in this case. This explains
the importance of the concept of wedges, for which a certain form of stationarity holds (see
Proposition 6.19) and so does scale invariance by definition, allowing us to make the above
proof rigorous.

Proof of Theorem 6.9. The proof is quite tricky, and consists of several steps. Some of these
will only be sketched.

Step 0: orientation (readers who prefer to cut straight to the point can look at Figure 12
and skip this step). Theorem 6.1 considered a field h0 with law (6.1) and an independent
curve η, and gave a description of the surface obtained by removing a piece of the curve η.
We then end up with a new surface ht which, when parametrised by H (using the Loewner
flow g̃t), had the same law as the original surface. We will call this “cutting" the surface
(H, h), or zipping down.

Now we want to define the reverse procedure: we want to start with the surface (H, ht) and
glue pieces of its boundary back together (using a reverse Loewner flow ft). This will form
a surface equipped with a curve: this curve indicates where the two pieces of the boundary
of (H, ht) that have been glued together can be found. We call this process “welding" the
surface (H, ht) to itself, or zipping up: see the accompanying figure. (“Up" and “down" refer
to the fact that the imaginary part of the Loewner flow which achieves the desired operation
is increasing or decreasing).

It is a priori unclear how to define this procedure. If we already knew the theorem we are
trying to prove, we could decide that this surface is obtained from (H, hT ) by “conformally
welding" H to itself by welding parts of its boundary whose quantum length agree (see the
discussion in Remark 6.2). Of course we are not allowed to do this yet. The problem might
therefore look intractable. However, we can proceed in distribution for now: there is a well
defined joint distribution of (hT , h0) and hence a well-defined conditional distribution of h0

given hT . More precisely, we will do the following. First of all, because of what we are
trying to do, it is more natural to call hT , ĥ0, and to call h0, ĥT . The reason being that, in
this perspective, T is arbitrary and you could try to weld what we now call ĥ0 as much as
you like, all the way up to time ∞. (The ĥ notation indicates that we are working in this
perspective, starting from ĥ0 and trying to weld it to obtain ĥT .)

Step 1: the capacity zipper. To put the discussion in Step 0 on a mathematical footing,
let T > 0, and let h0 be as in the original Theorem 6.1 (i.e. h0 has the distribution (6.1)),
and let η = η0 be an independent infinite SLEκ curve from 0 to ∞. As in the coupling
theorem, set ht = h0 ◦ g̃−1

t +Q log |(g̃−1
t )′|, and let ηt be the image by g̃t of the initial infinite

curve η = η0. Then Theorem 6.1 says that ht = h0 in distribution and in fact we can also
see that the joint distribution (ht, η

t) is identical to that of (h0, η
0).

For 0 ≤ t ≤ T , let ĥt = hT−t, and let η̂t = ηT−t. Then it is an easy consequence of
Theorem 6.1 that the following lemma holds:
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ft (t > 0)

welding or “zipping up”

ĥ0

η̂0

ĥt

η̂t

cutting or “zipping down”

Figure 12: Zipping up and down

Lemma 6.12. The laws of (ĥt, η̂
t)0≤t≤T are consistent as T increases.

By Lemma 6.12, and applying Kolmogrov’s extension theorem, it is obvious that there
is a well-defined process (ĥt, η̂

t)0≤t<∞ whose restriction to [0, T ] agrees with the process
described above. Hence starting from ĥ0 and an infinite curve η̂0, there is a well-defined
welding procedure giving rise to ĥt. This field is obtained by applying a reverse Loewner
flow (fs)s≤t and applying the change of coordinates formula to ĥ0, but we stress that here
the reverse Loewner flow is not independent of ĥ0 (rather, it will end up being uniquely
determined by ĥ0, and will be independent of ĥt).

But we could also go in the other direction, cutting H along η̂0, as in Theorem 6.1.
Indeed we could define, for t < 0 this time, a field ĥt by considering the centered Loewner
flow (ĝ|t|)t<0 associated to the infinite curve η̂0, and setting

ĥt = ĥ0 ◦ ĝ−1
|t| +Q log |(ĝ−1

|t| )′| (t < 0).

We can also, of course, get a new curve η̂t by pushing η̂0 through the map ĝ|t|. This gives
rise to a two-sided process (ĥt, η̂

t)t∈R.

Definition 6.13. The process (ĥt, η̂
t)t∈R is called the (capacity) zipper. We call its law Γ.

Remark 6.14. An equivalent way to define this process would be as follows. Start from
the setup of Theorem 6.1: thus h0 is a field distributed as in (6.1), and η0 an independent
infinite SLEκ curve. Set ht = h0 ◦ g̃−1

t + Q log |(g̃−1
t )′| as before, and ηt = gt(η

0 \ η0[0, t]).
Then Theorem 6.1 tells us that (ht, η

t)t≥0 is a stationary process, so we can consider the limit
as t0 → ∞ of (ht0+t, η

t0+t)t≥−t0 which defines a two-sided process (ht, η
t)t∈R. The capacity

zipper process is then defined as (ĥt, η̂
t)t∈R, where ĥt = h−t and η̂t = η−t.

Thus given a field ĥ0 and an independent SLEκ infinite curve η̂0, we can either “zip it up"
(weld it to itself) to obtain the configuration (ĥt, η̂

t) for some t > 0, or “zip it down" (cut
it open along η̂0) to obtain the configuration (ĥt, η̂

t) for some t < 0. (The term ‘capacity’
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in the definition refers to the fact that we are zipping up a curve with 2t units of half-plane
capacity2.)

Martingales. In practice it is only the direction t > 0 of the capacity zipper, where we zip
up the curve, which is of interest to us for the rest of the proof. When t > 0, the field ĥt
and the curve η̂t are obtained from (ĥ0, η̂

0) by a reverse Loewner flow ft. More precisely, we
have

ĥt = ĥ0 ◦ f−1
t +Q log |(f−1

t )′| (t > 0), (6.5)

and η̂t = ft(η̂
0). This equality holds in the sense of distribution modulo constants on Ht and

therefore on H as well.3
From the proof of Theorem 6.1 we have that

Mt(z) =
2

γ
log |ft(z)|+Q log |f ′t(z)|; t ≥ 0 (6.6)

is a local martingale satisfying

d[M(z),M(w)]t = −dG(ft(z), ft(w)). (6.7)

This is immediate from Lemmas 6.4 and 6.5, once we observe that when we do the relabeling
relabel ĥt = hT−t to go from the setup of the proof of Theorem 6.1 to the capacity zipper
studied here, the reverse Loewner flow ft remains the same. It is only the ‘name’ of h which
changes. These martingales play a crucial role in the following, as they did in the proof of
Theorem 6.1.

The stationarity of Theorem 6.1 immediately implies:

Proposition 6.15. The law Γ of the capacity zipper is stationary. That is, if (ĥt, η̂
t)t∈R has

the law Γ, then the law of (ĥt0+t, η̂
t0+t)t∈R is also Γ, for any t0 ∈ R.

Step 2: reweighting. Let (ĥt, η̂
t)t∈R be a capacity zipper as in the previous step. Given

ĥ0 we will sample a point x from the boundary measure νĥ0 , restricted (say) to the interval
[1, 2]. More precisely, we consider the law

dQ((ĥt, η̂
t)t∈R, x) =

1

Z
1x∈[1,2]dνĥ0(x)dΓ((ĥt, η̂

t)t∈R)

where Γ is, as before, the law of the capacity zipper. (This reweighting of the law is analogous
to the argument used to describe the GFF viewed from a Liouville typical point, see Theorem

2Once Theorem 6.9 is proved, it is perhaps more natural to consider the ‘quantum zipper’, which is the
same object but parametrised by quantum length as opposed to half-plane capacity. This is the point of view
taken by Sheffield in [She10a], and it will appear naturally in the proof here as well (see Definition 6.18).

3To be more precise, we know from Theorem 6.1 that

ĥ0 = ĥt ◦ f̃t +Q log |f ′t |.

This equality holds as distributions modulo constants on H, which implies that (6.5) holds on Ht by applying
f−1t . Once this equality holds on Ht it follows that it also holds as distributions modulo constants on H,
even though a priori the right hand side is not necessarily defined on H.
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2.4). As in this proof, we can reverse the order in which (ĥ, η̂) and x are sampled: thus x
will be chosen according to the uniform distribution on [1, 2] and given x, ĥ0 has an extra
γ − log singularity at x. That is, under Q(dĥ0|x), we can write

ĥ0 = h̃+
2

γ
log | · |+ γ log(

1

|x− ·|) (6.8)

where h̃ is a Neumann GFF with some normalisation. When we zip up ĥ0 (recall that, when
we do so, we obtain a curve which, informally at the moment, describes the welding of H
to itself where pieces of the boundary with the same quantum length), the presence of the
extra log singularity at x is bound to influence the geometry of the curve (η̂t(s))0≤s≤t for
t > 0. We now explain that indeed, instead of being a regular SLEκ as is normally the case
for the capacity zipper, we obtain a curve which is a reverse SLEκ(ρ), with force point at x.

Lemma 6.16. Let τ = inf{t ≥ 0 : ft(x) = 0}. The law of (η̂t[0, t])0≤t≤τ under dQ(·|x) is
that of a reverse SLEκ(ρ) flow with force point at x and ρ = κ. Furthermore, under dQ(·|x),
the law of ĥt (viewed as a distribution modulo constants), conditioned on ft and 0 ≤ t ≤ τ ,
is given by

ĥt = h̃+
2

γ
log |z|+ γ

2
G(ft(x), z), (6.9)

where h̃ is an independent Neumann GFF.

Proof. We start with the description of the flow as a reverse SLEκ(ρ) Loewner flow. To see
why this is the case, we make the following comments. Suppose we try to understand the
law of the pair (ĥt, η̂t) biased by e(γ/2)(ĥ0,µ)/Z, where µ is some given measure (think of the
uniform distribution on some small circle around x), and Z a normalisation constant. Let
us call Qµ this law. Then, from (6.5) we have that

ĥ0 = ĥt ◦ ft +Q log |f ′t |
and by the stationarity of the capacity zipper in the unbiased measure Γ (Proposition 6.15),
ft is independent from ĥt (indeed this is true at time 0, and recall that this comes from
the setup of Theorem 6.1, where the SLE is assumed to be independent from the Neumann
GFF). Furthermore we can write ĥt = h̃ + 2

γ
log | · | where under Γ, h̃ is a Neumann GFF

(independent of ft). Moreover, the reverse Loewner flow satisfies

dft(z) =
−2

ft(z)
− dξt

as before. Once we bias the law Γ by e(γ/2)(ĥ0,µ)/Z, then the law of (ξt)t≥0 is no longer that
of a Brownian motion: like everything else, its law is biased by e(γ/2)(ĥ0,µ)/Z. Thus if F is
any bounded functional,

EQµ(F (ξ)) = E

(
F (ξ)

e
γ
2

(ĥ0,µ)

Z

)
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= E

(
F (ξ)

e
γ
2

(ĥt◦ft+Q log |f ′t |,µ)

Z

)

Taking the conditional expectation given the filtration Ft generated by (ξs)s≤t (or equiva-
lently (fs)s≤t):

EQµ(F (ξ)) = E
(
F (ξ)

e
γ
2
Mt(µ)

Z
E(e

γ
2

(h̃◦ft,µ)|Ft)
)

where Mt(µ) =
∫
Mt(z)µ(z)dz and by definition, Mt(z) = 2

γ
log |ft(z)| + Q log |f ′t(z)| is the

martingale from (6.6) (itself coming from Lemma 6.4).
Now, given Ft using Theorem 5.7 and a change of variables we have that

E(e
γ
2

(h̃◦ft,µ)|Ft) = exp(
γ2

4

∫
µ(dx)µ(dy)Gt(x, y))

where Gt(x, y) = G(ft(x), ft(y)). However, we also know by (6.7) (see Lemma 6.5) that
if [Mt(x),Mt(y)] denotes the quadratic cross variation between the martingales Mt(x) and
Mt(y) then

d[Mt(x),Mt(y)] = −dGt(x, y).

Consequently, applying a Fubini argument, we see that Mt(µ) is a martingale and that

EQµ(F (ξ)) =
1

Z
E
(
F (ξ)e

γ
2
Mt(µ)− γ2

4
[Mt(µ)]+ γ2

4

∫
µ(dx)µ(dy)G(x,y)

)

=
1

Z ′
E
(
F (ξ)e

γ
2
Mt(µ)− γ2

4
[Mt(µ)]

)

where Z ′ = Z/e
γ2

4

∫
µ(dx)µ(dy)G(x,y) is a different normalisation constant. But taking F = 1

and noting that the exponent is an exponential martingale, we see that Z ′ = 1.
Furthermore, we see that the law of ξ under the new measure is nothing but that of

a Brownian motion weighted by an exponential martingale. Hence by Girsanov’s theorem
(the “sophisticated" one about Brownian motion, rather than the elementary Lemma 2.5
proved in these notes), under Qµ, the process ξ̃t = ξt + [γ

2
Mt(µ), ξt] is a local martingale

and its quadratic variation is unchanged. By Lévy’s theorem, this martingale is therefore a
Brownian motion with variance κ. Moreover, by Lemma 6.4

dMt(µ) = − 2√
κ

∫
µ(dz)<(

1

ft(z)
)dξt,

and thus
d[
γ

2
Mt(µ), ξt] = −

∫
µ(dz)<(

1

ft(z)
)κdt.

Consequently, under Qµ, we may write

ξt = ξ̃t +

∫ t

0

∫
µ(dz)<(

1

fs(z)
)κds (6.10)
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where ξ̃ is a Brownian motion of variance κ. Taking µ = µε the uniform distribution4 on a
semicircle of radius ε about x, and letting ε→ 0, we find that under the biased law,

ξt = ξ̃t +

∫ t

0

κ

fs(x)
ds,

since ft(x) is real. This is the defining property of a (reverse) SLEκ(ρ) with ρ = κ, and force
point at x: in particular, if Xt = ft(x), then we must have

dXt =
−2

Xt

dt− dξt
=
√
κdBt + (−2 + ρ)/Xtdt

so that X̃t = Xt/
√
κ is a Bessel process of dimension

δ = 1 + 2(ρ− 2)/κ. (6.11)

We no turn to (6.9). We wish to understand the law of ĥt biased by e(γ/2)(ĥ0,µ), where
ĥ0 = ĥt ◦ft+Q log |f ′t |, given ft. But if ft is given, then the weighting is simply proportional
to e(γ/2)(ĥt◦ft,µ), in which case (recalling the elementary Girsanov Lemma 2.5), the effect of
this biasing is simply to add to ĥt a drift term of the form z 7→

∫
G(z, y)dµ◦f−1

t (y), in other
words the (Neumann) Green function integrated against the image by ft of the measure µ.
When µ = µε is the the uniform distribution on the semi-circle of radius ε about x, and we
let ε→ 0, this drift term is simply z 7→ G(ft(x), z) as desired.

Remark 6.17. The conclusion of this lemma remains valid even when applied to a (bounded)
stopping time T of the filtration generated by ft. Indeed the stationarity of the capacity
zipper extends to such times (because the proof of the coupling theorem, relying on a martin-
gale computation, extends to such times), and the arguments above are unchanged if t = T
is a bounded stopping time.

Step 3: Zooming in to get a wedge and an independent SLE. We now examine
closer the law of (ĥτ , η̂

τ ) under dQ(·|x). On the one hand, thanks to (6.9) (applied to the
time T = τ ∧ t, and then letting t→∞), the field ĥτ can be described by

ĥτ = h̃+
2

γ
log |z|+ γ

2
G(0, z)

where h̃ is an independent Neumann GFF. In other words, as we zip up ĥ0 using the map
ft, the logarithmic singularity which is initially at x travels to ft(x) until time τ , where

4Actually, the above calculation is only valid when µ has average zero, since we have used Theorem 5.7.
We can nevertheless apply the conclusion to a positive measure such as µε by introducing a negative unit
point mass at a point tending to infinity. Then observe that the drift term in (6.10) does not “feel" the
negative mass in the limit.
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T

x

Brownian motion run until its hitting time of 0

3d Bessel process run until its last hitting of x

Figure 13: Illustration of Williams’ path decomposition theorem

fτ (x) itself is at zero. Then recalling the form of the Neumann Green function, we see that
G(0, z) = 2 log 1/|z| so that

hτ = h̃+ α log 1/|z|; α = γ − 2

γ
. (6.12)

Therefore, applying Theorem 5.20, we see that zooming near zero, the field converges to
an α-thick wedge with α = γ − 2/γ as in (6.12). (Recall that this means that the law of
h+C/γ, normalised to have unit Liouville mass in the unit disc, converges to that of a wedge
as C →∞.)

We now turn to the curve ητ , which by Lemma 6.16 we know is that of a reverse SLEκ(ρ),
independent of ĥτ , and stopped at its continuation threshold τ = inf{t ≥ 0 : Xt = 0}, with
Xt = ft(x) the Bessel process measuring the distance between the origin and the (image by
ft of the) force point. As it turns out, this admits a nice description as an ordinary (forward)
Loewner flow, which can be seen as follows.

A classical result about Brownian motion, due to Williams (see e.g. Corollary (4.6) in
Chapter VII of [RY99]), says that if X is a Brownian motion started from x > 0 and T
is its hitting time of zero, then its time-reversal X̂ = (XT−t)0≤t≤T is distributed as three-
dimensional Bessel process, run until its last visit Λ to x (see accompanying figure). More
generally, if X is a Bessel process of dimension δ ∈ (0, 2) started from x > 0, run until its
hitting time of zero T , then its time-reversal X̂ = (XT−t, 0 ≤ t ≤ T ) is a Bessel process of
dimension δ̂ = 4− δ ∈ (2, 4), run until its last visit Λ to x.

This means that the time reversal of Xt at time τ is now a δ̂-dimensional Bessel process,
where because of (6.11), and since ρ = κ, we have that

δ̂ = 4− (1 +
2(ρ− 2)

κ
) = 1 +

4

κ
.

But this is precisely the dimension of the Bessel process describing g̃t(x)/
√
κ in an ordinary

SLEκ (forward) flow. [In general, this time reversal transforms an SLEκ(ρ) into an SLEκ(κ−
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ρ) flow.] Consequently, since time-reversing a reverse flow is precisely the same thing as
considering a forward flow driven by the time-reversal, we see that

η̂τ [0, τ ] has the law of an ordinary SLEκ, run until Λ

where Λ is a certain random time (which is not a stopping time in general), which is a.s.
positive. Consequently, as we zoom in near zero, the image of this curve becomes an infinite
SLEκ curve (since Λ > 0 a.s.), which retains in the limit its independence from the wedge
obtained as the limit of ĥτ + C/γ as C →∞. More precisely, if ψC is the scaling map such
that ĥτ + C/γ has unit Liouville mass, then

lim
C→∞

ψC(ĥτ , η
τ ) = (ĥ, η̂), (6.13)

where ĥ is, as argued above, an α-thick wedge and η̂ an independent SLEκ curve.

Step 4: Stationarity of the wedge quantum zipper. A moment of thought shows
that the pair (ĥ, η̂) defined by (6.13) comes with a two-sided process (ĥt, η̂

t)t≥0 obtained by
zipping up (ĥ, η̂), such that ĥ0 = ĥ and η̂0 = η̂. (For instance, this comes from enriching the
observed structure when we take the limit C → ∞ above, so that there is a whole zipping
up process: see Lemma 6.20 where this idea is spelled out in more detail). As before, this
zipper process is parametrised by capacity: to obtain η̂t we have grown a curve of half-plane
capacity 2t from zero, and mapped the original η̂ on top of this new piece of curve. In
fact, the only difference between this process and the one considered in Definition 6.13 is
that the marginal of ĥ0 is not a Neumann GFF with some arbitrary normalisation but an
α-thick wedge. This is why we also keep the same notation: it is the same process, but
with a different law (at time 0, the field is a wedge rather than a GFF with a certain log
singularity).

We will now make a change of time paramaterisation, so that time corresponds to a given
amount of quantum length being zipped up. Namely, for t > 0, let

R(t) = inf{x > 0; νĥ0([0, x]) > t}, (6.14)

and let
σt = inf{s > 0 : fs(x) = 0} where x = R(t).

So σt is the first time that an interval of quantum length t is being zipped up by f .

Definition 6.18. The process (ĥσt , η̂
σt)t≥0 is called the (α-thick wedge) quantum zipper.

Then the crucial fact on which the proof rests is the following:

Proposition 6.19. The quantum zipper is stationary: if t0 ≥ 0, then (ĥσt0+t , η̂
σt0+t)t≥0 is

also a quantum zipper.

Proof. Essentially, the idea is that when we zip up the wedge by t0 units of quantum length,
this corresponds (in the pre-limiting picture), to zipping up (ĥτ , η

τ ) in Step 3 by a microscopic
amount of quantum length: i.e., considering the state of the capacity zipper at the first time
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after τ where we have zipped up a further amount of quantum length corresponding to
t0e
−C/2.
Alternatively, we could have replaced x by xC , where xC is chosen so that

νĥ0([x, xC ]) = t0e
−C/2,

and we could have just considered the time τC (instead of τ) where xC (and not x) is zipped
up to 0, before zooming in. Therefore the claim is that if τC = inf{t ≥ 0 : ft(xC) = 0} and
we zoom in near zero at time τC , we obtain the surface ĥσt0 , rather than ĥ:

Lemma 6.20. We have the convergence of the random surface equipped with a curve

(ĥτC + C/γ, ητC )→ (ĥσt0 , ησt0 )

(As explained above, this can be taken as a definition of the wedge quantum zipper, so
we do not provide additional justification for this fact).

To conclude the proof of Proposition 6.19, we simply observe that given ĥ0, the points
x and xC are (almost) indistinguishable: indeed, since x is itself chosen according to the
boundary length measure νĥ0 , the total variation distance between x and xC tends to 0 (this
follows from the fact that if U is uniform in [0, 1] then the total variation distance between
U and U + ε tends to 0 as ε→ 0). Therefore we may couple x and xC with high probability
given ĥ0; in which case it is obvious that (on the event that the coupling is successful) the
pairs (ĥτ , η̂

τ ) and (ĥτC , η̂
τC ) are identical, and so are their limits when we zoom in near zero.

Consequently, the distribution of (ĥσt0 , ησt0 ) must be identical to that of (ĥ, η̂). Stationarity
follows.

To summarise the idea behind the proof of this theorem: if we want something which
is invariant under zipping up by a given amount of quantum length, it suffices to sample a
point according to quantum length and wait until that point is zipped up at zero. Zooming
in near zero necessarily gives us a stationary process – and a scale invariant one. We are
now in a position to conclude the proof of Theorem 6.9.

Step 5: conclusion of the proof. Let (ĥt, η
t)t≥0 be a quantum zipper as in Definition

6.18. For t ≥ 0, let
L(t) = x such that ft[x, 0] = ft[0, R(t)],

where R(t) is defined in (6.14) and is such that the quantum length of [0, R(t)] is t (since
νĥ0 is nonatomic). Our goal is to show that if we call

λt = νĥ0([L(t), 0])

then λt = t almost surely for all t > 0. This will show that intervals to the left and to the
right of zero which get zipped up together have the same quantum length.

Observe that, by Proposition 6.19, λt has stationary increments: the law of R(t)−R(s)
depends only on t− s for 0 ≤ s ≤ t. By Birkhoff’s ergodic theorem,

lim
n→∞

λn
n

= X
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exists almost surely. (Note that the theorem is usually stated under the assumption that
E(|λ1|) < ∞, but it is straightforward to see, by a truncation argument and the monotone
convergence theorem, that the conclusion is also true if we only know λ1 ≥ 0 a.s., which is
the case here. )

Then by scale-invariance of the α-thick wedge (part (i) in Theorem 5.20) we see that the
distribution of λt/t is constant and hence equal to X for all t > 0. In particular as t→ 0,

lim
t→0

λt
t

= X

almost surely. But it is obvious that the above limit is measurable with respect to the tail
σ-algebra

T =
⋂

ε>0

σ{(h, ρ) : ρ supported in B(0, ε)}.

In turn, T is contained in the tail σ-algebra of the circle average process at zero of an α-thick
wedge, which must be trivial (it is identical to the tail at infinity of a Brownian motion with
drift by Definition 5.18, which is trivial by Blumenthal’s zero-one law). Therefore X is a
deterministic constant and we deduce by symmetry that X = 1 necessarily. Hence λt = t
for all t > 0, almost surely. In other words,

νĥ0 [L(t), 0] = νĥ0([0, R(t)])

for all t > 0, almost surely. By absolute continuity between wedges modulo constants and
Neumann GFF (modulo constants), away from zero, it follows immediately that the same is
true for a regular Neumann GFF, and hence the theorem follows.

6.3 Uniqueness of the welding

Consider the capacity zipper (ĥt, η̂
t)t∈R of Definition 6.13. The (reverse) Loewner flow asso-

ciated to the curves η̂t has the property that it zips together intervals of R with the same
νĥ0 quantum length by Theorem 6.9. Could there be any other curves with this property,
or equivalently could there be any other Loewner flow with the property that intervals of
identical quantum length on either side of zero are being zipped up together?

We will now show that there is a unique such flow, and hence the Loewner flow is entirely
determined by ĥ0.

Theorem 6.21. Let (ĥt, η̂
t)t∈R be a capacity zipper with reverse Loewner flow (ft)t≥0. Let

t > 0. Almost surely, the following holds: if f̃t : H → H̃t = f̃t(H) is a conformal map such
that

• H̃t is the complement of a simple curve η̃t,

• f̃t has the hydrodynamic normalisation limz→∞ f̃t(z)− z = 0,

• f̃t has the property that f̃t(z−) = f̃t(z
+) as soon as νĥ0([z

−, 0]) = νĥ0([0, z
+),
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η

D1 D2

Figure 14: An independent SLE slices an α-thick wedge into two independent γ-thick wedges.

then f̃t = ft and η̃t = η̂t. In particular, the reverse Loewner flow (ft)t≥0 (and hence
(ĥt, η̂

t)t≥0) is uniquely determined by ĥ0 only.

Proof. Before we start the proof, we recall that from the definition of the capacity zipper
in Definition 6.13, we only have defined the reverse Loewner flow as being coupled to ĥ0 in
a certain way specified by the application of Kolmogorov’s theorem. Usually, proving that
objects coupled to a GFF are determined by it can be quite complicated (e.g., this is the
case in the setup of imaginary geometry or level lines of the GFF).

Here the proof will turn out to be quite simple given some classical results from the
literature. Indeed consider

φ = f̃t ◦ f−1
t .

A priori, φ is a conformal map on ft(H) = Ht, and its image is φ(Ht) = H̃t. However,
because of our assumptions on f̃t (and the properties of ft), the definition of φ can be
extended unambiguously to all of H. Moreover when we do so, the extended map is a
homeomorphism of H onto H, which is conformal off the curve ηt. Thus the theorem will
be proved if we can show that any such map must be the identity. In the terminology of
complex analysis, this is equivalent to asking that the curve ηt([0, t]) is a removable set.
Now, by a result of Rohde and Schramm [RS05], the complement Ht of the curve is a.s. a
Hölder domain for κ < 4 (or γ < 2), and by a result of Jones and Smirnov [JS00] it follows
that ηt([0, t]) is a removable set. Hence the theorem follows.

6.4 Slicing a wedge with an SLE

In this section we complement our earlier results by the following remarkable result due to
Sheffield [She10a]. This result is fundamental to the theory developed in [DMS14a], where
the main technical tool is a generalisation of the result below.

Suppose we are given an α-quantum wedge h with α = γ − 2/γ, and an independent
SLEκ curve η with κ = γ2 < 4, then the curve η slices the wedge into two surfaces (see
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picture). Then the result below says that, considered as abstract random surfaces, the two
surfaces are independent and they are both γ-thick wedges.

Theorem 6.22. Suppose we are given an α-quantum wedge h with α = γ − 2/γ, and an
independent SLEκ curve η with κ = γ2 < 4. Let D1, D2 be the two connected component of
H \ η, containing respectively −∞ and +∞. Let h1 = h|D1 and h2 = h|D2. Then the two
surfaces (D1, h1) and (D2, h2) are independent γ-thick wedges.

Sketch of proof. We will rely on elements of the proof of Theorem 6.9. Consider the setup
of Step 2 of that proof: we have a capacity zipper (ĥt, η̂

t)t∈R with law Γ, and a biased law

dQ((ĥt, η̂
t)t∈R, x) =

1

Z
1x∈[1,2]dνh0(x)dΓ((ĥt, η̂

t)t∈R)

Recall that we can reverse the order in which (ĥ, η̂) and x are sampled: thus x will be chosen
according to the uniform distribution on [1, 2] and given x, ĥ0 has an extra γ− log singularity
at x. That is, under Q(dĥ0|x), we have

ĥ0 = h̃+
2

γ
log | · |+ γ log(

1

|x− ·|) (6.15)

Briefly, we recall that given x, if τ = inf{t > 0 : ft(x) = 0}, and we zoom in near zero at
time τ in ĥτ , we find an α-thick wedge decorated with an independent SLEκ(ρ) curve (see
(6.13)). We will deduce the desired independence of the two surfaces in Theorem 6.22 by
showing that before taking the limit, the two surfaces on either side of the curve ητ near
zero are approximately independent, and that they are each γ-thick wedges.

To make sense of this approach, we start by fixing some arbitrary ε > 0 and let D′2 =
fτ (B(x, ε)). Likewise, if y = R(x) denote the point to which x is welded (i.e., by Theorem
6.9, the unique y < 0 such that νĥ0([y, 0]) = νĥ0([0, x])), then we set D′1 = fτ (B(y, ε)). Then
we claim that the pair of surfaces (D′1, ĥτ + C/γ) and (D′2, ĥτ + C/γ) converges as C →∞
towards the pair of surfaces (D1, h1) and (D2, h2) in the statement of Theorem 6.22 (see
Figure).

But observe that by definition, the two surfaces (D′1, ĥτ + C/γ) and (D′2, ĥτ + C/γ) are
obtained by conformally mapping the surfaces (B(y, ε), ĥ0 + C/γ) and (B(x, ε), ĥ0 + C/γ)
and applying the change of variable formula. Now, because of (6.15), it is clear that the limit
of (B(x, ε), ĥ0 + C/γ) (i.e., (D2, h2)) must be a γ-quantum wedge. By left-right symmetry,
we deduce that (D1, h1) is also a quantum wedge. It remains to argue independence between
these two surfaces. To do so, we condition on some additional amount of information: x,
L = νĥ0([0, x]), y (in a moment, we will even add a bit more information). When we do so,
it is clear that the law of the field becomes

ĥ0 = h̃+
2

γ
log | · |+ γ log(

1

|x− ·|) + γ log(
1

|y − ·|) (6.16)

where h̃ is a Neumann GFF conditioned so that ĥ0 gives length L to [0, x] and [y, 0]. We
now condition further on the and the values of the field h̃ outside B(x, ε) and B(y, ε). Call
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0

B(y, ε)
B(x, ε)

Figure 15: Summary of the idea for the proof of Theorem 6.22: as we zoom in towards zero,
the two surfaces to the left and right of η̂τ come from very different places of the field ĥ0

(near x and y = R(x) respectively). The behaviour of the field near these two places is easily
shown to be conditionally independent given x, y and the quantum length νĥ0([0, x]), and
the values of the field outside balls near x and y. Even given this information, the behaviour
of the field when we zoom in near these points is still given by a quantum wedge.

a = νĥ0([0, x − ε]) and b = νĥ0([y + ε, 0]). Then conditionally on all this information, the
law of h̃ in B(x, ε) (resp. B(y, ε)) is that of an independent Neumann GFF, plus a harmonic
function in B(x, ε) (resp. in B(y, ε)), and conditioned so that the length of [x − ε, x] is
L − a (resp. the length [y, y + ε] is L − b). Clearly, since the harmonic function in B(x, ε)
(resp. B(y, ε)) is continuous in that ball and in particular continuous at x (resp. y), when
we zoom in near x (resp. y), we still end up with a γ-wedge (see Exercise 8). Likewise, the
conditioning that the length of [x−ε, x] is L−a (resp. the length of [y, y+ε] is L−b), which is
a macroscopic information, does not change the fact that in the limit the surface is a γ-wedge
(this would require a justification). Moreover, once we have conditioned on this information
recall that the free fields in the two balls are independent, and hence the limiting surfaces
are conditionally independent γ-thick wedges, given all this extra information. Therefore
this remains true once we remove the conditioning by taking expectations, and the result
follows.

Remark 6.23. Observe that in this proof, to obtain independence of the two surfaces it is
crucial to know the conclusion of Theorem 6.9, which allows us (given L = νĥ0([0, x])) to
find y = R(x) as the only point to the left of zero such that [y, 0] also has a quantum length
equal to L. If we did not know this, we could a priori only define y via as the point to which
x is welded and this might a priori involve the whole curve, itself dependent a priori on the
entire field. Hence it would be very difficult to argue that the local behaviour at x and y are
approximately independent, which is what the argument boils down to.
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6.5 Exercises

1. Let ft be a reverse SLEκ(ρ) Loewner flow, let

h0(·) = h̃(·) +
2√
κ

log | · |+ ρ

2
√
κ
G(x, ·)

be independent of (ft), where G(x, y) = − log |x−y| is the whole plane Green function
and h̃ is a Neumann GFF with some normalisation.

For all 0 ≤ t ≤ τ set

hρt = h̃ ◦ ft +
2√
κ

log |ft|+Q log |f ′t |+
ρ

2
√
κ
G(ft(x), ft(z)).

Show that
hρt∧τ = h0

in law, as distributions modulo additive constants. (This is Theorem 4.5 in [She10a]).
Give two proofs of this result: one based on stochastic calculus in the manner of the
proof of Theorem 6.1, and another one using Lemma 6.16.
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Index
Bessel process, 80, 81
Boundary Liouville measure, see Liouville mea-

sure

Canonical description, see Random surface
Capacity zipper, see Zipper
Change of coordinates formula, 32
Circle average, 17, 23, 60
Circle packing, 48
Conformal covariance of Liouville measure,

29
Conformal invariance

of Dirichlet GFF, 16
of Green function, 10
of Neumann GFF, 56

Conformal radius, 10, 22, 23
Conformal welding, 69, 75, 84
Continuous Random Tree (CRT), 47, 52
Critical Exponent

FK percolation, 53
Loop-Erased Random Walk, 53

Critical exponents, 36
Cutting, 75

Definite, see Nonnegative semidefinite
Dirichlet energy, 7
Dirichlet inner product, 13
Discrete Excursion, 51
Distribution modulo constants, 54, 55

Euler’s formula, 51
Even / odd decomposition, 56

FK model, 46
Fourier series, 20

Gauss–Green formula, 12, 16, 58
Gaussian multiplicative chaos, 25, 29, 40
GFF

Dirichlet boundary conditions, 11, 14
Free boundary conditions, 55

Neumann boundary conditions, 55
Whole plane, 56

Girsanov lemma, 26
Green function

Dirichlet boundary conditions, 8
Discrete, 6
Neumann boundary conditions, 57

Half-plane like
see Random surface, 61

Hamburgers / cheeseburgers, see Sheffield’s
bijection 50

Integration by parts, see Gauss–Green for-
mula

Isothermal ball, 34
Itô isometry for GFF, 20

Kahane’s convexity inequality, 40
KPZ relation, 34

Liouville measure
Boundary, 61
Bulk, 22
Multifractal spectrum, 37, 40
Scaling relation, 37, 40

Loop-Erased Random Walk, 53

Markov property, 8, 15
Markov property (of random surfaces), 70
Mating of trees (discrete), 52
Minkowski dimension, 38

Neumann problem, 58
Non atomicity of Liouville measure, 43
Nonnegative semidefinite, 6, 11, 57

Orthogonal decomposition of H1
0 (D), 16

Peeling, 70
Percolation critical exponents, 37
Peyrière measure, 25
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Pioneer points, 42
Planar maps

Decorated, 44
Definition, 44
Dual map, 44
Fortuin–Kasteleyn model, 46
Ising, 48
Loops, 44
Percolation, 48
Refinement edges, 44
Uniform case, 48

Quantum cones, 32, 67
Quantum wedges, 32, 63
Quantum zipper, see Zipper

Radial decomposition, 21, 63
Random surface, 32

Canonical description, 62, 65
Convergence, 62
Half-plane like, 61
Zooming in, 62

Reverse Loewner flow, 70
Riemann uniformisation, 22, 48
Rooted measure, 25

Scaling exponents, 34
Sheffield’s bijection, 50
SLEκ(ρ), 78, 88
Sobolev space, 13, 14, 20
Subdiffusivity, 42

Thick points, 18, 25, 27

Watabiki formula, 35
Williams’ path decomposition theorem, 81
Wilson’s algorithm, 53

Zipper
Capacity, 75, 76
Quantum, 82

Zipping (up/down), 75
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