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## Theorem (Filip)

For holomorphic strata, orbit closures are (quasi-projective) algebraic varieties.
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## Idea:

Study orbit closures via degenerations.
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- $\mathcal{H}_{g, n}(\mu)$ is not compact: can degenerate the Riemann surface and/or the differential
- $\mathcal{P}_{g, n}(\mu)$ is not compact: can degenerate the Riemann surface
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- What about $\lim _{\lambda \rightarrow \infty}\left(\begin{array}{ll}1 & \lambda \\ 0 & 1\end{array}\right) \circ(X, \omega)$ ?
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- Infinitely many components, certainly non-algebraic ...
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- $M \subset \mathcal{H}_{g, n}(\mu)$; closure $\bar{M} \subset \equiv \overline{\mathcal{M}}_{g, n}(\mu)$.
- Fixed $p_{0} \in \partial \bar{M}$.
$\Gamma:=$ dual graph of $X_{0}$, with level structure
- Horizontal edges connect vertices of same level. Vertical edges connect vertices of different levels.
- $p_{0} \in D_{\Gamma}:=$ open boundary stratum of $\equiv \overline{\mathcal{M}}_{g, n}(\mu)$.
(fixed dual graph, no further degenerations; fixed prong-matching, all locally in $\left.\overline{\overline{\mathcal{M}}} \overline{\mathcal{M}}_{g, n}(\mu)\right)$
- $\forall p=(X, \omega) \in M$ sufficiently close to $p_{0}$ can be obtained by plumbing some $q \in D_{\Gamma}$.
Nodes $e$ are opened up to seams, aka vanishing cycles $\lambda_{e} \in H_{1}(X, \mathbb{Z})$.
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## Monodromy argument [Benirschke]

## Lemma

For $p_{0} \in \partial M \cap D_{\Gamma}$, for any $p=(X, \omega) \in M$ sufficiently close to $p_{0}$, let $\left\{\lambda_{e}\right\}$ be the collection of all vanishing cycles on $X$. Then for any defining equation $F$ for $M$ at $p$, there exist $n_{e} \in \mathbb{Z}$ such that

$$
\sum_{e} n_{e}\left\langle F, \lambda_{e}\right\rangle \int_{\lambda_{e}} \omega=0
$$

is also a defining equation for $M$ at $p$.

## Proof

Let $f: \Delta \rightarrow M$ map $0 \mapsto p_{0}$ and $\frac{1}{2} \mapsto p$. Analytically continue coordinates from $p$ along a loop around zero, starting and returning to $p$, and keep writing the equation $F$.
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Recall: $\operatorname{codim}_{\equiv} \overline{\mathcal{M}}_{g, n}(\mu) D_{\Gamma}=L(\Gamma)+H(\Gamma)$
Theorem (BD-)
If $\operatorname{dim} \bar{M} \cap D_{\Gamma}=\operatorname{dim} M-1$, then either

- $L(\Gamma)=1 ; \quad H(\Gamma)=0$, or
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Then the one equation $\int_{\gamma_{1}} \omega=\int_{\gamma_{2}} \omega$ does NOT define an affine invariant manifold.
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Easier because there are no relative periods. Coordinates: $H_{1}(X ; \mathbb{Z})$

## Theorem (BD-)

For $M \subset \mathcal{H}_{g, 1}(2 g-2)$ affine invariant manifold, $\lambda_{1}, \ldots, \lambda_{k}:=$ horizontal vanishing cycles. Then
(1) The space of linear relations among periods over $\lambda_{i}$ is generated by pairwise proportionalities $c \int_{\lambda_{i}} \omega=\int_{\lambda_{j}} \omega$.
(2) If $\lambda_{i}$ and $\lambda_{j}$ are $M$-cross-related, then there is a defining equation $F_{i j}$ that crosses only $\lambda_{i}, \lambda_{j}$ and no other horizontal vanishing cycles.

- (1) in general holds for divisorial degenerations - here for any $D_{\Gamma}$
- The proof crucially uses the result of Avila-Eskin-Möller that $T M \subset H_{1}(X ; \mathbb{Z})$ is symplectic
- For non-minimal strata, can have complicated relations among the classes of $\lambda_{i}$ in $H_{1}(X$, Zeroes; $\mathbb{Z})$
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## Theorem (Benirschke)

Any boundary stratum $\bar{M} \cap \partial \equiv \overline{\mathcal{M}}_{g, n}(\mu)$ of any linear subvariety is a product of linear subvarieties for the strata corresponding to the components of the nodal curve.
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## General structural results

## Theorem (BD-)

(1) For any defining equation $F$, the collection of periods over all vertical vanishing cycles that cross a given level $i$ and are crossed by $F$ satisfy a linear relation.
(2) The space of defining equations can be generated by equations that only cross horizontal nodes at one level, and equations that do not cross any horizontal nodes at all.
(3) Local equations for $\overline{\mathcal{M}}$ near $p_{0}$ in plumbing coordinates on三 $\overline{\mathcal{M}}_{g, n}(\mu)$ can be computed explicitly from the local linear defining equations nearby.
(9) In particular, $\overline{\mathcal{M}}$ locally near $\partial M$ looks like a toric variety (possibly non-normal).
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## Cylinder deformation theorem [Wright]

## Definition

Parallel flat cylinders: periods of $\omega$ over circumference curves are real multiples of each other.
$M$-parallel cylinders: remain parallel for all $(X, \omega) \in M$.

## Theorem (Wright)

Let $\mathcal{C}$ be a maximal collection of $M$-parallel cylinders, for some $(X, \omega) \in M$. Then applying $G L^{+}(2, \mathbb{R})$ to cylinders in $\mathcal{C}$ and leaving the rest of $X$ untouched gives a flat surface in $M$.

- In a way, this says that the only relations on $M$ among the curves on cylinders are only with curves on $M$-parallel cylinders.
- BD- give a new proof, for linear subvarieties of meromorphic strata, if all coefficients of defining equations are real.
- The theorem is for smooth Riemann surfaces. Our proof is by degeneration to nodal Riemann surfaces.

