Solutions to Second Exam
MAT 118, Spring 2003

1. (20 points) In playing the game of “Go Fish”, players are dealt hands of 7 cards from a
standard deck of 52, and try to make pairs (two cards with the same number). What is the
probability that a player will be dealt at least one pair in his hand at the start of the game?
(Circle your answer, no justification needed).

52! 52 x 48 x 44 x 40 x 36 x 32 x 28 (52C2)(52C5)
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52 x 51 x 50 x 49 x 48 x 47 x 46

Solution:  This question is almost exactly like the question on Quiz 6, and of course so is the
solution.

One difference is that we want the probability of at least one pair, rather than the probability
of no pairs (the other is that there are 7 cards, rather than 5). It is easiest to do this by computing
the probability of no pairs, and then subtracting that result from one.

Notice that “no pairs” is the same as saying “all the cards have different numbers”. So, we
need to count how many ways we can pick 7 cards from a deck, all with different numbers. It is
easiest if we view our hand as being ordered— that is, we distinguish the order in which we pick
the cards.

First we pick the first card. There are 52 choices for this card.

For the second card, we have only 48 choices, since we cannot pick any cards which are the
same number as the first. For the third card, we have 44 choices: we can't use the 4 cards that
are the same number as the first card, nor the same number as the second.

Continuing in this way, we see that there are 52 x 48 x 44 x 40 x 36 x 32 x 28 ways to pick
7 cards with no pairs, paying attention to which is first. (If we wanted to ignore the order, we
would divide by 7!).

Since there are 52 x 51 x 50 x 49 x 48 x 47 x 46 different ways to pick 7 cards, the probability
of no pairs is

92 X 48 x 44 x 40 x 36 x 32 x 28

59 % Bl < 50 x 49 x 48 x 47 < 46’ so the probability of at least a pair is 1 minus that.

This works out to be a probability of about 0.7898, which means that starting with a pair when
playing Go Fish is pretty likely.

2.(20 points) Circle True or False. No justification needed, but then, no partial credit either.

a. For any connected graph, a minimal spanning tree can be found using Prim’s nearest-

neighbor algorithm.
False
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b. If you roll two dice, then the probability that at least one of them is a 6 is 1/3.

True

Solution:  You might think this is true since the probability of rolling one die and getting
abis %, and % + % = % But probabilities only add like that for mutually exclusive events.

In this case, we can calculate the probability several ways. The addition rule says that it is

1 1 1 11
P(first die i P is 6) — P(both o=
(first die is 6) + P(second is 6) (both are 6) or G + 636" 36

Another way is just to count that there are 11 ways for a 6 to show up on one of the two
dice, and 36 possible different rolls, so again we get 11/36. A third way is to see that there
are 5 X 5 = 25 ways not to roll any sixes, so the probability is 1 — 3—2 = %. There are, of
course, other ways to get the same answer.

c. Some zero-sum games have more than one equilibrium point.

False

d. The greedy algorithm always gives the best solution to the traveling salesman problem.

True

3. (25 points) Remember that dice have six sides, numbered 1 through 6. Each number is
equally likely to turn up when the dice are rolled. Assume you roll two dice.

Solution: For all the questions below, we will assume we can distinguish the dice, either
because one is red and one is white, or we just roll one die and then the other. This means that
there are always 36 different possible rolls (since a 3 on the first and a 6 on the second is different
from a 6 on the first and a 3 on the second).

a. What is the probability that the sum of the numbers showing will be 27

Solution:  There is only one way to get a sum of two, by rolling two ones. Thus, the

1
bability is —.
probability is -

b. What is the probability that the sum of the numbers showing will be 77

Solution:  Now we have to think a little more. We can get a sum of 7 in six different

6 1
ways: 1+6,24+5,3+4,4+3,5+2, and 6 + 1. Thus, the probability is 36 that is 6
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c. What is the probability that the sum of the numbers showing will be 10 or more?

Solution:  To have a sum of 10 or more, we have six ways: 446, 5+ 5, 5+ 6, 6 + 4,

6 1
6+ 5, and 6 + 6. So the probability is 36 or 6

d. What is the probability that the sum of the numbers showing will be 10 or more, if

you know that one of the dice shows a 57

Solution: If you know one is a 5, then the other one must be a 5 or a 6. The probability

2 1
of rolling one die and gettinga5ora6is G or 3

You could use conditional probability to do this, if you really wanted to.

P(first is 5 and sum > 10)
P(first is 5)

P(sum > 10 | first is 5) =

but that is more work than just doing it directly.

4. (20 points) The sidewalks of a park are shown in the figure
on the right (they go around the outside, across the middle, and
make the D-shape). A city worker needs to sweep the walks, and
wants to cover each one exactly once, without retracing his steps
or walking on the grass.

a. Draw the graph corresponding to this situation.

Solution:  The graph looks pretty much like the side-
walk itself:

which is

2/36 1
1/6 3’

D

b. Is it possible for the worker cover each part of the walk exactly once, ending up where
he started? (That is, does the graph have an Eulerian circuit?) Justify your answer.

Solution: No. To have an Eulerian circuit, all vertices must be even. But the graph in

question has two odd vertices.

c. Is it possible for the worker cover each part of the walk exactly once if he doesn’t need
to end up where he started? (That is, does the graph have an Eulerian path?) Justify

your answer.

Solution:  Yes. Since there are two odd vertices, any
Eulerian path must start at one of them and end at the
other. One such path is shown here.

D
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5. (25 points) A person starting in Wichita must visit Kansas City, Omaha, and St. Louis
(in any order), then return home to Wichita. You don’t need to know that Omaha is
north of Wichita, Kansas City is northeast, and St. Louis is east, but I'll tell you anyway.
Approximate road mileages between the various cities are given below.

Kansas City Omaha St. Louis Wichita

Kansas City — 220 225 280
Omaha 220 — 310 300

St. Louis 225 310 — 500
Wichita 280 300 500 —

a. Draw a weighted graph which corresponds to the situation.
Omaha

(@
Witchita 500 St. Louis

b. Use the nearest neighbor algorithm to find an approximate solution to the traveling
salesman problem, making a circuit starting at Wichita. What is the length of this
circuit? (Write your answers in the spaces below.

Solution: Using the nearest neighbor algorithm starting from Witchita, we take the
shortest edge, which is the one to Kansas City at 280 miles. From Kansas City, it is slightly
shorter to Omaha (220 mi). From Omaha, we must go to St. Louis (310 mi) and then
return to Witchita (500 mi). This is a total of 1310 miles.

Wichita, Kansas City, Omaha, St. Louis , Wichita. Distance: 1310 miles

c. Use the greedy algorithm to find an approximate solution to the traveling salesman
problem, making a circuit starting at Wichita. What is the length of this circuit?(Write
your answers in the spaces below.

Solution:  For the greedy algorithm, rather than choosing the shortest path as we go,
we choose the overall shortest paths, only ruling out those that will mess us up. So, the
shortest leg of the journey is KC-Omaha (220 mi) followed by KC-St. Louis (225 mi). The
next shortest is Witchita-KC, but we can’t use that one and still use the other two (it makes
a 3-way fork). So, instead we use the Witchita-Omaha segment (300 mi). Using this rules
out using the Omaha-St. Louis road, so we have to complete the journey by taking the
long road from St. Louis to Witchita (500 mi). This gives an overall journey of 1245 miles,
slightly shorter than the nearest neighbor algorithm does.

Wichita, Omaha, Kansas City, St. Louis, Wichita. Distance: 1245 miles
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d. Write the itinerary of the shortest possible solution to the traveling salesman problem
in ths case.

Solution:  The only way to find the shortest possible path for the travelling salesman
problem is to check ALL possible round-trip routes. Fortunately, there is only one other
one (since reversing the direction doesn’t change the overall distance). This is the one that
avoids the Witchita-St. Louis road, and has a total distance of 1115 miles.

Wichita, Omaha, Kansas City, St. Louis, Wichita. Distance: 1115 miles

who take turns placing their pieces on a checkerboard. H places
2 x 1 pieces horizontally, and V places 1 x 2 pieces vertically. In
this game we will use a 4 x 2 board, shown at right. The first player H
who cannot place a tile loses.

6. (20 points) The game of Crosscram has two players, H and V,

a. The compressed game tree if player H goes first is shown below. Using the game tree,
indicate what strategy H should use in order to guarantee a win, no matter what V
plays. (Circle the relevant parts of the game tree.)

Start H’s move V’s move H’s move V’s move

H wins
V wins
V wins
H wins

H V H V wins

H H

Solution: If H moves to the center as indicated, V has no choice but to move on the

end. H can then win by moving as shown, blocking any move of V's.

Note that if H plays the other possible opening move, V can respond with a winning move
by placing his tile adjacent to H's.

b. Even if V goes first, H can still win. Draw a partial game tree indicating what H’s
winning strategy is. Note that V has two essentially different starting moves. You
must show H’s response to every move V can make, but you only have to show those
for H that result in a win for H; your goal is to describe H’s winning strategy.
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Solution: V has two possible different opening moves, so we have to show H's response
to each. In fact it doesn't matter what H does, but we show a possible response to each
of V's moves. In both cases, V has no choice where to play following, and H always wins.

Start V's move H's move V's move H’s move

— g .
\Y Vv Vv AV H wins

ﬂ | [ |
H H H H wins

H

7. (25 points) In a presidential campaign, there are two candidates, a Democrat and a
Republican, and two types of issues, domestic and foreign issues. Pollsters tell the Democrat
that if both candidates campaign on domestic issues, he will gain 4 points in the polls.
If both campaign on foreign issues, the Democrat will gain 3 points in the polls. If the
Democrat concentrates on domestic issues while the Republican campaigns on foreign policy,
the Democrat will lose 2 points in the polls. Finally, if the Democrat campaigns on foreign
policy and the Republican concentrates on domestic policy, the Democrat will drop 1 point.

a. This situation can be interpreted as a zero-sum game. Summarize this information in
a payoff matrix, with the Democrat as the row player.

Solution:
Republican
domestic  foreign
domestic +4 -2
Democrat foreign -1 +3

b. What is the best strategy for each candidate? (Find the reduced payoff matrix.)

Solution:  Since the payoff matrix is already reduced (Sorry, | goofed), there is no clear
“best stategy”. Probably the best bet here would be to use mixed strategy, where each
candidate campains on domestic issues half the time and foreign policy the other half.

However, no one realized this was possible, so | pretty much accepted any reasonable choice
with a decent explanation.

c. If both candidates use the strategy you found above, how many points should the
Democrat rise or fall in the polls?

Solution:  This depends on your answer to the previous part. Of course, your answer
must be something between -2 and +4. If the mixed strategy outline above is followed, the
democrat should expect to gain 2 points.
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8. (20 points) Two major oil producing countries are Kuwait and Qatar. Suppose that
they must decide independently whether to charge high prices (H) or low prices (L). In
this situation, their monthly gross revenue (in millions of dollars) will be indicated in the
following payoff matrix:

Qatar H Qatar L
Kuwait H (9, 9) (5, 17)
Kuwait L.~ (17, b) (6, 6)

Assuming both Kuwait and Qatar act in order to maximize their own profit, and with-
out communicating with each other, what action will each country take, and what is their
anticipated revenue? Justify your answer.

Solution:  Our first step is to reduce the payoff matrix.

Note that Kuwait always prefers low prices (L), since if Qatar charges high prices, they expect
to make 17 million (instead of 9 million if Kuwait charges high), and if Qatar charges low prices,
Kuwait makes 6 million instead of 5 million. So we can cross out the Kuwait H row, leaving us
with

Qatar H Qatar L
Kuwait L (17,5) (6, 6)

Now Qatar also will charge low prices, since they will make 5 million if they charge high, but
6 million if they charge low. This reduces the payoff matrix to the single entry

Qatar L
Kuwait L (6, 6)

Thus, both countries will charge low prices, and each expects to make 6 million.



