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Problem 1. (Monte Carlo integration)

(1) Let f be a measurable function on r0, 1s with
ş1

0 |fpxq|dx ă 8. Let
U1, U2, ... be independent and uniformly distributed on r0, 1s, and let

In “
1

n
pfpU1q ` ¨ ¨ ¨ ` fpUnqq .

Show that In Ñ I “
ş1

0 fdx in probability.

(2) Suppose
ş1

0 |fpxq|
2dx ă 8. Use Chebyshev’s inequality to estimate

Prob
´

|In ´ I| ą
a

n
1
2

¯

.

Problem 2. Let X1, X2, ... be i.i.d. with distribution satisfying ProbpXi ą

xq “ e
x log x for x ě e. Show that Er|Xi|s “ 8, but there is a sequence of

constants µn Ñ 8 so that Sn

n ´ µn tends to 0 in probability.

Problem 3. Let An be a sequence of independent events with ProbpAnq ă 1
for all n. Show that Prob p

Ť

nAnq “ 1 implies Prob pAn i.o.q “ 1.

Problem 4. Suppose
ř

ProbpAkq “ 8. Show that if

lim sup
nÑ8

˜

n
ÿ

k“1

ProbpAkq

¸2O˜

ÿ

1ďj,kďn

ProbpAj X Akq

¸

“ α ą 0

then ProbpAn i.o.q ě α. (Hint: Use Problem 2 of HW#1 and Fatou’s lemma.)

Problem 5. Let X1, X2, ... be i.i.d. Poisson with mean 1, and let Sn “

X1 ` ¨ ¨ ¨ `Xn. Find limnÑ8
1
n log ProbpSn ě naq for a ą 1.
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