PROBABILITY I, SPRING 2017, HW2

BOB HOUGH

Problem 1. (Monte Carlo integration)

(1) Let f be a measurable function on [0, 1] with S(l) |f(x)|dx < 0. Let

U1, Us, ... be independent and uniformly distributed on [0, 1], and let
1
I, = ﬁ(f(Ul)—i_"'_'—f(Un))'

Show that I, —» I = Xé fdx in probability.

(2) Suppose Sé |f(z)]?dz < oo. Use Chebyshev’s inequality to estimate
Prob (|1n 1> —>

Problem 2. Let Xi, X5, ... be i.i.d. with distribution satisfying Prob(X; >

r) = = for # > e. Show that E[|X;|] = oo, but there is a sequence of
g

constants p,, — oo so that % — uy, tends to 0 in probability.

Problem 3. Let A,, be a sequence of independent events with Prob(A4,,) < 1
for all n. Show that Prob (| J, A,) = 1 implies Prob (4, i.0.) = 1.

Problem 4. Suppose >, Prob(Ay) = co. Show that if

lim sup (Zn: Prob(Ak)> / ( Z Prob(A; n Ak)> =a>0

=0\ k=1 1<j,k<n

then Prob(A,, i.0.) > «. (Hint: Use Problem 2 of HW#1 and Fatou’s lemma.)

Problem 5. Let X, X5, ... be i.i.d. Poisson with mean 1, and let S, =
X1+ -+ X,. Find 1imnﬁooilog Prob(S,, = na) for a > 1.



