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## Example.

Let $X, Y$ and $Z$ be sets, and let $f: X \rightarrow Y, g: Y \rightarrow Z$ be maps.
Then the map $g \circ f: X \rightarrow Z$ defined by formula $g \circ f(x)=g(f(x))$ is called the composition of $f$ and $g$.
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Remarks. 1. The definition of divisibility is made in terms of multiplication, not division. Why? Is there a division?How would it be with division?
2. Why $d \neq 0$ ? Why we can't divide by 0 ?

Let us see how this definition is used in the proof of a theorem.
Theorem. Let $a, b$ and $c$ be integers, and $a \neq 0$.
If $a$ divides both $b$ and $c$, then $a$ divides $b+c$.
Proof. Since $a \mid b$, then, by definition of divisibility, $b=a \cdot k$ for some integer $k$. Since $a \mid c$, then $c=a \cdot l$ for some integer $l$. Therefore,

$$
b+c=a k+a l=a(k+l) .
$$

Since $k+l$ is an integer, $a$ is a factor of $b+c$. Therefore, $a$ divides $b+c$.
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Definition. Let $l$ be a line and $\alpha$ be a plane in the space. The line $l$ is said to be parallel to the plane $\alpha$, if either $l$ doesn't intersect $\alpha$ or $l$ lies on $\alpha$.
Notation: $l \| \alpha$
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Control question: What does it mean that a line is not parallel to a plane?
By definition, $l \| \alpha \Longleftrightarrow \underbrace{l \cap \alpha=\varnothing}_{l \text { doesn't intersect } \alpha} \vee \underbrace{l \subset \alpha}_{l \text { lies on } \alpha}$
Therefore, $l \sharp \alpha \Longleftrightarrow \underbrace{l \cap \alpha \neq \varnothing} \wedge \underbrace{l \neq \alpha}$ $l$ intersects $\alpha \quad l$ doesn't lies on $\alpha$
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Definition. Let $f(x)$ be a function, $a$ and $L$ be real numbers. $L$ is called a limit of $f$ as $x$ approaches $a$ if

$$
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- Two inequalities
- One implication
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For any $x$ such that $x \in(a-\delta, a+\delta)$, we have $f(x) \in(L-\varepsilon, L+\varepsilon)$.
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In words:
A number $L$ is not a limit of a function $f(x)$ at a point $a$, if there exists a positive number $\varepsilon$, such that for any positive number $\delta$ one can find $x$, such that $0<|x-a|<\delta$, but $|f(x)-L| \geq \varepsilon$.

Exercise 1. Use the definition of limit to prove that $\lim _{x \rightarrow 3}(2 x+1)=7$.
Exercise 2. Use the definition of limit to prove that $\lim _{x \rightarrow 0}\left(\sin \frac{1}{x}\right) \neq 0$.
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The notion of limit can be replaced by the notion of continuity:
A function $f$ is said to be continuous at $a$ if
the preimage $f^{-1}(U)$ of any neighborhood $U$ of $f(a)$ is a neighborhood of $a$.
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definitions, axioms, theorems (statements, propositions, claims, lemmas, corollaries), proofs of theorems, examples, exercises, etc.

Besides, each mathematical text contains introductions, expositions, motivations, authors' opinions, and many other not very essential details.

One can rarely read a mathematical text from the very beginning to the very end and understand everything at once. Usually a work with a mathematical text involves several rounds (approaches, periods). Each round contributes to the overall understanding.

A reading starts with determining the structure of the text and sorting out important and not very important elements.

The second round is to focus on the primary parts of the text: definitions and statements of theorems.

Next come examples and detailed reading of proofs.

## Let us read!

Let's try to read an excerpt from a math textbook. We are not expected to understand the mathematical content, but we should be able to analyze the logical structure of the text. Determine and indicate definitions, notations, theorems, proofs, examples, exercises, etc. in the text.

Let's try to read an excerpt from a math textbook. We are not expected to understand the mathematical content, but we should be able to analyze the logical structure of the text. Determine and indicate definitions, notations, theorems, proofs, examples, exercises, etc. in the text.

As the first step towards classifying the lengths which can be constructed by straightedge and compass, this chapter introduces the concept of an algebraic number. Each such number will satisfy many polynomial equations and our immediate goal is to choose the simplest one.

A number $\alpha \in \mathbb{C}$ is said to be algebraic over a field $\mathbb{F} \subseteq \mathbb{C}$ if there exists a nonzero polynomial $f(x) \in \mathbb{F}[x]$ such that $\alpha$ is a zero of $f(x)$.

For each field $\mathbb{F}$, every number $\alpha$ in $\mathbb{F}$ is algebraic over $\mathbb{F}$ because $\alpha$ is a zero of the polynomial $f(x)=x-\alpha \in \mathbb{F}[x]$. This implies that $e$ and $\pi$ are algebraic over $\mathbb{R}$, though they are not algebraic over $\mathbb{Q}$ as we will prove later.

The number $\sqrt{2}$ is algebraic over $\mathbb{Q}$ because it is zero of the polynomial $f(x)=x^{2}-2$, which is nonzero and has coefficients in $\mathbb{Q}$.
In order to show that a number is algebraic, we look for a suitable polynomial having that number as zero. Try to prove that $1+\sqrt{3}$ is algebraic over $\mathbb{Q}$.
It is useful to be able to recognize the definition of "algebraic over a field $\mathbb{F}$ " when it appears in different guises: a number $\alpha \in \mathbb{C}$ is algebraic over $\mathbb{F} \subseteq \mathbb{C}$ if and only if there is a positive integer $n$ such that $\left\{1, \alpha, \alpha^{2}, \ldots, \alpha^{n-1}, \alpha^{n}\right\}$ are linearly dependent over $\mathbb{F}$.

Indeed, if $\alpha \in \mathbb{C}$ is algebraic over $\mathbb{F} \subseteq \mathbb{C}$ then there exists a polynomial $f(x)=a_{0}+a_{1} x+\cdots+a_{n} x^{n}$, whose coefficients $a_{0}, a_{1}, \ldots, a_{n}$ all belong to $\mathbb{F}$, at least one of these coefficients is nonzero, and $f(\alpha)=0$, that is

$$
a_{0}+a_{1} \alpha+a_{2} \alpha^{2} \cdots+a_{n-1} \alpha^{n-1}+a_{n} \alpha^{n}=0
$$

Since $\mathbb{F}$ is a subfield of $\mathbb{C}$, we can regard $\mathbb{C}$ as a vector space over $\mathbb{F}$. The numbers $1, \alpha, \alpha^{2}, \ldots, \alpha^{n-1}, \alpha^{n}$ are all elements in $\mathbb{C}$, and hence can be regarded as vectors in the vector space $\mathbb{C}$ over $\mathbb{F}$.

The coefficients $a_{0}, a_{1}, a_{2}, \ldots, a_{n-1}, a_{n}$, on the other hand, are all in $\mathbb{F}$ so we can regard them as scalars. Thus, the equality ( $*$ ) can be interpreted as a linear dependence of vectors $1, \alpha, \alpha^{2}, \ldots, \alpha^{n-1}, \alpha^{n}$ in $\mathbb{C}$.
You will often meet the terms "algebraic number" and "transcendental number" where no field is specified. In such cases the field is taken to be $\mathbb{Q}$. We formalize this as follows.

A complex number is said to be an algebraic number if it is algebraic over $\mathbb{Q}$; a transcendental number if it is not algebraic over $\mathbb{Q}$.


[^0]:    Definition. Let $d$ and $n$ be integers and $d \neq 0$. One says that $d$ divides $n$ (or, equivalently, $n$ is divisible by $d$ ) if $n=d \cdot k$ for some integer $k$.
    Notation: $d \mid n$
    Remarks.

