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21. $\mathbb{Z}, \mathbb{Q}, \mathbb{R}, \mathbb{C}$ are commutative rings with unity.
22. $2 \mathbb{Z}=\{2 n \mid n \in \mathbb{Z}\}$ is a ring of even integers (Commutative? With unity?)
23. $\mathbb{Z}[x]$, polynomials in variable $x$ with integer coefficients, form a ring.
(Commutative? With unity?)
24. $\mathbb{Q}[x], \quad \mathbb{R}[x], \quad \mathbb{Z}[x, y]$, etc. are rings of polynomials.
25. $M_{n}(\mathbb{R})$, square $n \times n$ matrices with real coefficients form a ring.
(Commutative? With unity?)
26. $\mathbb{Z}_{m}$, residues modulo $m$ (to be discussed later in the course) form a ring.
27. $\mathbb{Z}, \mathbb{Q}, \mathbb{R}, \mathbb{C}$ are commutative rings with unity.
28. $2 \mathbb{Z}=\{2 n \mid n \in \mathbb{Z}\}$ is a ring of even integers (Commutative? With unity?)
29. $\mathbb{Z}[x]$, polynomials in variable $x$ with integer coefficients, form a ring.
(Commutative? With unity?)
30. $\mathbb{Q}[x], \mathbb{R}[x], \mathbb{Z}[x, y]$, etc. are rings of polynomials.
31. $M_{n}(\mathbb{R})$, square $n \times n$ matrices with real coefficients form a ring. (Commutative? With unity?)
32. $\mathbb{Z}_{m}$, residues modulo $m$ (to be discussed later in the course) form a ring.
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Important: To prove that each of the listed above objects is a ring, we have to verify all ring axioms.
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Corollary. $|\mathcal{P}(X)|=|\mathcal{M a p}(X,\{0,1\})|=2^{|X|}$, as we already know.
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$$
\begin{aligned}
& x(t)=\cos t \\
& y(t)=\sin t \\
& x^{2}+y^{2}=1
\end{aligned}
$$

$f$ reels up the line on the circle.

## Vector-valued functions

Example. Let $f: \mathbb{R} \rightarrow \mathbb{R}^{2}$ be a function given by $f(t)=(\cos t, \sin t)$.
What does this function do?

$f$ reels up the line on the circle.
The graph of $f$ is the set $\Gamma_{f}=\left\{(t, \cos t, \sin t) \in \mathbb{R} \times \mathbb{R}^{2}\right\}$

## Vector-valued functions

Example. Let $f: \mathbb{R} \rightarrow \mathbb{R}^{2}$ be a function given by $f(t)=(\cos t, \sin t)$.
What does this function do?

$f$ reels up the line on the circle.
The graph of $f$ is the set $\Gamma_{f}=\left\{(t, \cos t, \sin t) \in \mathbb{R} \times \mathbb{R}^{2}\right\} \subset \mathbb{R}^{3}$.

## Vector-valued functions

Example. Let $f: \mathbb{R} \rightarrow \mathbb{R}^{2}$ be a function given by $f(t)=(\cos t, \sin t)$.
What does this function do?

$f$ reels up the line on the circle.
The graph of $f$ is the set $\Gamma_{f}=\left\{(t, \cos t, \sin t) \in \mathbb{R} \times \mathbb{R}^{2}\right\} \subset \mathbb{R}^{3}$.
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is the helix $\left\{(x, y, z) \in \mathbb{R}^{3} \mid x=t \in \mathbb{R}, y=\cos t, z=\sin t\right\}$ :
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d: X \times X \rightarrow \mathbb{R}_{\geq 0}=[0, \infty)
$$

satisfying the following conditions for all $x, y, z \in X$ :

1. $d(x, y)=0 \Longleftrightarrow x=y \quad$ coincidence axiom
2. $d(x, y)=d(y, x)$ symmetry
3. $d(x, z) \leq d(x, y)+d(y, z) \quad$ triangle inequality

A pair $(X, d)$ is called a metric space.
The conditions $\mathbf{1 , 2 , 3}$ are called the axioms of metric space.
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This metric is called Euclidean.
Proof will be given in a course of Linear Algebra.

## Taxi driver metric on a plane

is defined by
$d\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\left|x_{2}-x_{1}\right|+\left|y_{2}-y_{1}\right|$

$$
\text { for any }\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in \mathbb{R}^{2}
$$

is defined by
$d\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\left|x_{2}-x_{1}\right|+\left|y_{2}-y_{1}\right|$

$$
\text { for any }\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in \mathbb{R}^{2}
$$


is defined by
$d\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\left|x_{2}-x_{1}\right|+\left|y_{2}-y_{1}\right|$

$$
\text { for any }\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in \mathbb{R}^{2}
$$


is defined by
$d\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\left|x_{2}-x_{1}\right|+\left|y_{2}-y_{1}\right|$

$$
\text { for any }\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in \mathbb{R}^{2}
$$


is defined by
$d\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\left|x_{2}-x_{1}\right|+\left|y_{2}-y_{1}\right|$

$$
\text { for any }\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in \mathbb{R}^{2}
$$


is defined by
$d\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\left|x_{2}-x_{1}\right|+\left|y_{2}-y_{1}\right|$

$$
\text { for any }\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in \mathbb{R}^{2}
$$


is defined by
$d\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\left|x_{2}-x_{1}\right|+\left|y_{2}-y_{1}\right|$

$$
\text { for any }\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in \mathbb{R}^{2}
$$



It's easy to check that this is a metric indeed.
is defined by
$d\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\left|x_{2}-x_{1}\right|+\left|y_{2}-y_{1}\right|$

$$
\text { for any }\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in \mathbb{R}^{2}
$$



It's easy to check that this is a metric indeed.
The plane with Euclidean metric
is defined by
$d\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\left|x_{2}-x_{1}\right|+\left|y_{2}-y_{1}\right|$

$$
\text { for any }\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in \mathbb{R}^{2}
$$



It's easy to check that this is a metric indeed.
The plane with Euclidean metric
and the plane with taxi driver metric
is defined by
$d\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\left|x_{2}-x_{1}\right|+\left|y_{2}-y_{1}\right|$

$$
\text { for any }\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in \mathbb{R}^{2}
$$



It's easy to check that this is a metric indeed.
The plane with Euclidean metric
and the plane with taxi driver metric are different metric spaces.
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