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ON CYCLES AND COVERINGS ASSOCIATED TO A KNOT

LILYA LYUBICH AND MIKHAIL LYUBICH.

Abstract. Let K be a knot, G be the knot group, K be its commutator
subgroup, and x be a distinguished meridian. Let Σ be a finite abelian group.
The dynamical system introduced by D. Silver and S. Williams in [S],[SW1]
consisting of the set Hom(K,Σ) of all representations ρ : K → Σ endowed
with the weak topology, together with the homeomorhpism

σx : Hom(K,Σ) −→ Hom(K,Σ); σxρ(a) = ρ(xax−1) ∀a ∈ K,ρ ∈ Hom(K,Σ)

is finite, i.e. it consists of several cycles. In [L] we found the lengths of
these cycles for Σ = Z/p, p is prime, in terms of the roots of the Alexander
polynomial of the knot, mod p. In this paper we generalize this result to a
general abelian group Σ. This gives a complete classification of depth 2 solvable
coverings over S3\K.
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1. Introduction

Let K be a knot, X be the knot complement in S3 , X = S3 \ K, X∞ be the
infinite cyclic cover of X , and Xd be the cyclic cover of X of degree d.

Let G be the knot group,K be its commutator subgroup, and Σ be a finite group.
Let x be a distinguished meridian of the knot. The dynamical system introduced
by D. Silver and S. Williams in [S] and [SW1] consisting of the set Hom(K,Σ) of
all representations ρ : K → Σ endowed with the weak topology, together with the
homeomorhpism σx (the shift map):

σx : Hom(K,Σ) −→ Hom(K,Σ); σxρ(a) = ρ(xax−1) ∀a ∈ K, ρ ∈ Hom(K,Σ).

is a shift of finite type ([SW1]). Moreover, if Σ is abelian, this dynamical system
is finite, i.e. it consists of several cycles ([SW2],[K]). In ([L]) we calculated the
lengths of these cycles and their lcm (least common multiple) for Σ = Z/p, p prime,

Date: January 11, 2013.

1

http://arxiv.org/abs/1301.2205v1


2 LILYA LYUBICH AND MIKHAIL LYUBICH.

in terms of the roots of the Alexander polynomial of the knot, mod p. Our goal is to
generalize these results to an arbitrary finite abelian group Σ. This gives a complete
classification of solvable depth 2 coverings of S3 \ K. (By a solvable covering of
depth n we mean a composition of n regular coverings M0 →M1 → . . .→Mn with
corresponding groups Γi, such that Γ0 ⊳ Γ1 ⊳ . . .⊳ Γn and Γi+1/Γi is abelian.)

Let ∆(t) = c0+c1(t)+ . . .+cnt
n be the Alexander polynomial of the knot K, and

B − tA its Alexander matrix of size, say, m ×m, corresponding to the Wirtinger
presentation. From [L] we know that

(1.1) Hom(K,Z/p) ∼= (Z/p)n where n = deg(∆(t) mod p).

It turns out that the same result is true for a target group Z/pr:

(1.2) Hom(K,Z/pr) ∼= (Z/pr)n where n = deg(∆(t) mod p).

In section 2 we give a proof of (1.2) for two-bridge knots. In section 3 we prove a
general result about solutions of the reccurence equation

(1.3) Bxj − Axj+1 = 0,

where xi ∈ X , X and Y are finite modules, and A, B : X → Y are module
homomorphisms. We then use this result in section 4 to prove (1.2) for an arbitrary
knot. In section 5 we describe the set of periods and calculate their lcm for target
group Σ = Z/pr, based on similar results for the target group Z/p, obtained in [L].
We then generalize these results for any finite abelian group Σ.

In section 6 we describe the relation between the shift σx on Hom(K,Σ) and
the pullback map τ∗ corresponding to the meridian x, on the space of regular
coverings over X∞ . In section 7 we construct a regular covering p : N → Xd with
the group of deck transformations Σ, corresponding to a surjective homomorphism
ρ ∈ Hom(K,Σ) with σd

xρ = ρ, and prove that any regular covering of Xd with
the group of deck transformations Σ can be obtained in this way. We conclude
the paper by formulating our results in terms of p−adic representations of K and
associated solenoids and flat principal bundles.

2. Case of a two-bridge knot

Let ∆(t) be the Alexander polynomial of a two-bridge knotK and n be the degree
of ∆(t) mod p. Since the Alexander polynomial is defined up to multiplication by
tk, k ∈ Z, and has symmetric coeffitients, we can write

∆(t) = pdkt
−k + . . .+ pd1t

−1 + c0 + c1t+ . . .+ cnt
n + pd1t

n+1 + . . . pdkt
n+ktn+k,

where ci, di are integers and c0 = cn is not divisible by p. Similarly to the Theorem
9.1 in [L] we can prove that Hom(K,Z/pr) is isomorphic to the space of bi-infinite
sequences {xi}i∈Z, xi ∈ Z/pr, satisfiing the following reccurence equation mod pr:

(2.1) pdkx−k+j + . . . pd1x−1+j + c0xj + c1xj+1 + . . .+ cnxn+j+

+pd1xn+1+j + . . .+ pdkxn+k+j = 0

From [L] we know that Hom(K,Z/p) ∼= (Z/p)n where n = deg(∆(t) mod p). The
same is true for target groups Z/pr.

Theorem 2.1. Hom(K,Z/pr) ∼= (Z/pr)n where n = deg(∆(t) mod p).
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Proof. We will prove that x0, x1, . . . , xn−1 ∈ Z/pr uniquely determine the sequence
{xi}i∈Z, xi ∈ Z/pr, satisfiing equation (2.1). The proof is by induction. For r = 1,
given x0, x1, . . . , xn−1 ∈ Z/p, xn is uniquely determined mod p by the equation

(2.2) c0x0 + c1x1 + . . .+ cnxn = 0 (mod p).

So, x0, x1, . . . , xn−1 mod p uniquely determine the whole sequence {xi}i∈Z (mod p),
satisfiing (2.1). This proves the base of induction.

Suppose the statement is true for r. Fix x0, x1, . . . , xn−1 mod pr+1 and let
{xi}i∈Z be the sequence satisfiing equation:

(2.3) pdkx−k+ . . .+pd1x−1+c0x0+c1x1+ . . .+cnxn+ . . .+pdkxn+k = 0 mod pr.

It is uniquely determined mod pr, by induction assumption. But then all the terms
of (2.3) except cnxn are determined mod pr+1. So xn and hence the whole sequence
{xi}i∈Z is uniquely determined mod pr+1 by x0, x1, . . . , xn−1 mod pr+1. �

3. Linear matrix reccurence equations

Theorem 3.1. Let X ,Y be two finite modules of the same order, over the same
ring R. Let A,B : X −→ Y be modules homomorphisms such that kerA∩kerB = 0.
Consider the following reccurence equation:

(3.1) Bxj −Axj+1 = 0

Then X = V ⊕ A ⊕ B, where V = {v ∈ X : there exists a bi-infinite sequence
. . . v−1, v0 = v, v1, . . . , satisfiing equation (3.1), }
A = {a ∈ X : there exists an infinite sequence . . . , a−1, a0 satisfiing (3.1) and
a−i = 0 for sufficiently large i }.
B = {b ∈ X : there exists an infinite sequence b0 = b, b1, b2, . . . , satisfying(3.1)
and bi = 0 for sufficiently large i.}

Proof. The proof is by induction in the order of X and Y. Consider a diagram :

X

A

xxrr
rr
rr
rr
rr
rr
r

π1

��

B

&&▲
▲▲

▲▲
▲▲

▲▲
▲▲

▲▲

Y

π2
%%▲

▲▲
▲▲

▲▲
▲▲

▲▲
X/ kerA

Ā

��

B̄

��

Y

π2
yyrr
rr
rr
rr
rr
r

Y/B(kerA)

where by definition, π1 and π2 are factorization maps; [x] = π1(x); and

Ā([x]) = π2 ◦A(x), B̄([x]) = π2 ◦B(x).

This diagram is not commutative, but its left- and right-hand triangles are com-
mutative. Note that X/ kerA and Y/B(kerA) are modules over R of the same
order, since B is injective on kerA.

Suppose that the statement of the theorem is true for X/ kerA and operators
Ā and B̄ :

(3.2) X/ kerA = V̄ ⊕ Ā ⊕ B̄,

where all the sequences in definition of V̄ , Ā, B̄ satisfy the equation:

(3.3) B̄[x]i − Ā[x]i+1 = [0].
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Then we will prove that

(3.4) X = V ⊕A⊕ B,

Take any u ∈ X . By induction assumption [u] = [v] + [a] + [b] , where [v] ∈
V̄, [a] ∈ Ā, [b] ∈ B̄. We find lifts v, a, b of [v], [a], [b] to V , A, B respectively.
Let . . . , [v−1], [v0] = [v], [v1], . . . satisfy B̄[vi]− Ā[vi+1] = [0], i ∈ Z. Take any lift
. . . , y−1, y0, y1, . . . . Then Byi − Ayi+1 = xi ∈ B(kerA). So xi = Bwi for some
wi ∈ kerA. Then

B(yi − wi)−A(yi+1 − wi+1) = 0.

So vi = yi − wi satisfy (3.1) and v = v0 ∈ V is a desired lift of [v].
Similarly, for [a] ∈ Ā there exists a sequence . . . , [a]−1, [a0] = [a], satisfy-

ing(3.3) with [a]−i = [0] for i ≥ N . As before, we can find a lift {a−i}i≥0,
satisfying Ba−i −Aa−(i−1) = 0. Note that a−i ∈ kerA for i ≥ N. We have

B · 0 = Aa−N .

But then the sequence . . . , 0, 0, a−N , a−(N−1), . . . , a0 also satisfies (3.1), so a =
a0 ∈ A is a desired lifting.

We repeat the same argument to prove that [b] has a lift b ∈ B. If {[bi]}i≥0

satisfies (3.3) and [bi] = 0 for i ≥ N, we find a lift {bi}i≥0 satisfying(3.1). Since
bi ∈ kerA for i ≥ N, and Bbi−Abi+1 = 0, we have also bi ∈ kerB for i ≥ N−1,
hence bi = 0 for i ≥ N−1, since by assumption kerA∩kerB = 0. So b = b0 ∈ B
is a desired lift. Since π1(u) = π1(v + a+ b), u = v + a+ b+ ã, where ã ∈ kerA
and so ã ∈ A. The step of induction is done.

Since we can interchange the roles of A and B, it remains to prove the statement
of the theorem in the case when A and B are monomorphisms and hence are
isomorphisms, since |X | = |Y|. In this case any element x ∈ X has a bi-infinite
continuation xi = (A−1B)ix, satisfying(3.1). The theorem is proven. �

4. Main result for a general knot

In this section we prove that the Theorem 2.1 holds for any knot. Let B− tA be
the Alexander matrix of a general knot K arising from the Wirtinger presentation
of the knot group G. Here A,B are m×m matrices with elements 0,±1.

Theorem 4.1. Dynamical system (Hom(K,Σ), σx) is conjugate to the left shift in
the space of bi-infinite sequences {yj}j∈Z, yj ∈ (Σ)m satisfyingreccurence equation

(4.1) Byj − Ayj+1 = 0.

For the target group Z/p this result is proven in [L], Theorem 4.2. For a general
abelian group Σ the proof is identical .

We can apply theorem (3.1) for modules (Z/pr)m and linear operators A,B :
(Z/pr)m → (Z/pr)m given by matrices A and B to get

(4.2) (Z/pr)m = Vr ⊕Ar ⊕ Br,

where Vr = {y ∈ (Z/pr)m : there exists a bi-infinite sequence . . . , y−1, y0 =
y, y1, . . . , satisfying equation (4.1)},
Ar = {a ∈ (Z/pr)m : there exists an infinite sequence . . . , a−1, a0 = a , satisfying
(4.1) and a−i = 0 for sufficiently large i },
Br = {b ∈ (Z/pr)m : there exists an infinite sequence b = b0, b1, b2, . . . , satisfying
(4.1) and bi = 0 for sufficiently large i }.
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We will use the uniquiness of continuatuion that follows from the finiteness of
Hom(K,Σ) for a finite abelian group Σ (see Proposition 3.7 [SW2] and Theorem
1 (ii) [K]). If {xi}i∈Z and {yi}i∈Z satisfy (4.1), then x0 = y0 implies xi =
yi ∀ i. In particular, for a ∈ Ar, a 6= 0, there is no infinite continuation to the
right, satisfying (4.1), and for b ∈ Br, b 6= 0, there is no infinite continuation
to the left, satisfying (4.1). (Otherwise we would have two bi-infinite sequences:
. . . , 0, 0, . . . , a0, a1, . . . and . . . , 0, 0, . . ..) So Hom(K,Z/pr) being isomorphic to the
space of be-infinite sequences satisfying (4.1), is isomorphic to Vr.

Since the only decomposition of (Z/pr)m as a direct sum of three groups is

(Z/pr)m ∼= (Z/pr)nr ⊕ (Z/pr)lr ⊕ (Z/pr)mr with nr + lr +mr = m,

it follows from (4.2) that Vr ∼= (Z/pr)nr . Consider the projection:

(Z/pr+1)m = Vr+1 ⊕Ar+1 ⊕ Br+1

π

��

(Z/pr)m = Vr ⊕Ar ⊕ Br

Clearly π(Vr+1) ⊂ Vr, π(Ar+1) ⊂ Ar, π(Br+1) ⊂ Br . It follows that nr is the
same for all r. Since from Theorem 5.5 [L] it immediately follows that n1 =
deg(∆(t)mod p), we have proven the following theorem:

Theorem 4.2. For any knot, Hom(K,Z/pr) ∼= (Z/pr)n, where n = deg(∆(t)mod p).

5. Least common multiple

Proposition 5.1. The dynamical system (Hom(K,Z/pr), σx) is isomorphic to
(Vr, Tr), where Tr = (A|Vr)−1(B|Vr).

Proof. Restrictions A|Vk and B|Vk are isomorphisms, since kerA ∈ Ak and
kerB ∈ Bk. Also AVk = BVk since every element v ∈ Vk has continuation to
the right and to the left: there exist v−1 and v1 such that Bv−1 = Av, Bv = Av1.
So Tr : Vr → Vr is well defined, and since Tr is conjugate to the left shift in the
space of sequences satisfiing equation(1.3), the formula Tr = (A|Vr)−1(B|Vr) is
obvious. �

In [L] we calculated the set of periods of orbits and their lcm for dynamical
system (Hom(K,Σ), σx) with Σ = Z/p in terms of orders and multiplicities of the
roots of ∆(t) mod p. Now we find the lcm and the set of periods for Σ = Z/pr.

Theorem 5.2. Let dr = lcm of periods of orbits of (Hom(K,Z/pr), σx). Then
either di = d1 ∀i, or ∃ s ≥ 1 such that d1 = . . . = ds, and ds+i = d1p

i.

Proof. The following diagram commutes:

. . .
π

// Vk+1

Tk+1

��

π
// Vk

Tk

��

π
// . . .

π
// V1

T1

��

. . .
π

// Vk+1
π

// Vk
π

// . . .
π

// V1

Let V = lim←−Vk, Vk ⊂ (Zp)
m, where Zp is the set of p−adic numbers, and T : V → V ,

T = lim←−Tk. We will use the same notations for module homorphisms and their

matrices in the standard basis. Let Er, E denote the identity isomorphisms of
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(Z/pr)n and (Zp)
n respectively. We have T d1

1 = E1, so either T d1 = E, and then
T d1
r = Er ∀r, or T d1 = E + psA for some s ∈ Z, s ≥ 1, and not all elements of

matrix A are divisible by p. In the later case T d1

i = Ei, i = 1, . . . , s. Since

T d1·k = (E + psA)k = E + kpsA+ C2
kp

2sA2 + . . .+ ps·kAk,

we have T d1p = E + ps+1A1, where not all elements of A1 are divisible by p, and,

by induction, T d1p
i

= E+ps+iAi, ∀ i ≥ 1, where not all elements of Ai are divisible

by p. Then T d1p
i

s+i = Es+i and the statement of the theorem follows. �

Proposition 5.3. Let Qr ⊂ N be the set of all periods of (Hom(K,Z/pr), σx) .
Then Qr ⊂ Qr+1.

Proof. If {xj}j∈Z, xj ∈ Z/pr is a sequence satisfiing reccurence equation (4.1)
mod pr with period d, then {pxj}j∈Z, pxj ∈ Z/pr+1 satisfies (4.1) mod pr+1 and
has the same period. �

Now we turn to a general finite abelian group Σ, which is isomorphic to a direct
sum of cyclic groups:

Σ =
⊕

i∈I

Z/prii , I ⊂ N.

Then

Hom(K,Σ) =
⊕

i∈I

Hom(K,Z/prii ) =
⊕

i∈I

(Z/prii )ni , where ni = deg(∆(t)mod pi),

and the original dynamical system is the product of dynamical systems:

(Hom(K,Σ), σx) =
⊕

i∈I

(Hom(K,Z/prii ), σx).

Taking sums of orbits with different periods, we obtain the following proposition:

Proposition 5.4. (i) Let di be lcm of periods of orbits of (Hom(K,Z/prii ), σx).
Then lcm of periods of orbits of (Hom(K,Σ), σx) is lcm{di, i ∈ I}.
(ii) Let Qi be the set of periods of orbits of (Hom(K,Z/prii ), σx). Then the set of
periods for (Hom(K,Σ), σx) is

Q = {lcm{qi, i ∈ I}, qi ∈ Qi}.

6. Pullback τ∗ on the space of coverings over X∞

Let p∞ : X∞ −→ X be the infinite cyclic covering over the complement of the
knot, and let τ : X∞ → X∞ be the deck tansformation corresponding to the loop
x. We will now give a geometric description of the transformation σx earlier defined
algebraicly.

Let us remind the pullback construction. Let P : E → B and f : Y → B be two
continuous maps. ΓP = {(e, b) : e ∈ E, b ∈ B,P (e) = b} ⊂ E × B is the graph of
P . We have id×f : E × Y → E ×B. Then, by definition, the pullback of P by f ,
f∗(P ) : (id×f)−1ΓP → Y is the projection onto the second coordinate. We have
(id×f)−1ΓP = {(e, y) : e ∈ E, y ∈ Y, P (e) = f(y)}. The projection of this set
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onto the first coordinate, f̃ , is the lift of f , since the following diagram commutes:

(e, y)
f̃

//

f∗(P )

��

e

P

��

y
f
// f(y) = P (e)

Note that if P is a (regular) covering then so is f∗(P ).
Let a ∈ X∞, p∞(a) = x(0) and let p : (M, y) → (X∞, a) be the covering

corresponding to a group Γ ⊂ π1(X∞, a), so that p∗(π1(M, y)) = Γ. Let p′ :
(M ′, y′)→ (X∞, τ−1a) be the pull back of p by τ . It is a covering corresponding to
the group τ−1

∗ Γ ⊂ π1(X∞, τ−1a). Then τ : X∞ → X∞ lifts to a homeomorphism
τ̂ : M ′ →M such that p ◦ τ̂ = τ ◦ p′.

(M ′, y′)
τ̂

//

p′

��

(M, y)

p

��

(X∞, τ−1a)
τ

// (X∞, a)

Let x̃ be the lift of x to X∞ connecting τ−1a to a. If x̂ is the lift of x̃ to M ′

beginning at y′ and ending at y′′, then p′ : (M ′, y′′) → (X∞, a) is the covering
corresponding to the group x̃−1(τ−1

∗ Γ)x̃ ⊂ π1(X∞, a).
Let C denote the space of all coverings of X∞ up to the usual equivalence. Let

G be the space of conjugacy classes of subgroups of π1(X∞, a) ≈ K. There is one-
to-one correspondance between C and G. In what follows we will not distinguish
notationally between a covering and its equivalence class, and between a subgroup
and its conjugacy class.

The pullback transformation τ∗ : C → C, corresponds to the map γ̃ : G → G,
γ̃ : Γ 7→ x̃−1(τ−1

∗ Γ)x̃ ⊂ π1(X∞, a), ∀ Γ ⊂ π1(X∞, a), which turns into the map γ
acting on the subgroups of K ⊂ π1(X, x(0)): γ(Γ) = x−1Γ x, ∀ Γ ⊂ K.

Regular coverings of X∞ correspond to normal subgroups Γ ⊂ K, which in
turn correspond to representations ρ ∈ Hom(K,Σ) such that ker ρ = Γ, in various
groups Σ . The corresponding map on the space Hom(K,Σ) is σx, where σxρ(α) =
ρ(xαx−1). Indeed, if Γ = ker ρ, then x−1Γx = kerσxρ. In summary we can say that
the shift σx in the space Hom(K,Σ) defined algebraicly corresponds to the pullback
action of the deck transformation τ in the space of regular coverings over X∞.

7. Coverings of finite degree

Theorem 7.1. There is one-to-one correspondence between the surjective elements
ρ ∈ Hom(K,Σ) such that σd

xρ = ρ and regular coverings p : N → Xd with the group
of deck transformations Σ.

Proof. Let ρ satisfy the condition of the theorem. Take a covering pρ : M → X∞

corresponding to ker ρ. Since σd
xρ = ρ, this covering coincides with its d−time

pullback: τ∗dpρ = pσd
xρ

= pρ. We can lift τd to ζ : M → M so that the following
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diagram commutes:

(M, y′)

pρ

��

ζ
// (M, y)

pρ

��

(X∞, τ−da)

p∞

$$❏
❏❏

❏❏
❏❏

❏❏

τd

// (X∞, a)

p∞

{{①①
①①
①①
①①
①

(X, x(0))

If ρ : K → Σ is onto then Σ ∼= K/ kerρ acts on M in the standard way: if
α ∈ π1(X∞, a) is a loop and α̃ is its lift to M starting at y, it ends at ρ(a)(y).
Clearly the action of Σ commutes with ζ. So Σ acts on the space of orbits of
ζ, N = M/ζ. These orbits project onto orbits of τd. Since X∞/τd = Xd, we
obtained a regular covering p : N → Xd.

Now we prove that any regular covering over Xd with the group of deck trans-
formations Σ can be obtained in this way: namely, for any covering (that is con-
vinient to denote by) p2 : N → Xd with Σ as the group of deck transformations,
∃ρ ∈ Hom(K,Σ) such that σd

x(ρ) = ρ and the covering ε2 : M → X∞ corresponding
to the subgroup kerρ, such that N = M/ζ , ζ being a lift of τd.
Consider a diagram

N

p2

��

X∞ p1

// Xd

where p2 is a regular covering with a group of deck transformations Σ, and p1 is an
infinite cyclic covering with the generator τd. Let us consider the pullback of p2 by
p1. Let M ⊂ N ×X∞, M = {(a, x) | p2a = p1x}. Then we have two covering maps
ε1 and ε2, ε1(a, x) = a, ε2(a, x) = x, such that the following diagram commutes:

M
ε1

//

ε2

��

N

p2

��

X∞ p1

// Xd

For y ∈ X∞, (a1, y), (a2, y), . . . , (as, y) are all preimages of y under ε2, where
a1, a2, . . . , as are all preimages of x = p1(y) under p2, and (a, y1), (a, y2), . . . , are
all preimages of a ∈ N under ε1, where y1, y2, . . . are all preimages of p2(a) under
p1.

Since τd is a generator of the group of deck transformations of p1, ζ = (id, τd)
is a generator of the group of deck transformations of ε1, while {(σ, id)|σ ∈ Σ} ∼= Σ
is the group of deck transformations of ε2.

For any β ∈ K let β̃ be its lift toM starting at (y0, β(0)) and ending at (y1, β(0)) ,
where y0, y1 ∈ N . There exists a unique σ ∈ Σ such that σy0 = y1. Take ρ(β) = σ.
It is easy to see that β ∈ ker ρ iff xd(τd ◦ β)x−d ∈ ker ρ. So, ker ρ = kerσd

x(ρ).
Since we can think of ρ as the homomorphism ρ : K → K/ kerρ ∼= Σ, we have
σd
x(ρ) = ρ. �
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8. p-adic solenoids

The above results can be summarized in terms of solenoids fibered over manifolds
X and X∞.

Let us have a family of coverings pn : Sn → B, n = 0, 1, 2 . . . , over the same
m-dimensional manifold B. We say that they form a tower if there is a family of
coverings gn : Sn → Sn−1 such that pn = pn−1 ◦ gn. In this case we can form the
inverse limit S = lim←−Sn by taking the space of sequences z̄ = {zn}∞n=0, zn ∈ Sn

such that gn(zn) = zn−1. Endow S with the weak topology. It makes the natural
projection p∞ : S → B, z̄ 7→ z0, a locally trivial fibration with Cantor fibers (as
long as deg pn → ∞). Moreover, S has a “horizontal” structure of m-dimensional
lamination. If it is minimal (i.e., if all the leaves are dense in S), it is called a
solenoid over B.

If all the coverings pn are regular with the group of deck transformations Σn,
then S is a flat principal Σ-bundle over B with Σ = lim←−Σn. This means that

(i) p∞ : S → B is a locally trivial fibration with fiber Σ: ∀b ∈ B, ∃ U ⊂ B, U ∋ b
and a homeomorphism φU such that the following diagram commutes:

p−1(U)
φU

//

p∞

##❋
❋❋

❋❋
❋❋

❋❋
U × Σ

||②②
②②
②②
②②
②

U

(ii) If U ∩ V 6= ∅ and hU∩V is defined by commutative diagram

p−1(U ∩ V )

φU

ww♦♦
♦♦
♦♦
♦♦
♦♦
♦♦

φV

''❖
❖❖

❖❖
❖❖

❖❖
❖❖

❖

(U ∩ V )× Σ
hU,V

// (U ∩ V )× Σ

then ∃ a = aU,V ∈ Σ, such that hU,V (b, σ) = (b, σ + a).
In this case Σ acts on S preserving fibers, so that for all α ∈ Σ the following diagram
commutes:

p−1(U)

Tα

��

φU
// U × Σ

(b,σ) 7→(b,σ+α)

��

p−1(U)
φU

// U × Σ

(we consider the case of an abelian Σ).
Given a principal flat Σ-bundle and a point b ∈ B, we can consider the mon-

odromy action of K = π1(B, b) on the fiber p−1
∞ (b). Each element γ ∈ K acts

as a translation by some ρ(γ) ∈ Σ. (Let us cover the immage of γ by neigh-
borhoods U0, U1, . . . , Un from the definition of flat principal Σ-bundle, such that
Ui ∩Ui+1 6= ∅, Un = U0. The monodromy action of γ on p−1(b) ≈ Σ is the transla-

tion by ρ(γ) =
∑n−1

i=0 αUi,Ui+1
). This action gives us a representation ρ : K −→ Σ.

Vice versa, given a representation ρ : K → Σ, we can construct a flat principal
Σ-bundle over B by taking the suspension of the K-action. The suspension space
S is defined as the quotient of Σ × B̃, where B̃ is the universal covering of B, by
the diagonal action of K: (σ, y) ∼ (σ + ρ(α), α(y)) ∀σ ∈ Σ, y ∈ B̃ and α(y) being
the application of α ∈ K ∼= π1(B, b) to y. Indeed, it is easy to see that if we choose
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a base point y ∈ π−1b ⊂ B̃, then the elements of p−1
∞ b ⊂ S can be “enumerated” by

elements of Σ, and that conditions (i) and (ii) in the definition of a flat principal
Σ-bundle are satisfied.

Thus, the space C(Σ) of principlal flat Σ-bundles over B (mod a natural equiv-
alence) is identified with the space of representations ρ : K → Σ.

In the case of B = X∞ and Σ = Zp, where Zp = lim←−Z/pr is the group of p-adic

numbers, the space C(Zp) of flat principal Zp-bundles (mod natural equivalence) is
identified with the space of p-adic representations Hom(K,Zp). To the bundle

Zp
// S

p∞

��

X∞

corresponding to a representation ρ, there are associated Z/pr-bundles

Z/pr // Sr

pr

��

X∞

corresponding to homorphisms ρr : K → Z/pr, where ρr is the composition

K
ρ

// Zp
π

// Z/pr ,

π being the natural projection. Clearly, Sr form a tower of coverings and S = lim←−Sr.

Note that Sr is connected iff ρr : K → Z/pr is onto. In the case when all ρr are
onto, S is a solenoid over X∞. If for some r, ρr is not onto, Sr is disconnected.

The pullback action of the deck transformation τ on C(Zp) corresponds to the
σx-action in Hom(K,Zp).

The latter space is a finite dimensional Zp-module. Let us endow it with the
sup-norm. Then any invertible operator A : Hom(K,Zp) → Hom(K,Zp) becomes
an isometry. Since Hom(K,Zp) is compact, A is almost periodic in the sense that
the cyclic operator group {An}n∈Z is precompact. The closure of this group is
called the Bohr compactification of A (see [Lyu]). Theorem 5.2 provides us with a
description of this group for σx:

Theorem 8.1. The Bohr compactification of the operator

σx : Hom(K,Zp)→ Hom(K,Zp)

is the inverse limit of the cyclic groups Z/dn where the dn are the least common
multiplies described by Theorem 5.2.

We can also consider solvable coverings over the knot complement X described
in §7. Taking their inverse limits, we obtain various solenoids over X .
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