
Sec. 2.7 4
The solution is of the form

φ(x) = a cos(λx) + b sin(λx)

Therefore
φ′(x) = −a sin(λx) + b cos(λx)

According to the boundary condition:

α1φ(0)− α2φ
′(0) = α1a− α2bλ = 0

So up to a constant, the eigenfunction looks like the one given in the problem.
Take the derivative of the eigenfunction and consider the second boundary

condition

0 = β1(α2λn cos(λna) + α1 sin(λna)) + β2(−α2λ
2
n sin(λna) + α1λn cos(λna))

Then it is straightforward to get the fomula in the problem.
Sec 2.8 4
Since we are assuming the Sturm-Liouville problem is given in the form of sec

2.7, we know that they satisfy the orthogonal conditions. And the normalization
condition is automatic because of the choice of the normalization factor.

Sec 2.10 7
If we want the method to work, we have to be able to integrate

B(λ) =
2
π

∫ ∞

0

(f(x)− T0) sin(λx)dx

Now let
lim

n→∞
f(x) = T0 +A

then for any ε > 0, there exists M large enough so that | f(x)− T0 −A |≤ ε for
any x ≥M .

So
2(A− ε)

λ
≤

∫ 2Nπ
λ +π

λ

2Nπ
λ

(f(x)− T0) sin(λx)dx ≤ 2(A+ ε)
λ

for N large enough.
Now if A is not zero, we can choose ε = A/2 such that the left hand of

the above equation is always positive, which means that the integral is not
convergent.

If A is zero, the solution is given by

u(x, t) = T0 +
∫ ∞

0

B(λ) sin(λx) exp(−λk2t)dλ
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