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In this popular expository article, we discuss
some important ways in which complex analysis
in more than one variable is di®erent from com-
plex analysis in one variable. Analytic continu-
ation in several variables is contrasted with that
in one variable, and the notion of psuedoconvex-
ity is de¯ned. Hartogs phenomenon and the Levi
problem are also discussed in an informal way.

1. Introduction

Complex analysis in one variable is one of the core ar-
eas of mathematics, that every student of mathemat-
ics, pure or applied, ought to learn. The subject ¯nds
applications in diverse areas { in number theory (e.g.,
the proof of the Prime Number Theorem), electrostat-
ics (use of conformal mapping to study two-dimensional
electrical ¯elds), etc.

Less prominent in the curriculum is the study of holo-
morphic functions of several complex variables. This
would be justi¯ed if the transition from one to several
variables was merely a matter of juggling multi-indices
and replacing ordinary derivatives by partial derivatives.
However, this is far from being the case, and the aim
of this article is to show with some examples the spec-
tacular di®erence between functions of one and several
complex variables. We have tried to make the exposi-
tion accessible to students with some knowledge of one
variable complex analysis, hoping that it will provide
inspiration to further explore this topic. We do not in-
clude any proofs, but give adequate references for the
interested student.
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2. Holomorphic Functions

2.1 Holomorphic Functions of One Variable

The heroes of our story, the holomorphic functions, may
be introduced in a number of ways, though the fact
that all these de¯nitions are equivalent is far from obvi-
ous. The classical de¯nition is the following: let f be a
complex-valued function on an open set D ½ C. Then f
is said to be holomorphic if it is complex-di®erentiable
at each point of the domain, i.e.,

f 0(z) := lim
h!0

f(z + h)¡ f (z)

h
(1)

exists at each point z 2 D. This de¯nition, which is
formally analogous to the de¯nition of a di®erentiable
function of one real variable has very di®erent implica-
tions. In fact, holomorphic functions are much better-
behaved when compared to di®erentiable functions of
a real variable. This is the content of the celebrated
`Goursat's Theorem' [1, x8, pp. 100{102]. A holomor-
phic function has partial derivatives in x and y (where
z = x + iy) of every possible order ! Note the radical
di®erence with real di®erentiability, where for each in-
teger k ¸ 1, it is possible to construct a function of a
real variable, which has k derivatives, but the (k+1)-th
derivative fails to exist at each point. This unexpected
regularity of holomorphic functions is undoubtedly one
of the most amazing things in all of mathematics.

In fact much more is true: a function f on a domainD ½
C is holomorphic if and only if it is complex analytic,
which means that for each w 2 D there is a sequence
of complex numbers faºg

1
º=0 such that the power series

representation

f (z) =
1X

º=0

aº(z ¡ w)º ;

holds in a neighborhood of w in D. Let us recall an
important consequence of complex analyticity: if D is
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a domain, and the holomorphic function f on D is not
identically zero, then the zero-set f¡1(0) of f , is a dis-
crete subset of D. This means that for each point w 2
f¡1(0), there is a neighborhood U of w in D such that
f¡1(0) \ U = fwg.

2.2 Holomorphic Functions of Several Variables

If D is an open set in Cn, a complex valued function f
on D is de¯ned to be holomorphic if it is holomorphic in
each variable separately. This means that for each j, and
each (n ¡ 1)-tuple (z1; : : : ; zj¡1; zj+1; : : : ; zn), the func-
tion ³ 7! f(z1; : : : ; zj¡1; ³; zj+1; : : : ; zn) is holomorphic
provided the open subset of the complex plane where
it is de¯ned is nonempty. Note that no assumption re-
garding continuity (let alone further regularity) of f has
been made! The example of the real function g : R2 ! R
given by

g(x1; x2) =

8
<

:

x1x2

x2
1 + x2

2

if (x1; x2) 6= (0; 0)

0 if (x1; x2) = (0; 0);

(which is separately di®erentiable in both variables, but
not even continuous at the origin) shows that we do not
know a priori much about the regularity of f .

In several complex variables, the statement analogous
to Goursat's theorem is `Hartogs's Separate Analyticity
Theorem' [5, Theorem 2.2.8, p. 28]. It states that if
a function is holomorphic according to the above de¯-
nition, then it has continuous partial derivatives of all
orders. Its proof uses a subtle convexity argument that
has resisted all attempts at simpli¯cation since the orig-
inal appearance of the result in 1906. Like the theorem
of Goursat, the result is remarkable for aesthetic rather
than practical reasons, since almost any holomorphic
function that arises in practice is usually seen to be con-
tinuous on inspection. Once a holomorphic function f is
known to be continuous, it is not di±cult, by consider-
ing each variable successively to show that f is complex
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analytic. In several variables, this means that for each
w 2 D, there is a power series representation of f around
w:

f(z) =
1X

®1;:::;®n=0

a®1;:::;®n(z1¡w1)
®1 : : : (zn¡wn)

®n; (2)

valid in a neighborhood of w in D.

We denote by O(D) the space of holomorphic functions
on the open set D.

3. Analytic Continuation in One Variable

Given a holomorphic function f on a domainD in C, one
is often interested in knowing if it is possible to extend
f as a holomorphic function to a larger domain D0. For
example, in number theory one considers the function
on the half plane D = fRe(z) > 1g given by the series

1X

n=1

1

nz
;

which then extends to the punctured plane D0=Cn f1g
as a holomorphic function. The extended function, known
as the Riemann zeta function, plays an important role
in the study of the distribution of primes among the
integers.

It is possible that the extension of a holomorphic func-
tion is `multiple-valued'. A well-known example of this
is the square root function f(z) =

p
jzj exp

¡
i
2
µ
¢

on
the upper half plane fIm(z) > 0g, where 0 < µ <
¼ is such that z = jzj eiµ. Consider the functions f1

and f2 which extend this function f to a larger do-
main, de¯ned as follows: f1 is de¯ned on the plane
slit along the positive real axis, i.e., the domain D1 =
C n fIm(z) = 0;Re(z) > 0g, and is again given by
f1(z) =

p
jzj exp

¡
i
2
µ
¢
, where now 0 < µ < 2¼, and

f2 is de¯ned on the plane slit along the negative real
axis, i.e., the domain D2 = CnfIm(z) = 0;Re(z) < 0g,
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and is given by the same formula f2(z) =
p
jzj exp

¡
i
2
µ
¢
,

where we now take ¡¼ < µ < ¼. It is clear that each of
f1 and f2 extends the function f , but f1 and f2 do not
agree on the lower half plane. Classically, one would say
that the function f on D has an analytic extension to
the whole of C = D1 [D2, but the extension is multiple
valued. It was realized by Riemann that a better way to
deal with this phenomenon was to think of the extension
as being de¯ned on a `Riemann surface' spread over C.

It is natural to ask what the limits of such extendability
are. More precisely, given a domain D ½ C, we can ask
¯rst whether it is a domain of existence of some holo-
morphic function f on D. By de¯nition a domain D
is the domain of existence of a holomorphic function f
on D, provided there is no larger domain D0 ½ C such
that f extends to a holomorphic function on D0. We
can also ask whether it is a domain of holomorphy of
some function g: by de¯nition, the domain D is the do-
main of holomorphy of a function f holomorphic on D
provided f does not admit an analytic extension to a
larger domain D0 ) D even as a multiple-valued func-
tion. Equivalently, D is the domain of holomorphy of
f , provided f does not admit an analytic extension to a
Riemann surface spread over C. Obviously, if D is the
domain of holomorphy of a holomorphic function then
D is also its domain of existence. The converse does
not hold, as can be seen by considering a branch of the
square root on the plane slit along the negative real axis,
i.e., the function f2 on the domain D2 of the preceding
paragraph.

It is clear that some domains are domains of holomor-
phy: e.g., C, or C minus a ¯nite set (why?). The unit
disc ¢ = fz 2 C : jzj < 1g is also a domain of holo-
morphy. Consider the holomorphic function on ¢ rep-
resented by the series
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f (z) =

1X

º=0

zº!

which is easily seen by the root test to converge on ¢

(verify this!). By taking z = r exp
³
2¼ip

q

´
, where p; q

are integers with q 6= 0, and letting r ! 1¡, we con-
clude that the function f blows up as we approach any
point in a dense subset of the boundary in the radial di-
rection. It easily follows that the function f cannot be
extended even locally to a neighborhood of any point on
the boundary of ¢, and ¢ is the domain of holomorphy
of f . In fact we have the following general result, due
to Runge [4, Corollary 8.3.3,p. 270]:

Theorem 1. For every domain D in C, there is a holo-
morphic function f on D, such that D is the domain of
holomorphy of f .

4. Analytic Continuation in Several Variables

It is easy to extend the notions of domain of existence
and domain of holomorphy to several variables. Also, it
is easy to show that ifD1; : : : ; Dn are domains in C, their
product, i.e., the domain in Cn given as f(z1; : : : ; zn) 2
Cn : zj 2 Djg is a domain of holomorphy. Moreover,
one can adapt the proof of Theorem 1 to several vari-
ables to show that every convex domain is a domain of
holomorphy.

In 1906, the German mathematician F Hartogs had the
rare honor of inaugurating a new branch of mathematics
in his doctoral thesis when he showed that if n ¸ 2,
not every domain D in Cn is the domain of holomorphy
of a function f 2 O(D). In fact, there exist pairs of
domainsD;D0 in Cn, n ¸ 2 such that every holomorphic
function f on D extends holomorphically to D0. We say
in this case that the pair D;D0 exhibits the Hartogs
phenomenon.
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A famous example of Hartogs phenomenon is the follow-
ing [5, Theorem 2.3.2, p. 30].

Theorem 2. Let 0 be a domain in Cn, where n ¸
2, and let K be a compact subset of 0 such that the
complement

= 0 nK (3)

is connected. Then every holomorphic function on
extends to a holomorphic function on 0.

The analog of Theorem 2 is false for n = 1. One simply
chooses a point ³ 2 K, and considers the function

f (z) =
1

z ¡ ³
; (4)

which does not extend holomorphically to the point ³.
Recall that in one complex variable, an important topic
is the classi¯cation of isolated singularities into remov-
able singularities, poles and essential singularities (for
example, the function in (4) has a pole at ³.) Theorem 2
shows that the whole issue is very simple for functions of
more than one variable, since every isolated singularity
is removable!

Note that we could construct the function f in (4) pre-
cisely because the zero-set of the function z 7! z ¡ ³
is compact, in fact reduced to the point ³. We leave it
as an exercise for the reader to deduce from Theorem 2
that this is impossible for n ¸ 2. (For help, see [7].)

5. The Levi Problem

We are now led to the question: how does one determine
whether a given domain D ½ Cn is a domain of holo-
morphy of some holomorphic function on D? What we
want is an intrinsic characterization of domains of holo-
morphy without constructing holomorphic functions ex-
plicitly on it. Surprisingly, it turns out that the answer
to this question depends on a certain convexity property
of the domain D!












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There is a class of

domains for which
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To get a clue why this might be so, we consider the
following simpler question: given a point ³ 2 bD on
the boundary of the domain D, construct a holomorphic
function f on D, such that f cannot be extended holo-
morphically to any neighborhood of the point ³. This
is easy for one variable since we can take f as in (4).
But in several variables, the problem might not have a
solution! Let be as in (3). Since every holomorphic
function on extends to 0, if ³ 2 K \ (b ), it is
not possible to construct a function f not extendable
holomorphically to ³.

There is however a class of domains for which we can
mimic the one-variable solution given by (4). Suppose
that the boundary bD of a domain D is smooth, and the
domain D is strictly convex. Let T³(bD) ½ Cn be the
tangent hyperplane to the domain D at point ³, consist-
ing of all vectors in Cn tangent to bD at point ³. The
strict convexity of bD implies that for each ³ 2 bD, the
tangent hyperplane T³(bD) and the closure D meet only
at ³. Without loss of generality, after a translation, we
can suppose that ³ = 0, the origin. If we think of Cn as a
2n-dimensional real vector space, the hyperplane T³(bD)
is a (2n¡1)- dimensional real vector subspace. It is easy
to see that any such (2n ¡ 1)-dimensional real vector
subspace of Cn contains an (n¡1)-complex dimensional
complex linear subspace. In fact this subspace H³(bD)
is given by T³(bD) \ i(T³(bD)), where i : Cn ! Cn is
the linear transformation which multiplies every vector
by i. Since H³(bD) is a C-linear subspace of Cn with
codimension one, it follows that we can ¯nd a C-linear
map ¸ : Cn ! C (a linear functional) such that the zero
set ¸¡1(0) = H³(bD). Now consider the function

f (z) =
1

¸(z)
; (5)

which is holomorphic on Cn n ¸¡1(0) = Cn n H³(bD),
and blows up along H³(bD) (we say f has a pole along
H³(bD).) Since H³(bD) \ bD = f³g, it follows that



  
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Figure 1. D is strongly

pseudoconvex at the point

 2 D, and convexifies

bD near . The set \ D is

shaded .

f 2 O(D), and f cannot be extended holomorphically
to any neighborhood of ³.

Note that in the case n = 1, the space H³(bD) is zero-
dimensional, and is reduced to the origin. Then the
function given by (5) coincides, up to a non-zero factor,
with the function f of (4).

Therefore, we can solve the problem of ¯nding a holo-
morphic function not extendable to a point ³ in the
boundary of a smoothly bounded strictly convex do-
main. If we try to state this result in a biholomorphically
invariant and localized form, we are naturally led to the
notion of strong pseudoconvexity, which we now explain.

Let D1 and D2 be domains in Cn. A bijective map
© = (©1; : : : ;©n) : D1 ! D2 is said to be biholomorphic,
if each component ©j of © is holomorphic, and so is
each component of the inverse mapping ©¡1 : D2 ! D1.
Now let D be a domain in Cn with smooth (at least
twice continuously di®erentiable) boundary bD, and let
³ 2 bD. We say that D is strongly pseudoconvex at
the boundary point ³, if there is a neighborhood ! of ³
in Cn, and a biholomorphic map © : ! ! ©(!) ½ Cn

such that the image ©(bD) of the boundary is a strictly
convex hypersurface in the open set ©(!). We say that
D is strongly pseudoconvex, if bD is smooth, and D is
strongly pseudoconvex at each boundary point. This
notion is illustrated in Figure 1.
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Note that any domain D ½ C with smooth boundary is
automatically strongly pseudoconvex. This statement
may be taken to be a very weak form of the Riemann
mapping theorem.

We urge the reader to verify the following immediate
consequence of this de¯nition: if a domain D ½ Cn

is strongly pseudoconvex at a point ³ 2 bD, there is
a neighborhood ! of ³ in Cn, and a holomorphic f 2
O(! \D) such that f does not extend holomorphically
to any neighborhood of ³. (This is essentially the same
argument that produces the function f of (5).)

We are now in a position to de¯ne one of the central
concepts of complex analysis. A domain D ½ Cn is said
to be pseudoconvex if D is the union of a non-decreasing
sequence of strongly pseudoconvex domains. It is easy
to see that every domain in the complex plane is pseu-
doconvex (why?), and hence this notion is useless in
one variable. Every strongly pseudoconvex domain is of
course pseudoconvex.

It was observed very early in the history of complex
analysis in several variables that every domain of holo-
morphy is pseudoconvex. The question arose whether
every pseudoconvex domain was a domain of holomor-
phy. This is one of several equivalent versions of the
famous Levi Problem. Note that if the Levi problem has
an a±rmative solution, it gives a geometric characteri-
zation of domains of holomorphy.

The reader may object that a solution to the Levi prob-
lem is useless as a characterization of domains of holo-
morphy, since the de¯nition of a pseudoconvex domain
does not give an e®ective way of checking whether a
given domain is pseudoconvex. Fortunately, there are
explicit ways to decide whether a given domain is pseu-
doconvex, based on the computation of certain quadratic
forms associated to the domain [5, Theorem 2.6.7 and
Theorem 2.6.12].
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The reason why
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Levi proposed his problem in 1911. For about thirty
years, it remained an open question. The Japanese
mathematician Kiyoshi Oka published in 1942 a solu-
tion to the Levi problem for domains in C2. It took ten
more years for the Levi problem to be settled in general:
in 1953{54, Oka himself, and independently H Bremer-
mann and F Norguet solved the general problem.

6. Weierstrass and Cartan Theorems

The solution of the Levi problem shows that if we want
to generalize results that hold on domains D ½ C to
domains in higher dimensions, we should consider pseu-
doconvex domains, rather than general domains in Cn.
As an example of this philosophy, we consider a result
due to Weierstrass, which states [12, x15.13, p. 304]:
If D is a domain in C, and fpºg is a discrete sequence
of points in D (i.e., it is has no limit point in D), and
faºg is any sequence of complex numbers, then there is
a holomorphic function f on D such that f (pº) = aº for
each º.

Now let be as in (3), and let fpºg be a discrete
sequence of points in which accumulate on K (for
de¯niteness, one may consider the situation, in which
the points pº converge to a point p 2 K.) If we now
let aº = º, Theorem 2 implies that there can be no
holomorphic function f on such that f(pº) = º.
Indeed, such a function f extends to a holomorphic F
on 0. It follows that f is bounded near K , which is a
contradiction to f being unbounded.

On the other hand, if we have a pseudoconvex D ½ Cn,
these pathologies disappear, and again, given any dis-
crete subset P ½ D, and any map a : P ! C, we can
¯nd an f holomorphic on D such that f ´ a on P .
Stated in this form, the result is capable of an interest-
ing generalization, which we now state.

The reason why discrete subsets of domains are so








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A discrete subset

of a domain D is

an analytic subset.

Every discrete subset

of a domain in the
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zero set of a

holomorphic function

on that domain

(Weierstrass).

important in complex analysis of one variable is that
they can be locally represented as zero sets of holo-
morphic functions. In fact by another related result of
Weierstrass [12, x15.11, p. 303], every discrete subset of
a domain in the complex plain is the zero set of a holo-
morphic function on that domain. The generalization of
this notion to higher dimensions is a complex analytic
subset. A subset P of a domain D ½ Cn is said to be a
complex analytic subset of D, if for each p 2 D, there is
a neighborhood ! of p in D, and holomorphic functions
f1; f2; : : : ; fk on !, such that

P \ ! = fz 2 ! : f1(z) = f2(z) = ¢ ¢ ¢ = fk(z) = 0g:

A complex-valued function g de¯ned on P is said to be
holomorphic, if it is locally the restriction of a holomor-
phic function, i.e., for each p 2 P , there is a neighbor-
hood ! of p in D, and a holomorphic function gp on !
such that the restriction of gp to P \ ! coincides with
g. Note that according to this de¯nition, for one vari-
able, if P is an analytic subset of D (i.e., P is discrete
in D) then every function g : P ! C is holomorphic!
(why?) Further, in any dimension, a discrete subset of a
domain D is an analytic subset (Why?), and again, ev-
ery C-valued function on such a set P is automatically
holomorphic.

After these preliminaries we can state the following beau-
tiful generalization of the Weierstrass theorem to higher
dimensions due to Henri Cartan [2, p. 257, Theorem 1.9]:
Let P be any analytic subset of a pseudoconvex domain
D ½ Cn. Then every holomorphic function g : P ! C
can be extended to a holomorphic function f on D.

7. Pseudoconvexity and Beyond

At this point we may raise the question why should there
be such di®erences between domains in C and domains
in Cn, n ¸ 2? At a philosophical level, the answer is
simple: this is because n = 1 is a degenerate case, in
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which due to the lack of room in R2 compared to R4,
the full richness of the phenomena of complex analysis
do not reveal themselves. On the other hand, since we
are so used to this degenerate case, in several variables
we single out the class of domains, the pseudoconvex do-
mains, which have properties closest to those of domains
in the plane, and work with them alone.

It would, however, be misleading to conclude that once
pseudoconvex domains are introduced, all di±culties dis-
appear, and the theory becomes completely analogous to
that in one variable again. As an example of a result in
one complex variable that has no simple analog in sev-
eral variables (even restricting ourselves to pseudocon-
vex domains), we can consider the celebrated `Riemann
Mapping Theorem': a simply connected domain in the
plane which is not the entire complex plane is biholo-
morphic to the unit disc. It was observed by Poincar¶e
that this fails in higher dimensions, since, for example if
n ¸ 2, the unit ball

Bn = fz 2 Cn : jzj2 = jz1j
2 + ¢ ¢ ¢+ jznj

2 < 1g;

is not biholomorphic to the unit polydisc

¢n = fz 2 Cn : jzj j < 1; for j = 1; : : : ; ng;

although the two homeomorphic domains are both sim-
ply connected, bounded, and pseudoconvex ([6, Corol-
lary 11.1.7, p. 433].) These and other related phenomena
lead to a deeper study of domains and introduction of
¯ner distinctions between them.

What about non-pseudoconvex domains? In general,
very little can be said about general domains, although
a few classes of non-pseudoconvex domains (e.g., the
so-called `q-convex domains') have been studied exten-
sively. For some purposes, though not all, we can study
functions on a non-pseudoconvex domain D by replac-
ing D with its envelope of holomorphy E(D), the largest

There are results

about one complex

variable that have no

simple analog in

several variables.
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It is clear that

several complex

variables are

better than one.

`domain' to which each function f holomorphic on D
extends holomorphically. For example, if is as in
(3) above, and 0 is pseudoconvex, it is not di±cult to
see using Theorem 2 that E( ) = 0. In general, the
compulsory extension of holomorphic functions given by
the Hartogs phenomenon is multiple-valued, and this
leads to the notion of a Riemann domain spread over
Cn. Then the envelope of holomorphy of a domain in
Cn is no longer a domain in Cn, but a Stein manifold
spread over Cn (the analog in several variables of open
Riemann surfaces.)

8. Conclusion and Further Reading

It is clear that several complex variables are better than
one. Just as the world is a more interesting place in hav-
ing two genders, male and female, rather than only one,
phenomena in several complex variables show a richness
and complexity far greater than in one variable.

The reader interested in knowing more should begin by
acquiring a thorough grounding in the most important
special case of several complex variables, i.e., one com-
plex variable. This subject is dealt in a large number of
excellent texts including [1, 4], the second half of [12],
and at a more sophisticated level [8]. After that a good
idea would be to read the two expository articles [10, 7],
and then proceed to the elementary texts [9, 13]. The
next stage would be to acquire a working knowledge of
the three main techniques used to study problems in
several complex variables. The ¯rst and the most clas-
sical method is sheaf theory, which may be considered
a generalization to several variables of the Weierstrass
approach to one complex variable. This method leads
quickly to the work of the founding fathers of several
complex variables, Oka, Cartan, Serre, Grauert, Stein,
etc. A modern account of this theory is in the three
volumes of [3].

The second approach to the core results of the ¯eld is via



 


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