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ABSTRACT

In a family of projective complex algebraic varieties, all nonsingular fibers are topo-

logically equivalent; in particular, their cohomology groups are isomorphic. Near the

“boundary,” where the varieties acquire singular points, this is no longer the case.

The theory of variations of Hodge structure provides strong tools to understand the

local behavior near points on the boundary (Cattani, Kaplan, and Schmid, 1986);

these have been used, for instance, to prove that the locus of Hodge classes is a union

of algebraic varieties (Cattani, Deligne, and Kaplan, 1995).

Recently, there has been interest in global questions related to the behavior at the

boundary, especially for the family of all hypersurfaces (of large degree) of a given

smooth projective variety. Green and Griffiths (2007, 2006) introduced the concept

of the “singularity” of a normal function; following their ideas, Brosnan, Fang, Nie,

and Pearlstein (2007), and de Cataldo and Migliorini (2007) proved that the Hodge

conjecture is equivalent to the existence of such singularities.

In this dissertation, we investigate the boundary behavior of cohomology classes in

families (in the above sense), from several different points of view. We also obtain new

interpretations for the singularity of a normal function in the family of hypersurface

sections of sufficiently large degree.
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CHAPTER 1

INTRODUCTION

The integral cohomology ring H∗(X,Z) =
⊕

k≥0H
k(X,Z) is a basic invariant of

every topological space. When X is a complex algebraic variety, especially one that

is projective and nonsingular, there are interesting relations between the geometry of

X and its cohomology. Here are two examples:

1. Many geometric operations (such as blowing up X along a subvariety) are re-

flected in modifications to the cohomology ring of X. On the other hand, va-

rieties that are birationally equivalent have a certain part of their cohomology

in common.

2. Any subvariety Z ⊆ X has a corresponding fundamental class; if the codimen-

sion of Z is p, then this is a class [Z] ∈ H2p(X,Z).

What is more, the cohomology of a smooth projective variety X has additional struc-

ture, not present in the case of arbitrary topological spaces. The extra structure is a

decomposition of the complex cohomology

Hk(X,C) =
⊕

p+q=k

Hp,q(X),
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into subspaces, with Hq,p(X) equal to the complex conjugate of Hp,q(X); cohomology

classes in Hp,q(X) are said to be of type (p, q). This is the famous Hodge decompo-

sition; its existence is the starting point of what is nowadays called Hodge theory.

Understanding the relationship between such decompositions on the one hand, and

the geometry and topology of algebraic varieties on the other, is the main objective

of Hodge theory.

One basic result is that the fundamental class of a codimension p subvariety Z

is always of type (p, p). In other words, the class [Z] belongs to the intersection

H2p(X,Z) ∩ Hp,p(X); such classes are called (integral) Hodge classes. This circum-

stance leads to the following innocent-looking question, actually the most important

open problem in Hodge theory.

Question. On a smooth complex projective variety, is every rational Hodge class a

Q-linear combination of fundamental classes of algebraic subvarieties?

Hodge (1952, p. 184) posed (a stronger form of) this question during his address at

the International Congress of Mathematicians in 1950; it is nowadays known as the

Hodge conjecture. Only few cases1 of this conjecture have been proved; the main

one being that Hodge classes of type (1, 1) are always fundamental classes of divisors

(here, the statement is true even with integer coefficients; in general, it is necessary to

use coefficients in Q). This is the so-called (1, 1)-Theorem, due to Lefschetz (1950);

it was originally proved by studying Lefschetz pencils, i.e., certain one-parameter

families of hyperplane sections of the given variety.

1Lewis (1999) summarizes what is known about the Hodge conjecture.
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In recent years, it has come to be understood that one-parameter families are not suf-

ficient; instead, one should look at the complete linear system P = Psub

(

H0(X,L )
)

of a very ample line bundle L on X, preferably one of high degree. The idea is to

form the incidence variety (or universal hypersurface)

X =
{

(C · s, x) ∈ P ×X
∣

∣ s(x) = 0
}

⊆ P ×X,

and view the map π : X → P as a family of hypersurfaces of X, parametrized by the

projective space P . The set of points p ∈ P , where the hypersurface Xp = π−1(p) is

singular, is called the dual variety X∨. Its complement, P sm = P \X∨, is where the

fibers of π are smooth.

Over P sm , the cohomology of the hypersurfaces Xp is locally constant, and therefore

fits together into local systems Rkπsm
∗ Z, with fibers

(

Rkπ∗Z
)

p
= Hk

(

Xp,Z
)

. More-

over, through a classical construction due to Griffiths, primitive Hodge classes on X

give rise to normal functions2 over P sm . All of this breaks down “at the boundary,”

meaning near points of X∨. It is hoped that understanding the exact behavior of nor-

mal functions at the boundary will lead to progress on the Hodge conjecture, among

other things.

In this dissertation, we investigate the behavior of cohomology classes (especially

Hodge classes) and normal functions at the boundary. Three separate results are

proved, representing different angles from which to look at the problem. At the same

time, all three results developed from thinking about one specific example, namely

the generalized Hodge conjecture for Calabi-Yau threefolds. To give the reader a

2See 7.3.1 for some background on normal functions.
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sense for how they are connected, a discussion of this problem has been included in

Chapter 2.

The general outline of the other parts of the dissertation is as follows: Chapter 3 is

about the boundary behavior of local systems (for example, the ones originating from

the universal hypersurface X). We regard local systems as certain complex manifolds,

and describe the construction of a (mildly singular) analytic space that we call the

canonical extension of a local system.

Chapter 4 concerns the relationship between the cohomology of a (smooth, projec-

tive) variety X, and that of its hypersurface sections. A tube mapping3 is constructed,

using monodromy-invariant cohomology classes, and we prove that its image gener-

ates the middle-dimensional primitive cohomology of X, at least when dimX is odd.

A consequence of this result is that the topology of the local system RdimX−1πsm
∗ Zvan

(actually, even that of its canonical extension) allows one to recover the entire prim-

itive cohomology of X.

The longest part of the dissertation, Chapters 5–7, is about the interplay between

the primitive cohomology of X and the geometry of the universal hypersurface X. In

Chapter 5, we introduce a certain filtered holonomic D-module (M, F ), which serves

to formalize the residue calculus for hypersurfaces of high degree (Griffiths, 1969;

Green, 1985). In Chapters 5 and 6, we establish many properties of M; almost all of

them depend on having the line bundle L be sufficiently ample. In Chapter 7, we ap-

ply those results to the study of normal functions; in particular, we reinterpret—and,

3In the literature, similar maps are usually called “cylinder mappings.”
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at times, reprove—the results of Brosnan, Fang, Nie, and Pearlstein (2007) about

singularities of normal functions. The D-module M turns out to be a minimal exten-

sion; in general, these are not easy to describe explicitly. The concrete description

that we give, in terms of residues, may therefore be of independent interest.

We now proceed to introduce the three principal results of this work in more detail.

1.1 The canonical extension of a local system

In his book about differential equations with regular singular points, Deligne (1970)

introduced the so-called “canonical extension” of a vector bundle with flat connec-

tion. The most important case of his construction is the following. Suppose V is a

holomorphic vector bundle on a complex manifold M , equipped with a flat connection

∇. The connection ∇ is a C-linear map from OX to Ω1
X ⊗ V , obeying the Leibniz

rule; it is said to be flat if the curvature is zero (meaning that ∇ ◦∇ = 0).

Now let M be an open subset in a bigger complex manifold M , in such a way that

1. the complement M \M is a divisor with normal crossing singularities, and

2. the local monodromy of ∇ near points of M \M is unipotent.

In this situation, Deligne shows that V extends in a canonical manner to a vector

bundle V on M , whose characteristic property is that in any local frame for V near

points of M \M , the connection matrix for ∇ has at worst logarithmic poles with

nilpotent residues.4

4Information about Deligne’s construction may be found in Section 3.1, together with an expla-
nation of the terms “logarithmic poles” and “nilpotent residues.”
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Local systems with integer coefficients are one source for flat vector bundles; if HZ

is a local system of (finitely generated, free) Abelian groups, then V = OM ⊗Z HZ,

together with the natural connection induced by differentiation, is such a bundle.

When HZ is unipotent along M \ M , i.e., has unipotent monodromy near points

of M \M , Deligne’s construction applies, and there is a canonical extension V for

the vector bundle. It is then natural to ask whether the local system also has an

extension.

In general, HZ cannot be extended to M as a local system, precisely because the local

monodromy around M \M is usually non-trivial. We return therefore to the more

old-fashioned view of a local system as a space, instead of as a sheaf—the total space

T = T (HZ) is a covering space of M , typically infinite-sheeted and with countably

many components. In Chapter 3, we answer the extension question by constructing

a natural extension T for the space T , as an analytic space with mild singularities.

We call T the canonical extension of the local system HZ.

The construction is easy to describe: T is naturally embedded into the vector bundle

V , and we define T as the closure of T inside the total space of the canonical extension

V . Perhaps surprisingly, this closure is still an analytic space with good properties.

For instance, the normalization of T is locally toric (i.e., locally isomorphic to a toric

variety), and therefore has only mild singularities. Explicit local analytic equations

for T are found in Section 3.5.

It follows from the construction that points in T \ T correspond to monodromy-

invariant elements in the fibers of the local system HZ. In fact, the closure T includes

all elements that are invariant under the local monodromy along any analytic arc. Its

6



fibers over M \M are therefore fairly big—while T itself is discrete over M , the fibers

over boundary points are unions of affine spaces, of dimension as big as dimM − 1.

To justify calling T the “canonical extension” of the local system, we show in Sec-

tion 3.7 that it has a certain universal mapping property. A second reason for the

terminology is the relation between T and the canonical extension of the bundle.

1.2 Primitive cohomology and the tube mapping

Let X be a nonsingular complex projective variety. Almost all the cohomology of X

can be obtained from that of any smooth hyperplane section; this is the content of

the so-called Lefschetz Hyperplane Theorem. The only piece of the cohomology ring

that is not determined in this way is the primitive cohomology in degree n = dimX,

in other words, the group

Hn(X,Q)prim = ker
(

Hn(X,Q) → Hn(H ∩X,Q)
)

,

for H ∩X an arbitrary smooth hyperplane section of X.

In Chapter 4, we show how to obtain the primitive cohomology from the topology

of a Lefschetz pencil on X. To be more precise, say B ⊆ P1 is the smooth locus of

the pencil. Whenever one has an element g in the fundamental group of B, and a

g-invariant homology class α ∈ Hn−1(H ∩ X,Z) on a hyperplane section, one gets

a n-cycle on X by translating α along g and taking its trace in X. This construc-

tion defines what we shall call the tube mapping (although we use cohomology for a

rigorous definition).

We prove (Theorem 4.1.1) that the image of the tube mapping generates the primitive
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cohomology of X with coefficients in Q, at least when the dimension of X is odd.5

The proof is based on an interesting result about the group cohomology of certain

representations.

A very concrete interpretation of the main theorem is as follows. Consider the total

space T of the local system on B, whose fibers are Hn−1(X ∩ H,Z). It is naturally

a covering space of B, with countably many sheets and components; moreover, the

set [S1, T ] of homotopy classes of loops in T is exactly the set of pairs (g, α), where

g is a loop in B, and α is a g-invariant homology class in Hn−1(X ∩H,Z). The tube

mapping can be viewed as giving, for each element of Hn(X,Q)prim , a cohomology

class inH1(T,Q); in this setting, our result is that the mapHn(X,Q)prim → H1(T,Q)

is injective.

1.3 Residues and D-modules

If D is a smooth hypersurface in a smooth complex projective variety X, we have a

long exact sequence in cohomology,

· · · - Hk(X,Q) - Hk(X \D,Q) - Hk−1(D,Q) - Hk+1(X,Q) - · · ·

The most interesting part of this sequence lies in degree n = dimX; that part can be

rewritten as a short exact sequence

0 - Hn(X,Q)prim - Hn(X \D,Q)
Res- Hn−1(D,Q)van - 0, (1.1)

5The case when X is of even dimension is at present unsolved; a brief discussion of its features
may be found in Section 4.7.
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in which Hn(X,Q)prim denotes the primitive n-th cohomology of X, the mapping

Res is the residue mapping, and Hn−1(D,Q)van is the vanishing cohomology of the

hypersurface. The sequence contains a large amount of nontrivial cohomological

information about the pair (X,D).

The cohomology of X \ D can be computed by rational forms with poles along D;

if the line bundle L = OX(D) is taken sufficiently ample, then the Hodge filtration

is determined by the order of pole. In combination with the exact sequence in (1.1),

this gives a convenient presentation for the vanishing cohomology of the hypersurface

D, at least when D has no singularities. We review this residue description of the

cohomology in Section 5.1.

One purpose of Chapter 5 is to extend the above description to singular hypersurfaces;

two basic ideas are used to accomplish this.

1. The use of the universal hypersurface; it has the advantage of being nonsingular,

even though the individual hypersurfaces are not.

2. The use of filtered D-modules to assemble the entire residue calculus for hyper-

surfaces of X into a single object.

In brief, we let P be the linear system of a sufficiently ample line bundle on X, and

work with the universal hypersurface X ⊆ P × X. For each k ≥ 1, we define a

coherent sheaf FkM on P , whose sections are locally residues of rational n-forms on

P × X, with a pole of order at most k along X. Let M be the union of all those

sheaves. We then show that (M, F ) is a filtered holonomic D-module; in fact, up to

a shift in the filtration F , it underlies a mixed Hodge module. We also prove that M

9



is the minimal extension of the variation of Hodge structure given by the vanishing

cohomology of the hypersurfaces.

We make use of recent work of Brosnan, Fang, Nie, and Pearlstein (2007); in par-

ticular, the idea of employing M. Saito’s theory of mixed Hodge modules to obtain

information about the D-module (M, F ) comes from their preprint.

1.4 Properties of the sheaves in the filtration

In Chapter 6, we establish several results about the sheaves FkM in the filtration.

They are valid whenever the line bundle L is sufficiently ample; here are three

examples of what we prove.

1. The higher cohomology of FkM vanishes (Theorem 6.1.2).

2. There is a duality theorem for the graded quotients GrFkM (Proposition 6.4.13).

3. In the range 1 ≤ k ≤ dimX, both FkM and GrFkM satisfy Serre’s condition

Sp for large values of p (Theorem 6.6.2).

The duality results include both local and global statements; they are proved by

analyzing a spectral sequence arising from a Koszul complex. We also give a version

in the derived category Db(P ), based on an application of the duality theory for

morphisms. A proof of the fact that the duality is induced by the intersection pairing

has been included in 6.4.1.

In the interval 1 ≤ k ≤ n, the sheaf FkM is a natural extension of the Hodge bundle

with fibers F n−kVn−1
van . Provided L is sufficiently ample, it seems plausible that these
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extensions should be “nice” sheaves—they cannot be locally free, but should come

close.

Serre’s condition Sp measures how far a coherent sheaf is from being locally free; for

p = 2, it is equivalent to being reflexive; in general, a sheaf satisfying condition Sp

is locally free in codimension at least p. To prove that GrFkM has that property

when 1 ≤ k ≤ n, we first show (in Section 6.5) that the subset of X∨ where the

hypersurfaces have “many” singularities is of high codimension, if L is sufficiently

ample. Combined with the duality result from Section 6.3, this is enough to obtain

condition Sp for large values of p.

1.5 Applications to the study of normal functions

In Chapter 7, those results are then used to study normal functions and their sin-

gularities. We give two constructions that represent primitive cohomology classes in

Hn(X,C)prim by objects on the projective space P .

1. A class ζ ∈ F kHn(X)prim has an associated holomorphic one-form ωζ with

coefficients in Fn+1−kM; this form is closed under the differential ∇M of the de

Rham complex for M.

2. For each ζ ∈ Hk,n−k(X)prim , there is an element of Ext1
P

(

GrFk+1M,OP

)

, repre-

sented by a natural extension of coherent sheaves on P .

In either case, the object is “globally” nontrivial if ζ 6= 0; the form ωζ is not exact

on all of P , and the extension does not split. Locally, however, the picture is quite

11



different; indeed, in a small neighborhood of each point p ∈ P sm , the form can be

integrated, and the extension splits. This leaves the question of what happens at the

boundary. We prove that local triviality at a point p ∈ X∨ is equivalent to ζ being

in the kernel of the restriction map Hn(X,C) → Hn
(

Xp,C).

In the case when X is of even dimension 2m, and when ζ ∈ H2m(X,Z)prim∩Hm,m(X)

is a primitive Hodge class, both constructions lead to a new interpretation for the

singularity of the normal function νζ associated to ζ .6

The normal function νζ is only defined on P sm ; the usual construction breaks down

at the boundary. To quantify this break-down, Green and Griffiths (2007) introduced

the concept of a singularity of a normal function. Using ideas of Thomas (2005)

and Clemens, they sketched a proof that the Hodge conjecture is equivalent to the

existence of such singularities, once L is of sufficiently high degree. The proof was

completed shortly afterwards by Brosnan, Fang, Nie, and Pearlstein (2007), and de

Cataldo and Migliorini (2007).

Our results leads to the following two interpretations for the singularity of νζ at points

of X∨; the second one is not fully proved, however.

1. It is the obstruction to locally integrating the holomorphic one-form ωζ with

coefficients in Fm+1M.

2. Conjecturally, it is the obstruction to locally splitting a certain natural extension

of coherent sheaves on P .

In either case, the Hodge class ζ itself is the global obstruction to the problem.

6Background material on normal functions and their singularities may be found in 7.3.1.
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1.6 Notation

Throughout the dissertation, standard notation from algebraic geometry is used, but

a few things deserve special notice.

Projective bundles If E is a locally free sheaf on a variety, then P(E ) stands

for the space of all invertible quotients of E ; the universal line bundle on it will be

denoted by OP(E )(1). In one or two places, we also use the notation Psub(E ) in place

of P
(

E ∨
)

.

Covering spaces and fundamental groups Contrary to usual parlance, covering

spaces are not assumed to be connected. We can thus think of the total space of a

local system as being a covering space, even though it typically has countably many

connected components. When the choice of a base point is not important, we may

write π1(B) for the fundamental group of a space B. When B has several components,

we write [S1, B] for the set of homotopy classes of maps from S1 to B. By Hurewicz’

Theorem, the natural map [S1, B] → H1(B,Z) is surjective.

Complexes and cohomology If F • is a complex of sheaves on an algebraic va-

riety, we write Hi
(

F •
)

for its hypercohomology groups. On the other hand, HiF •

denotes the i-th cohomology sheaf of the complex. Notation such as

[

A - B · · · - Y - Z
]

[k]

means that the first term of the complex (in this case, A) sits in degree −k.
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CHAPTER 2

THE EXAMPLE OF CALABI-YAU THREEFOLDS

The example that motivated most of this dissertation is that of Calabi-Yau threefolds.

In this chapter, we explain what the results in Chapters 3–7 have to say about the

generalized Hodge conjecture for this type of variety. Recall that a smooth projective

variety X is called Calabi-Yau if its canonical bundle OX(KX) is the trivial line

bundle. We mostly consider three-dimensional smooth complex projective varieties.

The generalized Hodge conjecture

While the Hodge conjecture is already known for such varieties (because of their small

dimension), they do provide an interesting class on which to test the generalized

Hodge conjecture. This is the following open problem, sometimes referred to as

GHC(2k + l, k).

Question. Let X be a smooth complex projective variety of dimension n + k, and

H ⊆ H2k+l(X,Q) a rational sub-Hodge structure contained in F kH2k+l(X). Are

there finitely many algebraic subvarieties ji : Yi →֒ X of codimension k, such that H

is contained in the subspace
∑

i ji∗H2n−l(Yi,Q)?

For a threefold X, the only interesting case of this conjecture is when k = l = 1; by

resolution of singularities, GHC(3, 1) is equivalent to the following question.
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Question 1. Let X be a smooth projective threefold. Given a rational sub-Hodge

structure H ⊆ H3(X,Q)prim contained in F 1H3(X,C), does there exist a map

f : Y → X from a smooth projective surface Y , such that f∗H
1(Y,Q) intersects

H non-trivially?

It is easy to see that a positive answer to this question for a threefold X implies

GHC(3, 1) for the same variety.

Proof. Since the non-primitive part of H3(X,Q) is already accounted for through

Lefschetz’ Hyperplane Theorem, it suffices to treat sub-Hodge structures of the prim-

itive cohomology. Consider first the case where H is simple, i.e., contains no smaller

sub-Hodge structures except the trivial one. If we can find a map f : Y → X from a

surface as in Question 1, then clearly H ∩ f∗H
1(Y,Q) has to be equal to all of H , if

it is nontrivial. H is therefore contained in f∗H
1(Y,Q). Because of the polarization,

an arbitrary sub-Hodge structure of H3(X,Q)prim is a direct sum of simple ones;

therefore GHC(3, 1) holds for X.

Clemens’ approach to the problem is through the study of Hodge loci for hypersurfaces

in X. These had already been used very successfully by Voisin in her study of the

Abel-Jacobi map for Calabi-Yau threefolds (Voisin, 1994). As usual, we let L be a

very ample line bundle on X, and P its complete linear system. Over P sm = P \X∨,

we have the family πsm : Xsm → P sm of smooth hypersurfaces, and the local system
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R2πsm
∗ Zvan of its vanishing cohomology in degree two.1 We let

T = T
(

R2πsm
∗ Zvan

)

be the total space of the local system; it is a covering space of P sm with infinitely

many sheets. A point on T can be viewed as a pair (S, γ) of a hypersurface S ⊆ X and

a cohomology class γ ∈ H2(S,Z)van . Following Clemens, we call such pairs geometric

cycles on X.

The locus of Hodge classes

Of course, T is a complex manifold, but no longer an algebraic variety; this parallels

the fact that most geometric cycles are not (fundamental classes of) algebraic cycles.

Contained in T , however, is the locus of Hodge classes,

HL(T ) =
{

(S, γ) ∈ T
∣

∣ γ is a Hodge class of type (1, 1) on S
}

,

which is a countable union of algebraic varieties, each finite over P sm .2 Moreover,

Voisin (1992) has shown that the zero-dimensional components of HL(T ) map to a

dense subset of P sm when X is a Calabi-Yau threefold.

The existence of certain positive-dimensional components in HL(T ), on the other

hand, is related to the generalized Hodge conjecture; in fact, it is possible to rephrase

Question 1 as a statement about the locus of Hodge classes.

1We are taking the integral cohomology modulo torsion.

2This is true in general, not just for threefolds, by a a difficult theorem due to Cattani, Deligne,
and Kaplan (1995).
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Before doing so, we recall the definition of the tube mapping τ : H1(T,Z) → H3(X,Q)prim

from Chapter 4. Let (S, γ) be a geometric cycle, and let g be a loop in P sm , based

at the point corresponding to the hypersurface S. From this data, we can construct

a class τg(γ) ∈ H3(X,Q)prim ; it is the Poincaré dual3 of the 3-cycle swept out when

translating PD(γ) flatly along the loop g.

As a matter of fact, each triple (S, γ, g) naturally defines an element of [S1, T ], since

the condition g · γ = γ means exactly that g can be lifted to a closed loop in T ,

based at the point (S, γ). The tube mapping can therefore be viewed as a map

[S1, T ] → H3(X,Q)prim ; by Hurewicz’ Theorem, we get an induced mapping

τ : H1(T,Z) → H3(X,Q)prim .

Because X is of odd dimension, Theorem 4.1.1 implies that τ is surjective.

Using the tube mapping, we can now rephrase Question 1 as a statement about the

locus of Hodge classes.

Question 2. Let H ⊆ H3(X,Q)prim be a rational sub-Hodge structure contained in

F 1H3(X). If L is sufficiently ample, is there an algebraic curve C ⊆ HL(T ) such

that τ
(

H1(C,Z)
)

meets H non-trivially?

Whenever we have an algebraic curve C ⊆ T , we get a map

H1(C,Z) → H1(T,Z)
τ
−→ H3(X,Q)prim .

When C is actually contained4 in HL(T )—so that each point (S, γ) ∈ C is an algebraic

3More precisely, its projection to the primitive part of H3(X, Q).

4Whether every algebraic curve in T has to be contained in HL(T ) is an open question.
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cycle—the map is a morphism of (mixed) Hodge structures. Its image is therefore a

sub-Hodge structure of H3(X,Q)prim , and Question 2 is asking whether one can find

a curve C such that this image has nontrivial intersection with the given sub-Hodge

structure H .

Let us now show why the two problems are equivalent. One implication is fairly easy

to prove.

Lemma. A positive answer to Question 2 implies the same for Question 1.

Proof. Suppose C ⊆ HL(T ) is the given curve. Each point (S, γ) ∈ C is a Hodge class

of type (1, 1) on a hypersurface S ⊆ X; by Lefschetz’ Theorem, it is the fundamental

class of an 1-dimensional algebraic cycle on S. It can be shown that, as (S, γ) ranges

over all of C, these fit together into a 2-dimensional cycle; thus we get several surfaces

Yi, mapping both to C and to X. After compactifying the Yi, and resolving their

singularities, we have the following situation.

Y ′
i

fi - X

C
?

For each i, the map from H1(C,Z) to H3(X,Q)prim now factors through H1(Y ′
i ,Q).

Since the image of H1(C,Z) in H3(X,Q)prim meets H non-trivially, the same has to

be true for one of the spaces fi∗H
1(Y ′

i ,Q).

The converse is also true, but the proof is more involved. We already know that a

positive answer to Question 1 implies GHC(3, 1); we complete the circle by proving

that GHC(3, 1), in turn, implies a strong form of the statement in Question 2.
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Lemma. Assume that GHC(3, 1) is true for the variety X. Given any rational sub-

Hodge structure H ⊆ H3(X,Q)prim contained in F 1H3(X), there is very ample line

bundle L on X, and a curve C ⊆ HL(T ), such that the image of H1(C,Q) under the

tube mapping is precisely H.

Proof. We carry out the proof in five steps, to make it easier to follow.

Step 1 Let J(X) be the intermediate Jacobian associated to the Hodge structure

on H3(X,Q)prim . Since the Hodge structure is polarized, we can find an Abelian sub-

variety A ⊆ J(X), such that the image of H1(A,Q) in H1

(

J(X),Q
)

≃ H3(X,Q)prim

is exactly H . Let C be any smooth complete intersection curve in A; then the map

H1(C,Q) → H1(A,Q) is surjective. We now have a morphism

φ : H1(C,Q) → H3(X,Q)prim

of Hodge structures, whose image is exactly the given sub-Hodge structure. Since

H1(C,Q)⊗H3(X,Q) ⊆ H4(C×X,Q), we may also view φ as a rational Hodge class

of type (2, 2) on the product C ×X.

Step 2 Since we are assuming GHC(3, 1), we can find maps fj : Yj → X from

smooth projective surfaces Yj, such that the sub-Hodge structure H is contained

in
∑

j fj∗H
1(Yj ,Q). Let α1, . . . , α2g be a basis for the space H1(C,Q); also, let

α∨
1 , . . . , α

∨
2g be the dual basis. For each i, we may write

φ(αi) =
∑

j

fj∗(βi,j)
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for certain classes βi,j ∈ H1(Yj,Q). Now let Y be the disjoint union of all the Yj, and

define a class β ∈ H2(C × Y,Q) by the formula

β =
∑

i,j

pr ∗
C(α∨

i ) ∪ pr ∗
Yj

(βi,j).

Under the map f : C × Y → C ×X, we then have

f∗(β) =
∑

i,j

pr ∗
C(α∨

i ) ∪ φ(αi) = φ ∈ H4(C ×X,Q).

Thus φ is a Hodge class of type (2, 2) in the image of f∗. Since the Hodge structures

in question are polarized, it is possible to find a Hodge class of type (1, 1) on C × Y

whose image is φ. By Lefschetz’ Theorem, it is the class of an algebraic cycle of

dimension two. We conclude that the map φ is the correspondence given by the

image Γ of that algebraic cycle in C ×X.

Step 3 By a result of Kleiman (1969, Theorem 5.8 on p. 297), we can represent

a positive multiple of the algebraic cycle Γ by a difference Z − Z ′, where both Z

and Z ′ are smooth surfaces in C ×X, meeting transversely at finitely many points,

and Z ′ is a complete intersection of two very ample hypersurfaces in C × X. It

is easy to see that the correspondence given by Z ′ takes its image in the subspace

im
(

H1(X,Q) → H3(X,Q)
)

, which is perpendicular to the vanishing cohomology;

thus we only need to consider Z from now on.

Step 4 Now choose a sufficiently ample line bundle L on X, and embed the curve

C into the projective space P = P
(

H0(X,L )∨
)

, making sure that it meets X∨ in

only finitely many points. We write OC(1) for the corresponding line bundle on the
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curve C. We require that L be ample enough for the line bundle pr ∗
COC(1)⊗ pr ∗

XL

on C×X to have a section whose zero locus W contains Z, and is nonsingular except

for finitely many nodes along Z. Let C0 ⊆ C ∩P sm be the subset over which W → C

is smooth; if W0 is its preimage, we have the following diagram.

W0
- X

C0

q0

?

Step 5 Since C0 ⊆ P sm , each point on C0 corresponds to a smooth hypersurface S ⊆

X; by construction, S is a fiber of q0. We define a cohomology class γ(S) by taking the

projection of [S∩Z] into H2(S,Q)van . The map S 7→
(

S, γ(S)
)

is then an embedding

of the curve C0 into the space of geometric cycles T ; since γ(S) is always of type

(1, 1), we have C0 ⊆ HL(T ). By construction, the tube mapping τ from H1(C0,Q)

to H3(X,Q)prim is exactly given by the correspondence [Z], followed by projection

to the primitive cohomology. Since [Z ′] maps into the orthogonal complement of

H3(X,Q)prim , the image of τ is the same as that of [Z]− [Z ′] = φ. But this image is

the given sub-Hodge structure H , and so the lemma is proved.

In summary, proving GHC(3, 1) for the threefold X is essentially equivalent to finding

curves in the Hodge loci for a sufficiently ample line bundle.

The Hodge loci as gradient schemes

So far, everything works for an arbitrary smooth projective threefold. But now, an

important insight, motivated by the Witten superpotential from physics, but due to
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Clemens (2005) in the algebro-geometric setting, comes into play: The Hodge loci on

a Calabi-Yau threefold have a very special structure—they are gradient schemes for

a (locally well-defined) holomorphic function on T , the so-called potential function.

The potential function has a simple topological description. Because X is Calabi-

Yau, it is possible to find a nowhere vanishing holomorphic 3-form ω (unique up to

scalars). Let (S, γ) be an arbitrary point of T . The homology class PD(γ) becomes

trivial in H2(X,Z), and is therefore the boundary of a 3-chain Γ in X. Clemens

defines

Φω(S, γ) =

∫

Γ

ω.

Because Γ can be flatly translated to nearby points, the resulting function Φω is

locally well-defined and holomorphic. Globally, the ambiguity in the definition is

exactly in the periods
∫

α
ω, for α ∈ H3(X,Z). The holomorphic one-form

Ωω = dΦω

is therefore well-defined on all of T . Clemens (2005, Theorem 6.1 on p. 719) proves

that HL(T ) is the zero locus of the section Ωω ∈ Γ(T,Ω1
T ); it follows that HL(T ) is a

gradient scheme, because it is locally given by the vanishing of the partial derivatives

of the potential function Φω.

The periods of the form Ωω are related to those of the original three-form ω through

the tube mapping.

Lemma. Let (S, γ, g) represent a closed loop in T , based at a geometric cycle (S, γ).

Then we have
∫

(S,γ,g)

Ωω =

∫

X

τg(γ) ∪ ω.
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Proof. This follows immediately from the homological description of the tube map-

ping, given on pp. 82–85. Viewing g as a smooth map from [0, 1] to P sm with

g(0) = g(1), we let γt be the flat translate of γ = γ0 to the point g(t); then γt = ∂Γt,

for suitable three-chains Γt on X. Also, the invariance of γ means that γ1 − γ0 = ∂Γ′

for some three-chain Γ′ on the surface S. According to (4.14), we then have

∫

X

τg(γ) ∪ ω =

∫

Γ1−Γ0−Γ′

ω =

∫

Γ1

ω −

∫

Γ0

ω,

because the restriction of the holomorphic three-form ω to the surface S is zero. But

the right-hand side is clearly the result of integrating Ωω = dΦω along the loop given

by (S, γ, g).

It is also possible to define the form Ωω globally, without making any local choices.

This uses the filtered D-module (M, F ) introduced in Chapter 5. In the case of a

threefold X, sections of the coherent sheaf FkM on P are locally residues of rational

3-forms on P × X, with a pole of order at most k along the universal hypersurface

X ⊆ P × X. On P sm , the sheaf FkM restricts to the Hodge bundle with fibers

F 3−kH2(S,C)van .

Using the construction explained in 7.1.1, we get from the class ω ∈ H3(X,Q)prim a

unique5 holomorphic one-form ωM on P with coefficients in the sheaf F1M. For a

point (S, γ) ∈ T , we can pair this section of Ω1
P ⊗F1M with γ, using the intersection

5Since pr∗

Xω is already holomorphic on P × X , there is no ambiguity in the construction.
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pairing on the surface S. We then get a holomorphic one-form on the space T ; it is

given by the rule

ξ 7→

∫

S

ωM(ρ∗ξ) ∪ γ,

where ξ is a tangent vector to T at the point (S, γ), and ρ : T → P is the projection.

It is not hard to see that the one-form thus obtained is exactly Ωω; the following

lemma is the precise statement.

Lemma. Let ξ be a tangent vector to the space T , say based at a geometric cycle

(S, γ). Then we have

Ωω(ξ) =

∫

S

ωM(ρ∗ξ) ∪ γ,

and so both constructions define the same holomorphic one-form on T .

Proof. Let ξ′ = ρ∗ξ be the image of the tangent vector in P . Let s0 ∈ H0(X,L ) be a

section of L defining the surface S ⊆ X. The tangent vector ξ′ is then based at the

point C·s0 ∈ P , and is given (up to multiples of s0) by another section s ∈ H0(X,L ).

We can think of ξ′ both as a section σ of the normal bundle of S in X (determined

by s), or as a rational function f = s/s0 on X with a first-order pole along S.

The first interpretation is helpful when computing Ωω(ξ). Indeed, we have

Ωω(ξ) = dξ′Φω = dξ′

∫

Γ

ω =

∫

PD(γ)

adjσ ω =

∫

S

adjσ ω ∪ γ,

where adjσ ω is the two-form on S determined from the section σ of NS⊆X by adjunc-

tion.

On the other hand, the construction of the form ωM in 7.1.1 specifies that ωM(ξ′) =

ResS(fω); therefore
∫

S

ωM(ρ∗ξ) ∪ γ =

∫

S

ResS(fω) ∪ γ.
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But we clearly have adjσ ω = ResS(fω), and so the asserted identity follows.

Extending the space of geometric cycles

To continue, we need some information about how Φω and Ωω behave at the boundary

of the space of geometric cycles. Chapter 3 contains a general construction of an

analytic space extending the total space of a local system with unipotent monodromy

in the maximal possible way. We now apply this construction to the local system

R2πsm
∗ Zvan , whose total space is the space T of geometric cycles.

To meet the conditions of Theorem 3.2.1, the boundary divisor should have normal

crossing singularities, and the local system should have unipotent monodromy there.

On P sm , neither of those conditions is satisfied, and so we need to pass to a finite

cover and resolve singularities. By a theorem of Borel (Voisin, 2002, Théorème 15.15

on p. 342), the local monodromy of R2πsm
∗ Zvan near points of X∨ is already quasi-

unipotent. Take a finite branched cover of P , étale over P sm , which makes the

global monodromy be trivial modulo 3. Resolving the singularities, we thus arrive

at a map µ : M → P , with M = µ−1(P sm) étale over P sm , and M \M a divisor

with normal crossings. The following lemma implies that the local monodromy of

HZ = µ−1
(

R2πsm
∗ Zvan

)

around M \M is now unipotent.

Lemma. Let A be a square matrix with integer entries, all of whose eigenvalues are

roots of unity. If A is congruent to the identity matrix modulo a prime number p ≥ 3,

then A is a unipotent matrix.

Proof. Let v be any integer vector such that Akv = v for some k > 0. To prove that

25



A is unipotent, we need to show that we have Av = v. Write A = id +pB, for a

certain integer matrix B; setting u = Bv, we may rescale v by a rational number to

guarantee that u is an integer vector, whose components are relatively prime.

Now we have

0 = Akv − v =

k
∑

i=1

(

k

i

)

pi · Bi−1u ≡ kp · u mod p2,

and so k has to be divisible by p. It follows easily that k is actually a power of p; by

induction, it suffices to show that u = Bv = 0 in the case k = p.

When k = p, we get

0 = Apv − v = p2 · u+

(

p

2

)

p2 · Bu+ · · ·+

(

p

p

)

pp ·Bpu ≡ p2 · u mod p3,

since p ≥ 3. But if the components of u are relatively prime, this is not possible

unless u = 0.

We write Tµ for the total space of HZ over M , still considering it as a space of

geometric cycles. Let V be Deligne’s canonical extension of the vector bundle HZ ⊗

OM to M , as described in Section 3.1. By Theorem 3.2.1, the closure of Tµ inside the

total space of V is a nice analytic space; we denote it by Tµ in the sequel.

The closure of the locus of Hodge classes HL(Tµ) is evidently contained in Tµ; from

the more precise version of the theorem by Cattani, Deligne, and Kaplan (1995, The-

orem 1.5 on p. 485), it follows that the closure itself is a countable union of projective

algebraic varieties, each finite over M . Thus the problem of finding algebraic curves in

HL(Tµ) (raised by Question 2) is equivalent to finding complete curves in the closure.
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Extending the tube mapping and the potential function

Of course, we still have a tube mapping τ : H1(Tµ,Z) → H3(X,Q)prim ; the definition

of Φω and Ωω also generalizes in the obvious way to Tµ, because Tµ → T is a finite

covering space. But what makes the extended space Tµ useful is that both τ and Ωω

extend over the boundary.

For the tube mapping, this means that it is the global topology of the space Tµ that

is relevant for detecting the primitive cohomology of X; classes that are in the kernel

of H1(Tµ,Z) → H1(Tµ,Z) contribute nothing.

Lemma. The tube mapping τ : H1(Tµ,Z) → H3(X,Q)prim factors through a map

τ : H1(Tµ,Z) → H3(X,Q)prim , which is still surjective.

Proof. Since the complement of Tµ in Tµ is a divisor, π1

(

Tµ
)

is a quotient of π1(Tµ).

Thus it suffices to prove that any sufficiently small loop in Tµ, that can be contracted

in Tµ, has trivial image under the tube mapping τ . Say the loop in question is based

at a geometric cycle (S, γ), and write g for its image in M . Without loss of generality,

we may assume that the loop is contained in an analytic arc passing through a point

of Tµ \ Tµ.

By the local description of the canonical extension in Proposition 3.4.1, we are thus

reduced to the following situation: We have a small arc f : ∆ → M , such that the

image of S1 = ∂∆ is the loop g. Moreover, we have a g-invariant cohomology class γ

in one of the surfaces over f(∆).

We can now pull the universal family X → P back to ∆; to simplify the situation, we

apply the Semi-stable Reduction Theorem (Kempf et al., 1973, p. 53). This involves
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replacing f by a finite cover, ramified only at the origin, and therefore gives informa-

tion about some multiple of g; since we are working with rational coefficients, that

poses no problem.

We can thus assume that we have a family p : S → ∆, whose total space S is smooth,

and whose central fiber p−1(0) is a reduced divisor with simple normal crossings.

By the Local Invariant Cycle Theorem, the g-invariant cohomology class γ is the

restriction of a class γ̃ ∈ H2(S,Q). Shrinking ∆, if necessary, we may view S as

a manifold with boundary ∂S = p−1(∂∆); note that the boundary itself is a real

5-manifold, mapping submersively to ∂∆.

Let q : S → X be the projection to X. The cohomological description of the tube

mapping, on pp. 82–85, shows that the image τg(γ) of the given loop under τ can

be obtained in the following way: Restrict γ̃ to the 5-manifold ∂S, push the result-

ing class forward to X using the Gysin map q∗, and then project to the primitive

cohomology H3(X,Q)prim .

For any class ζ ∈ H3(X,C)prim , we thus have

∫

X

τg(γ) ∪ ζ =

∫

X

q∗
(

γ̃
∣

∣

∂S

)

∪ ζ =

∫

∂S

γ̃ ∪ q∗(ζ) = 0

by Stokes’ Theorem. Consequently, the loop in Tµ has trivial image under the tube

mapping, and the lemma is proved.

The proof that the potential function Φω extends to Tµ is more involved. One ap-

proach is to prove that Φω is remains bounded near points of Tµ \ Tµ; the fact the τ

extends to Tµ shows that there is no local monodromy, and therefore the potential

function extends over Tµ, still being locally well-defined.
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We choose a different, global approach to the problem, using a result by Kawamata

(see Proposition 6.2.2 below). It relates the lowest level of the Hodge filtration of

the canonical extension to the direct image of the relative canonical bundle in a nice

family.

Lemma. The potential function Φω extends to a (locally well-defined) function on

Tµ; the holomorphic one-form Ωω extends to a global section of the sheaf of Kähler

differentials on Tµ.

Proof. By pulling the family X → P back to M , and resolving the singularities

of the resulting space, we get a new family π̃ : X̃ → M . All three assumptions of

Proposition 6.2.2 are then satisfied—indeed, the restriction π̃M of π̃ is smooth over

the subset M ; the divisor M \M has normal crossings; and the local system R2π̃M∗ Z

on M has unipotent monodromy around M \M . Let V be the canonical extension of

the vector bundle R2π̃M∗ C ⊗OM to all of M . Kawamata’s result in Proposition 6.2.2

implies that

π̃∗OX̃

(

KX̃/M

)

≃ F 2V

is a locally free sheaf on M .

Next, we observe that the local system R2π̃M∗ Z is the direct sum of the vanishing

cohomology R2π̃M∗ Zvan , and the constant local system H2(X,Z)⊗ZM . The canonical

extension of the latter is the trivial vector bundle H2(X,Z) ⊗ OM , and so we have a

natural decomposition

π̃∗OX̃

(

KX̃/M

)

≃ F 2V van ⊕H2(X,Z) ⊗ OM . (2.1)
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The holomorphic three-form ω on X now defines, in a natural way, a section of

Ω1
M

⊗ F 2V van , as follows. First of all, we have

Ω1
M

⊗ π̃∗OX̃

(

KX̃/M

)

≃ Hom
(

Ωd−1
M

, π̃∗Ω
d+2

X̃

)

≃ π̃∗Hom
(

π̃∗Ωd−1
M

,Ωd+2

X̃

)

,

because dim X̃ = d+ 2. Taking the wedge product with the pullback of ω to X̃ gives

a global section of the sheaf on the right, and hence a one-form with coefficients in

π̃∗OX̃

(

KX̃/M

)

. Its image in the second summand of the decomposition (2.1) is clearly

zero, and so we have a section ω̃ of Ω1
M

⊗ F 2V van .

The polarization on the local system R2π̃M∗ Zvan extends uniquely to a pairing on the

fibers of the canonical extension; just as in the case of ωM, ω̃ can thus be used to

define a holomorphic one-form on the total space T (V ) of the canonical extension.

Its restriction to the analytic subspace Tµ is then an analytic Kähler differential.

Over M , this construction is obviously the same as the one involving the form ωM;

since we have already shown that the derivative Ωω of the potential function can be

obtained from ωM, it follows that ω̃ defines an extension of Ωω to all of Tµ. This

extension is a closed form, because this is true for Ωω on the open subset Tµ.
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CHAPTER 3

THE CANONICAL EXTENSION OF A LOCAL SYSTEM

3.1 Deligne’s canonical extension of a flat vector bundle

In this short section, we review Deligne’s construction of a canonical extension for

flat vector bundles with unipotent monodromy.

Conventions used in this chapter

Local systems can be viewed as representations of the fundamental group; in this

context, we use the following conventions.

Fundamental group If X is a topological space, with base point x ∈ X, we write

π1(X, x) for its fundamental group. Given two closed paths γ, δ : [0, 1] → X, with

γ(0) = γ(1) = δ(0) = δ(1) = x, representing two elements of π1(X, x), their product

is defined as

γδ : [0, 1] → X, t 7→















γ(2t) if 0 ≤ t ≤ 1/2,

δ(2t− 1) if 1/2 ≤ t ≤ 1.

Writing ∆ for the unit disk in C, and ∆∗ = ∆ \ {0} for the punctured disk, we shall
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take the generator of π1(∆
∗) ≃ Z to be a loop that goes around the origin once,

counter-clockwise.

Action on the fiber For any covering space p : Y → X of X, the group π1(X, x)

acts on the fiber p−1(x) by a left action; given γ ∈ π1(X, x) and a point y ∈ Y with

p(y) = x, one has γ · y = γ̃(0), where γ has been lifted to a path γ̃ : [0, 1] → Y with

γ̃(1) = y. Put more succinctly, γ acts by parallel translation along the path γ−1.

Local systems A special case of this is the correspondence between local systems

on X and representations of the fundamental group. Given a local system HZ of

Abelian groups on X, say with fiber H = HZ,x, each connected component of the

total space of HZ is a covering space of X. One obtains a representation

ρ : π1(X, x) → Aut(H)

by letting the fundamental group act on the fiber. From the representation ρ, on the

other hand, one can recover HZ. Indeed, if p : X̃ → X is the universal covering space

of X (assuming its existence), the quotient of X̃ ×H by the group action

γ ·
(

x̃, h
)

=
(

γ · x̃, ρ(γ)h
)

is isomorphic to the total space of HZ. From this description, it follows that the space

of sections of HZ over an open set U ⊆ X is given by

{

s̃ : p−1(U) → H
∣

∣ s̃(γ · y) = ρ(γ)s̃(y) for all γ ∈ π1(X, x), y ∈ p−1(U)
}

.
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Deligne’s canonical extension

Let (V ,∇) be a flat holomorphic vector bundle on a complex manifoldM . We assume

that M is an open subset of a bigger complex manifold M , in such a way that

1. M \M has normal crossing singularities, and

2. ∇ is unipotent along M \M .

The second condition means that, near points of M \M , the local monodromy for the

local system of ∇-flat sections should be unipotent. Deligne (1970, pp. 91–5) proves

that (V ,∇) admits a unique extension to a vector bundle V on M , whose defining

property is that, in any local frame for V , the connection ∇ has only logarithmic

poles along M \M with nilpotent residues.

We now review the construction of V in local coordinates; this will also explain the

meaning of the two conditions above. Let t1, . . . , tn be local holomorphic coordinates

near a point of M , say defined on a polydisk ∆n, and assume that M \M is locally

defined by the equation t1 · · · tr = 0. Restricting further, if necessary, it suffices to

treat the case r = n; thus we may assume that M ∩ ∆n = (∆∗)n.

Let d be the rank of the bundle V , and V its fiber at some base point in (∆∗)n. The

fundamental group Zn of (∆∗)n acts on V , by parallel translation, and we let Tj be

the operator corresponding to the j-th standard generator of Zn. By assumption,

each Tj is a unipotent operator, and we can therefore define the nilpotent operators

Nj = − log Tj =

∞
∑

n=1

1

n
(id−Tj)

n
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as their logarithms.1

The vector bundle V has distinguished trivializations of the form

V ≃ O∆ns1 ⊕ · · · ⊕ O∆nsd, (3.1)

for certain special sections s1, . . . , sd of V over (∆∗)n. To obtain the sections in

question, pull (V ,∇) back to the universal covering space

p : Hn → (∆∗)n, p(z1, . . . , zn) =
(

e2πiz1 , . . . , e2πizn
)

,

where it becomes trivial (by virtue of being flat). By our conventions, the fundamental

group Zn acts on Hn by the rule

(a1, . . . , an) · (z1, . . . , zn) = (z1 − a1, . . . , zn − an),

and so sections of V over (∆∗)n correspond to holomorphic maps s̃ : Hn → V with

the property that

s̃(z − ej) = Tj s̃(z)

for all z ∈ Hn and all j = 1, . . . , n.

Now let v1, . . . , vd ∈ V be an arbitrary basis for V . The maps

s̃i : Hn → V, s̃i(z) = e
P

zjNjvi, (3.2)

have the required invariance property, because s̃i(z − ej) = e−Nj s̃i(z) = Tj s̃i(z), and

thus define a frame of sections s1, . . . , sd for V on (∆∗)n. These sections give the

special trivialization of V in (3.1).

1The minus sign is there to stay with the conventions of other authors (Cattani et al., 1995).
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In this local frame for V , the connection ∇ now has logarithmic poles with nilpotent

residues. This is easy to see from (3.2); indeed, on Hn, we have

∇s̃i =

d
∑

j=1

dzj ⊗ e
P

zjNjNjvi,

and since 2πi · dzj = dtj/tj, we conclude that

∇si =
1

2πi
·

d
∑

j=1

dtj
tj

⊗Njsi.

The poles in this expression are logarithmic; moreover, for each j = 1, . . . , d, the

residue of the connection along the divisor tj = 0 is the nilpotent matrix Nj .

3.2 The existence of a canonical extension

In this section, we describe the construction of the “canonical extension” of a local

system (as an analytic space). Its properties are given in Theorem 3.2.1, whose proof

occupies the remainder of this chapter.

Let M be a complex manifold of dimension n, embedded as an open subset into a

larger complex manifold M , in such a way that M \M is a divisor with only normal

crossing singularities. Every point in M thus has a neighborhood isomorphic to ∆n,

with holomorphic coordinates t1, . . . , tn, in which the divisor M \M is defined by an

equation of the form t1 · · · tr = 0.

On M , we assume that we are given a local system HZ, with fiber H ≃ Zd a finitely

generated free Z-module. Up to isomorphism, it is determined by the corresponding

monodromy representation ρ : G → AutZ(H), where G is the fundamental group of

M (for some choice of base point).
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We shall assume that the local system HZ is unipotent ; that is to say, in a neighbor-

hood ∆n of each point, the fundamental group of ∆n ∩M should act by unipotent

transformations on the fiber of HZ. It is then possible to extend the holomorphic vec-

tor bundle V = HZ ⊗ OM to a vector bundle V on M , using Deligne’s construction.

The total space T = T (HZ) of the local system is naturally a subset of the total space

T (V ) of this canonical extension. We extend T in the maximal possible way, by taking

its (topological) closure inside the total space of the vector bundle. A priori, it is not

clear that this produces even an analytic set. Nevertheless, the following theorem

shows that the closure is an analytic space, with surprisingly good properties.

Theorem 3.2.1. Assume that the local system HZ is unipotent on M , and that M\M

is a divisor with normal crossings. Let T be the closure of the total space T of the local

system, taken inside the total space of Deligne’s canonical extension of V = HZ⊗OM

over M . Then T has the following three properties:

(i) T is a reduced analytic subset of T (V ).

(ii) The projection map p : T →M is holomorphic, and p−1(M) = T .

(iii) The normalization of T is locally toric.

Proof. To show that T is an analytic subset, we need to show that it is locally defined

by analytic equations inside the complex manifold T (V ). For an arbitrary point of

M , take a neighborhood isomorphic to ∆n in which M \M is defined by the equation

t1 · · · tr = 0. Then Proposition 3.5.3 in Section 3.5 below states precisely that the

closure of T over ∆n is a reduced analytic subset, and this establishes (i).
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The assertion in (ii) that p−1(M) = T follows from the corresponding statement over

each coordinate neighborhood ∆n, also proved below (see the discussion at the end

of Section 3.4). Finally, the statement about the normalization of T may be found in

Section 3.6.

3.3 Local description of the problem

Determining the closure T inside the total space of the canonical extension is really

a local problem, and we may restrict our attention to what happens in a small poly-

disk around each point P ∈ M . Let ∆n ⊆ M be such a neighborhood, with local

holomorphic coordinates t1, . . . , tn centered at the point P in question. We assume

that, in these coordinates, M \M is defined by the equation t1 · · · tr = 0. When P is

a boundary point, we get r > 0, but the case of a point in M is included by taking

r = 0. In any case, we have (∆∗)n ⊆M .

To avoid having to treat various cases based on the value of r, we will restrict the

local system HZ to the set (∆∗)n, and compute the closure of only this piece inside

the total space of the canonical extension over ∆n. We shall argue later, at the end

of Section 3.4, that the result is the same.

The fundamental group of (∆∗)n is isomorphic to Zn. Let H ≃ Zd be the fiber of the

local system at some point in (∆∗)n; by assumption, the monodromy action of Zn on

Zd is by unipotent matrices. Let Tj ∈ AutZ(Zd) be the matrix corresponding to the

j-th standard generator of Zn, and put

Nj = − log Tj =
∞
∑

m=1

1

m
(id−Tj)

m.
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This is well-defined because (id−Tj)m = 0 for large values of m. The matrices Nj

are nilpotent, with rational entries, and commute with one another.

In the given system of coordinates, we now describe how the local system is embedded

into the total space of the canonical extension. To begin with,

Hn → (∆∗)n, (z1, . . . , zn) 7→
(

e2πiz1 , . . . , e2πizn
)

,

is the universal covering space of (∆∗)n. The canonical extension2 of HZ ⊗O(∆∗)n over

∆n is isomorphic to the trivial vector bundle

O∆ns1 ⊕ · · · ⊕ O∆nsd;

here si is the section of HZ ⊗ O(∆∗)n on (∆∗)n whose pullback to Hn is given by the

map

s̃i : Hn → Zd, s̃i(z) = ez1N1+···+znNnei,

ei being one of the standard basis elements of Zd. The total space of the canonical

extension is thus isomorphic to ∆n × Cd, using this frame.

When the local system is pulled back to the universal covering space Hn, it becomes

trivial. At any given point z = (z1, . . . , zn) of Hn, a class h ∈ Zd in the fiber of

the trivial local system has coordinates e−(z1N1+···+znNn)h with respect to the given

framing for the canonical extension. It follows that the point (z, h) ∈ Hn × Zd has

coordinates
(

e2πiz1 , . . . , e2πizn , e−(z1N1+···+znNn)h
)

2See Section 3.1 for a description of Deligne’s construction.

38



in ∆n × Cd. The total space of the local system, when embedded into that of the

canonical extension, is thus the image of the holomorphic map

f : Hn × Zd → ∆n × Cd,

defined by the rule

(z1, . . . , zn, h) 7→
(

e2πiz1 , . . . , e2πizn, e−(z1N1+···+znNn)h
)

. (3.3)

The closure of this image will be computed in the following section.

3.4 Set-theoretic description of the closure

We now determine which points inside the total space of the canonical extension

belong to the closure of the local system. As explained in the previous section, this

is a local question; we chose a neighborhood ∆n ⊆ M of an arbitrary point P ∈ M ,

and study the closure over that neighborhood.

According to the description above, the total space of the local system over (∆∗)n

is the image of the holomorphic map f given in (3.3). As it stands, that map is

not one-to-one; when the real parts xj = Re zj are restricted to 0 ≤ x1, . . . , xn < 1,

however, every point in the image is parametrized only once.

The remainder of this section is devoted to proving the following proposition, which

describes the points in the closure of the image of the map f . As written, it only

makes a statement about points that lie over the origin in ∆n, which is to say over

the point P ∈ M . But as we are free to place P wherever we please, we really get a

description of all the points in the closure.
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Proposition 3.4.1. A point in ∆n×Cd over (0, . . . , 0) ∈ ∆n is in the closure of the

image of f if, and only if, it is of the form

(

0, . . . , 0, e−(w1N1+···+wnNn)h
)

;

here h ∈ Zd is such that a1N1h+ · · ·+anNnh = 0 for some choice of positive integers

a1, . . . , an, while w1, . . . , wn ∈ C can be arbitrary complex numbers.

For each limit point, there is an arc (for suitably small ε > 0)

∆(ε) → ∆n × Cd,

of the form

t 7→
(

ta1e2πiw1 , . . . , tane2πiwn , e−(w1N1+···+wnNn)h
)

,

contained in the image of f for t 6= 0, and passing through the limit point at t = 0.

Proof. One half of this is easy to prove—if h ∈ Zd satisfies a1N1h+ · · ·+ anNnh = 0

for positive integers a1, . . . , an, then every point of the form

(

0, . . . , 0, e−(w1N1+···+wnNn)h
)

is in the closure of the image of f . Indeed, taking the imaginary part of z ∈ H

sufficiently large to have Im(ajz + wj) > 0 for all j, we get

f(a1z + w1, . . . , anz + wn, h) =
(

e2πia1ze2πiw1 , . . . , e2πianze2πiwn , e−
P

(ajz+wj)Njh
)

=
(

ta1e2πiw1 , . . . , tane2πiwn, e−
P

wjNje−z
P

ajNjh
)

=
(

ta1e2πiw1 , . . . , tane2πiwn, e−
P

wjNjh
)

,
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having set t = exp(2πiz). For t 6= 0, these points are all in the image of f ; as t→ 0,

in other words, as Im z → ∞, they approach the point
(

0, . . . , 0, e−(w1N1+···+wnNn)h
)

,

which is consequently in the closure.

To prove the converse, we take a sequence of points in the image that converges to

some point of {(0, . . . , 0)} × Cd, and show that its limit is of the stated form. So let

(

z(m), h(m)
)

=
(

z1(m), . . . , zn(m), h(m)
)

∈ Hn × Zd

be a sequence of points such that f(z(m), h(m)) converges to a point over (0, . . . , 0).

This means that each yj(m) = Im zj(m) is tending to infinity, and that the sequence

of vectors

e−
P

zj(m)Njh(m) ∈ Cd

is convergent as m → ∞. Changing the values of h(m), if necessary, we may in

addition assume that the real parts xj(m) = Re zj(m) satisfy 0 ≤ xj(m) ≤ 1.

In the course of the argument, we shall frequently have to pass to a subsequence of
(

z(m), h(m)
)

. To avoid clutter, this will not be indicated in the notation—in each

case, the subsequence will be denoted by the same letters
(

z(m), h(m)
)

as the original

sequence. Since it should not lead to any confusion, we shall avail ourselves of this

convenient device.

Keeping this convention in mind, we now proceed in several steps.

Step 1 The sequence of real parts xj(m) is bounded, for each j = 1, . . . , n, and we

can thus pass to a subsequence where each xj(m) converges. The vectors

e
P

xj(m)Nje−
P

zj(m)Njh(m) = e−i
P

yj(m)Njh(m)
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still form a convergent sequence in this case, and so the xj(m) really play no role for

the remainder of the argument.

Step 2 While all imaginary parts yj(m) are going to infinity, this may happen at

greatly different rates. To make their behavior more tractable, we use the following

technique, borrowed from the paper by Cattani, Deligne, and Kaplan (1995, p. 494).

Let y(m) =
(

y1(m), . . . , yn(m)
)

. By taking a further subsequence, we can arrange

that

y(m) = τ1(m)θ1 + · · · + τr(m)θr + η(m),

where θ1, . . . , θr ∈ Rn are constant vectors with nonnegative components, and where

the ratios

τ1(m)/τ2(m), . . . , τr−1(m)/τr(m), τr(m) (3.4)

are all going to infinity. The remainder term η(m), on the other hand, is convergent.

We can even assume that

0 ≤ θ1
j ≤ θ2

j ≤ · · · ≤ θrj

for all j; because yj(m) → ∞, all components of the last vector θr have to be positive

real numbers.

Now define

N(m) =
n
∑

j=1

(

yj(m) − ηj(m)
)

Nj .

As in Step 1, the convergence of the expression e−i
P

ηj(m)Nj makes the ηj essentially

irrelevant to the rest of the argument—the sequence

e−iN(m)h(m)
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is still a convergent sequence.

Step 3 For each multi-index α = (α1, . . . , αn) ∈ Nn, we set

Nα =
n
∏

j=1

N
αj

j .

Since the Nj are commuting nilpotent operators, Nα = 0 whenever |α| = α1+· · ·+αn

is sufficiently large.

We can thus let p ≥ 0 be the smallest integer for which there is a subsequence of
(

z(m), h(m)
)

with

Nαh(m) = 0 for all multi-indices α with |α| ≥ p+ 1.

Passing to this subsequence, we find that when |α| = p, the sequence

Nαe−i
P

yj(m)Njh(m) = Nαh(m)

is convergent. However, it takes its values in a discrete set (in fact, there is an integer

M > 0 such that each coordinate of Nαh(m) is in Z[1/M ], and M depends only on

α and the Nj), and so it has to be eventually constant. If we remove finitely many

terms from the sequence, we can therefore achieve that

hα = Nαh(m)

is constant whenever |α| = p. Moreover, we have N(m)hα = 0 by the choice of p.

Step 4 At this point, we can use an inductive argument to get the conclusion of

Step 3 for all multi-indices α with |α| ≤ p. Thus let us assume that we already have
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a subsequence
(

z(m), h(m)
)

for which hα = Nαh(m) is constant and N(m)hα = 0,

whenever α is a multi-index with p′ ≤ |α| ≤ p. If p′ > 0, we now show how to get the

same statement with p′ replaced by p′ − 1.

Consider a multi-index α with |α| = p′ − 1. Then

Nαe−iN(m)h(m) = Nαh(m) − iN(m)Nαh(m)

+

p−p′
∑

s=1

(−i)s+1N(m)s ·N(m)Nαh(m)
(3.5)

is again convergent. Since α+ ej has length p′, we see that

N(m)Nαh(m) =
n
∑

j=1

(

yj(m) − ηj(m)
)

Nα+ejh(m) =
n
∑

j=1

(

yj(m) − ηj(m)
)

hα+ej ;

by the inductive hypothesis, the last term in (3.5) is actually zero.

Thus the sequence Nαh(m) − iN(m)Nαh(m) is itself convergent, implying conver-

gence of its real and imaginary parts separately. As before, the sequence of real parts

Nαh(m) has to be eventually constant, and after omitting finitely many terms, we

can assume that it is constant. Let

hα = Nαh(m)

be that constant value. Then the convergence of the imaginary part

N(m)hα = N(m)Nαh(m) =

r
∑

i=1

τi(m)

n
∑

j=1

θijN
α+ejh(m) =

r
∑

i=1

τi(m)

n
∑

j=1

θijh
α+ej ,

together with the behavior of the τi(m) described in (3.4), shows that

n
∑

j=1

θijh
α+ej = 0

for all i. But this says that, in fact, N(m)hα = 0. The statement is thus proved for

all multi-indices α of length |α| = p′ − 1 as well.
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Step 5 From Step 4, we conclude that, on a suitable subsequence, hα = Nαh(m) is

constant for all α, and satisfies N(m)hα = 0. In particular, h(m) is itself constant,

equal to a certain element h = h(0,...,0) ∈ Zd. Moreover, we have N(m)h = 0 for all

m.

On the one hand, we now find that, along the subsequence we have chosen in the

previous steps, our original convergent sequence simplifies to

e−
P

zj(m)Njh(m) = e−
P

(xj(m)+iηj (m))Nje−iN(m)h = e−
P

(xj(m)+iηj (m))Njh.

If we set wj = limm→∞

(

xj(m)+ iηj(m)
)

, then the limit of the sequence is of the form

e−
P

wjNjh, which was part of the assertion in Proposition 3.4.1.

On the other hand, we conclude from

N(m)h =
r
∑

i=1

τi(m)
n
∑

j=1

θijNjh = 0

that
n
∑

j=1

θijNjh = 0

for all i = 1, . . . , r.

Step 6 By Step 5, we know that the n vectors Njh are linearly dependent; the

coefficients θrj in the relation (for i = r) are positive real numbers. But as the

vectors themselves are in fact in Qd, we can also find a relation with positive rational

coefficients. Taking a suitable multiple, we then obtain positive integers a1, . . . , an

satisfying
n
∑

j=1

ajNjh = 0.
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The remaining assertion of the proposition is thereby established, and this finishes

the proof.

For later use, we record the result of the six steps in the following proposition.

Proposition 3.4.2. Let
(

z(m), h(m)
)

∈ Hn×Zd be a sequence of points with xj(m) =

Re zj(m) ∈ [0, 1], and assume that f
(

z(m), h(m)
)

converges to a point in ∆n × Cd

over (0, . . . , 0) ∈ ∆n. Then there is a subsequence, still denoted
(

z(m), h(m)
)

, for

which h(m) is constant.

A technical point

For the sake of convenience, we had restricted the local system from the open set

U = ∆n ∩M—whose complement in ∆n is the normal crossing divisor with equation

t1 · · · tr = 0—to (∆∗)n, and computed the closure of only this smaller piece. We now

have to argue that this makes no difference for the final result. In the process, we

also show that all points in T \ T lie over the boundary M \M , thereby proving the

second assertion (ii) of Theorem 3.2.1.

So let TU ⊆ U × Cd be the total space of the local system over U ; each connected

component of TU is a covering space of U , and therefore the subset TU ∩
(

(∆∗)n×Cd
)

is itself dense in TU . But from this circumstance, it follows immediately that it has

the same closure in ∆n × Cd as TU . Since TU is already closed inside of U × Cd,

we see in particular that all points of TU \ TU have to lie over the boundary divisor

t1 · · · tt = 0.

Note. This last fact can also be inferred from Proposition 3.4.1. For if we take P to be
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a point in M , the local system is already defined at P , and trivial on a neighborhood

∆n of that point. Consequently, the local monodromy over (∆∗)n is also trivial, and

Proposition 3.4.1 shows that taking the closure is only adding back a copy of Zd over

P . This means that we get back the original fiber (HZ)P of the local system.

3.5 Local analytic equations for the closure

Now that we know which points are in the closure, we need to show that T is an

analytic space. We shall do this by finding explicit local equations, over the same

coordinate neighborhoods that were used in Section 3.4. Consequently, ∆n ⊆M will

continue to denote a neighborhood of an arbitrary point in M , with local holomorphic

coordinates t1, . . . , tn.

It has already been pointed out that the total space of the local system over M has

countably many connected components. Locally, over the much smaller open set ∆n,

those components may break up even further. The map

f : Hn × Zd → ∆n × Cd,

parametrizing the total space of the local system over ∆n, was defined above by the

rule

(z1, . . . , zn, h) 7→
(

e2πiz1 , . . . , e2πizn, e−(z1N1+···+znNn)h
)

.

If we take any element h ∈ H = Zd, the image of

f( , h) : Hn → ∆n × Cd,
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denoted by C(h), is one of the local connected components of the total space T =

T (HZ). Obviously, two such components C(h0) and C(h1) are either the same (which

is the case if h0 and h1 lie in the same Zn-orbit), or disjoint; this means that, typically,

each component is equal to C(h) for infinitely many h ∈ H .

In Proposition 3.4.1, we have described the closure of

⋃

h∈H

C(h)

inside of ∆n×Cd, but only as a set. To show that this closure is actually an analytic

space, we need to give holomorphic equations that define it inside ∆n × Cd. We first

observe that, as a matter of fact,

⋃

h∈H

C(h) =
⋃

h∈H

C(h).

This is because of the description of the closure given in Proposition 3.4.1—any point

in the closure is already in the closure of one of the components C(h).

Next, as would be expected if the closure is an analytic space, only finitely many

of the C(h) can come together at the boundary. This is expressed in the following

lemma.

Lemma 3.5.1. At most finitely many distinct C(h) can meet at any given point in

∆n × Cd.

Proof. Suppose, to the contrary, that infinitely many distinct C(h) met at a certain

point Q of the closure. Such a point Q necessarily lies in the closure of infinitely many

distinct sheets C(h). Moving the center P of the coordinate system, if necessary, we
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may assume that Q is a point over (0, . . . , 0) ∈ ∆n. We can then find a sequence of

points
(

z(m), h(m)
)

∈ Hn×Zd, with 0 ≤ Re zj(m) ≤ 1 for all j = 1, . . . , n, such that

f
(

z(m), h(m)
)

converges to Q, but all h(m) are distinct. But such a sequence cannot

exist by Proposition 3.4.2. This contradiction proves that the number of components

meeting at Q is indeed finite.

We are now ready to determine equations for each of the closed subsets C(h) of

∆n×Cd. Let h ∈ H be an arbitrary element; we will give finitely many holomorphic

equations defining C(h). As before, we break the argument down into several steps.

Step 1 Let Sh ⊆ Zn be the subgroup of elements that leave h invariant. As a

subgroup of a free group, Sh is itself free, say of rank n − k. If k = n, then h

is not invariant under any element in Zn, and so C(h) has to be already closed by

Proposition 3.4.1. Since no points are added when taking the closure, there is nothing

to prove in this case. We shall assume from now on that k < n; then the closure C(h)

is potentially bigger than the original sheet C(h).

Step 2 The quotient Zn/Sh is a free Abelian group.

Proof. Since Zn acts on H = Zd by unipotent transformations, we have

T a11 · · ·T an

n h = h if, and only if, a1N1h + · · ·+ anNnh = 0.

This means that Sh is the kernel of the homomorphism

Zn → Qd, (a1, . . . , an) 7→ a1N1h + · · ·+ anNnh,
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and so the quotient Zn/Sh embeds into Qd. Since Qd is torsion-free, the same has to

be true for Zn/Sh; being finitely generated, Zn/Sh is then actually free.

Step 3 Because of Step 2, we can now find an n× n matrix A, with integer entries

and detA = 1, whose last n− k columns give a basis for the subgroup Sh. We then

introduce new coordinates (w1, . . . , wn) ∈ Cn by the rule

zi =

n
∑

j=1

ai,jwj. (3.6)

Rewriting z1N1 + · · · znNn in the form w1M1 + · · · + wnMn, where each

Mj =
n
∑

i=1

ai,jNi

is still nilpotent, we now have Mk+1h = · · · = Mnh = 0, while the remaining k

vectors M1h, . . . ,Mkh are linearly independent. Instead of f , we can then use the

parametrization

g : V → ∆n × Cd, (w1, . . . , wn) 7→
(

t1, . . . , tn, e
−(w1M1+···+wkMk)h

)

, (3.7)

of the sheet C(h) under consideration; here

tj =
n
∏

s=1

e2πiaj,sws,

and the map g is defined on the open subset V ⊆ Cn where all |tj| < 1.

Step 4 We now analyze the term e−(w1M1+···+wkMk)h in the parametrization g. As

a matter of fact, the map

Ck → Cd, (w1, . . . , wk) 7→ v = e−(w1M1+···+wkMk)h,
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is a closed embedding, because the vectors M1h, . . . ,Mkh are linearly independent.

We will prove this by constructing an inverse—we show that there are polynomials

p1(v), . . . , pk(v) in v = (v1, . . . , vd), such that whenever v is in the image, one has

(w1, . . . , wk) =
(

p1(v), . . . , pk(v)
)

.

Proof. We construct suitable polynomials by induction on the number k of variables.

If k = 0, there is nothing to do. So let us assume that the existence of such polyno-

mials is known for k − 1 ≥ 0 variables, and let us establish it for k.

For any multi-index α = (α1, . . . , αk) ∈ Nk, we write

Mα = Mα1

1 · · ·Mαk

k ;

these matrices are zero whenever |α| is sufficiently large. Among all multi-indices α

with Mαh 6= 0, select one of maximal length |α|. Then |α| ≥ 1, because the vectors

Mjh are in particular nonzero, and without loss of generality we may assume that

αk ≥ 1. We have

Mα−ekv =
(

id−w1M1 − · · · − wk−1Mk−1

)

Mα−ekh− wkM
αh.

Because at least one of the components of Mαh is non-zero, we can now solve for wk

in the form

wk = c1w1 + · · ·+ ck−1wk−1 + l(v),

with c1, . . . , ck−1 ∈ Q, and l(v) a degree-one polynomial in v. Substituting back, we

obtain

el(v)Mkv = e−w1(M1+c1Mk)−···−wk−1(Mk−1+ck−1Mk)h,
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and, by the inductive hypothesis, w1, . . . , wk−1 can now be expressed as polynomials

in the coordinates of the vector el(v)Mkv, since the vectors (Mi + ciMk)h are of course

still linearly independent. It is thus possible to find polynomials in v such that

(w1, . . . , wk−1) =
(

p1(v), . . . , pk−1(v)
)

.

Then wk = c1p1(v)+· · ·+ck−1pk−1(v)+l(v) is also a polynomial in v, and the assertion

is proved.

Step 5 The result of Step 4 now gives us half of the equations for the closed subset

C(h). Indeed, we have seen that if (t, v) ∈ ∆n × Cd is a point of C(h), then it is in

the image of g, and so its v-coordinates satisfy the relation

v = e−(p1(v)M1+···+pk(v)Mk)h. (3.8)

In components, these are d polynomial equations for v = (v1, . . . , vd). The same

equations obviously have to hold for every point in the closure C(h).

Step 6 Next, we turn our attention to the remaining n coordinates (t1, . . . , tn) of

the parametrization g in (3.7). Each is of the form

tj =
n
∏

s=1

e2πiaj,sws.

Letting uj = exp(2πiwj), for j = k + 1, . . . , n, we have

tj = u
aj,k+1

k+1 · · ·u
aj,n

n · e2πi(aj,1w1+···+aj,kwk).

The shape of these products leads us to consider the algebraic map

(C∗)n−k → Cn, (uk+1, . . . , un) 7→ (x1, . . . , xn), (3.9)
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whose coordinates are given by

xj =
n
∏

i=k+1

u
aj,i

i . (3.10)

Because the map is given by polynomials, the (topological) closure of its image is

actually a closed algebraic subvariety of Cn, and as such defined by finitely many

polynomial equations

f1(x1, . . . , xn) = · · · = fe(x1, . . . , xn) = 0.

In fact, because the original map is monomial, each fb(x) can be taken as a binomial

in the variables x1, . . . , xn.
3

Step 7 From Step 6, we can now read off the remaining equations for C(h). Indeed,

a point (t, v) in the image of g has to satisfy the equations

fb

(

t1e
−2πi

P

s≤k a1,sws , . . . , tne
−2πi

P

s≤k an,sws

)

= 0

for b = 1, . . . , e. From Step 4 we know, moreover, that ws = ps(v); therefore

fb

(

t1e
−2πi

P

s≤k a1,sps(v), . . . , tne
−2πi

P

s≤k an,sps(v)
)

= 0 (3.11)

is another set of e holomorphic equations satisfied by the closure C(h).

Step 8 It remains to see that the d + e equations in (3.8) and (3.11) really define

C(h), and not a bigger set. The trivial case is when h is not invariant under any part

3We shall have to say more later about the toric structure of the image.
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of the monodromy; here k = n, and as pointed out in Step 1, C(h) is then already a

closed set, and there is nothing to show. In the remaining case, when k < n, we are

free to place the point P (the center of our coordinate system t1, . . . , tn) anywhere

we like. A moment’s thought shows that it therefore suffices to consider solutions of

the equations over (0, . . . , 0) ∈ ∆n, and to prove that those have to lie in the closure

of C(h).

So consider a point (0, v) ∈ ∆n × Cd that satisfies the equations. On the one hand,

the equations in (3.8) define the image of a closed embedding, as explained in Step 4;

therefore, v = e−(w1M1+···+wkMk)h for a unique point (w1, . . . , wk) ∈ Ck. Letting

w = (w1, . . . , wk, 0, . . . , 0), and going back to the original coordinates z in (3.6), we

get a point (z1, . . . , zn) ∈ Cn such that

v = e−(z1N1+···+znNn)h.

On the other hand, the equations in (3.11) arose from the map defined in Step 6. Now

(3.10) shows that the point (0, . . . , 0) can only be in the closure of the image when

some linear combination of the exponent vectors (a1,i, . . . , an,i), for i = k + 1, . . . , n,

has positive coordinates. Since these vectors generate the subgroup S, we thus get

positive integers a1, . . . , an with

a1N1h + · · ·+ anNnh = 0

But by the description in Proposition 3.4.1, this says exactly that the point (0, v)

belongs to C(h).

In summary, we have established the following two results. First, we can give local

equations for each of the components C(h).
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Proposition 3.5.2. The closure C(h) of the sheet C(h) in ∆n × Cd is an analytic

subset, defined by d+e holomorphic equations in the coordinates (t1, . . . , tn, v1, . . . , vd).

These equations are, firstly,

v = e−(p1(v)M1+···+pk(v)Mk)h.

and, secondly,

fb

(

t1e
−2πi

P

s≤k a1,sps(v), . . . , tne
−2πi

P

s≤k an,sps(v)
)

= 0

for b = 1, . . . , e. In particular, as the closure of the complex submanifold C(h), the

subset C(h) is itself a reduced and irreducible analytic space.

Moreover, because only finitely many components can meet at any given point (by

Lemma 3.5.1), we can conclude that the closure of the image of f is an analytic subset

of ∆n × Cd as well.

Proposition 3.5.3. Let TU be the total space of the local system over the open set

U = M ∩ ∆n. The closure of TU inside of ∆n × Cd is a reduced analytic subset with

countably many irreducible components, each of the form C(h) for some h ∈ Zd.

3.6 Singularities of the closure

The analytic space T , described in Theorem 3.2.1, will in general be singular at points

not in T . This is apparent from the discussion in the previous section—on the one

hand, several of the local components C(h) may be coming together at the boundary

(see Lemma 3.5.1); on the other hand, the local equations of the closure are such that
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singularities have to be expected even for each C(h) itself (see Steps 6 and 7 in the

previous section). There are two possible approaches to this problem—normalization,

and resolution of singularities.

Normalization

For various applications, it is desirable to have at least a normal space; mostly because

it is then possible to extend holomorphic maps that are naturally defined on T to all

of T , by showing that they extend in codimension one. In addition, the normalization

of T is an unexpectedly nice space.

According to the local description of T given in Proposition 3.5.3, the process of

normalizing T has two effects. Firstly, it separates all the local components C(h)

at points where they meet, making them disjoint. Secondly, it normalizes each C(h)

itself. From Step 6 in Section 3.5, we see that C(h) is locally isomorphic to a (typically

non-normal) toric variety. Indeed, the map g in (3.7), whose image is the sheet C(h),

is locally the product of a closed immersion and a map defined by monomials. As

explained in the article by Cox (1995, p. 402), the closure of the image of a monomial

map as in (3.9) is a non-normal toric variety, and after taking the normalization, one

gets a toric variety in the usual sense. It follows that the normalization of each C(h)

is locally (in the analytic topology) isomorphic to a toric variety.

It is known (Fulton, 1993, Proposition on p. 76) that toric varieties in general have

only mild singularities; in particular, the singularities are always rational. Because

the normalization of T is locally toric, it has the same property; we conclude that
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it has at worst rational singularities. Given that T itself was defined by taking a

closure, this is an unexpected circumstance.

Resolution of singularities

A second possibility is to resolve the singularities of T completely. By construction,

the total space T of the local system is a nonsingular dense open subset of T . Its

complement T \ T , being the preimage of the divisor M \M under the holomorphic

projection map from T to M , is a closed analytic subspace. According to the results

of Bierstone and Milman (1997, p. 298), it is possible to resolve the singularities of

T by blowing up, at the same time making the preimage of T \ T into a divisor with

only normal crossing singularities. Since the centers of the blowups can be chosen

to lie outside of T , the resulting complex manifold will still have T as a dense open

subset. Of course, the space one gets is as “canonical” as the resolution process.

Since the normalization of T is locally toric, one can also normalize first, and then use

the older results on desingularizing toroidal embeddings (Kempf et al., 1973, p. 94)

to create a non-singular space from T .

3.7 A universal property of the canonical extension

In this section, we shall give some justification for calling the space T the “canonical

extension” of the local system HZ. The following proposition is the main result in

this direction.

Proposition 3.7.1. Let g : X → M be an arbitrary holomorphic map from a reduced
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and normal analytic space X to M . Assume that the open set X = g−1(M) is dense

in X, and that there is a factorization

T

X
g -

s
-

M

p

?

as in the diagram. Then s extends uniquely to a holomorphic map s : X → T , making

T

X
g -

s
-

M

p

?

commute.

In order to prove this, we shall first reformulate the statement. Let V be the canonical

extension of the flat vector bundle V = OM ⊗ HZ to M ; then T is the closure of T

inside the total space of V . The map s : X → T gives a section of the pullback of

the local system g−1HZ—as well as of the bundle g∗V —over X, that we continue

to denote by s. Now the statement of the proposition is equivalent to saying that s

extends to a section of g∗V over X. Indeed, such an extension (clearly unique if it

exists) gives a map from X to the total space of V , and since X is mapped into T ,

the image has to be contained in the closure T . Thus extending the map s to X is

equivalent to extending the corresponding section s of g∗V .

We now begin the proof by establishing the following special case.

Lemma 3.7.2. The conclusion of Proposition 3.7.1 holds whenever X = ∆ is the

unit disk, and X = ∆∗.

Proof. Let g : ∆ → M be the given morphism. Since the original local system HZ is
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unipotent along M \M , its pullback g−1HZ to ∆∗ has unipotent monodromy around

0 ∈ ∆. Thus the vector bundle g∗V is the canonical extension of O∆∗ ⊗ g−1HZ to ∆.

As we said, it suffices to show that the section s ∈ H0(∆∗, g∗V ) extends to ∆; but

this follows very easily from the construction of the canonical extension. Indeed, if

we let N be the logarithm of the monodromy of g−1HZ on ∆∗, then the description

on p. 37 shows that the total space of g−1HZ, inside that of the bundle g∗V , is given

by the image of the map

H × Zd → ∆∗ × Cd, (z, h) 7→
(

e2πiz , e−zNh
)

,

in a suitable frame of g∗V . The section s corresponds to a monodromy-invariant

element h ∈ Zd, satisfying Nh = 0, and so the whole sheet ∆×{h} lies in the closure

of the image. This shows that s extends over 0, proving the lemma.

We can now turn to proving Proposition 3.7.1 in general. Let g : X → M be the

given map, and set Z = X \ X. As before, s ∈ H0(X, g∗V ) denotes the section

of the pullback bundle corresponding to the given factorization. In order to show

that s extends holomorphically to all of X, it suffices to show that it extends in

codimension one, since X is normal (Narasimhan, 1966, p. 118). The singular locus

ofX has codimension at least two; it is therefore enough to prove that s extends across

those points P ∈ Z where both Z and X are nonsingular, and codimP (Z,X) = 1.

This is a local question, and after choosing suitable local coordinates z1, . . . , zm on a

small neighborhood U of P in X, we can assume that Z∩U is defined by the equation

zm = 0. Applying the lemma to maps of the form

∆ → U, t 7→ (z1, . . . , zm−1, t),
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we see that the section s extends across P . This completes the proof of the proposi-

tion.

Note. Since T itself is usually not a normal space, Proposition 3.7.1 is not quite as

strong as one might like it to be. It is, however, easy to find examples of maps

from non-normal spaces X to M (for instance, taking X to be a nodal curve) where

the statement is false. This suggests that the normalization of T is the space that

deserves to be called the “canonical extension” of the local system HZ.
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CHAPTER 4

PRIMITIVE COHOMOLOGY AND THE TUBE

MAPPING

4.1 Surjectivity of the tube mapping

Let X be a nonsingular complex projective variety. In this section, we first review the

Lefschetz theorems about the relationship between the cohomology of X and that of

a smooth hyperplane section. We then give a precise definition of the tube mapping,

which produces primitive cohomology classes on X from monodromy-invariant classes

on a hypersurface. The main result, Theorem 4.1.1, is that all the primitive coho-

mology is generated in that way, at least when the dimension of X is odd. Whether

this also holds for even-dimensional varieties is an open question.

Review of the Lefschetz theorems

Before giving the definition of the tube mapping, it will be helpful to review briefly

the relationship between the cohomology of X and that of a smooth hyperplane

section S = H ∩X; a more comprehensive discussion can be found in Voisin (2002,

Section 13). Let us write i : S → X for the inclusion map; we also let d = dimX be

the complex dimension of X. Then Lefschetz’ Hyperplane Theorem states that the
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restriction map i∗ : Hk(X,Q) → Hk(S,Q) is an isomorphism for k < dimS = d − 1,

and injective for k = d− 1. One also has direct sum decompositions

Hd−1(S,Q) = i∗Hd−1(X,Q) ⊕Hd−1(S,Q)van

and

Hd(X,Q) = i∗H
d−2(S,Q) ⊕Hd(X,Q)prim

by using the vanishing cohomology of S and the primitive cohomology of X, respec-

tively. The primitive cohomology is the subspace

Hd(X,Q)prim = ker
(

i∗ : Hd(X,Q) → Hd(S,Q)
)

= ker
(

L : Hd(X,Q) → Hd+2(X,Q)
)

,

where we have denoted the Lefschetz operator ω 7→ [S] ∪ ω by L. The vanishing

cohomology, on the other hand, is given by

Hd−1(S,Q)van = ker
(

i∗ : Hd−1(S,Q) → Hd+1(X,Q)
)

.

Both decompositions above are orthogonal with respect to the intersection pairings on

S and X; moreover, Poincaré duality gives isomorphisms Hk(X,Q) ≃ H2d−k(X,Q)∨

for all k. It follows that all the cohomology groups of X are determined by the coho-

mology of the hyperplane section S, with the exception of the primitive cohomology

Hd(X,Q)prim in degree d.

The tube mapping

It should now be clear that some construction is needed that produces primitive

cohomology classes on X from data on a hyperplane section X ∩ H . The “tube
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mapping,” alluded to in the introduction, does just that. We now give a precise

definition of this mapping; this is most easily done in homology. Fix a Lefschetz

pencil of hypersurfaces on X, and let B ⊆ P1 be the subset of the base over which

the hypersurfaces are nonsingular. Also fix a base point 0 ∈ B, and let S0 ⊆ X be

the corresponding hypersurface. The fundamental group G = π1(B, 0) of B then acts

by monodromy on the homology Hd−1(S0,Q) of the fiber.

Whenever a cycle α ∈ Hd−1(S0,Q) is invariant under the action of some loop g ∈ G,

we can use it to produce a homology class in Hd(X,Q), as follows. The element g

can be represented by an immersion S1 → B. Moving α along the circle traces out a

d-chain on X, which is actually closed because α is g-invariant. The resulting d-cycle

is unique up to elements of Hd(S0,Q); we thus get the tube mapping τ as

⊕

g∈G

{

α ∈ Hd−1(S0,Q)
∣

∣ g · α = α
}

→ Hd(X,Q)
/

Hd(S0,Q).

By using Poincaré duality, this construction can equally well be done on the level

of cohomology; there, it takes its image in the primitive cohomology Hd(X,Q)prim ,

which is dual to the quotient Hd(X,Q)
/

Hd(S0,Q).

The purpose of this chapter is to prove the following result.1

Theorem 4.1.1. Let X be a smooth complex projective variety of odd dimension

(2n + 1). As above, let B ⊆ P1 be the smooth locus of an arbitrary Lefschetz pencil

1A rigorous definition of the tube mapping may be found in Section 4.6.
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on X; let S0 be the hypersurface corresponding to some base point 0 ∈ B, and write

G = π1(B, 0) for the fundamental group of B. Then the tube mapping

τ :
⊕

g∈G

{

α ∈ H2n(S0,Q)van
∣

∣ g · α = α
}

→ H2n+1(X,Q)prim

is surjective.

The theorem will be proved in the course of the following four sections. The major

steps are contained in Proposition 4.2.4 and Proposition 4.5.1, and the proof is finally

brought to an end in Section 4.6. The core of the argument is Proposition 4.5.1 about

the group cohomology of a certain class of representations of G, the cohomology

H2n(S0,Q)van being a special case. This result is also the reason why we have to

restrict ourselves to the case of an odd-dimensional variety X; the essential differences

that arise when dimX is even are discussed in Section 4.7 below.

4.2 Background on the cohomology of Lefschetz pencils

Before beginning the proof, we fix some notation. Let X be a nonsingular complex

projective variety of dimension (2n + 1). Take an arbitrary Lefschetz pencil of hy-

persurface sections of X, i.e., a line P1 ⊆ P transverse to X∨. The base locus of

the pencil is a certain nonsingular (2n− 1)-fold Z ⊆ X; blowing up along Z gives a

family

π̄ : S̄ = BlZ(X) → P1

of hypersurfaces St, for t ∈ P1. Let D ⊆ P1 be the finite set of points over which the

fibers are singular, and let B = P1 \D be the complement; then π : S = π̄−1(B) → B

is a smooth and projective morphism.
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We first review several results about the cohomology of S; these are well-known,

and may for instance be found in Lewis (1999, Lecture 14). So let S = St, for some

t ∈ D, be one of the singular fibers of the Lefschetz pencil; S has exactly one ordinary

double point singularity. We write X̃ for the blow-up of X at the singular point of

S; the strict transform S̃ of S is then nonsingular, and meets the exceptional divisor

E ≃ P2n in a nonsingular hypersurface of degree 2. Here is a diagram of all the

relevant maps:

S̃
p - S

j - S̄

X

σ

?

i

-q
-

Lemma 4.2.1. The pullback map q∗ : H2n−1(X,Q) → H2n−1(S̃,Q) is surjective.

Proof. Applying Lemma 4.8.1 to the diagram

S̃ ∪E - X̃

S
? i - X

?

and noting that each map Hk(X,Q) → Hk(X̃,Q) is injective, we get a short exact

sequence

0 - Hk(X,Q) - Hk(S,Q) ⊕Hk(X̃,Q) - Hk(S̃ ∪E,Q) - 0

for every integer k. Because X̃ is the blow-up of X at a point, the pullback map

H2n−1(X,Q) → H2n−1(X̃,Q) is an isomorphism. It follows that the map

H2n−1(S,Q) → H2n−1(S̃ ∪E,Q) (4.1)

is an isomorphism, too.
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On the other hand, S̃ ∪E has only normal crossing singularities, and as explained in

the article by Griffiths and Schmid (1975, p. 71), its cohomology can be computed by

a spectral sequence, on whose E1-page the only non-zero entries are

E0,q
1 = Hq(S̃,Q) ⊕Hq(E,Q) and E1,q

1 = Hq(S̃ ∩ E,Q).

Since S̃∩E is a nonsingular hypersurface of degree two in E ≃ P2n, one has E1,2n−1
1 =

H2n−1(S̃ ∩ E,Q) = 0, which implies that E0,2n−1
∞ = H2n−1(S̃,Q). Therefore the

restriction map

H2n−1(S̃ ∪ E,Q) → H2n−1(S̃,Q) (4.2)

is surjective as well.

Lefschetz’ Theorem, applied to the very ample hypersurface S ⊆ X, together with

(4.1) and (4.2), now shows that the map q∗, which is the composition

H2n−1(X,Q)
≃
−→ H2n−1(S,Q) → H2n−1(S̃,Q)

is a surjection.

Lemma 4.2.2. With respect to the intersection pairing, the image of the composed

map

H2n+1
S (S̄,Q) → H2n+1(S̄,Q)

σ∗−→ H2n+1(X,Q)

is orthogonal to the primitive cohomology H2n+1(X,Q)prim .

Proof. Let us denote the map in the statement by λ. There is a perfect pairing

H2n+1
S (S̄,Q) ⊗H2n+1(S,Q) → Q,
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because S̄ is compact and nonsingular (Peters and Steenbrink, 2008, Corollary 6.28

on p. 157), and therefore

H2n+1
S (S̄,Q) ≃ H2n+1(S,Q)∨.

With this isomorphism, and with the intersection pairing on H2n+1(X,Q), the map

λ is dual to the restriction map i∗ : H2n+1(X,Q) → H2n+1(S,Q); in particular, imλ

is perpendicular, with respect to the intersection pairing, to the space

P = ker
(

i∗ : H2n+1(X,Q) → H2n+1(S,Q)
)

.

To establish the lemma, it is thus sufficient to prove that P = H2n+1(X,Q)prim .

Both H2n+1(S,Q) and H2n+1(S̃,Q) carry mixed Hodge structures, and

ker
(

p∗ : H2n+1(S,Q) → H2n+1(S̃,Q)
)

= W2nH
2n+1(S,Q).

Because the mixed Hodge structure on H2n+1(X,Q) is pure of weight (2n + 1), it

follows that P = ker
(

p∗ ◦ i∗
)

= ker q∗.

Now let ω ∈ H2n+1(X,Q) be an arbitrary element. For each α ∈ H2n−1(X,Q), we

compute

∫

S̃

q∗ω ∪ q∗α =

∫

X

q∗[S̃] ∪ ω ∪ α =

∫

X

[S] ∪ ω ∪ α =

∫

X

L(ω) ∪ α,

where L : H2n+1(X,Q) → H2n+3(X,Q) is the Lefschetz operator associated to the

given projective embedding of X. Since we have H2n−1(S̃,Q) = q∗H2n−1(X,Q) by

Lemma 4.2.1, we see that ω lies in P = ker q∗ if, and only if, L(ω) = 0. But

this condition defines the primitive cohomology, and so P = H2n+1(X,Q)prim , which

finishes the proof.
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Lemma 4.2.3. The pullback map H2n+1(X,Q) → H2n+1(S,Q) is injective.

Proof. Let K denote the kernel of the map from H2n+1(X,Q) to H2n+1(S,Q). We

need to show that K = 0. Let σ : S̄ → X be the blow-up map; then H2n+1(X,Q) is

a direct summand of H2n+1(S̄,Q), via the two maps σ∗ and σ∗. The exact sequence

⊕

t∈D

H2n+1
St

(S̄,Q) - H2n+1(S̄,Q) - H2n+1(S,Q)

shows that K is contained in the image of the composition

⊕

t∈D

H2n+1
St

(S̄,Q) → H2n+1(S̄,Q)
σ∗−−−→ H2n+1(X,Q).

By Lemma 4.2.2 above, that image is perpendicular to the primitive cohomology

H2n+1(X,Q)prim .

On the other hand, S contains every nonsingular fiber S ′ of the pencil, and therefore

K ⊆ ker
(

H2n+1(X,Q) → H2n+1(S ′,Q)
)

= H2n+1(X,Q)prim

is at the same time contained in the primitive cohomology of X. Thus we find that

K = 0, proving the injectivity of the restriction map.

Finally, here is the result about the cohomology of S that we are after. The injectivity

of the map is the first step towards proving Theorem 4.1.1, because it shows that

primitive cohomology classes on X are faithfully represented on the Lefschetz pencil.

Proposition 4.2.4. The Leray spectral sequence gives an injective map

H2n+1(X,Q)prim → H1(B,R2nπ∗Qvan). (4.3)
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Proof. In the Leray spectral sequence for the map π,

Epq
2 = Hp(B,Rqπ∗Q) =⇒ Hp+q(S,Q),

all terms with p ≥ 2 vanish because B has the homotopy type of a one-dimensional

CW-complex. We thus have a short exact sequence

0 - H1(B,R2nπ∗Q) - H2n+1(S,Q) - H0(B,R2n+1π∗Q) - 0.

Since the kernel of the composition

H2n+1(X,Q) → H2n+1(S,Q) → H0(B,R2n+1π∗Q)

is exactly the primitive cohomology H2n+1(X,Q)prim , we get an induced map

H2n+1(X,Q)prim → H1(B,R2nπ∗Q),

and Lemma 4.2.3 implies that it is injective, because the original map to H2n+1(S,Q)

was injective. The decomposition

H2n(S ′,Q) ≃ H2n(X,Q) ⊕H2n(S ′,Q)van

of the cohomology of any smooth hypersurface section S ′ ⊆ X gives a corresponding

decomposition

H1(B,R2nπ∗Q) = H1(B,Q) ⊗H2n(X,Q) ⊕H1(B,R2nπ∗Qvan).

Since any class in H2n+1(X,Q)prim obviously goes to zero in the first summand, we

finally have an injective map H2n+1(X,Q)prim → H1(B,R2nπ∗Qvan) as claimed.
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Note. It should be observed that Proposition 4.2.4, as stated, is no longer true if

dimX is even. Indeed, as pointed out by Voisin, any even-dimensional quadric gives

an example of this. For if Q ⊆ P2k+1 is a smooth hypersurface of degree two, then

every smooth hyperplane section Q ∩ H satisfies H2k−1(Q ∩ H,Q)van = 0. Since Q

does have nontrivial primitive cohomology, the mapping in (4.3) fails to be injective.

On the other hand, the proposition remains true if the hypersurface sections are

sufficiently ample. This observation forms the content of the next section.

4.3 An application of Nori’s Connectivity Theorem

Clemens observed that one can obtain the result of Section 4.2 more easily—and in

greater generality—by using Nori’s Connectivity Theorem, provided one is willing to

assume that the degree of the hypersurface sections is large. We give a short proof of

that fact in this section.

We shall let d = dimX ≥ 2 be the dimension of the smooth projective variety X;

in this section, it is not necessary to assume that d is odd. We fix a very ample

line bundle L on X, and let P = P
(

H0(X,L )∨
)

be the parameter space for hy-

persurface sections of X by L . As usual, π : X → P is the universal hypersurface,

and πsm : Xsm → P sm its restriction to the open set P sm ⊆ P parametrizing smooth

hypersurfaces.

Nori’s Connectivity Theorem (Voisin, 2002, Section 20.1) is the statement that the

restriction map

Hk
(

P sm ×X,Q
)

→ Hk
(

Xsm ,Q
)

(4.4)
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is an isomorphism for all k ≤ 2d− 3, and injective for k = 2d − 2, provided the line

bundle L is sufficiently ample. We assume from now on that L is ample enough for

(4.4) to hold.

The following result is an easy consequence of Nori’s theorem.

Proposition 4.3.1 (Clemens). The Leray spectral sequence for the map πsm gives a

natural map

Hd(X,Q)prim → H1
(

P sm , Rd−1πsm
∗ Qvan

)

.

It is an isomorphism if d ≥ 3, and injective if d = 2.

Proof. We consider the Leray spectral sequence for the smooth projective map πsm ,

given by

Ep,q
2 = Hp

(

P sm , Rqπsm
∗ Q

)

=⇒ Hp+q
(

Xsm ,Q
)

.

Writing Lk for the induced filtration on the cohomology of Xsm , we have (for each

p ≥ 0) a short exact sequence

Lp+1Hd
(

Xsm ,Q
)

⊂ - LpHd
(

Xsm ,Q
)

-- Hp
(

P sm , Rd−pπsm
∗ Q

)

,

because the spectral sequence degenerates at the E2-page by a theorem of Deligne

(Voisin, 2002, p. 379).

A similar result is true for the map prP sm : P sm ×X → P sm ; since the Leray spectral

sequence is functorial, we get for all p ≥ 0 a commutative diagram

Lp+1Hd
(

P sm ×X
)

⊂ - LpHd
(

P sm ×X
)

-- Hp
(

P sm
)

×Hd−p(X)

Lp+1Hd
(

Xsm
)

rp+1

?
⊂ - LpHd

(

Xsm
)

rp
?

-- Hp
(

P sm , Rd−pπsm
∗ Q

)

qp
?
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with exact rows (all cohomology groups are with Q-coefficients).

We now analyze this diagram. For p ≥ 2, the map Hd−p(X,Q) → Hd−p(H ∩ X,Q)

is an isomorphism for every smooth hypersurface section H ∩H ⊆ X, by Lefschetz’

Theorem; thus qp is an isomorphism for p ≥ 2. An easy induction, combined with

the Five Lemma, shows that rp is therefore an isomorphism for p ≥ 2 as well.

For p = 1, we have

L2Hd
(

P sm ×X
)

⊂ - L1Hd
(

P sm ×X
)

-- H1
(

P sm
)

×Hd−1(X)

L2Hd
(

Xsm
)

≃

?
⊂ - L1Hd

(

Xsm
)

r1
?

-- H1
(

P sm , Rd−1πsm
∗ Q

)

q1
?

and since Hd−1(H ∩ X,Q) ≃ Hd−1(X,Q) ⊕ Hd−1(H ∩ X,Q)van whenever H ∩ X is

nonsingular, we obtain an isomorphism

coker r1 ≃ coker q1 ≃ H1
(

P sm , Rd−1πsm
∗ Qvan

)

. (4.5)

Finally, we consider the diagram for p = 0:

L1Hd
(

P sm ×X
)

⊂ - Hd
(

P sm ×X
)

-- H0
(

P sm
)

×Hd(X)

L1Hd
(

Xsm
)

r1
?

⊂ - Hd
(

Xsm
)

r0
?

-- H0
(

P sm , Rdπsm
∗ Q

)

q0
?

By Nori’s theorem, the map r0 is an isomorphism if 2d − 3 ≥ d, equivalently d ≥ 3,

and at least injective if d = 2. The Snake Lemma now gives an isomorphism

ker q0 ≃ coker r1. (4.6)

Since we clearly have ker q0 ≃ Hd(X,Q)prim , we obtain a natural map

Hd(X,Q)prim → H1
(

P sm , Rd−1πsm
∗ Qvan

)

,
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which is injective if d = 2, and an isomorphism for d ≥ 3.

The result of the previous section now follows easily, by noting that for a Lefschetz

pencil with base P1 ⊆ P , the map π1

(

P1∩P sm
)

→ π1

(

P sm
)

on fundamental groups is

surjective by Zariski’s Theorem (Voisin, 2002, p. 351). Consequently, the composition

Hd(X,Q)prim → H1
(

P sm , Rd−1πsm
∗ Qvan

)

→ H1
(

P1 ∩ P sm , Rd−1πsm
∗ Qvan

)

is injective for all d ≥ 2.

Remark. Together with the comments made in Section 4.1, the proposition expresses

the well-known fact that the cohomology ring H∗(X,Q) of X can be reconstructed

from the following data:

(i) The cohomology ring H∗(D,Q) of a smooth hypersurface section D = H ∩ X

of sufficiently high degree.

(ii) The cohomology class [D]
∣

∣

D
∈ H2(D,Q).

(iii) The representation of the fundamental group G = π1

(

P sm
)

on the vector space

V = Hd−1(D,Q)van , more precisely its first group cohomology H1(G, V ).

To see this, note that knowing the class in (ii) gives the decomposition of Hd−1(D,Q)

into vanishing cohomology and Hd−1(X,Q). Thus (i) and (ii) together determine

everything but the primitive cohomology Hd(X,Q)prim . But according to Proposi-

tion 4.3.1, we have

Hd(X,Q)prim ≃ H1
(

P sm , Rd−1πsm
∗ Qvan

)

≃ H1(G, V ),

where the second isomorphism is explained in Section 4.4.
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4.4 Translation of the problem into group cohomology

Returning to the original Lefschetz pencil from Section 4.2, we now choose the coor-

dinates on P1 in such a way that the singular locus is given by D =
{

P1, . . . , Pm,∞
}

,

with all Pi 6= 0. The fundamental group G = π1(B, 0) is isomorphic to a free group

on m generators; in fact, a set of generators is given by taking, for each i = 1, . . . , m,

a loop gi that goes exactly once around Pi with positive orientation, but not around

any of the other Pj, nor around ∞.

The local system R2nπ∗Qvan corresponds to a representation of the group G on the

Q-vector space V = H2n(S0,Q)van . Now the first cohomology group of a local system

can always be computed from the group cohomology of the representation V alone;

it is a fact that

H1(B,R2nπ∗Qvan) ≃ H1(G, V ).

If we write

Z1(G, V ) =
{

φ : G→ V
∣

∣ φ(gh) = gφ(h) + φ(g) for all g, h ∈ G
}

for the space of 1-cocyles, and

B1(G, V ) =
{

φ : G→ V
∣

∣ there is v ∈ V with φ(g) = gv − v for all g ∈ G
}

for the space of 1-coboundaries, then H1(G, V ) = Z1(G, V )
/

B1(G, V ).

Thus Proposition 4.2.4 gives us an injective map

H2n+1(X,Q)prim → H1(G, V )
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into the first group cohomology of the representation V . The original problem —

whether all the primitive cohomology of X is generated by the tube mapping—is

now equivalent to the following question.

Question. Is every nontrivial element in H1(G, V ) detected by a single loop g ∈ G?

In other words, given a nonzero element φ ∈ H1(G, V ), can we always find some

g ∈ G, so that φ(g) is not in the image of g − id?

If X is of odd dimension, we prove in Section 4.5 that the question has a positive

answer. In Section 4.6, we show that this, in turn, implies Theorem 4.1.1.

For an arbitrary representation, the question has a negative answer (an example is

given on p. 80 below). In our case, however, the representation V is very special:

There are distinguished elements u1, . . . , um ∈ V—the vanishing cycles at m of the

singular fibers of the pencil—for which the Picard-Lefschetz formula

gi · v = v +
〈

ui, v
〉

ui

holds (Voisin, 2002, Théorème 15.16 on p. 345). The pairing
〈

,
〉

that occurs in

the formula is related to the intersection pairing on the hypersurface S0 ⊆ X by the

identity

〈u, v〉 = (−1)n+1

∫

S0

u ∪ v.

Moreover, each vanishing cycle ui has self-intersection number
〈

ui, ui
〉

= −2. In the

following section, we prove a general statement about the first group cohomology of

this type of representation, and use it to finish the proof of Theorem 4.1.1.
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4.5 The group cohomology of certain representations

At this point, abstracting from the specific question in Section 4.4 leads to some

simplification. If we retain only the essential features of the problem, we arrive at the

following situation. Let V be a finite-dimensional Q-vector space with a symmetric

bilinear form (u, v) 7→ 〈u, v〉. Let G be the free group on n generators g1, . . . , gm, and

assume that G acts on V , in such a way that

gi · v = v +
〈

ui, v
〉

ui (v ∈ V )

for certain distinguished elements u1, . . . , um ∈ V satisfying
〈

ui, ui
〉

= −2. This

implies that each g2
i acts trivially on V . If g ∈ G is any element, we shall write gZ

for the subgroup of G generated by g.

For this particular class of representations, we have the following injectivity result.

Proposition 4.5.1. Let V be a representation of the free group G, subject to the

assumptions stated above. Then the restriction map

R : H1(G, V ) →
∏

g∈G

H1
(

gZ, V
)

is injective.

Proof. Let φ ∈ Z1(G, V ) represent an arbitrary class in the kernel of R. This means

that for every g ∈ G, there is some v ∈ V (depending on g, of course), such that

φ(g) = gv − v.

To prove that R is injective, we need to show that φ ∈ B1(G, V ).
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We shall do this in two steps. Re-indexing the generators g1, . . . , gm of G, if nec-

essary, we may assume that the vectors u1, . . . , up are linearly independent, while

up+1, . . . , um are linearly dependent on u1, . . . , up.

Step 1 We prove that φ may be modified, by subtracting a suitable element of

B1(G, V ), to get φ(gi) = 0 for i = 1, . . . , p.

By assumption, there is some vector v ∈ V such that

φ(gp · · · g1) = gp · · · g1v − v;

subtracting from φ the element (g 7→ gv − v) of B1(G, V ), we can arrange that

φ(gp · · · g1) = 0. For each i = 1, . . . , p, there is now some vi ∈ V with

φ(gi) = givi − vi =
〈

ui, vi
〉

ui = aiui,

where ai =
〈

ui, vi
〉

∈ Q. By induction, one easily shows that

0 = φ(gp · · · g1) =

p
∑

k=1

bkuk,

with coefficients bk that satisfy the recursive relations

b1 = a1 and bk+1 = ak+1 +
k
∑

i=1

〈

uk+1, ui
〉

bi.

But u1, . . . , up are linearly independent, and therefore b1 = · · · = bp = 0. This gives

a1 = · · ·ap = 0, and so we obtain φ(gi) = 0 for i = 1, . . . , p.

Note. This can be proved more quickly, if one is willing to add the assumption that the

pairing is non-degenerate. The argument goes as follows. For each i = 1, . . . , p, there

is a vector vi ∈ V with φ(gi) = givi − vi =
〈

ui, vi
〉

ui = aiui, where ai =
〈

ui, vi
〉

∈ Q.
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Since the vectors v1, . . . , vp are linearly independent, and since the pairing 〈 , 〉 is

non-degenerate, we can find some v ∈ V with
〈

ui, v
〉

= ai for i = 1, . . . , p. Subtracting

from φ the element (g 7→ gv − v) of B1(G, V ), we then get φ(g1) = · · · = φ(gp) = 0.

Step 2 Having thus modified φ, we show that now φ = 0. For this, we only need to

prove that φ(gi) = 0 for i = p+ 1, . . . , n, because all the gi together generate G. By

symmetry, it obviously suffices to consider just gp+1. Since up+1 is linearly dependent

on u1, . . . , up, we can write

up+1 =

p
∑

i=1

aiui

for certain coefficients ai ∈ Q; these are subject to the condition that

−2 =
〈

up+1, up+1

〉

=
∑

ij

ai
〈

ui, uj
〉

aj .

If we let a be the column vector with coordinates ai, and U the p × p-matrix with

entries Uij = −
〈

ui, uj
〉

, we can write that condition in the form

a†Ua = 2. (4.7)

As before, there is a vector v ∈ V with φ(gp+1) = gp+1v − v =
〈

up+1, v
〉

up+1, and if

we set η =
〈

up+1, v
〉

∈ Q, we have

φ(gp+1) = η ·

p
∑

k=1

akuk.

We may also find w ∈ V such that

φ(g1 · · · gpgp+1) = g1 · · · gpgp+1w − w.
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Now φ(gi) = 0 for i = 1, . . . , p, and so we get φ(g1 · · · gpgp+1) = g1 · · · gpφ(gp+1); this

gives us

φ(gp+1) = gp · · · g1 ·
(

g1 · · · gpgp+1w − w
)

=
(

gp+1w − w
)

−
(

gp · · · g1w − w
)

=
〈

up+1, w
〉

up+1 −
(

gp · · · g1w − w
)

=

p
∑

i,j=1

aixiajuj −
(

gp · · · g1w − w
)

,

with the abbreviations xi =
〈

ui, w
〉

. By induction, one proves that gp · · · g1w − w =

∑

cjuj, where

c1 = x1 and ck+1 = xk+1 −
k
∑

i=1

Uk+1,i · ci. (4.8)

We thus get the relation

η ·

p
∑

j=1

ajuj =

p
∑

i,j=1

aixiajuj −

p
∑

j=1

cjuj .

As u1, . . . , up are linearly independent, we deduce that

ηaj =

p
∑

i=1

aixiaj − cj

for all j = 1, . . . , p, which we can write as a vector equation

η · a = a†x · a− c. (4.9)

The recursive relations in (4.8) for the cj can be put into the form x = Sc, where S

is a lower-triangular matrix with entries

Sij =































Uij if i > j,

1 if i = j,

0 if i < j.
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But now U = S+S†, because U is symmetric and has twos along the diagonal. From

(4.7), we find that

2 = a†Ua = a†Sa+ a†S†a = 2a†Sa,

and so a†Sa = 1. Now apply a†S to the equation in (4.9) to get

η = a†Sa · η = a†x · a†Sa− a†Sc = a†x− a†Sc = a†(x− Sc) = 0.

This shows that φ(gp+1) = η · up+1 = 0, and we have our result.

An example where Proposition 4.5.1 fails

It should be pointed out that the restriction map is in general not injective without

some assumptions on the representation of G on V . Here is a simple example of this

phenomenon.2 Let G = Z2 be the free Abelian group on two generators, acting on

V = Q3 by the two commuting matrices

A1 =













1 0 1

0 1 0

0 0 1













and A2 =













1 2 2

0 1 2

0 0 1













.

Define φ : G→ V by the rule φ(a, b) = (a, 0, 0). One easily verifies that φ is a non-zero

element in H1(G, V ), but that it goes to zero under the restriction map

H1(G, V ) →
∏

g∈G

H1
(

gZ, V
)

.

Thus Proposition 4.5.1 does not remain true for arbitrary representations.

2Similarly, any singularity of an admissible normal function near a normal crossing divisor provides
an example. See 7.3.1 for details about normal functions and admissibility.
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4.6 Completing the proof of the main theorem

In this section, we finish the proof of Theorem 4.1.1 about the surjectivity of the tube

mapping. After combining the results of Proposition 4.2.4 and Proposition 4.5.1, we

find that there is an injective map

H2n+1(X,Q)prim →
∏

g∈G

H1
(

gZ, V
)

,

where G = π1(B, 0) is now again the fundamental group of the projective line minus

(m + 1) points. Because H2n+1(X,Q)prim is finite-dimensional, one easily sees that

the dual map
⊕

g∈G

H1
(

gZ, V
)

∨ → H2n+1(X,Q)∨prim

has to be surjective. If we use the explicit description for the first group cohomology,

and the isomorphism between V and V ∨ given by the intersection pairing, we find

that

H1
(

gZ, V
)

∨ ≃
{

v ∈ V
∣

∣ g · v = v
}

Moreover, the space H2n+1(X,Q)prim is its own dual under the intersection pairing

on X; in total, we therefore get a surjective map

⊕

g∈G

{

α ∈ H2n(S0,Q)van
∣

∣ g · α = α
}

→ H2n+1(X,Q)prim (4.10)

that we shall denote by T for the time being. To complete the proof, we need to

show that T is the tube mapping used in Theorem 4.1.1; because of the various

isomorphisms in the construction, this is not entirely obvious.
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Cohomological description of the tube mapping

We are now going to show that the map T in (4.10) is indeed the tube mapping, in

its cohomological version. Let us revert to writing d = dimX during the proof. It is

clear from the above that we always have a map3

T :
⊕

g∈G

{

α ∈ Hd−1(S0,Q)van
∣

∣ g · α = α
}

→ Hd(X,Q)prim , (4.11)

and we are now going to describe T very concretely.

We shall consider the effect of the map T on a single summand in (4.11). So fix a

particular element g ∈ G = π1(B, 0); the corresponding component of T is then

Tg :
{

α ∈ Hd−1(S0,Q)van
∣

∣ g · α = α
}

→ Hd(X,Q)prim .

Choose an immersion of manifolds S1 → B that represents the element g ∈ π1(B, 0)

and sends the point 1 ∈ S1 to the base point 0 ∈ B. Let Sg be the smooth real

(2d − 1)-manifold obtained by pulling the family S → B back to S1. We are going

to use the following three maps:

S0
ig - Sg

fg - X

S1

πg

?
(4.12)

As we have seen in Proposition 4.2.4, the Leray spectral sequence for the map π : S →

B degenerates at E2, and gives rise to a short exact sequence for the cohomology of

S. The same is true for the map πg : Sg → S1; because the spectral sequence is

3When d = 2n + 1 is odd, we know that T is injective; but this plays no result in describing the
map more concretely.

82



functorial for the inclusion Sg → S, we get the following commutative diagram with

exact rows:

0 - H1
(

B,Rd−1π∗Q
)

- Hd(S,Q) - H0
(

B,Rdπ∗Q
)

- 0

0 - H1
(

S1, Rd−1πg∗Q
)

?
- Hd(Sg,Q)

?
- H0

(

S1, Rdπg∗Q
)

?
- 0

Topologically, πg is a fiber bundle with fiber S0; because of this, the bottom row in

the diagram is isomorphic to

0 - Hd−1(S0,Q)

(g − id)Hd−1(S0,Q)

ig∗- Hd(Sg,Q)
i∗g-

(

Hd(S0,Q)
)g - 0,

which is part of the usual exact sequence for a fiber bundle over S1.

Now Tg is dual to T∨
g : Hd(X,Q)prim → Hd−1(S0,Q)

/

(g − id)Hd−1(S0,Q). Because

of the commutativity of the above diagram, T∨
g has the property that

ig∗T
∨
g (ω) = f ∗

g (ω)

for each ω ∈ Hd(X,Q)prim ; as we have seen above, T∨
g actually takes its image inside

the vanishing cohomology. Whenever α ∈ Hd−1(S0,Q)van is a class with g · α = α,

we can now compute Tg(α). Indeed, for each ω as above, one has

∫

X

Tg(α) ∪ ω =

∫

S0

α ∪ T∨
g (ω).

Since α is invariant under g, one can choose α̃ ∈ Hd−1(Sg,Q) with i∗g(α̃) = α; then

∫

S0

i∗g(α̃) ∪ T∨
g (ω) =

∫

Sg

α̃ ∪ ig∗T
∨
g (ω) =

∫

Sg

α̃ ∪ f ∗
g (ω) =

∫

X

fg∗(α̃) ∪ ω (4.13)

Thus we find that

Tg(α) = primitive part of fg∗(α̃);
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in plain English, one first lifts the invariant class α to a class α̃ ∈ Hd−1(Sg,Q), pushes

it forward to X via the map fg, and then takes the primitive part of the resulting

class. This is the cohomological description of the tube mapping.

Homological description of the tube mapping

At times, it is useful to have another description of the tube mapping in terms of

homology classes. We already sketched the construction in Section 4.1; now we make

it more precise, and show that it agrees with the cohomological definition given above.

Let g ∈ G = π1(B, 0) be a closed loop; for the time being, we consider g as a smooth

immersion g : [0, 1] → B with g(0) = g(1) = 0 equal to the chosen base point in B.

Now let α ∈ Hd−1(S0,Q)van be a cohomology class invariant under the action of g.

We write γ0 = PD(α) for the homology class Poincaré dual to α; by translating γ0

flatly along the path g, we obtain homology classes γt ∈ Hd−1
(

Sg(t),Q)van . Here Sg(t)

is the smooth hypersurface corresponding to the point g(t) ∈ B.

The image of each γt in Hd(X,Q) is zero, and therefore γt = ∂Γt for suitable d-chains

on X with rational coefficients. We may assume that each Γt is also the flat translate

of Γ0 along the path g. Because γ0 is g-invariant, both γ0 and γ1 represent the same

homology class in Hd−1(S0,Q)van ; thus we can find a rational d-chain Γ′ on S0 such

that γ1 − γ0 = ∂Γ′. Note that Γ′ is unique up to elements in Hd(S0,Q). The d-chain

on X given by Γ1 − Γ0 − Γ′ is therefore closed; taking the ambiguity in the choice

of Γ′ into account, we get a well-defined element in Hd(X,Q)
/

Hd(S0,Q). Since this

space is Poincaré dual to the primitive cohomology, we get a class

τg(α) = PD
(

Γ1 − Γ0 − Γ′
)

∈ Hd(X,Q)prim .
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Let us now see why T = τ , i.e., why the cohomological and homological descriptions

of the tube mapping agree with each other. We are going to show that

∫

X

τg(α) ∪ ω =

∫

X

Tg(α) ∪ ω

for every ω ∈ Hd(X,Q)prim . We use the same notation as in (4.12). Let Γ̃ be the

(d+1)-chain in S1×X consisting of the various Γt, and similarly, let γ̃ be the d-chain

whose fibers over S1 are the cycles γt. Then clearly

∂Γ̃ = Γ1 − Γ0 − γ̃,

and so the d-cycle Γ1−Γ0−Γ′ is homologous to γ̃−Γ′. Viewing the latter as a d-cycle

on Sg, we thus get

∫

X

τg(α) ∪ ω =

∫

Γ1−Γ0−Γ′

ω =

∫

γ̃−Γ′

ω =

∫

γ̃−Γ′

f ∗
g (ω). (4.14)

From both constructions, it is clear that γ̃ − Γ′ is the Poincaré dual of the class α̃

(which satisfied i∗g(α̃) = α). It follows that

∫

γ̃−Γ′

f ∗
g (ω) =

∫

Sg

α̃ ∪ f ∗
g (ω) =

∫

X

fg∗(α̃) ∪ ω =

∫

X

Tg(α) ∪ ω,

using (4.13), and so we have τg(α) = Tg(α) as claimed.

4.7 The case of an even-dimensional variety

For various reasons, it was necessary to assume that the dimension of the variety X

is odd, in order to prove Theorem 4.1.1. In this concluding section, we briefly discuss

this issue.
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It was already pointed out (see p. 70) that the theorem becomes false for an even-

dimensional variety X, because hypersurface sections of low degree might have trivial

vanishing cohomology, as in the case of quadrics. With the help of Nori’s Connectiv-

ity Theorem, however, this problem can be circumvented by using only hypersurface

sections that are sufficiently ample. In the proof, this amounts to replacing Proposi-

tion 4.2.4 by Proposition 4.3.1, where it is no longer necessary to assume that dimX

is odd.

The second problem lies in the result about group cohomology in Proposition 4.5.1.

Its proof depends on the special nature of the G-representation V = H2n(S0,Q)van ;

in particular, we used the fact that each gi is an involution, and that the intersection

pairing on the hypersurface S0 ⊆ X is symmetric. When X is of even dimension,

the situation changes—each gi is then of infinite order, and the intersection pairing

becomes skew-symmetric. In other words, the representation of G on V is then of a

markedly different kind.

Based on some calculations for small values of n, it seems likely that the result of

Proposition 4.5.1 remains true; unfortunately, I am currently not able to prove this.

The result is therefore not fully satisfactory; to complete it with the approach taken

here, the following problem needs to be resolved.

Problem. Let V be a finite-dimensional Q-vector space, endowed with a bilinear form

(u, v) 7→ 〈u, v〉 that is skew-symmetric and non-degenerate. Let G be the free group

on m generators g1, . . . , gm. Assume that G acts on V in such a way that

gi · v = v +
〈

ui, v
〉

ui (v ∈ V )
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for certain distinguished elements u1, . . . , um ∈ V that span the space V . Prove the

group-cohomological result in Proposition 4.5.1 for this kind of representation!

4.8 A lemma about the cohomology of resolutions

In this section, we give the proof of an auxiliary lemma, used in Section 4.2. It refers

to the following diagram of algebraic varieties:

Z̃
ı̃ - X̃

Z

q

? i - X

p

?
(4.15)

In the diagram, p : X̃ → X is a map between projective algebraic varieties, and

Z ⊆ X is a closed subvariety. Also, Z̃ = p−1(Z) is the preimage of Z.

Lemma 4.8.1. Let a diagram as in (4.15) be given, and assume furthermore that the

map p is an isomorphism over the open set U = X \ Z. Then there is a long exact

sequence of cohomology groups

· · · - Hk(X)
(i∗,p∗)- Hk(Z) ⊕Hk(X̃)

q∗−ı̃∗- Hk(Z̃) - Hk+1(X) - · · ·

over Q.

Proof. The rows in the commutative diagram

· · · - Hk(X)
i∗ - Hk(Z) - Hk+1

c (U) - Hk+1(X) - · · ·

· · · - Hk(X̃)

p∗

?
ı̃∗ - Hk(Z̃)

q∗

?
- Hk+1

c (U)

w

w

w

w

- Hk+1(X̃)

p∗

?
- · · ·

are long exact sequences of Q-vector spaces. Now diagram chasing of the type used

to prove the Mayer-Vietoris theorem gives the result.
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CHAPTER 5

RESIDUES AND D-MODULES

5.1 The cohomology of the complement of a smooth divisor

Let X be a smooth complex projective variety, of dimension n, and let D ⊆ X be a

smooth hypersurface. In this section, we review the description of the Hodge filtration

on the cohomology of X \ D, using the algebraic de Rham complex. We shall look

at this in two different ways, one elementary (going through forms with logarithmic

poles), the other involving M. Saito’s theory of mixed Hodge modules.

5.1.1 Description by forms with logarithmic poles

Both the cohomology, and the Hodge filtration, can be computed using forms with

logarithmic poles along D; the relevant complex, starting in degree zero, is

OX
d- Ω1

X(logD)
d- Ω2

X(logD) · · · - Ωn
X(logD), (5.1)

and will be denoted by Ω•
X(logD). Its hypercohomology is naturally isomorphic to

the cohomology of X \D; the isomorphism

H∗(X \D,C) ≃ H∗
(

Ω•
X(logD)

)

(5.2)
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takes a logarithmic form to the cohomology class defined by its restriction to X \

D. Moreover, the complex has an obvious filtration by subcomplexes F pΩ•
X(logD),

defined as

Ωp
X(logD) - Ωp+1

X (logD) · · · - Ωn
X(logD),

with the first term in degree p. The following lemma describes the Hodge filtration

in terms of these subcomplexes.

Lemma 5.1.1. The Hodge filtration on the cohomology of X \D is given by

F pH∗(X \D,C) ≃ H∗
(

F pΩ•
X(logD)

)

,

under the isomorphism in (5.2).

Proof. By definition, we have

F pH∗(X \D,C) ≃ im
(

H∗
(

F pΩ•
X(logD)

)

→ H∗
(

Ω•
X(logD)

)

)

.

The lemma will follow, if we can show that the mapping in parentheses is actually

injective. This is clear when p = 0; from now on, we shall assume that p ≥ 1. In that

case, we have a residue mapping, and the sequence

0 - Ωp
X

- Ωp
X(logD)

Res- Ωp−1
D

- 0

is exact. Thus

0 - F pΩ•
X

- F pΩ•
X(logD) - F p−1Ω•−1

D
- 0
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is a short exact sequence of complexes. If we compare the resulting long exact se-

quence on hypercohomology to the cohomology sequence for D ⊆ X, we get a com-

mutative diagram

· · · - Hk
(

F pΩ•
X

)

- Hk
(

F pΩ•
X(logD)

)

- Hk−1
(

F p−1Ω•
D

)

- · · ·

· · · - F pHk(X,C)
?

- F pHk(X \D,C)
?

- F p−1Hk−1(D,C)
?

- · · ·

with exact rows. Since X and D are nonsingular and projective, the first and third

map are isomorphisms (because the Hodge–de Rham spectral sequence degenerates

at the E1-page). By the Five Lemma, the same has to be true for the second map,

and this proves the lemma.

5.1.2 Description by rational forms

The cohomology of X \ D can also be computed by rational differential forms on

X, with poles along D. When the divisor D is sufficiently ample, this leads to a

more convenient description of the Hodge filtration, avoiding hypercohomology. Let

us write Ωp
X(sD) for the sheaf of p-forms on X, with poles of order at most s along

the divisor; similarly,

Ωp
X(∗D) =

∞
⋃

s=0

Ωp
X(sD)

will denote the sheaf of forms with poles of arbitrary order. These again make up a

complex Ω•
X(∗D), and since D is nonsingular, the inclusion

Ω•
X(logD) ⊆ Ω•

X(∗D)
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is a quasi-isomorphism. Thus we have

H∗(X \D,C) ≃ H∗
(

Ω•
X(∗D)

)

(5.3)

as well. To describe the Hodge filtration in this context, we observe that the differ-

ential d increases the order of pole of a rational form by at most one. We can thus

look at the subcomplex

F pΩ•
X(∗D) =

[

Ωp
X(D) - Ωp+1

X (2D) · · · - Ωn
X

(

(n− p+ 1)D
)

]

of Ω•
X(∗D). It follows immediately from Voisin (2002, Lemme 18.6 on p. 419) that the

inclusion of F pΩ•
X(logD) into this complex is a quasi-isomorphism. Now Lemma 5.1.1

implies that the Hodge filtration is also given by

F pH∗(X \D,C) ≃ H∗
(

F pΩ•
X(∗D)

)

. (5.4)

If we assume that the divisor D ⊆ X is sufficiently ample, we get the following nice

conclusion.

Proposition 5.1.2. Let X be a smooth complex projective variety of dimension n,

and let D ⊆ X be a smooth hypersurface. Assume that OX(D) is ample enough to

make the following cohomology groups vanish:

Hq
(

X,Ωp
X(sD)

)

= 0 for q > 0 and s > 0.

Then the cohomology in degree k of the complex

Γ
(

X,Ωp
X(D)

)

- Γ
(

X,Ωp+1
X (2D)

)

· · · - Γ
(

X,Ωn
X

(

(n− p+ 1)D
))

is isomorphic to F pHk(X \ D,C). The isomorphism takes a d-closed rational form

to the cohomology class defined by its restriction to X \D.
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Proof. This follows immediately from (5.4) by using the hypercohomology spectral

sequence. Indeed, on the E1-page, all but the bottom row is zero by our ampleness

assumption, and the one nonzero row is exactly the indicated complex.

5.1.3 Background on mixed Hodge modules

Proposition 5.1.2 can also be proved via M. Saito’s theory of mixed Hodge modules;

this is explained, among other things, in Saito (1993). Since we are going to use

mixed Hodge modules quite extensively later on, we now review some basic facts

about them, and list several notational conventions, following Saito (1990). We shall

then redo the proof of Proposition 5.1.2 in this framework.

Mixed Hodge modules If X is a (say, quasi-projective) complex algebraic variety,

MHM(X) denotes the Abelian category of algebraic mixed Hodge modules on X.

There is a fully faithful functor

rat : MHM(X) → Pervalg

Q (X)

from MHM(X) to the category of Q-valued algebraic perverse sheaves on X (“alge-

braic” means that all stratifications should have algebraic strata). If M is a mixed

Hodge module, then ratM is called the perverse sheaf underlying M .

Each mixed Hodge module M also has an underlying filtered holonomic D-module

(M, F ), which corresponds to the perverse sheaf ratM under the Riemann-Hilbert

correspondence. The comparison isomorphism

α : ratM ⊗Q C
≃
−→ DRX(M)
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is part of the data of M . In order for M to be a mixed Hodge module, several other

strong conditions have to be satisfied (there has to be a weight filtration, and M has

to behave well with respect to all nearby and vanishing cycle functors, to name just

two). Details can be found in Saito (1988, §4 on pp. 314–29); suffice it to say that

the definition of MHM(X) is highly inductive in nature.

The basic idea is that mixed Hodge modules are natural extensions of admissible

variations of mixed Hodge structure. More precisely, an element M ∈ MHM(X)

is called smooth if ratM is a local system of Q-vector spaces. Saito proves (1990,

Theorem 3.27 on p. 312) that a (polarized) smooth mixed Hodge module is the same

as an admissible variation of mixed Hodge structure. Thus, given a mixed Hodge

module M , there is an algebraic stratification of X, such that M is an admissible

variation on each stratum. The indidvidual variations are not arbitrary, however, but

are related to each other in a subtle way.

A special case is the space pt = Spec C consisting of a single point. Here MHM(pt)

is the category of polarized mixed Hodge structures defined over Q.

Finally, when X is projective, we have an equivalence of categories

MHM(X) ≃ MHM
(

Xan
)

p ,

between algebraic mixed Hodge modules and polarizable analytic mixed Hodge mod-

ules (Saito, 1990, Remark on p. 313). Thus we can equally well use the analytic

topology when working with mixed Hodge modules on X.

Standard modules Given a smooth complex variety X, we write dX = dimX for

the dimension of X. Following Saito, we let QH ∈ MHM(pt) be the unique Hodge
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structure on Q of weight 0. We let aX : X → pt be the structural morphism, and

define QH
X = a∗XQH ∈ Db MHM(X). Then

QH
X [dX ] = QH

X [dimX]

is a mixed Hodge module on X whose underlying perverse sheaf is QX [dX ]. The

corresponding D-module is OX , with filtration

FsOX =















OX if s ≥ 0,

0 otherwise.

In general, we shall use the suggestive notation Hk(X) ⊗ QH
P to refer to the element

a∗PH
k(X) of Db MHM(P ); this makes sense because Hk(X) ∈ MHM(pt).

Shifts For a complex M = M• of mixed Hodge modules, we write M [1] for the

same complex, shifted to the left by one step; consequently, M [1]k = Mk+1.

Tate twist The Tate twist of a mixed Hodge module M is defined as follows. Let

(M, F•) be the underlying filtered D-module, and K the underlying perverse sheaf,

with comparison isomorphism α : K⊗QC → DRX(M). ThenM(s) has underlying D-

module (M, F•−s), and underlying perverse sheaf K, but the comparison isomorphism

is twisted by a factor of (2πi)s, and becomes (2πi)sα.

Verdier duality Verdier duality on X will be denoted by DX ; note that we have

DX

(

QH
X [dX ]

)

= QH
X(dX)[dX ], since DX preserves MHM(X). Thus, in general,

DX

(

QH
X(s)[k]

)

= QH
X(dX − s)[2dX − k].
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Intermediate extension If j : U → X is the inclusion of an open subset, and M

a mixed Hodge module on U , we write

j!∗M = im
(

H0j!M → H0j∗M
)

for the intermediate extension of M to X. If j is affine, then both j! and j∗ are

exact functors, and the H0 can be omitted. By construction, j!∗M has no nontrivial

submodules or quotient modules that are supported on X \ U . By functoriality, the

associated D-module is the minimal extension j!∗M.

Strictness The term strictness is used with two different meanings in the theory

of mixed Hodge modules. On the one hand, morphisms of mixed Hodge modules are

strict, in the sense that they strictly preserve the Hodge filtration. Thus if φ : M → N

is a morphism of mixed Hodge modules, the induced morphism φ : (M, F ) → (N , F )

on the level of D-modules satisfies

φ
(

FkM
)

⊆ FkN and φ
(

M
)

∩ FkN = φ
(

FkM
)

.

One consequence is that, for a short exact sequence 0 - M ′ - M - M ′′ - 0 of

mixed Hodge modules, the induced sequence

0 - GrFkM
′ - GrFkM - GrFkM

′′ - 0

is exact for every value of k. This fact will be used very frequently below.

On the other hand, projective morphisms between varieties are strict, in the sense that

the Hodge filtration on the direct image of a mixed Hodge module can be computed

from a subcomplex. To understand what this means, let us consider the example of a
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smooth projective morphism f : X → Y . Let M ∈ MHM(X) be a mixed Hodge mod-

ule on X, with underlying filtered D-module (M, F ). Then f∗M ∈ Db MHM(Y ) is an

object in the derived category, with cohomology objects N i = H if∗M ∈ MHM(Y ).

The D-modules underlying N i can be found by using the relative de Rham complex.

That is to say, the complex (d = dimX − dimY )

Rf∗ DRX/Y (M) = Rf∗

[

M - Ω1
X/Y ⊗M · · · - Ωd

X/Y ⊗M
]

[d]

is a complex of D-modules on Y ; its cohomology sheaf N i = Rif∗ DRX/Y (M) is the

holonomic D-module underlying H if∗M .

The de Rham complex is itself filtered by subcomplexes

Fk DRX/Y (M) =
[

FkM - Ω1
X/Y ⊗ Fk+1M · · · - Ωd

X/Y ⊗ Fk+dM
]

[d],

and we obtain a filtration on each N i by setting

FkN
i = im

(

Rif∗Fk DRX/Y (M) → Rif∗ DRX/Y (M)
)

.

In this context, strictness means that the map in parentheses is injective; in other

words, that FkR
if∗ DRX/Y (M) = Rif∗Fk DRX/Y (M). One of Saito’s important re-

sults (Saito, 1990, Theorem 2.14 on p. 252) is that this is true when M is a mixed

Hodge module, and f : X → Y is projective.

5.1.4 A proof using mixed Hodge modules

We now reprove Proposition 5.1.2, this time using mixed Hodge modules. The coho-

mology of the open set U = X \D is determined by the mixed Hodge module g∗Q
H
U [n]
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on X, where g : U → X is the inclusion map. The mixed Hodge module has an un-

derlying perverse sheaf, which in this case is just rat
(

g∗Q
H
U [n]

)

= g∗QU [n]; note that,

in order to make the constant sheaf QU on U into a perverse sheaf, one has to put it

in degree −n = − dimU , which is what the indicated shift does. Moreover, there is

an underlying filtered holonomic D-module (MU , F ), whose de Rham complex

DRX(MU) =
[

MU
- Ω1

X ⊗MU · · · - Ωn
X ⊗MU

]

[n]

is isomorphic to g∗CU [n]; again, the complex has to start in degree −n to make it

perverse. Then we have, for each k, that

Hk(U,C) ≃ Hk−n
(

g∗CU [n]
)

≃ Hk−n
(

DRX(MU)
)

.

Given the mixed Hodge module, it is equally easy to find the Hodge filtration on the

cohomology of U . Since (MU , F ) is filtered,

Fs DRX(MU) =
[

FsMU
- Ω1

X ⊗ Fs+1MU · · · - Ωn
X ⊗ Fs+nMU

]

[n]

is a subcomplex of the de Rham complex for each s. Then the Hodge filtration on

Hk(U,C), through the isomorphism above, is given by the following rule:

F pHk(U,C) ≃ F−p Hk−n
(

DRX(MU)
)

= im
(

Hk−n
(

F−p DRX(MU)
)

→ Hk−n
(

DRX(MU)
)

)

.

In his paper, Saito points out that the MU in question is the left DX-module OX(∗D)

of rational functions with poles along D, whose D-module structure is simply given
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by differentiation. It is naturally filtered, by the pole-order filtration

PsMU = PsOX(∗D) =















OX

(

(s+ 1)D
)

if s ≥ 0,

0 otherwise.

This filtration is good, and (MU , P ) is regular and holonomic. Saito (1993, Corol-

lary 4.3 on p. 71) proves that this filtration is the correct one for computing the

Hodge filtration, in other words F = P , at least in the case when D is smooth.

The result in Proposition 5.1.2 now follows very easily. The de Rham complex of

OX(∗D) is nothing but DRX(MU) = Ω•+n
X (∗D), and we have for all k the isomor-

phism

Hk(U,C) ≃ Hk−n
(

DRX(MU)
)

≃ Hk
(

Ω•
X(∗D)

)

.

Moreover, it is easily seen that P−p DRX(MU) = F pΩ•+n
X (∗D), and so we conclude

that the Hodge filtration is given by

F pHk(U,C) ≃ im
(

Hk−n
(

P−p DRX(MU)
)

→ Hk−n
(

DRX(MU)
)

)

= im
(

Hk
(

F pΩ•
X(∗D)

)

→ Hk
(

Ω•
X(∗D)

)

)

= Hk
(

F pΩ•
X(∗D)

)

.

The last equality is because X → Spec C is projective, and hence strict for the Hodge

filtration (Saito, 1993, Remark 4.6 on p. 72). Thus we obtain exactly the same result

as in Proposition 5.1.2.

Note. During the proof of Lemma 5.1.1, the injectivity of the map in parentheses

followed from the degeneration of the Hodge-de Rham spectral sequence. That pro-

jective morphisms are strict for the Hodge filtration can thus be viewed as a relative

version of this degeneration.
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5.1.5 The cohomology of a smooth hypersurface

Using Proposition 5.1.2, together with the exact sequence of mixed Hodge structures

0 - Hn(X)prim - Hn(X \D)
Res- Hn−1(D)van(−1) - 0,

we obtain the well-known residue representation for the vanishing cohomology of the

hypersurface D and its Hodge filtration.

Proposition 5.1.3. Under the same hypotheses as in Proposition 5.1.2, the vanishing

cohomology Hn−1(D,C)van is generated by residues of rational n-forms on X with

poles along D, and the Hodge filtration is determined by the order of the pole. More

precisely,

F pHn−1(D,C)van = Res Γ
(

X,Ωn
X

(

(n− p)D
))

consists of residues of n-forms with a pole of order at most n− p.

5.2 Background on the universal hypersurface

In this section, we review some basic geometric properties of the universal hypersur-

face X. We also explain the relationship between X and the cotangent bundle of the

projective space P , and use it to describe characteristic varieties of filtered D-modules

on P .

5.2.1 The projectivized cotangent bundle of P

Let V be a finite-dimensional complex vector space, and V ∨ = HomC(V,C) its dual

space. The two projective spaces P = Psub(V ) = P
(

V ∨
)

and Q = P(V ) are also dual
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to each other; points of P can be thought of as hyperplanes H ⊆ Q. We can then

form the incidence variety

I =
{

(H, x) ∈ P ×Q
∣

∣ x ∈ H
}

inside the product P ×Q. It is a smooth hypersurface, with line bundle OP×Q(I) ≃

pr ∗
POP (1)⊗ pr∗

QOQ(1). This can be seen very easily by realizing that I is the projec-

tivized cotangent bundle Psub

(

ΩP

)

of P . To see why this should be the case, consider

the Euler sequence

0 - OP
- OP (1) ⊗ V - TP - 0.

on the projective space P . It implies that

Psub

(

ΩP

)

= P
(

TP
)

= ProjP
(

SymTP
)

is naturally a subvariety of P
(

OP (1) ⊗ V
)

= P × Q, with line bundle pr ∗
POP (1) ⊗

pr ∗
QOQ(1). A moment’s thought shows that this subvariety is exactly the incidence

variety I.

Now the line bundle OP×Q(I) is very ample, and embeds P×Q into a bigger projective

space; we let

S =
∞
⊕

k=0

H0
(

I,OP×Q(kI)
∣

∣

I

)

be the homogeneous coordinate ring for I under this embedding. The ring is related

to the symmetric algebra of the tangent bundle TP , in the following way. On P ×Q,

we have the exact sequence

0 - OP×Q

(

(k − 1)I
)

- OP×Q(kI) - OP×Q(kI)
∣

∣

I
- 0,
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which, after pushing forward to P , gives an isomorphism

π∗OP×Q(kI)
∣

∣

I
≃

OP (k) ⊗ Symk V

OP (k − 1) ⊗ Symk−1 V

for all k ≥ 0; here π : I → P denotes the projection. But the quotient is naturally

isomorphic to Symk TP , using the Euler sequence again, and so

S ≃
∞
⊕

k=0

H0
(

P, Symk TP
)

= H0
(

P, SymTP
)

is a second description of the homogeneous coordinate ring.

5.2.2 Basic geometric facts about the universal hypersurface

From now on, let X be a smooth projective variety of dimension n, with a very ample

line bundle L on X. We let V = H0(X,L ) be the space of its global sections; we

then get an embedding i : X → Q into the projective space Q = P(V ).

In this setting, the dual projective space P = P
(

V ∨
)

parametrizes hyperplane sections

of X by L . The universal hypersurface is the incidence variety

X =
{

(H, x) ∈ P ×X
∣

∣ x ∈ H ∩X
}

.

The reason for this name is that the fibers of the projection π : X → P are exactly

the hypersurfaces H ∩X. We write d = dimP ; then X is itself a smooth divisor in

the product P ×X, of dimension n+ d− 1, and with OP×X(X) ≃ pr ∗
POP (1)⊗ pr∗

XL .

We shall also use the subvariety Z ⊆ X, defined by the condition

Z =
{

(H, x) ∈ P ×X
∣

∣ the hyperplane H is tangent to X at x
}

.
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Its points are exactly the singular points in the fibers of π. Despite this, Z is also

smooth, and of dimension d−1. Its image in P is by definition the dual variety X∨. If

there are points in P corresponding to hypersurfaces with just a single ordinary double

point singularity, then δ : Z → X∨ is birational, hence a resolution of singularities of

the dual variety.

The nonsingularity of both X and Z comes from the fact that they are again projective

bundles. For X, this follows from the result about the incidence variety I in 5.2.1.

Indeed, we clearly have X = I ∩ (P ×X), and so we get

X = Psub

(

i∗ΩQ

)

= P
(

i∗TQ
)

. (5.5)

For Z, we let NX⊆Q be the normal bundle of X in Q, and consider the exact sequence

0 - TX - i∗TQ - NX⊆Q
- 0. (5.6)

The tangency condition in the definition of Z means exactly that

Z = P
(

NX⊆Q

)

.

In conjunction with X and Z, the following four projection maps will be used.

X
φ - X

P

π

?
and

Z
ψ - X

P

δ

?

As we said before, it is clear that X = I ∩ (P × X); thus both X, and the smaller

Z, are naturally subvarieties of the projectivized cotangent bundle Psub

(

ΩP

)

of the

projective space P .
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5.2.3 Representing the cohomology of the complement

Since X is a smooth hypersurface in the product P × X, the result of Section 5.1

applies in this setting. Thus we get a nice description of the cohomology of its open

complement by rational forms with poles along X.

Let us assume that L is sufficiently ample, so that we have

Hq
(

X,Ωp
X ⊗ L s

)

= 0 for q > 0 and s > 0. (5.7)

Since P is a projective space, we similarly know that

Hq
(

P,Ωp
P (s)

)

= 0 for q > 0 and s > 0

by Bott’s Vanishing Theorem. Combining both facts, we find for q > 0 that

Hq
(

P ×X,Ωp
P×X(sX)

)

≃
⊕

q=q1+q2
p=p1+p2

Hq1
(

P,Ωp1
P (s)

)

⊗Hq2
(

X,Ωp2
X ⊗ L s

)

= 0,

and so Proposition 5.1.2 can be used. The cohomology groups of the complement

P × X \ X can therefore be computed by rational forms with poles along X, and

the Hodge filtration is determined by the order of pole. This is summarized in the

following proposition.

Proposition 5.2.1. Let X be a smooth complex projective variety of dimension n,

and let L be a sufficiently ample line bundle on X. Let X ⊆ P ×X be the universal

hypersurface associated with L . Then for all k ≥ 0,

Hk(X,C) ≃ Hk(P ×X \ X,C).
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Moreover, the cohomology in degree k of the complex

Γ
(

P ×X,Ωp
P×X(X)

)

· · · - Γ
(

P ×X,Ωn+d
P×X

(

(n+ d− p + 1)X
))

is isomorphic to F pHk(X,C) ≃ F pHk(P ×X \ X,C).

Proof. For the first assertion, note that P ×X \ X → X is a bundle of affine spaces;

its cohomology is therefore isomorphic to that of X. The second assertion follows

from Proposition 5.1.2, by virtue of the preceding discussion.

5.2.4 Filtered D-modules and their characteristic varieties

Lastly, we need to review a few facts about D-modules and their characteristic vari-

eties; a good reference is Borel (1987).

Left D-modules and filtrations Let P be a complex manifold of dimension d;

the example we have in mind is when P is projective space. Let DP be the sheaf of

differential operators on P , and F ord
s DP the subsheaf of those operators whose order

is at most s (thus F ord
0 = OP ). Then DP is a filtered, non-commutative OP -algebra,

with
∞
⊕

s=0

F ord
s DP

/

F ord
s−1DP ≃

∞
⊕

s=0

Syms TP = Sym TP .

A (left) D-module is a quasi-coherent sheaf M on P , with a left action by DP .

A filtered D-module is a pair (M, F ), consisting of a D-module M, together with a

filtration F by OP -coherent subsheaves FkM. The filtration is required to be bounded

from below, and to satisfy the condition

F ord
s DP · FkM ⊆ Fs+kM
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for all k and s.

Following standard practice, a shift in the (decreasing) filtration F will be indicated

by writing

(M, F )(k) =
(

M, F [k]
)

=
(

M, F•−k

)

;

sometimes, this may be shortened to just M(k). When (M, F ) underlies a mixed

Hodge module, the indicated shift corresponds to a Tate twist by k steps.

Good filtrations and coherence A filtered D-module (M, F ) is coherent as a

DP -module, if the filtration is good ; this means that

F ord
s DP · FkM = Fs+kM

for all sufficiently large values of k. An equivalent condition is that the graded sheaf

GrFM =
⊕

k∈Z

FkM
/

Fk−1M

be finitely generated over Sym TP (Borel et al., 1987, Theorem 4.4 on p. 121). Note

that M is typically not coherent as an OP -module; in fact, M is OP -coherent if, and

only if, it is locally free of finite rank. (Borel et al., 1987, Proposition 1.7 on p. 211).

Characteristic varieties The symmetric algebra SymTP is naturally the sheaf of

functions on the cotangent bundle of P . Thus, given any filtered coherent D-module

(M, F ) on P , we can consider GrFM as a coherent sheaf on ΩP . The characteristic

variety SS(M, F ) is defined to be the support of this sheaf (Borel et al., 1987, p. 212–

3). Again, M is a locally free sheaf of finite rank if, and only if, SS (M, F ) is contained
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in the zero section of ΩP . (This is because this latter condition is equivalent to M

being OP -coherent.)

Because of the grading, SS(M, F ) is a cone in ΩP . It is known that each compo-

nent of this cone has dimension at least d; this fact is called Bernstein’s Inequality

(Borel et al., 1987, Theorem 1.10 on p. 213).

Holonomic D-modules If the characteristic variety is of pure dimension d, then

the D-module M is said to be holonomic (Borel et al., 1987, p. 213). For every

holonomic module M, there is a nonempty Zariski-open subset where M is a vector

bundle, i.e., locally free of finite rank. (In fact, let Z be the image in P of those

components of SS (M, F ) that are not contained in the zero section of ΩP . Then Z

is a union of proper closed subvarieties of P , and one can take the open set to be

P \ Z.)

The multiplicity of the sheaf GrFM at each component of SS(M, F ) is an invariant

of M alone (i.e., independent of the choice of good filtration). Since it is additive on

short exact sequences, the category of all holonomic D-modules is Artinian. Therefore

each holonomic D-module has a finite filtration with simple holonomic subquotients.

The Artinian property leads to the concept of a minimal extension. Suppose U ⊆ P

is on open subset of a complex manifold, and M is a holonomic DU -module. If there

is any extension of M to a holonomic D-module on P (and such an extension may

not exist), then there is a unique minimal one. It is denoted by j!∗M, for j : U → P

the inclusion map. It can be characterized as the unique extension of M that has no

proper submodules or quotient modules with support in P \ U .
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Characteristic sheaves and modules We can also consider the projectivization

of SS(M, F ) inside of Psub

(

ΩP

)

; the resulting subscheme is now the support of the

coherent sheaf C (M, F ) associated to the graded H0(P, SymTP )-module

C(M, F ) =
⊕

k∈Z

H0
(

P, FkM/Fk−1M
)

= H0
(

P,GrFM
)

. (5.8)

We shall call this module the characteristic module for (M, F ); in a similar manner,

C (M, F ) will be called the characteristic sheaf of the filtered D-module. Note that

it is fully determined by the homogeneous components of the characteristic module

in degrees k ≫ 0.

Note. By passing to the projectivization, we lose information about the zero section

of ΩP , which is typically contained in the characteristic variety. On the other hand,

C(M, F ) is sufficient to compute the multiplicity of the sheaf SS (M, F ) at any other

component, and to test for holonomicity. Indeed, (M, F ) is holonomic precisely if

each component of the support of C (M, F ) has dimension equal to d−1 = dimP−1,

and then the original characteristic variety is the cone over that support, together

with possibly the zero section.

5.3 Two D-modules and their characteristic varieties

Studying residues of rational forms naturally leads to filtered D-modules. In Sec-

tion 5.1, we have already seen an example of this, in the case of a single smooth

divisor D ⊆ X. To describe the cohomology of X \D, we used rational n-forms with

poles along D; these are sections of the sheaf

Ωn
X(∗D) = Ωn

X ⊗ OX(∗D).
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But OX(∗D) is naturally a filtered DX-module under differentiation. The reason

is that applying a differential operator of order s to a form with a pole of order k

produces a pole of order at most s+ k.

To generalize that description to all hypersurfaces in the linear system of L , we now

introduce a filtered D-module (M, F ). Sections of FkM are locally given by residues

of rational n-forms on P ×X with a pole of order at most k along X.

We also define an auxiliary D-module N , whose sections are rational n-forms on

P × X with poles along X. We then determine the characteristic varieties of both

D-modules, through a direct computation, and show that M is the minimal extension

of the D-module Rn−1πsm
∗ Cvan ⊗C OP sm from P sm to all of P .

This section is not entirely self-contained—the computation of the characteristic vari-

ety of (M, F ) relies on a vanishing theorem for the sheaves FkM, derived using mixed

Hodge modules (see Theorem 6.1.2). Regrettably, this prevents the calculation from

being fully elementary.

5.3.1 An auxiliary filtered D-module

Let N = prP∗Ω
n
P×X/P (∗X); this is a quasi-coherent sheaf on P , whose sections over

an open set U are relative rational n-forms on U ×X with poles along X. A natural

filtration is given by looking at the order of the pole; thus we introduce the coherent

subsheaves

FkN = prP∗Ω
n
P×X/P (kX) ≃ H0

(

X,Ωn
X ⊗ L k

)

⊗ OP (k),
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whose union is all of N . To avoid dealing with special cases later on, we shall let

FkN = 0 for all k ≤ 0.

Now N is also a left D-module, since the sheaf of differential operators DP naturally

acts on N . This action is by differentiating the coefficients of the relative forms,

themselves functions on P ; to define this more precisely, let ω ∈ Γ
(

U,N
)

be a local

section of N , i.e., a relative rational n-form on U × X, and ξ a local section of the

tangent bundle TP . Then ξ can be lifted to a vector field ξ′ on the product U ×X,

in the obvious way. Viewing ω as a form on U ×X that has all its differentials in the

X-direction, we can let

ξ · ω = Lξ′(ω) = ξ′y dω,

which is again a rational n-form. Using the properties of the Lie derivative L, it is

not hard to show the following:� For a holomorphic function f on U , we have (fξ) · ω = f(ξ · ω).� Moreover, ξ · (fω) = (ξf) · ω + f(ξ · ω).� For a second vector field η, we have [ξ, η] · ω = ξ · (η · ω) − η · (ξ · ω).

The action by vector fields thus extends to an action by DP , and N has the structure

of a left D-module.

If ω is a local section of FkN , meaning if the rational form has a pole of order at most

k, then ξ · ω is clearly a section of Fk+1N , because differentiation can increase the

order of the pole at most by one. Thus we have in general F ord
s DP · FkN ⊆ Fs+kN ,

where F ordDP is the order filtration on D.
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Lemma 5.3.1.
(

N , F
)

is a filtered coherent D-module; in other words, the filtration

F is good.

Proof. To prove that the filtration F is good, we need to show that F ord
1 DP · FkN =

Fk+1N for all sufficiently large k. This is equivalent to the surjectivity of the map

TP ⊗ FkN →
Fk+1N

FkN
, (5.9)

a question which is local on P . Consider then an arbitrary point in P , and let

s0, s1, . . . , sd be a basis for the vector space H0(X,L ), with [s0] equal to the chosen

point. Evidently, the mapping
(

t1, t2, . . . , td
)

7→ [s0 + t1s1 + · · · + tdsd] gives local

coordinates on P . Any local section ω of FkN can now be written in the form

ω =
ω(t)

(

s0 +
∑

tisi
)k
,

for some holomorphic map ω(t) from Cd into H0
(

Ωn
X ⊗ L k

)

. Setting ∂i = ∂/∂ti, we

then have

∂i · ω
∣

∣

t=0
= −k ·

siω(0)

sk+1
0

+
∂iω(t)

∣

∣

t=0

sk0
≡ −k ·

siω(0)

sk+1
0

mod FkN .

Thus the surjectivity of (5.9) on stalks is equivalent to the surjectivity of the product

map

H0(X,L ) ⊗H0
(

Ωn
X ⊗ L k

)

→ H0
(

Ωn
X ⊗ L k+1

)

.

But since L is very ample, this holds for k ≫ 0, and so the lemma is proved.
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5.3.2 A filtered D-module, defined by residues

From the auxiliary object (N , F ), we now define a second D-module (M, F ) by

taking residues. This operation really makes sense only over P sm , and so we proceed

as follows. On P sm , we have the vector bundle

Vn−1
van = Rn−1πsm

∗ Qvan ⊗Q OP sm ,

obtained from the local system of vanishing cohomology. It is naturally a D-module

via the Gauss-Manin connection; moreover, it carries the Hodge filtration, re-indexed

as FpVn−1
van = F−pVn−1

van to make it increasing. Griffiths’ transversality condition, that

∇
(

FpV
n−1
van

)

⊆ Ω1
P ⊗ Fp+1V

n−1
van ,

then says exactly that
(

Vn−1
van , F

)

is a filtered D-module on P sm .

Now let j : P sm → P be the inclusion, and form the quasi-coherent sheaf j∗Vn−1
van . By

taking fiber-wise residue, we then have a map

ResX/P : N → j∗V
n−1
van ;

explicitly, it is given by

Γ(U,N ) → Γ
(

U ∩ P sm ,Vn−1
van

)

, ω 7→ ResX/P (ω).

We define M to be the image sheaf; if we let FkM be the image of FkN , we also get

an increasing and exhaustive filtration F . Thus (M, F ) is a filtered D-module.

Over P sm , taking residue commutes with the action by vector fields (Voisin, 2002,

p. 425–6), and we can therefore give M the induced D-module structure. Then F is
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a good filtration on M, and ResX/P : N → M is a map of filtered D-modules. From

Proposition 5.1.3, we know that all the vanishing cohomology of a sufficiently ample

smooth hypersurface is given by residues of rational forms; therefore,

j∗M = Vn−1
van ,

and so M is an extension of Vn−1
van to a D-module on P . We also have

j∗FkM = Fk−nV
n−1
van = F n−kVn−1

van ,

because the Hodge filtration is determined by the order of the pole (according to

Proposition 5.1.3). We shall soon show that M is, in a sense, the smallest possible

extension of Vn−1
van .

5.3.3 The characteristic variety of N

We now examine the characteristic varieties of the two D-modules N and M. Actu-

ally, only the second one is really of interest, but we shall do the first one as a sort of

warm-up exercise. We begin by computing the characteristic module C(N , F ) (see

(5.8) for the definition), since it essentially determines the characteristic variety. To

compute each summand H0
(

P, FkN
/

Fk−1N
)

, recall that

FkN = prP∗Ω
n
P×X/P

(

kX
)

= H0
(

X,Ωn
X ⊗ L k

)

⊗ OP (k)

for k ≥ 1 (and 0 otherwise). Thus H1(P, Fk−1N ) = 0, and so

H0
(

P, FkN
/

Fk−1N
)

=
H0
(

P, FkN
)

H0
(

P, Fk−1N
) =

H0
(

P ×X,Ωn
P×X/P (kX)

)

H0
(

P ×X,Ωn
P×X/P ((k − 1)X)

) .
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Writing OX(1) for the restriction of OP×X(X) to X, we have the exact sequence

0 - Ωn
P×X/P

(

(k − 1)X
)

- Ωn
P×X/P

(

kX
)

- i∗Ωn
P×X/P ⊗ OX(k) - 0,

where i : X → P × X is the inclusion. Let φ = i ◦ prX ; then the third term in the

sequence can be rewritten as i∗Ωn
P×X/P ⊗ OX(k) = φ∗Ωn

X ⊗ OX(k). Since the higher

cohomology of the first term is clearly zero, we thus get

H0
(

P, FkN
/

Fk−1N
)

= H0
(

X, φ∗Ωn
X ⊗ OX(k)

)

,

and hence

C(N , F ) =
⊕

k≥1

H0
(

X, φ∗Ωn
X ⊗ OX(k)

)

.

This means that the characteristic sheaf C (N , F ) is precisely φ∗Ωn
X , viewed as a sheaf

on I = Psub

(

ΩP

)

under the inclusion X ⊆ I.

We conclude that the characteristic variety SS (N , F ) is the cone over X; this contains

the zero section, and so the characteristic variety has a single component of dimension

dim X + 1 = d+ n, and of multiplicity one (because the sheaf f ∗Ωn
X has rank one at

a general point of X).

5.3.4 The characteristic variety of M

Next, we compute the characteristic variety of the main D-module M, again by

identifying the sheaf C (M, F ). Since M is locally free on the open set P sm , the zero

section of ΩP is going to be one component of SS (M, F ); but we expect at least one
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other component over the discriminant locus X∨, since M is typically not locally free

on all of P .1

To state the precise result, we need to make use of some results from a later section.

The reader may find the definition of the filtered D-module
(

N 0, F
)

in 5.5.1; it is a

quotient of our first D-module (N , F ), and is related to (M, F ) through the exact

sequence in Theorem 5.5.2. Note that the filtrations on N and N 0 are offset by n+1

steps; this is because we chose to index the former by the order of pole, but the latter

following the conventions for mixed Hodge modules. We account for this difference

by using the shift F [n+ 1] = F•−(n+1) in the statement of the lemma.

Lemma 5.3.2. We have C
(

N 0, F [n + 1]
)

≃ Ωn
X/P =

∧nΩ1
X/P , viewed as a sheaf on

I via the inclusion X ⊆ I.

Proof. Just as before, we shall compute the characteristic module C
(

N 0, F
)

directly,

at least in sufficiently high degrees k ≫ 0. To simplify the notation, we introduce the

following vector spaces:

W p
k = H0

(

P ×X, pr ∗
XΩp

X(kX)
)

= H0
(

X,Ωp
X ⊗ L k

)

⊗ Symk V ∨ (5.10)

Recall also that V = H0(X,L ); thus H0
(

P,OP (k)
)

= Symk V ∨.

Let us first find the graded module corresponding to Ωn
X/P . Letting OX(1) denote the

restriction to X of the line bundle OP×X(1) = pr ∗
POP (1)⊗ pr ∗

XL , the graded module

in question is
∞
⊕

k=0

H0
(

X,Ωn
X/P ⊗ OX(k)

)

.

1Indeed, as we shall see later, it is the irreducibility of the monodromy action on the vanishing
cohomology that prevents this from happening.
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Now, X is a smooth subvariety of P ×X, and so the following sequence is exact:

0 - OX(−1) - i∗Ω1
P×X/P

- Ω1
X/P

- 0

Of course, Ω1
P×X/P = pr ∗

XΩ1
X . Even though Ω1

X/P is not locally free, we still get at

least a presentation for Ωn
X/P , since

φ∗Ωn−1
X ⊗ OX(−1)

dX- φ∗Ωn
X

-- Ωn
X/P (5.11)

remains exact. Tensoring with OX(k) and taking global sections preserves the exact-

ness, provided that k ≫ 0, and so we obtain H0
(

X,Ωn
X/P ⊗OX(k)

)

as the cokernel of

the map

H0
(

X, φ∗Ωn−1
X ⊗ OX(k − 1)

)

→ H0
(

X, φ∗Ωn
X ⊗ OX(k)

)

.

Using that k ≫ 0, one easily shows that

H0
(

X, φ∗Ωn
X ⊗ OX(k)

)

=
H0
(

P ×X, pr ∗
XΩn

X(kX)
)

H0
(

P ×X, pr∗
XΩn

X((k − 1)X)
) =

W n
k

W n
k−1

;

a similar result holds for the term involving φ∗Ωn−1
X . We conclude that

H0
(

X,Ωn
X/P ⊗ OX(k)

)

≃
W n
k

dW n−1
k−1 +W n

k−1

(5.12)

for all sufficiently large values of k.

Next, let us compute the characteristic module itself. Observe first that

H0
(

P, FkN
0
/

Fk−1N
0
)

=
H0
(

P, FkN 0
)

H0
(

P, Fk−1N 0
) ,

because H1
(

P, FkN 0
)

= 0 by Theorem 6.1.2. Referring to Lemma 6.1.3, we also have

H0
(

P, FkN
0
)

≃W n
k+n+1

/

dW n−1
k+n ,
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and going back to the quotient, we then find

H0
(

P, FkN
0
/

Fk−1N
0
)

≃
W n
k+n+1

dW n−1
k+n +W n

k+n

. (5.13)

Upon comparing (5.13) and (5.12), it is clear that C(M, F ) agrees with the graded

module for Ωn
X/P in large degrees, up to a shift in degree by n + 1. This proves that

the corresponding sheaves are isomorphic, and thus finishes the proof.

Provided that L is sufficiently ample, we can then deduce a similar result for the

characteristic sheaf of (M, F ), the real object of interest.

Lemma 5.3.3. Let L be sufficiently ample. Then we also have C (M, F ) ≃ Ωn
X/P .

Proof. This follows almost immediately from the calculations previous lemma. In-

deed, consider the short exact sequence in Theorem 5.5.2. It shows that M and N 0

differ only by the locally free sheaf Hn(X,C)prim ⊗ OP , and so we have the isomor-

phism

GrFkM ≃ GrFk−n−1N
0

once k is greater than zero. Thus we get

C (M, F ) = C
(

N 0, F [n+ 1]
)

≃ Ωn
X/P ,

as claimed.

5.3.5 Holonomicity of M, and the minimal extension property

Lemma 5.3.3 has two interesting consequences. On the one hand, the support of Ωn
X/P

is precisely the set Z of singular points in the fibers of X → P . As such, it is a smooth
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subvariety of X, of dimension d − 1. The D-module M is therefore holonomic, and

its characteristic variety SS(M, F ) has exactly two components:

1. The zero section of ΩP .2

2. The cone over the set of singular points Z.

On the other hand, we can compute the multiplicities of both components. For

the first one, it is the rank of M at a general point in P sm , and thus equal to the

dimension of the vanishing cohomology of the hypersurfaces. The second component,

however, has multiplicity one, because Ωn
X/P is of rank one at a general point of its

support. Indeed, the general singular fiber Xp has only one ordinary double point,

with equation z2
1 + z2

2 + · · · + z2
n = 0 in suitable local coordinates. Using (5.11), we

then have

Ωn
X/P ⊗ C(X) ≃ Ωn

Xp
≃

C{z1, . . . , zn}

(z2
1 + · · ·+ z2

n, 2z1, . . . , 2zn)
≃ C,

which is one-dimensional.

But the multiplicity along a component is an additive function on short exact se-

quences of holonomic D-modules. Since there is only one component in SS (M, F )

mapping to P \ P sm , and since M has multiplicity one along that component, no

nonzero holonomic D-module with support in P \ P sm can be a submodule or quo-

tient module of M. Thus we have proved the following result.

2Unless the hypersurfaces have no vanishing cohomology, the zero section has to be part of the
characteristic variety, since M is supported on all of P .

117



Proposition 5.3.4. Provided that L is sufficiently ample, we have M = j!∗Vn−1
van .

In other words, the D-module M is the minimal extension of the flat vector bundle

Vn−1
van to all of P .

5.4 Applications of the theory of mixed Hodge modules

In this section, we use M. Saito’s theory of mixed Hodge modules to prove several

results about the D-module (M, F ). The main point is that, up to a shift in the

filtration, it underlies a mixed Hodge module.

More precisely, we obtain another D-module Mvan , as the filtered D-module associ-

ated to a certain mixed Hodge module on the projective space P . Using the relative

de Rham complex, we then show that (Mvan , F ) = (M, F•−n).

Note. The method we use is very similar3 to the one introduced by Brosnan, Fang,

Nie, and Pearlstein (2007). Since the emphasis in this dissertation is on D-modules,

not on perverse sheaves, alternative proofs for some of their results are included here.

5.4.1 Cohomology of the universal hypersurface

We borrow from Brosnan et al. (2007) the idea of studying the universal hypersurface

X by means of mixed Hodge modules. Here again, the crucial point is that X is non-

singular; this makes it possible to use the Decomposition Theorem (due to Bernstein,

Deligne, and Gabber in the context of perverse sheaves, and to Saito in the context

3More precisely, “dual to.”
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of mixed Hodge modules). For notational economy, we let d = dimP , n = dimX,

and dX = n + d− 1.

We recall (Brosnan et al., 2007, p. 10) that there is a decomposition

π∗Q
H
X [dX] ≃

⊕

i,j

Ei,j[−i] (5.14)

in Db MHM(P ). Indeed, since X is smooth and projective, the mixed Hodge module

QH
X [dX] on X is pure of weight dX, and because the map π is projective, the same is then

true for the image of QH
X [dX] under π∗. Applying Saito’s version of the Decomposition

Theorem, we now have

π∗Q
H
X [dX] ≃

⊕

i

Ei[−i],

where Ei = H iπ∗Q
H
X [dX]. We may further decompose each Ei into simple pieces; let

Ei,j be the direct sum of all those pieces whose codimension of strict support is equal

to j. We then arrive at the isomorphism in (5.14), where each Ei,j is pure of weight

dX + i, and supported on a closed subscheme of P of codimension j. Moreover, we

see that

H iπ∗Q
H
X [dX] ≃

d
⊕

j=0

Ei,j (5.15)

for all i ∈ Z. This decomposition is most interesting when i = 0, because it is then

related to the vanishing cohomology of the hypersurfaces.

One general result about the decomposition, called Saito’s Hard Lefschetz Theorem

(Saito, 1990, Théorème 1 on p. 853), is that

Ei,j ≃ E−i,j(−i); (5.16)
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it comes from the fact that π is a projective morphism, and that both X and P are

nonsingular. Essentially all the Hodge modules Ei,j are known (Brosnan et al., 2007);

most of them vanish, provided the line bundle L is sufficiently ample.

For the convenience of the reader, we recall two of the results about the modules Ei,j

from Brosnan et al. (2007); we shall re-derive both statements later, using a slightly

different method.

Theorem 5.4.1 (Brosnan, Fang, Nie, and Pearlstein). If k < 0, then we have

Hkπ∗Q
H
X [dX] ≃ Hk+n−1(X) ⊗ QH

P [d].

Proof. According to the Perverse Weak Lefschetz Theorem (Brosnan et al., 2007,

Theorem 5.2 on p. 12),

Ei,j = 0 unless either i = 0 or j = 0;

moreover, for j = 0, we have

Ei,0 ≃ Hn+i−1(X) ⊗ QH
P [d] for i < 0.

Together with the decomposition in (5.15), this immediately gives the result.

Before stating their second result, we introduce some notation. Let P sm = P \ X∨

be the open set over which π is smooth; we write j : P sm → P for the inclusion, and

πsm : Xsm → P sm for the restriction of π. Then Rn−1πsm
∗ Q is a local system on P sm ,

and we shall write

V n−1 = Hn−1πsm
∗ QH

Xsm [d]

120



for the mixed Hodge module on P sm whose underlying perverse sheaf is Rn−1πsm
∗ Q[d].

We have the direct sum decomposition

V n−1 = V n−1
van ⊕Hn−1(X) ⊗ QH

P sm [d], (5.17)

where V n−1
van corresponds to Rn−1πsm

∗ Qvan [d]. Of course, V n−1
van is just the polarized

variation of Hodge structure given by the vanishing cohomology of the fibers, but

viewed as an element of MHM
(

P sm
)

.

Theorem 5.4.2 (Brosnan, Fang, Nie, and Pearlstein). We have E0,0 ≃ j!∗V
n−1. If

L is sufficiently ample, E0,j = 0 for all j > 0, and then

H0π∗Q
H
X [dX] ≃ j!∗V

n−1 ≃ j!∗V
n−1
van ⊕Hn−1(X) ⊗ QH

P [d].

Proof. The first assertion follows from Brosnan et al. (2007, Proposition 4.8 on p. 11).

If L is sufficiently ample, then the authors remark on p. 14 that E0,j = 0 if j > 0.

The remaining assertion is then an immediate consequence of the decomposition in

(5.15), together with the definition of V n−1
van .

5.4.2 An exact sequence of mixed Hodge modules

We now derive an exact sequence of mixed Hodge modules; later on, we show that M

is the D-module underlying one of the terms in the sequence. Some basic information

about mixed Hodge modules, including the standard notational conventions, may be

found in 5.1.3.

Let U = P ×X \ X be the complement of the universal hypersurface. We denote by
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g the inclusion of U into P × X, and by i that of X into P × X, as shown in the

following diagram.

X
i- P ×X �g

U

P
?�

qπ

-

Our starting point is the distinguished triangle

i∗i
!QH

P×X
- QH

P×X
- g∗g

∗QH
P×X

- i∗i
!QH

P×X [1] (5.18)

in the categoryDb MHM(P×X) (Saito, 1990, (4.4.1) on p. 321). Obviously, g∗QH
P×X =

QH
U ; moreover, as X is a smooth hypersurface in P ×X, the following is true.

Lemma 5.4.3. Verdier duality gives an isomorphism i!QH
P×X ≃ QH

X (−1)[−2].

Proof. The functors i! and i∗ are interchanged under Verdier duality, and so

DXi
!QH

P×X = i∗DP×XQH
P×X

= i∗QH
P×X(dP×X)[2dP×X] = QH

X (dP×X)[2dP×X].

But we also have DXQH
X = QH

X (dX)[2dX], since X is itself smooth of dimension dX =

n+ d− 1. Applying the duality operator a second time, we then get

i!QH
P×X = DX

(

QH
X (dP×X)[2dP×X ]

)

= QH
X (−1)[−2],

as asserted.

We can therefore rotate the triangle in (5.18) one step to the left, and apply the shift

[dP×X], to rewrite it as

QH
P×X [dP×X ] - g∗Q

H
U [dU ] - i∗Q

H
X (−1)[dX] - QH

P×X [dP×X + 1] (5.19)
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We then apply the functor prP∗, and take cohomology. This gives a long exact

sequence in MHM(P ); for our purposes, the interesting part of this sequence is

· · · - HkprP∗Q
H
P×X [dP×X ] - Hkq∗Q

H
U [dU ] - Hkπ∗Q

H
X (−1)[dX] - · · · (5.20)

for arbitrary k ∈ Z.

5.4.3 Computing the terms of the exact sequence

Ultimately, we would like to find the D-module underlying the mixed Hodge module

H0π∗Q
H
X [dX] in the exact sequence (5.20). In order to do this, we first need to compute

the other terms.

Note. Most of the terms in question have been determined in Brosnan et al. (2007),

see Theorem 5.4.1 and Theorem 5.4.2 above. However, we shall redo the calculation

here, from a slightly different point of view.

The description of the first term is the content of the following lemma.

Lemma 5.4.4. For each k ∈ Z, we have HkprP∗Q
H
P×X [dP×X ] ≃ Hk+n(X) ⊗ QH

P [d].

Proof. By Proper Base Change (Saito, 1990, (4.4.3) on p. 323) for the diagram

P ×X
prX- X

P

prP

? aP- pt ,

aX

?

we have prP∗Q
H
P×X = prP∗pr

∗
XQH

X = a∗PaX∗Q
H
X . From the decomposition

aX∗Q
H
X ≃

⊕

i

H iaX∗Q
H
X [−i] =

⊕

i

H i(X)[−i]
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in MHM(pt) (Saito, 1988, Corollaire 3 on p. 857), it follows that

prP∗Q
H
P×X [dP×X ] ≃ a∗P

⊕

i

H i(X)[dP×X − i] =
⊕

i

H i(X) ⊗ QH
P [dP×X − i].

Now apply Hk to get HkprP∗Q
H
P×X [dP×X ] ≃ Hk+n(X) ⊗ QH

P [d], since QH
P [dP×X − i]

sits in degree d− (dP×X − i) = i− n.

Another useful fact is that, just as in the case of a smooth affine variety, the coho-

mology of q∗Q
H
U [dU ] vanishes in positive degrees (i.e., above the middle dimension).

This is the content of the following lemma.

Lemma 5.4.5. We have Hkq∗Q
H
U [dU ] = 0 for all k > 0.

Proof. We give a proof using D-modules. The mixed Hodge module g∗Q
H
U [dU ] has

underlying D-module OP×X(∗X), because X is nonsingular (Saito, 1993, Corollary 4.3

on p. 71). The D-module associated to q∗Q
H
U [dU ] = prP∗g∗Q

H
U [dU ] is therefore the

direct image of OP×X(∗X). It can be computed by using the relative de Rham complex

DRP×X/P

(

OP×X(∗X)
)

=
[

OP×X(∗X) - Ω1
P×X/P (∗X) · · · - Ωn

P×X/P (∗X)
]

[n].

Noting that each sheaf in the complex is acyclic for the functor prP∗, the direct

image is represented by the complex prP∗ DRP×X/P

(

OP×X(∗X)
)

. Since this is clearly

supported in degrees −n, . . . , 0, the cohomology sheaf in degree k > 0 vanishes. We

conclude that Hkq∗Q
H
U [dU ] is also zero.

Finally, we borrow the following lemma from Brosnan et al. (2007) (it is Proposi-

tion 4.8 on p. 11 in the paper).
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Lemma 5.4.6 (Brosnan, Fang, Nie, and Pearlstein). We have

E0,0 ≃ j!∗V
n−1 ≃ j!∗V

n−1
van ⊕Hn−1(X) ⊗ QH

P [d].

Proof. By definition, E0,0 is the piece in the decomposition of H0π∗Q
H
X [dX] that has

strict support equal to all of P . By the Base Change Theorem, applied to the inclusion

j : P sm → P , we have

j∗H0π∗Q
H
X [dX] ≃ H0πsm

∗ QH
Xsm [dX] = Hn−1πsm

∗ QH
Xsm [d] = V n−1.

Therefore, j!∗V
n−1 is a submodule of H0π∗Q

H
X [dX]. Since all other terms E0,j are

supported in proper subvarieties, we conclude that j!∗V
n−1 ≃ E0,0. The second

isomorphism is then an immediate consequence of (5.17).

5.4.4 Breaking the exact sequence into pieces

We can now look at the exact sequence in (5.20) one more time. For k > 0, each

portion of the sequence simplifies to

0 - Hkπ∗Q
H
X (−1)[dX] - Hn+1+k(X) ⊗ QH

P [d] - 0,

using the vanishing in Lemma 5.4.5, and the result of Lemma 5.4.4. In terms of the

decomposition (5.15), we thus have

Ek,0 ≃ Hn+1+k(X)(1) ⊗ QH
P [d] for k > 0.

Moreover, Ek,j = 0 for j 6= 0, because Ek is supported on all of P .
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Using Saito’s Hard Lefschetz Theorem (5.16), we then deduce a similar statement for

k < 0; we compute

Ek,0 ≃ E−k,0(−k) ≃ Hn+1−k(X)(1 − k) ⊗ QH
P [d] ≃ Hn+k−1(X) ⊗ QH

P [d],

where the last isomorphism is because of the usual Hard Lefschetz Theorem. Since

both isomorphisms are induced by the polarization, and therefore compatible, it

follows that the restriction map Hn+k−1(X) ⊗ QH
P [d] → Ek,0 itself has to be an

isomorphism. Again, we have Ek,j = 0 if k < 0 and j 6= 0.

Next, we look at the exact sequence in negative degrees. After incorporating the

results from above, a typical portion simplifies to

Hn+k−2(X)(−1) ⊗ QH
P [d]

Hn+k(X) ⊗ QH
P [d]

?
- Hkq∗Q

H
U [dU ] - Hn+k−1(X)(−1) ⊗ QH

P [d]

Hn+k+1(X) ⊗ QH
P [d].

?

Both vertical maps are injective (by the usual Hard Lefschetz Theorem), and so we

find that

Hkq∗Q
H
U [dU ] ≃

Hn+k(X)

Hn+k−2(X)(−1)
⊗ QH

P [d] (5.21)

when k < 0.
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Finally, the part of the exact sequence for k = 0 reads

Hn−2(X)(−1) ⊗ QH
P [d]

Hn(X) ⊗ QH
P [d]

?
- Hkq∗Q

H
U [dU ] - H0π∗Q

H
X [dX]

Hn+1(X) ⊗ QH
P [d].

?

From (5.15) and Lemma 5.4.6, we have the decomposition

H0π∗Q
H
X [dX] ≃ j!∗V

n−1
van ⊕Hn−1(X) ⊗ QH

P [d] ⊕
⊕

j>0

E0j . (5.22)

Combining this with the fact that the primitive cohomology of weight n satisfies

Hn(X)prim ≃
Hn(X)

Hn−2(X)(−1)
,

we obtain from the above the short exact sequence

Hn(X)prim ⊗ QH
P [d] ⊂ - H0q∗Q

H
U [dU ] -- j!∗V

n−1
van (−1) ⊕ R. (5.23)

Here R =
⊕

j>0E0j(−1) is a sort of “error term,” containing those pieces in the

decomposition of H0π∗Q
H
X [dX] that are supported in a subset of the dual variety X∨.

Note. Because of Theorem 5.4.2, we can always force R = 0 by assuming that the

line bundle L is sufficiently ample; further on, in 5.5.4, we shall give a more precise

condition for the vanishing of the error term.

5.5 From mixed Hodge modules back to D-modules

We now translate the results in 5.4.4 back into the language of D-modules, by passing

to the underlying D-modules in the exact sequence (5.20).
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5.5.1 The underlying D-modules

As pointed out already (during the proof of Lemma 5.4.5), the mixed Hodge module

g∗Q
H
U [dU ] has associated D-module OP×X(∗X), with filtration

FsOP×X(∗X) =















OP×X

(

(s+ 1)X
)

if s ≥ 0,

0 otherwise.

(5.24)

To compute the direct images under the projection P ×X → P , the relative de Rham

complex

DRP×X/P =
[

OP×X
- Ω1

P×X/P · · · - Ωn
P×X/P

]

[n],

with differential dP×X/P , can be used. For q > 0, we have

RqprP∗Ω
k
P×X/P ⊗ OP×X(∗X) = RqprP∗Ω

k
P×X/P (∗X) = 0,

and so each of the sheaves Ωk
P×X/P (∗X) is acyclic for the push-forward map prP∗.

Thus the complex prP∗ DRP×X/P

(

OP×X(∗X)
)

, which looks like

[

prP∗OP×X(∗X) - prP∗Ω
1
P×X/P (∗X) · · · - prP∗Ω

n
P×X/P (∗X)

]

[n], (5.25)

represents the direct image prP+OP×X(∗X) in the derived category of filtered holo-

nomic complexes on P . Note that each term in the complex is naturally a D-module

on P ; moreover, the maps in the complex are OP -linear. We conclude that the k-th

cohomology sheaf N k of the complex,

N k = HkprP∗ DRP×X/P

(

OP×X(∗X)
)

,
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is the holonomic D-module underlying the mixed Hodge module Hkq∗Q
H
U [dU ] =

HkprP∗g∗Q
H
U [dU ]. Since the relative de Rham complex is supported only in degrees

−n, . . . , 0, it follows in particular that the N k vanish outside the range −n ≤ k ≤ 0.

The pole-order filtration F on OP×X(∗X) in (5.24) defines a filtration on the relative

de Rham complex; since we have the vanishing in (5.7), the induced filtration on the

direct image, FsprP∗ DRP×X/P

(

OP×X(∗X)
)

, is given by the subcomplex

[

prP∗Fs - prP∗Ω
1
P×X/P ⊗ Fs+1 · · · - prP∗Ω

n
P×X/P ⊗ Fs+n

]

[n], (5.26)

where Fs = FsOP×X(∗X). The map prP being projective, this filtration is strict by

a result of Saito (1990, Theorem 2.14 on p. 252); note that we are using algebraic

mixed Hodge modules, which are always polarizable. Thus the cohomology sheaves

of the subcomplex inject into those of the whole complex. Each of the N k is there-

fore filtered, and the filtration is given by the cohomology sheaves of the displayed

subcomplex.

The most interesting among those D-modules is the one for k = 0; we denote it by

N 0 =
prP∗Ω

n
P×X/P (∗X)

dP×X/P

(

prP∗Ω
n−1
P×X/P (∗X)

) . (5.27)

By what we just said, N 0 is filtered by

FsN
0 =

prP∗Ω
n
P×X/P

(

(n + s+ 1)X
)

dP×X/P

(

prP∗Ω
n−1
P×X/P

(

(n+ s)X)
)

) , (5.28)

and
(

N 0, F
)

is a regular holonomic D-module, because it underlies a mixed Hodge

module. We also let

Mvan = j!∗
(

Rn−1πsm
∗ Qvan ⊗Q OP sm

)
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be the minimal extension of the D-module in parentheses from P sm to P ; of course,

it underlies the mixed Hodge module j!∗V
n−1
van .

5.5.2 Conclusions about the D-modules

The analysis in 5.4.4 now gives us two conclusions. On the one hand, it tells us

the cohomology sheaves N k of the relative de Rham complex for OP×X(∗X); on the

other hand, it identifies the intermediate extension Mvan as a quotient of N 0. Note

that for a mixed Hodge structure H ∈ MHM(pt), the D-module H ⊗ OP underlying

H ⊗ QH
P [d] has as its filtration

Fs
(

H ⊗ OP

)

=
(

FsH
)

⊗ OP =
(

F−sH
)

⊗ OP , (5.29)

induced from the Hodge filtration on H .

Theorem 5.5.1. When k < 0,

N k ≃
Hn+k(X,C)

Hn+k−2(X,C)
⊗ OP

are isomorphic as filtered D-modules, where the right-hand side has the filtration

described in (5.29). Moreover, there is a short exact sequence

Hn(X,C)prim ⊗ OP
⊂ - N 0 -- Mvan(−1) ⊕R

of filtered D-modules, strict with respect to the filtrations. Here R is the D-module

underlying the mixed Hodge module R in (5.23).

Proof. The first assertion is an immediate consequence of the isomorphism in (5.21).

Indeed, we have just shown that the filtered D-module underlying the left-hand side
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of (5.21) is
(

N k, F
)

, whereas the one underlying the right-hand side is evidently

Hn+k(X,C)
/

Hn+k−2(X,C) ⊗ OP . The second assertion follows in a similar manner

from the exact sequence of mixed Hodge modules in (5.23), noting that morphisms

between mixed Hodge modules preserve the filtrations strictly.

If L is sufficiently ample, then we have R = 0 (see 5.5.4 for a discussion of this

point), and so Mvan = M, up to a shift in the filtration (see 5.5.3 for the exact

numbers). The final result is therefore the following.

Theorem 5.5.2. Assume that L is sufficiently ample. Then the error term R in

Theorem 5.5.1 is zero, and we have (Mvan , F ) = (M, F )(−n). Consequently, there

is a short exact sequence

Hn(X,C)prim ⊗ OP
⊂ - N 0 -- M(−n− 1)

of filtered D-modules, where Fs
(

M(−n−1)
)

= Fs+n+1M. The maps in this sequence

are again strict on the filtrations.

5.5.3 Comparison of the two D-modules

We shall now make a short comparison of the two D-modules M and Mvan that have

been introduced. To be able to apply the results of 5.5.2, we shall assume that the

line bundle L is sufficiently ample.

Recall that the filtered D-module (M, F ) was defined by taking residues of rational

forms; a section of FkM is locally the residue of a rational form on P × X with a

pole of order at most k along X. On the other hand, we used the theory of mixed
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Hodge modules to introduce a second filtered D-module
(

Mvan , F
)

. It underlies the

mixed Hodge module j!∗V
n−1
van , and is therefore the minimal extension of the variation

of Hodge structure from P sm .

It is immediate that M and Mvan are isomorphic D-modules; the only difference is in

the indexing of the filtration. Indeed, N 0 is the right-most cohomology sheaf of the

complex in (5.25), and Mvan(−1) is a quotient of N 0, because of the exact sequence

in Theorem 5.5.1. Thus we have a surjective map

Res: prP∗Ω
n
P×X/P (∗X) → Mvan(−1)

of filtered D-modules on P . Because of the Tate twist, this means that

Res
(

FsprP∗Ω
n
P×X/P (∗X)

)

= Fs
(

Mvan(−1)
)

= Fs+1Mvan .

Looking back at the definition of the filtration on the de Rham complex in (5.26), we

find that

Res
(

prP∗Ω
n
P×X/P

(

(n + s+ 1)X
)

)

= Fs+1Mvan

for all s with n+ s ≥ 0. In other words, a section of Fs+1Mvan is locally the residue

of a rational form with a pole of order at most (n + s + 1). But this means exactly

that FsMvan = Fn+sM, and so

(M, F ) =
(

Mvan , F•−n

)

=
(

Mvan , F [n]
)

= (Mvan , F )(n)

agree up to a shift by n in the filtration.

Note. If desired, the Hodge filtration F can also be written as a decreasing filtration,

using the convention that F p = F−p; we then get

Res
(

prP∗Ω
n
P×X/P

(

(n− p)X
)

)

= F n−pM = F pMvan ,
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with the understanding that F nMvan = 0. On the open set P sm , the sheaf F pMvan

restricts to the Hodge bundle F pVn−1
van .

5.5.4 Ampleness assumptions and the vanishing of R

In several places, we have made the assumption that the line bundle L is “sufficiently

ample,” without specifying too clearly what this means. We shall now give a more

precise statement. In the present context, L should of course be very ample (to

embed X into the projective space Q). In addition, it should satisfy the following

two conditions:

(a) The cohomology groups Hq
(

X,Ωp
X ⊗ L k

)

vanish for all k > 0 and q > 0.

(b) The Hodge modules E0,j in the decomposition (5.14) are zero for j > 0.

The first condition allows us to use rational forms to represent cohomology classes;

in particular, it implies that the Hodge filtration F on N 0 is given by the order of

pole, as in (5.28). The second condition guarantees the vanishing of the error term

R in (5.23), and allows us to conclude that M = Mvan .

Brosnan et al. (2007, Remark 5.14 on p.15) outline a proof for why (b) holds when L

is sufficiently ample, crediting it to Fakhruddin. They point out that the locus in X∨

of hypersurfaces with non-isolated singularities is of higher and higher codimension

as L becomes more ample (see also Lemma 6.5.2). Eventually, the codimension is

greater than the dimension n − 1 of the hypersurfaces, and then E0,j = 0 for j > 0

by support considerations.
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Although (a) seems to have nothing whatsoever to do with (b), it turns out that

in most cases, it does imply the other condition. The reason for this surprising

circumstance is the following. Assuming only (a), we can prove thatH1
(

P, FsN
0
)

= 0

for all s; this is the content of Theorem 6.1.2. We can then compute the characteristic

variety of the D-module N 0, as in Lemma 5.3.2, and find that it is the union of two

irreducible components:

1. The zero section of ΩP , with multiplicity equal to the generic rank of N 0.

2. The cone over the set Z, with multiplicity one.

The same is then true (with a different multiplicity for the first component) for the

holonomic D-module Mvan ⊕ R, since it differs from N 0 only by the vector bundle

Hn(X,C)prim ⊗ OP , according to Theorem 5.5.1. But multiplicity is an additive

function on holonomic D-modules, and so one of Mvan and R has to have multiplicity

zero along the cone over Z. Since R is already supported inside X∨, we conclude that

if R 6= 0, the characteristic variety of Mvan has to consist of just the zero section,

which means that Mvan has to be a locally free sheaf.

But this can only happen when Mvan = 0, because the monodromy action on the

vanishing cohomology is irreducible (Voisin, 2002, Corollaire 15.28 on p. 355). Indeed,

if the D-module Mvan was locally free, it would be a flat vector bundle, and therefore

trivial (because P is simply connected). In particular, the local system Rn−1πsm
∗ Cvan

would be trivial. But since it is known that Γ
(

P sm , Rn−1πsm
∗ Cvan

)

= 0, this is not

possible unless the vanishing cohomology of the hypersurfaces is trivial.
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We can draw from this the following conclusion: Assuming (a), and that Mvan 6= 0

(which is essentially always the case), we get R = 0, and hence (b).

Note. It is illustrative to compare this discussion with the example of plane conics,

given in Brosnan et al. (2007, Example 5.16 on p. 16). This is the special case when

X = P2 and L = OP2(2); as the authors remark, E0,0 = 0, and E0,j = 0 for all j ≥ 2,

but E0,1 6= 0. In other words, we have Mvan = 0, but R 6= 0; note that only one of

the summands of R is nonzero, as required by the multiplicity calculation above.

In general, when X is a projective space, condition (a) always obtains because of

Bott’s Vanishing Theorem. Thus R, and in particular all E0,j for j > 0 in the decom-

position, are necessarily zero as soon as the hypersurfaces have nontrivial vanishing

cohomology.

5.5.5 Hypercohomology of the de Rham complex

Note. In this section, we assume that L is sufficiently ample, so that Mvan = M.

As we have seen, the D-module M underlies the mixed Hodge module j!∗V
n−1
van on P .

On the other hand, the corresponding perverse sheaf is

rat j!∗V
n−1
van = j!∗ ratV n−1

van = j!∗R
n−1πsm

∗ Qvan [d];

after tensoring with C, it has to become isomorphic to the de Rham complex for M,

by the definition of mixed Hodge modules. Therefore,

DRP

(

M
)

≃ j!∗ ratV n−1
van ⊗Q C. (5.30)

The purpose of this section is to prove that the hypercohomology group H−d+1
(

DRP M
)
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of the de Rham complex is isomorphic to the primitive cohomology of X in middle

dimension.

Lemma 5.5.3. Assume that L is sufficiently ample. Then the Leray spectral se-

quence gives rise to a (canonical) isomorphism

Hn(X,C)prim ≃ H−d+1
(

DRP (M)
)

.

Proof. According to the results in 5.4.4, we have

Hqπ∗Q
H
X [dX] ≃































Hn+q−1(X) ⊗ QH
P [d] for q < 0,

Hn+q+1(X)(1) ⊗ QH
P [d] for q > 0,

j!∗V
n−1
van ⊕Hn−1(X) ⊗ QH

P [d] for q = 0.

(5.31)

The D-module component of j!∗V
n−1
van is precisely M, and so the hypercohomology of

DRP (M) computes the complex vector spaces underlying the cohomology modules

of j!∗V
n−1
van . We calculate that

H−d+1aP∗H
0π∗Q

H
X [dX] ≃ H−d+1aP∗j!∗V

n−1
van ⊕Hn−1(X) ⊗H1aP∗Q

H
P

= H−d+1aP∗j!∗V
n−1
van ,

because H1aP∗Q
H
P = H1(P ) = 0. It follows that H−d+1

(

DRP (M)
)

is the complex

vector space of the mixed Hodge structure H−d+1aP∗H
0π∗Q

H
X [dX].

Now we bring in the (perverse) Leray spectral sequence,

Ep,q
2 = HpaP∗H

qπ∗Q
H
X [dX] =⇒ Hp+qaX∗Q

H
X [dX] = Hp+q+dX(X),
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which is a spectral sequence of mixed Hodge modules. Note that Ep,q
2 = 0 whenever

p < −d = − dimP . The term we are really interested in is

E−d+1,0
2 ≃ H−d+1aP∗j!∗V

n−1
van ;

it sits in degree −d + 1, and is thus a graded quotient of H−d+1+dX (X) = Hn(X).

The Decomposition Theorem implies that the spectral sequence degenerates at the

E2-page (in fact, it even implies that HkaX∗Q
H
X [dX] is isomorphic to the direct sum of

all the Ep,q
2 with p + q = k, albeit non-canonically). Let us write L• for the induced

filtration on the cohomology of X. We then have a short exact sequence of mixed

Hodge structures

0 - L1Hn(X) - Hn(X) - E−d,1
2

- 0,

and E−d,1
2 ≃ Hn+2(X)(1) ⊗H0(P ) by virtue of (5.31).

Consider now the pullback map φ∗ : Hn(X) → Hn(X). As the primitive cohomology

is the kernel of Hn(X) → Hn+2(X)(1), we get an induced map from Hn(X)prim to

L1Hn(X). The next step of the Leray filtration gives another short exact sequence

0 - L2Hn(X) - L1Hn(X)
ρ- E−d+1,0

2
- 0,

and by composition, we finally obtain a (canonical) map of mixed Hodge structures

ρ ◦ φ∗ : Hn(X)prim → E−d+1,0
2 ≃ H−d+1aP∗j!∗V

n−1
van . (5.32)

That this map is an isomorphism follows easily from the fact that φ : X → X is a

projective space bundle of rank d− 1. Indeed, we naturally have

Hn(X) ≃
⊕

i≥0

H i(P ) ⊗Hn−i(X) = Hn(X) ⊕
⊕

i≥2

H i(P ) ⊗Hn−i(X).
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The terms in the direct sum are precisely the graded quotients of L2Hn(X), because

the isomorphisms in (5.31) imply that

E−d+i,−i+1
2 = H−d+iaP∗H

−i−1π∗Q
H
X [dX] ≃ H i(P ) ⊗Hn−i(X)

whenever i ≥ 2. Therefore, the map from Hn(X) to Hn(X)
/

L2Hn(X) is an isomor-

phism for dimension reasons; this implies that (5.32) is also an isomorphism. By

passing to the underlying complex vector spaces, we get the result.

We are assuming that L is sufficiently ample to make the error term R in the short

exact sequence (5.23) vanish. From the connecting homomorphism for that sequence,

we then get another map

H−d+1aP∗j!∗V
n−1
van → H2(P )(1) ⊗Hn(X)prim ; (5.33)

for later use, we prove the following compatibility result.

Lemma 5.5.4. The composition of the two maps in (5.32) and (5.33),

Hn(X)prim → H−d+1aP∗j!∗V
n−1
van → H2(P )(1) ⊗Hn(X)prim ,

is multiplication by 2πi · c1
(

OP (1)
)

.

Proof. By construction, the morphism ρ ◦ φ∗ in (5.32) factors through the restriction

map Hn(P ×X) → Hn(X). Using the distinguished triangle in (5.19), we get a map

Hn(X) = H−d+1aX∗Q
H
X [dX] → H−d+2prP∗Q

H
P×X(1)[dP×X ] = Hn+2(X)(1). (5.34)

It is obvious that the composition

Hn(P ×X) → Hn(X) → Hn+2(P ×X)(1)
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is given by cup product with the class 2πi · c1
(

OP×X(X)
)

. To prove the lemma,

it is therefore sufficient to show that the map in (5.34) and the map in (5.33) are

compatible. This is more or less clear, because both have ultimately been derived

from the triangle in (5.19).

5.5.6 Cohomology sheaves of the de Rham complex

We are now going to compute the cohomology sheaves of the de Rham complex for

the D-module M, at least when L is sufficiently ample. Recall that DRP (M) is a

perverse complex, because M underlies a mixed Hodge module; all of its cohomology

sheaves

Hk = Hk DRP

(

Mvan

)

≃ Hk DRP

(

M
)

are therefore constructible sheaves (in the Zariski topology). The following lemma

describes them very precisely.

Lemma 5.5.5. Let L be sufficiently ample. Then

Rn−1+(d+k)π∗C ≃ Hk DRP

(

M
)

⊕Hn−1−(d+k)(X,C) ⊗ CP

for all k ≥ −d.

Proof. The proof mirrors that of Corollary 5.7 in Brosnan et al. (2007). Let p ∈ P

be an arbitrary point. Since the map π : X → P is proper, we have

(

Rn−1+d+kπ∗C
)

p = Hn−1+d+k
(

Xp,C
)

= ratHn−1+d+k
(

Xp

)

⊗Q C
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for the stalk of the higher direct image sheaf at p, by the Proper Base Change Theorem

from topology. Because of the decomposition in (5.14), we also have

Hn−1+d+k
(

Xp

)

= HdX+k
(

Xp

)

= Hk
p

(

π∗Q
H
X [dX]

)

=
⊕

ij

Hk−i
p

(

Ei,j
)

.

Since we are assuming that L is sufficiently ample, we have Ei,j = 0 for all j 6= 0,

by the work in 5.4.4. Therefore,

Hn−1+d+k
(

Xp

)

=
⊕

i

Hk−i
p

(

Ei,0
)

.

The remaining terms are now easily computed. On the one hand,

Hk
p

(

E0,0

)

≃ Hk
p

(

j!∗E
n−1
)

≃ Hk
p

(

j!∗V
n−1
van

)

⊕















Hn−1(X) if k = −d,

0 otherwise,

from Lemma 5.4.6. On the other hand, we have

Ei,0 =















Hn+i−1(X) ⊗ QH
P [d] for i < 0,

Hn−i−1(X)(−i) ⊗ QH
P [d] for i > 0,

again using the results in 5.4.4. Since Hk−i
p

(

QH
P [d]

)

= 0 for k− i 6= −d, it then follows

that

Hk−i
p

(

Ei,0
)

≃































Hn−1+(d+k)(X) if i = d+ k < 0,

Hn−1−(d+k)(X)
(

−(d+ k)
)

if i = d+ k > 0,

0 if i 6= d+ k and i 6= 0.

In conclusion, we have for k ≥ −d an isomorphism

Hn−1+(d+k)
(

Xp

)

≃ Hk
p

(

j!∗V
n−1
van

)

⊕Hn−1−(d+k)(X)
(

−(d+ k)
)

. (5.35)

140



Now apply the functor rat to this, and note that

ratHk
p

(

j!∗V
n−1
van

)

⊗Q C ≃ Hk
p

by what was said just before the statement of the lemma. On stalks, we therefore

have
(

Rn−1+(d+k)π∗C
)

p ≃ Hk
p ⊕Hn−1−(d+k)(X,C),

from which the asserted identity follows immediately.

Note. It should be noted that the second part of the isomorphism in (5.35) can

be described explicitly. Let L : Hk(X) → Hk+2(X)(1) be the Lefschetz operator

associated with the very ample line bundle L . For each hypersurface Xp ⊆ X,

smooth or not, there is then naturally a map

Hn−1−(d+k)(X)
(

−(d + k)
) Ld+k

- Hn−1+(d+k)(X) - Hn−1+(d+k)
(

Xp

)

.

So (5.35) tells us in particular that this map is always injective.
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CHAPTER 6

PROPERTIES OF THE SHEAVES IN THE FILTRATION

In this chapter, we collect several results about the coherent sheaves FkM and GrFkM.

Among other things, we prove that their higher cohomology groups vanish; and that,

in the range 1 ≤ k ≤ n where FkM extends the Hodge bundle F n−kVn−1
van , each sheaf

FkM satisfies Serre’s condition Sp for large p. All of these results depend on the

assumption that the line bundle L is sufficiently ample.

6.1 Cohomological properties

We begin by deriving several properties from the fact that the D-modules M and

N 0 are quotients of the direct image of the relative de Rham complex. The notation

throughout is the same as in 5.5.1.

6.1.1 Essentially a locally free resolution

The push-forward of the relative de Rham complex, in (5.25), provides us with a

complex of sheaves on P that is essentially a locally free resolution for each of the

sheaves FkM = Fk−nMvan .

During the discussion, we let s be a fixed integer. We consider the subcomplex

FsprP∗ DRP×X/P

(

OP×X(∗X)
)

of the direct image of the relative de Rham complex,
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as in (5.26). To simplify the notation, let us denote that complex by B•
s in this section.

It is a complex of D-modules on P , with OP -linear differentials, and supported in

degrees −n, . . . , 0. The individual sheaves in the complex B•
s are easily computed;

they are just direct sums of positive line bundles, because

Bp−ns = prP∗

(

Ωp
P×X/P ⊗ Fs+pOP×X(∗X)

)

=















H0
(

X,Ωp
X ⊗ L s+p+1

)

⊗ OP (s+ p+ 1) if s+ p ≥ 0,

0 otherwise.

(6.1)

By our discussion in 5.5.1 (which involved using Saito’s result on strictness of the

Hodge filtration on direct images), the cohomology sheaves of the complex are pre-

cisely the coherent sheaves FsN
p. When p < 0, we have a concrete description of

these sheaves in Theorem 5.5.1, as

FsN
p ≃ Fs

Hn+p(X)

Hn+p−2(X)(−1)
⊗ OP ≃

F−sHn+p(X)

F−s−1Hn+p−2(X)
⊗ OP . (6.2)

But if L is sufficiently ample, we also have the short exact sequence in Theorem 5.5.2,

which shows that

0 - F−sHn(X,C)prim ⊗ OP
- FsN

0 - Fs+n+1M - 0 (6.3)

is exact. This leads us to consider the augmented complex B•
s

-- Fs+n+1M. Its

cohomology sheaf at Bps (now including the case when p = 0) is still given by the

expression in (6.2). By choosing s = k − n− 1, we then get the following result.
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Lemma 6.1.1. Fix an integer k, and let B• = Fk−n−1prP∗ DRP×X/P

(

OP×X(∗X)
)

, a

complex of locally free sheaves on P with terms

Bp =















H0
(

X,Ωn+p
X ⊗ L k+p

)

⊗ OP (k + p) if k + p ≥ 1,

0 otherwise.

Then the augmented complex

B−n - B−n+1 · · · - B1 - B0 -- FkM

has as its cohomology sheaf at Bp the locally free sheaf

Hp = Fk−n−1
Hn+p(X)

Hn+p−2(X)(−1)
⊗ OP ≃

F n+1−kHn+p(X)

F n−kHn+p−2(X)
⊗ OP .

For all intents and purposes, this is as good as having a locally free resolution for

the sheaf FkM. The main difference is that one gets two spectral sequences when

applying a functor to B•, instead of one as usual.

6.1.2 Vanishing of higher cohomology

We shall now do one calculation with the pseudo-resolution from 6.1.1, to prove the

vanishing of higher cohomology for the sheaves FsN 0 and FkM.

Theorem 6.1.2. Assume that L is sufficiently ample. Then we have

H i
(

P, Fs+n+1M
)

≃ H i
(

P, FsN
0
)

= 0

for all i > 0, and all s ∈ Z.
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Proof. We fix an integer s, and consider the complex of locally free sheaves B•
s from

Lemma 6.1.1. Each sheaf Bps is a direct sum of positive line bundles on P . One of

the two hypercohomology spectral sequences for the complex,

′E
p,q
1 = Hq(P,Bps) =⇒ Hp+q

(

B•
s

)

,

therefore degenerates at the E1-page, because all but one row is zero. This is illus-

trated in Figure 6.1, where the only possible nonzero entries are the ones marked

with an asterisk.

∗ ∗ ∗ ∗∗∗

−n −1

p

q

Figure 6.1: The E1-page of the first spectral sequence

It follows that Hi
(

B•
s

)

is the cohomology in degree i of the complex with terms

H0(P,Bis) =















W i+n
s+i+n+1 if s+ i+ n ≥ 0,

0 otherwise,

(6.4)

in the notation introduced in (5.10). In particular, we see that Hi
(

B•
s

)

= 0 for i > 0.
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We now relate this to the cohomology of FsN 0 by using the other hypercohomology

spectral sequence,

′′E
p,q
2 = Hp

(

P, FsN
q
)

=⇒ Hp+q
(

B•
s

)

,

remembering that FsN q is the q-th cohomology sheaf of the complex. When q < 0,

each of these is either a trivial vector bundle, or zero; thus ′′Ep,q
2 = 0 for q < 0 and

p > 0. This means that only the fields marked with an asterisk in Figure 6.2 can be

nonzero.

∗ ∗ ∗∗∗∗

∗

∗

∗

d−1

−n

p

q

Figure 6.2: The E2-page of the second spectral sequence

The spectral sequence is thus degenerate as well, and we deduce that

H i
(

P, FsN
0
)

≃ Hi
(

B•
s

)

= 0

for all i > 0. This proves the vanishing of the higher cohomology groups for the

sheaves FsN 0.
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As for the cohomology of the sheaves Fs+n+1M, note that we have the exact sequence

in (6.3); thus the kernel of FsN 0 → Fs+n+1M is again either zero, or a trivial vector

bundle. Since we are on projective space, it follows that

0 = H i
(

P, FsN
0
)

≃ H i
(

P, Fs+n+1M
)

for all i > 0, and this finishes the proof.

Note. A similar argument can be used to get the vanishing of cohomology groups of

the form Hq
(

P,Ωp
P ⊗ FsN 0

)

. The precise result is that

Hq
(

P,Ωp
P ⊗ FsN

0
)

= 0 for all q ≥ min(1, p− 1).

In particular, all higher cohomology groups of Ω1
P ⊗ FsN 0 are still zero.

6.1.3 The space of global sections

The degeneration of the two spectral sequences used in the proof of Theorem 6.1.2

also gives a way to describe the space of global sections of the sheaf FsN 0. Indeed,

we have

H0
(

P, FsN
0
)

= H0
(

B•
s

)

=
H0
(

P,B0
s

)

dP×X/PH0
(

P,B−1
s

) ,

and by using the identity in (6.4), we arrive at the following statement.

Lemma 6.1.3. Still assuming that L is sufficiently ample, we have

H0
(

P, FsN
0
)

=
W n
s+n+1

dP×X/P

(

W n−1
s+n

) ,

where we write W p
k = H0

(

X,Ωp
X ⊗ L k

)

⊗H0
(

P,OP (k)
)

as in (5.10).
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With the help of the vanishing theorems that we proved, we can derive a similar

result for the sheaves FkM and their graded quotients GrFkM.

Lemma 6.1.4. For every k, the projection H0(P, FkM) → H0(P,GrFkM) is onto.

The surjection from Fk−n−1N 0 to FkM to induces a map

W n
k ⊗ OP = H0

(

P ×X, pr∗
XΩn

X ⊗ OP×X(kX)
)

⊗ OP → FkM,

which is also onto. As a consequence, each sheaf GrFkM is globally generated.

Proof. The surjectivity of H0(P, FkM) → H0(P,GrFkM) follows immediately from

the vanishing in Theorem 6.1.2. To see why the second assertion holds, note that the

exact sequence in (6.3) (for s = k − n− 1) proves that the map

H0
(

P, Fk−n−1N
0
)

→ H0(P, FkM)

is onto, becauseH1(P,OP ) = 0. If we combine that fact with the result of Lemma 6.1.3,

we get the result.

6.2 The lowest level in the filtration

Kawamata (1981, p. 266) proves the following result:

Theorem 6.2.1 (Kawamata). Let f : X → Y be an algebraic fiber space (i.e., a

surjective map between smooth projective algebraic varieties, having connected fibers).

Suppose the following three conditions are satisfied:

(i) There is a dense Zariski open subset Y0 ⊆ Y , such that D = Y \ Y0 is a normal

crossing divisor.
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(ii) The restriction f0 = f
∣

∣

X0
of f to the subset X0 = f−1(Y0) is smooth over Y0.

(iii) The local system Rmf0∗C has unipotent monodromy around the divisor D, where

m = dimX − dimY .

Then the direct image f∗OX

(

KX/Y

)

of the relative canonical bundle is locally free and

nef, and equals FmV , where V is Deligne’s canonical extension of the vector bundle

Rmf0∗C ⊗ OY0
.

The sheaf FmV is the lowest level in the Hodge filtration on the canonical extension.

A similar result is true for the map π : X → P , although X∨ is not a divisor with

normal crossings, and the local monodromies are not unipotent. The next proposition

shows that the lowest level in the filtration on M, namely the sheaf F1M, is also

locally free, and related to the relative canonical bundle.

Proposition 6.2.2. Let L be sufficiently ample. Then F1M is an ample vector

bundle, and forms part of a short exact sequence

0 - F1M - π∗OX

(

KX/P

)

- Hn−1,0(X) ⊗ OP
- 0. (6.5)

In particular, π∗OX

(

KX/P

)

is locally free and nef.

Proof. Using the pseudo-resolution in Lemma 6.1.1 (for k = 1), we find a short exact

sequence

H0
(

X,Ωn
X

)

⊗ OP
⊂ - H0

(

X,Ωn
X ⊗ L

)

⊗ OP (1) -- F1M. (6.6)

Since the first map is injective at each point (because H0
(

X,Ωn
X

)

⊆ H0
(

X,Ωn
X(Xp)

)

for every point p ∈ P ), the quotient F1M is locally free, proving the first assertion.
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To establish (6.5), we note that the canonical bundle of X is

OX

(

KX

)

≃ φ∗
(

OX(KX)
)

⊗ π∗
(

OP (KP )
)

⊗ OX(1),

because X is a smooth hypersurface in the product P×X, with line bundle OP×X(X) =

OP×X(1). Thus the relative canonical bundle for the map π : X → P is given by the

formula

OX

(

KX/P

)

≃ φ∗Ωn
X ⊗ OX(1).

By pushing forward the exact sequence

0 - pr∗
XΩn

X
- pr∗

XΩn
X ⊗ OP×X(1) - φ∗Ωn

X ⊗ OX(1) - 0,

and using that L is sufficiently ample, we then get an exact sequence

H0
(

X,Ωn
X

)

⊗ OP
⊂ - H0

(

X,Ωn
X ⊗ L

)

⊗ OP (1) - π∗OX

(

KX/P

)

H1
(

X,Ωn
X

)

⊗ OP

??

on P . The second assertion follows by upon comparing this with the resolution for

F1M in (6.6), and noting that H1
(

X,Ωn
X

)

≃ Hn−1,0(X).

Now F1M is evidently an ample vector bundle, since it is a quotient of the direct

sum H0
(

X,Ωn
X⊗L

)

⊗OP (1). Because of the short exact sequence in (6.5), it is then

immediate that π∗OX

(

KX/P

)

is both locally free and nef.

Note. The result in Proposition 6.2.2 illustrates the principle that π : X → P already

has many of the good properties of a family with unipotent monodromies and normal

crossing boundary, provided the line bundle L is sufficiently ample.
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6.3 A duality theorem for the graded quotients

We are now going to consider the individual sheaves FkM in the filtration of the D-

module (M, F ). Each of them is, of course, a coherent sheaf on the projective space

P ; of particular interest are the ones for k = 1, 2, . . . , n, because FkM naturally

extends the Hodge bundle F n−kVn−1
van . For the Hodge bundles, we have a duality

isomorphism

Grn−kF Vn−1
van ≃

(

Gr k−1
F Vn−1

van

)∨
,

induced by the intersection pairing on each nonsingular hypersurface Xp. In this

section, we extend that result to the sheaves GrFkM. Although there is no longer an

isomorphism, we do still find a close relationship between GrFkM and
(

GrFn+1−kM
)∨

.

In addition, we compute the sheaves Ext i
(

GrFkM,OP

)

, for all i ≥ 0.

The method we will use was suggested by Green; it relies on the fact that the set

Z ⊆ X of singular points in the hypersurfaces is a local complete intersection in P×X,

which allows the use of a Koszul complex.1 Using a spectral sequence, we shall deduce

our duality theorem from the duality inherent in the Koszul complex.

6.3.1 Resolutions by Koszul complexes

Whenever we have a section s of a vector bundle E , we get two Koszul complexes.

The first is

∧rk E E ∨ -
∧rkE−1E ∨ · · · -

∧2E ∨ - E ∨ - OX ,

1An exposition of this idea, when applied to a single smooth hypersurface, can be found in Lecture 4
of “Infinitesimal methods in Hodge theory” (Green et al., 1994, pp. 39–51).
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and is obtained by considering the section as a map of vector bundles E ∨ → OX . It

resolves the ideal sheaf OZ of the zero scheme Z = Z(s) of the section, provided that

Z ⊆ X is a local complete intersection in X. The second Koszul complex is

OX
- E -

∧2E · · · -
∧rk E−1E -

∧rk E E ,

where the differentials are given by taking the wedge product with s. This second

complex is of course just the first complex, tensored by the line bundle det E , because

we have the isomorphisms

det E ⊗
∧kE ∨ ≃

∧rk E−kE .

Under the same assumption on Z, the second complex is therefore a resolution of the

sheaf det E ⊗ OZ .

The following lemma will give us a resolution of the structure sheaf OZ by a Koszul

complex of the first type.

Lemma 6.3.1. Suppose B is an algebraic variety, and

0 - E ′ - E - E ′′ - 0

is a short exact sequence of vector bundles on B. Let p : P(E ) → B be the projec-

tivization of E . Then P(E ′′) ⊆ P(E ) is a local complete intersection, and is in fact

the zero scheme of a section s of
(

p∗E ′
)∨

⊗OP(E )(1). As a consequence, the structure

sheaf OP(E ′′) admits a locally free resolution by the Koszul complex

∧rk E ′

p∗E ′ ⊗ OP(E )(− rk E ′) · · · - p∗E ′ ⊗ OP(E )(−1) - OP(E ).
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Proof. The map p∗E ′ → p∗E → OP(E )(1) gives a section s of the bundle
(

p∗E ′
)∨

⊗

OP(E )(1), and it is easily seen that Z(s) = P
(

E ′′
)

. Since this is evidently a local

complete intersection, the Koszul complex for the map p∗E ′ ⊗ OP(E )(−1) → OP(E ) is

exact except at the end, and resolves the sheaf OP(E ′′).

We may apply this lemma to the case of Z ⊆ X, by virtue of the exact sequence in

(5.6). In this case, we have a section of the bundle φ∗Ω1
X ⊗ OX(1); it can easily be

described more concretely. Let sX be the section of OP×X(X) that defines X; then

the section of φ∗Ω1
X is a kind of relative differential of sX, and so we shall write it in

the form dXsX. Indeed,

OX(−1)
dsX- Ω1

P×X

∣

∣

X
≃ φ∗Ω1

X ⊕ π∗Ω1
P

is part of the co-normal sequence for X ⊆ P × X, and the section in question is

obtained by composing with the projection to the first summand.

From the lemma, we then obtain the following resolution for the structure sheaf OZ

on X:

∧nφ∗TX ⊗ OX(−n) · · · - φ∗TX ⊗ OX(−1) - OX.

As before, we are writing OX(1) = OP(i∗TQ)(1) = π∗OP (1)⊗φ∗L for the universal line

bundle on X. For our purposes, the second type of Koszul complex will be of greater

use. If we tensor it by OX(n− p), we arrive at the following statement.

Lemma 6.3.2. For every integer k, the Koszul-type complex

OX(k − n) - φ∗Ω1
X ⊗ OX(k − n+ 1) · · · - φ∗Ωn

X ⊗ OX(k).
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gives a locally free resolution on X for the sheaf ψ∗Ωn
X ⊗ OZ(k). The differential in

this complex is given by the rule β 7→ dXsX ∧ β, where sX is the section of OP×X(1)

defining X in P ×X.

6.3.2 First-order differential operators on a line bundle

For the time being, it is actually more convenient to work on the bigger ambient

space P × X. In order to get a resolution for OZ there, we have to introduce the

sheaf of first-order differential operators on the line bundle L , together with its dual

EL = D1(L )∨. We need a few basic properties of the two sheaves, and briefly review

those here.

The sheaf D1(L ) is locally free of rank n + 1, and part of an exact sequence

0 - OX
- D1(L ) - TX - 0.

The map to the tangent bundle associates to a first-order operatorD its symbol σ(D).

For any (local) section s of L , and any (local) holomorphic function f , we have the

identity

D(f · s) = f ·Ds+ [D, f ]s = f ·Ds+ σ(D)f · s.

Locally, D1(L ) is isomorphic to OX ⊕ TX , and based on the formula above, one

easily works out the transition functions. Take an open cover of X, and say Ui

and Uj are two open sets over which L is locally trivial. Set Uij = Ui ∩ Uj , and

let gij ∈ Γ
(

Uij ,O
×
X

)

be the transition function from Ui to Uj . Then the transition

functions for D1(L ) are given by

OUij
⊕ TUij

→ OUji
⊕ TUji

, (a, ξ) 7→
(

a− g−1
ij (ξgij), ξ

)
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The dual sheaf will be denoted by EL = D1(L )∨; it is part of the dual of the exact

sequence above,

0 - Ω1
X

- EL
- OX

- 0, (6.7)

and its transition functions2 are

Ω1
Uij

⊕ OUij
→ Ω1

Uji
⊕ OUji

, (ω, a) 7→
(

ω + a · d log gij, a
)

.

Based on this data, it is not hard to show that the extension class of the sequence,

in H1(X,Ω1
X), is exactly 2πi · c1(L ).

Since they will occur frequently in the Koszul complexes below, we shall abbreviate

the wedge products by writing

E p
L =

∧pEL .

The transition functions for these, relative to the given open cover, are again easily

worked out; they are

Ωp
Uij

⊕ Ωp−1
Uij

→ Ωp
Uji

⊕ Ωp−1
Uji

, (Ω, ω) 7→
(

Ω + d log gij ∧ ω, ω
)

.

We also need to consider the tensor product bundle EL ⊗ L . It is again locally

isomorphic to Ω1
X ⊕ OX , with transition functions

Ω1
Uij

⊕ OUij
→ Ω1

Uji
⊕ OUji

, (ω, a) 7→
(

gijω + a · dgij, gija
)

. (6.8)

Now given any global section s ∈ H0(X,L ), we obtain a global section of the tensor

product, as follows. Locally, the section s is represented by a holomorphic function

2Unfortunately, there is a misprint in Green et al. (1994, p. 42) at this point.
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fi on each open set Ui, with fi = gijfj for all i and j. Then (dfi, fi) patch together

under the transition maps in (6.8), and thus give a global section ds̃ of EL ⊗L . If the

line bundle L = OX(D) comes from a divisor on X, then we can consider EL ⊗ L

as being locally isomorphic to Ω1
X(D) ⊕ OX(D), allowing first-order poles. We may

rewrite the transition functions in the form

Ω1
Uij

(D) ⊕ OUij
(D) → Ω1

Uji
(D) ⊕ OUji

(D), (ω, a) 7→
(

ω + a · d log gij, a
)

.

Take the section sD to be the image of 1 under the map OX → OX(D). We may

then think of fi as being a local defining equation for D on Ui, and the section ds̃D

is locally represented by the pair (d log fi, 1).

Lastly, we need to know what happens when the section sD defines a smooth hyper-

surface D. In that case, we have the following commutative diagram.

Ω1
X ======== Ω1

X

L −1 ⊂ - EL

?

∩

λ-- Ω1
X(logD)

?

∩

L −1

w

w

w

w

w

w

w

⊂ - OX

??
-- OD

−Res

??

(6.9)

The map L −1 → EL in the second row is induced by the section ds̃D. As for the

map λ : EL → Ω1
X(logD), it can be described most conveniently using the local

trivializations from above. Over an open set Ui, we can represent sections of EL by

pairs (ω, a). We then have

λ(ω, a) = ω − a ·
d log fi

2πi
,

which makes the middle row in (6.9) exact, and the whole diagram commute.
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6.3.3 A second, more convenient Koszul resolution

Using the sheaf EL , we can now extend the exact sequence in (5.6) to a commutative

diagram

OX ======== OX

D1(L )
?

∩

⊂ - V ∨ ⊗ L
?

∩

-- NX⊆Q

TX

??
⊂ - i∗TQ

??
-- NX⊆Q

w

w

w

w

w

w

w

with exact rows and columns; here V = H0(X,L ). Applying Lemma 6.3.1 to the

middle row of the diagram, and using that P ×X = P
(

V ∨ ⊗L
)

, we obtain another

Koszul complex

∧n+1pr∗
XD1(L ) ⊗ OP×X(−n− 1) · · · - pr∗

XD1(L ) ⊗ OP×X(−1) - OP×X

as a resolution for OZ on P ×X. Now note that det EL ≃ Ωn
X ; also note the identity

∧rD1(L )⊗det EL ≃ E n+1−r
L . We can thus tensor the complex above by pr ∗

X det EL ⊗

OP×X(k) = pr ∗
XΩn

X ⊗ OP×X(k) to get the following lemma.

Lemma 6.3.3. The Koszul-type complex

OP×X(k − n− 1) - pr ∗
XEL ⊗ OP×X(k − n) · · · - pr ∗

XE n+1
L ⊗ OP×X(k).

on P ×X is a locally free resolution of the sheaf ψ∗Ωn
X ⊗ OZ(k). The differential is

given by taking the wedge product with the section ds̃X of EL ⊗ L , where sX is the

section of OP×X(1) defining X.
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In 5.3.4, we saw that the set Z is the projectivized characteristic variety of the fil-

tered holonomic D-module (M, F ). In fact, we showed that the characteristic sheaf

CH(M, F ), associated to the graded module

CH(M, F ) =
⊕

k∈Z

GrFkM,

is equal to Ωn
X/P . It can be proved3 that this is isomorphic to ψ∗Ωn

X ; therefore,

δ∗
(

ψ∗Ωn
X ⊗ OZ(k)

)

≃ GrFkM

for all sufficiently large values of k. The resolution in Lemma 6.3.3 now allows us to

derive much finer results, especially in the interesting range 1 ≤ k ≤ n.

6.3.4 A spectral sequence from the Koszul complex

We obtain results on the graded quotients GrFkM of the D-module M by comparing

two complexes: the push-forward of the Koszul complex in Lemma 6.3.3, and the

push-forward of the relative de Rham complex for OP×X(∗X). To begin with, we

apply the functor prP∗ to the Koszul resolution get a spectral sequence4

Ep,q
1 =⇒ Rp+qδ∗

(

ψ∗Ωn
X ⊗ OZ(k)

)

; (6.10)

the individual terms are given by the formula

Ep,q
1 = RqprP∗

(

pr ∗
XE n+1+p

L ⊗ OP×X(k + p)
)

= Hq
(

X, E n+1+p
L ⊗ L k+p

)

⊗ OP (k + p).

3See 194 below.

4Recall that δ : Z → P is the restriction of prP to the subvariety Z.
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The indexing in the spectral sequence may seem unusual, but the purpose is to make

the terms in degree p+ q = i compute the i-th higher direct image sheaf.

Provided now that L is sufficiently ample (in the sense of condition (a) in 5.5.4), we

have

Ep,q
1 = 0 if p < −k and q < n, or if p > −k and q > 0.

Thus the E1-page of the spectral sequence appears as in Figure 6.3, with only the

marked entries being nonzero.

∗ ∗ ∗ ∗

∗

∗

∗ ∗ ∗ ∗

∗

−(n + 1) 0−k

n

k

p

q

Figure 6.3: The E1-page of the spectral sequence

We analyze the spectral sequence in three steps: In 6.3.5, we calculate the middle

column; in 6.3.6, we study the limit of the lower half (for q < k); and, finally, in

6.3.10, we analyze the upper half (for q ≥ k) of the spectral sequence.
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6.3.5 The middle column of the spectral sequence

The first step in our analysis has to be the computation of the (nonzero) middle

column, for p = −k; of course, it is only there when the value of k is between 0 and

n+ 1. It consists of the locally free sheaves

E−k,q
1 = Hq

(

X, E n+1−k
L

)

⊗ OP ;

the next lemma expresses these in terms of the cohomology of X.

Lemma 6.3.4. Let us write Hp,q for the cohomology group Hp,q(X) = Hq
(

X,Ωp
X

)

.

Then

E−k,q
1 =















Hn+1−k,q
/

Hn−k,q−1 ⊗ OP if q < k,

Hn−k,q
prim ⊗ OP if q ≥ k.

Here Hn−k,q
prim = ker

(

L : Hn−k,q → Hn−k+1,q+1
)

, and L is the Lefschetz operator given

by cup product with the class 2πi · c1(L ).

Proof. We use the exact sequence in (6.7), whose extension class is 2πi · c1(L ). By

taking the (n+ 1 − k)-th wedge product, we get

0 - Ωn+1−k
X

- E n+1−k
L

- Ωn−k
X

- 0,

and thus in cohomology, we have the following exact sequence, with Ha,b = Ha,b(X)

for the sake of brevity:

Hn−k,q−1 L- Hn+1−k,q - Hq
(

X, E n+1−k
L

)

- Hn−k,q L- Hn+1−k,q+1

If q < k, then n + 1 − k + q ≤ n, and so the first and last map are injective by

the Hard Lefschetz Theorem; this gives the first half of the statement. On the other
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hand, if q ≥ k, then n− k + q ≥ n, so the first map is surjective, while the kernel of

the last map is exactly the primitive cohomology. The second half of the statement

follows.

6.3.6 The lower half of the spectral sequence

We can now pass to the second step of the analysis, by considering the “lower” half

of the spectral sequence (the part where q < k). Note that we are going to have

Ep,q
∞ = 0 for all p + q < 0, since the limit of the spectral sequence lives in degrees

p+ q ≥ 0.

The bottom row of Figure 6.3 contains the following complex

E−k+1,0
1

- E−k+2,0
1 · · · - E−1,0

1
- E0,0

1 ,

which, more concretely, is the complex of vector bundles

H0
(

X, E n+2−k
L ⊗ L

)

⊗ OP (1) · · · - H0
(

X, E n+1
L ⊗ L k

)

⊗ OP (k) (6.11)

on P . Since this complex will be used a lot, we shall abbreviate it by the symbol

C •
k = E•,0

1 ; thus

C •
k =

[

C −k+1
k

- C −k
k · · · - C −1

k
- C 0

k

]

, (6.12)

where the degree of each sheaf is indicated by the raised index.

We let Fk be the cohomology sheaf at the end of the complex (for p = 0, that is);

because Ep,q
∞ = 0 for p + q < 0, the other cohomology sheaves are isomorphic to the
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sheaves E−k,q
1 in the middle column that were computed in Lemma 6.3.4. In addition,

the map

d−k,k−1
k : E−k,k−1

1 ≃ Hn+1−k,k−1(X)prim ⊗ OP → Fk

has to be injective for the same reason. Note that the cokernel of this map is the

term E0,0
k+1. We can reorganize this information slightly, by considering the augmented

complex

C −k+1
k

- C −k+2
k · · · - C 0

k
-- E0,0

k+1.

Writing H p
k for the cohomology sheaf at C p

k , we then find that

H p
k = E−k,p+k−1

1 ≃
Hn+1−k,p+k−1(X)

Hn−k,p+k−2(X)
⊗ OP

≃ Grn+1−k
F

Hn+p(X)

Hn+p−2(X)(−1)
⊗ OP = GrFk−n−1

Hn+p(X)

Hn+p−2(X)(−1)
⊗ OP .

We shall prove in a minute (see (6.17) below) that E0,0
k+1 is precisely the sheaf GrFkM.

In summary, we can then say that, once we reach the Ek+1-page, the lower part of

the spectral sequence looks as in Figure 6.4.

0 0 0 ∗

0

∗

0−k

k

p

q

GrFkM

Figure 6.4: The lower half of the Ek+1-page
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6.3.7 Connections with the de Rham complex

Now let L = OX(D) be the line bundle associated to a divisor D ⊆ X, and write

sD for the canonical section of OX(D). As in 6.3.2, let ds̃D be the corresponding

section of EL ⊗L . For any values of p and k, we then have a map from E p
L ⊗L k to

E p+1
L ⊗ L k+1, by taking the wedge product with ds̃D. The purpose of this section is

to compare that map, and the differential in the de Rham complex Ω•
X(∗D).

We consider the following diagram, where d means the usual differential of the de

Rham complex, and dpk(x) = ds̃D ∧ x is the differential in the Koszul complex.

Ωp
X(kD)

ip
k - E p

L ⊗ L k qp
k - Ωp−1

X (kD)

E p+1
L ⊗ L k+1

dp
k

?
qp+1

k+1- Ωp
X

(

(k + 1)D
)

d

?

The reader should note that the square is not commutative; the next lemma explains

to what extent commutativity fails.

Lemma 6.3.5. In the notation of the above diagram, let

cpk = k · qp+1
k+1 ◦ d

p
k − d ◦ qpk.

Then the image of cpk is contained in the subsheaf Ωp
X(kD) ⊆ Ωp+1

X

(

(k+ 1)D
)

. More-

over, we have cpk ◦ i
p
k = k · id.

Proof. The proof consists in a local computation, on one of the open sets Ui in the

trivialization for L . We use the same notation as in 6.3.2. As explained there, we

let fi be a local defining equation for D on Ui, and then ds̃D is represented by the

pair (dfi, fi).
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Now take an arbitrary section of E p
L ⊗ L k on Ui; it can be represented by a pair

(β, α), where β is a p-form on Ui, and α a (p− 1)-form. The projection qpk takes the

pair (β, α) to the rational form α/fki , and so

d
(

qpk(β, α)
)

= d

(

α

fki

)

=
dα

fki
− k

dfi

fk+1
i

∧ α.

On the other hand, noting that (dfi, 0) ∧ (0, α) = (0,−dfi ∧ α), we compute that

dpk(β, α) = (dfi, fi) ∧ (β, α) = (dfi ∧ β, fiβ − dfi ∧ α),

and under the map qp+1
k+1, this goes to the section

qp+1
k+1

(

dpk(β, α)
)

=
fiβ − dfi ∧ α

fk+1
i

=
β

fki
−

dfi

fk+1
i

∧ α

of Ωp
X

(

(k + 1)D
)

. By combining both expressions, we arrive at

cpk(β, α) = k · qp+1
k+1

(

dpk(β, α)
)

− d
(

qpk(β, α)
)

= k ·
β

fki
−
dα

fki
. (6.13)

This is a p-form with a pole of order at most k, and is therefore contained in the

subsheaf Ωp
X(kD), as asserted.

The same calculation proves that cpk ◦ i
p
k = k · id. For suppose we start from a section

β/fki of Ωp
X(kD) on the open set Ui. Then the corresponding pair is (β, 0), and the

formula in (6.13) shows that we get k times the original section back upon application

of cpk.

6.3.8 Relation to the D-module

To proceed, and to justify writing GrFkM in place of E0,0
k+1 we need to relate the

complex C •
k to the direct image of the relative de Rham complex in (5.26),

FsprP∗ DRP×X/P

(

OP×X(∗X)
)

,
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whose cohomology sheaves FsN q we also computed before (in Theorem 5.5.1). Of

course, the relationship comes from the fact that EL is an extension of OX by Ω1
X ;

the following lemma gives a precise statement.

Lemma 6.3.6. The complex C •
k is isomorphic to the mapping cone complex of

Fk−n−2prP∗ DRP×X/P

(

OP×X(∗X)
)

- Fk−n−1prP∗ DRP×X/P

(

OP×X(∗X)
)

.

Proof. The isomorphism is essentially a formal consequence of Lemma 6.3.5; to make

this clearer, we shall use similar notation. Let us write the displayed mapping of

complexes in the form A • → B•; In other words, for each value of p, we let

A p =















H0
(

X,Ωn+p
X ⊗ L k+p−1

)

⊗ OP (k + p− 1) if k + p− 1 ≥ 1,

0 otherwise,

which occurs in the direct image of the relative de Rham complex for s = k − n− 1;

and, similarly, we let

Bp =















H0
(

X,Ωn+p
X ⊗ L k+p

)

⊗ OP (k + p) if k + p ≥ 1,

0 otherwise,

which occurs when s = k−n−2. We shall also abbreviate by writing C p = C p
k ; then

C p =















H0
(

X, E n+1+p
L ⊗ L k+p

)

⊗ OP (k + p) if k + p ≥ 1,

0 otherwise.

For each p, we thus have a short exact sequence

0 - A p+1 - C p - Bp - 0. (6.14)
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We now arrive at the following diagram, where d stands for the differential induced

from the relative de Rham complex, and dp(β) = ds̃X ∧ β is the differential in the

Koszul complex.

A p+1 ⊂
ip - C p qp

-- Bp

C p+1

dp

?
qp+1

-- Bp+1

d

?

The first row in the diagram is exact, but—just as in 6.3.7—the square is not com-

mutative. For each p ∈ P , however, we do have the result of Lemma 6.3.5, taking

the divisor as D = Xp. By considering the diagram fiber-wise, we therefore see that

cp = (k + p) · qp+1 ◦ dp − d ◦ qp

takes its image in A p+1, and that cp ◦ ip = (k + p) id.

Said differently, the map cp : C p → A p+1 essentially provides a splitting of the short

exact sequence in (6.14). Note that all three terms in the sequence are zero for

k + p ≤ 0. It is then a purely formal exercise to check that

C p → Conep(A • → B•) = A p+1 ⊕ Bp, x 7→ (k + p− 1)! ·
(

cp(x), qp(x)
)

defines an isomorphism of complexes5 between C • and Cone(A • → B•). Going back

to our special situation, we get the assertion of the lemma.

Now consider the map of complexes in the lemma. By strictness of the Hodge filtration

on direct images under the projective morphism prP (Saito, 1993, Remark 4.6 on

5To make things consistent, the differential dCone(a, b) =
(

−dA(a), a + dB(b)
)

is used in the cone
complex. In our case, both dA and dB are induced by the relative differential dP×X/P .
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p. 72), the cohomology sheaves of the first inject into those of the other; the lemma

now lets us conclude that

H p
k ≃ GrFk−n−1N

p ≃ GrFk−n−1

Hn+p(X)

Hn+p−2(X)(−1)
⊗ OP (6.15)

for p < 0, which agrees with our findings in Theorem 5.5.1. More importantly, we

obtain the isomorphism

Fk ≃ GrFk−n−1N
0. (6.16)

From the short exact sequence in Theorem 5.5.2, we get, by taking one graded piece,

0 - Hn+1−k,k−1(X)prim ⊗ OP
- GrFk−n−1N

0 - GrFkM - 0.

Since the first term in this sequence is exactly H 0
k , it now follows that

E0,0
k+1 = Fk

/

H 0
k ≃ GrFkM (6.17)

This completes our analysis of the lower half of the spectral sequence. We summarize

the results obtained so far in the following lemma.

Lemma 6.3.7. Let C •
k be the complex of locally free sheaves on P , concentrated in

degrees −k + 1 ≤ p ≤ 0, with terms

C p
k = H0

(

X, E n+1+p
L ⊗ L k+p

)

⊗ OP (k + p).

Then the augmented complex C •
k

- GrFkM is exact at the end; moreover, its coho-

mology sheaf in degree p ≤ 0 is precisely

H p
k ≃ GrFk−n−1

Hn+p(X)

Hn+p−2(X)(−1)
⊗ OP =

Hn+1−k,p+k−1(X)

Hn−k,p+k−2(X)
⊗ OP .
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6.3.9 The duality relating upper and lower half

The remainder of the argument uses the natural duality between the lower and upper

halves of the spectral sequence; it is essentially the self-duality inherent in the Koszul

complex. The following lemma gives an abstract statement.

Lemma 6.3.8. Let Cm - Cm−1 · · · - C0
- G be a complex of coherent sheaves

on a variety P , such that

1. each sheaf Ci is locally free;

2. the map C0
- G is surjective;

3. the cohomology sheaf Hi at each Ci is also locally free.

If we let H i be the cohomology sheaf of the dual complex, C∨
0

- C∨
1 · · · - C∨

m, at

the term C∨
i , then the sequence

0 - G∨ - H0 - H∨
0

- Ext1(G,OP ) - H1 - H∨
1

- · · ·

is exact.

Proof. Let C−1 = G. We take an injective resolution I0 - I1 - I2 - · · · of the

structure sheaf OP , and consider the double complex with terms Hom(Cp, I
q). Note

that this includes the sheaves Hom(G, Iq), for p = −1. As usual, we get two spec-

tral sequences for the double complex. The first, corresponding to the filtration

by rows, degenerates at the E2-page; indeed, each sheaf Hp is locally free, and so

Extq(Hp,OP ) = 0 whenever q > 0. It follows that the cohomology of the total com-

plex is H∨
p+q in degree p+ q.
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The second spectral sequence (for the filtration by columns) also has few nonzero

entries; we have

E−1,q
1 = Extq(G,OP ) and Ep,0

1 = C∨
p for p ≥ 0,

while all other entries on the E1-page are zero. It is then easy to derive the long exact

sequence in the statement of the lemma.

6.3.10 The upper half of the spectral sequence

Finally, we consider the remaining “upper” half of the spectral sequence, consisting

of those terms Ep,q
1 with q ≥ k. This is the place where the self-dual nature of the

Koszul complex becomes apparent, since the terms in the upper half of the spectral

sequence for a certain value of k are naturally dual to those in the lower half for the

value n+ 1− k. This manifests itself in the following isomorphisms. Firstly, we have

for q ≥ k,

E−k,q
1 = Hn−k,q(X)prim ⊗ OP ≃

(

Hk,n−q(X)

Hk−1,n−q−1(X)
⊗ OP

)∨

=
(

H k−q
n+1−k

)∨

.

Secondly, we can invoke Serre duality on X to compute the entries in the top row.

Indeed, Ωn
X ⊗

(

E n+1+p
L

)∨
≃ det EL ⊗

(

E n+1+p
L

)∨
≃ E −p

L , and so

Hn
(

X, E n+1+p
L ⊗ L k+p

)

≃
(

H0
(

X, E −p
L ⊗ L −k−p

)

)∨

.

This means that

Ep,n
1 = Hn

(

X, E n+1+p
L ⊗ L k+p

)

⊗ OP (k + p)

≃
(

H0
(

X, E −p
L ⊗ L −k−p

)

⊗ OP (−k − p)
)∨

=
(

C −n−1−p
n+1−k

)∨

.
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The top row of the E1-page of our spectral sequence is thus precisely the dual of the

complex C •
n+1−k, while the upper half of the middle column consists of the duals of

the cohomology sheaves H p
n+1−k.

If we abstract a little, we arrive at the statement of Lemma 6.3.8; the situation at

hand has m = n − k, and Ci = C −i
n+1−k, and G = GrFn+1−kM. In the notation

of the lemma, the upper half of the spectral sequence thus has the shape shown in

Figure 6.5.

C∨
0 C

∨
1 C∨

mH
∨
m

H∨
1

H∨
0

−(n + 1) −k

n

k

p

q

Figure 6.5: The upper half of the E1-page

Of course, starting from the En+1−k-page, there will not be any differentials between

entries in the upper half of the spectral sequence. From the long exact sequence
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in Lemma 6.3.8, we conclude that the upper part converges (for p + q ≥ 0) to

Extp+q+1(G,OP ) = Extp+q+1
(

GrFn+1−kM,OP

)

. Moreover, we are going to have

E−n−1,n
n+1−k = G∨ =

(

GrFn+1−kM
)∨
.

With this, we have completely analyzed the upper half of the spectral sequence.

6.3.11 Conclusion of the argument

We can now put the results of 6.3.4–6.3.10 together and draw a useful conclusion.

As a result of our analysis, the En+1-page of the spectral sequence appears as in

Figure 6.6.

0

0

0 0 ∗

∗

∗∗ ∗∗

∗

−(n + 1) 0−k

n

k

p

q

GrFkM

(

GrFn+1−kM
)∨

Figure 6.6: The En+1-page of the spectral sequence
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The entries for p+ q ≥ 0 and q ≥ k have stabilized, and the upper half of the spectral

sequence has as its limit the sheaves Extp+q+1
(

GrFn+1−kM,OP

)

. But, since we already

know that the spectral sequence converges to Rp+qδ∗
(

ψ∗Ωn
X ⊗ OZ(k)

)

, we obtain

Ext i+1
(

GrFn+1−kM,OP

)

≃ Riδ∗
(

ψ∗Ωn
X ⊗ OZ(k)

)

for all i ≥ 1. (6.18)

Moreover, there is only one nonzero differential, namely

d−n−1,n
n+1 : E−n−1,n

n+1 ≃
(

GrFn+1−kM
)∨

→ E0,0
n+1 ≃ GrFkM.

This map has to be injective (because the spectral sequence converges to zero for

p+q < 0), and its cokernel, E0,0
∞ is part of the filtration for the limit δ∗

(

ψ∗Ωn
X⊗OZ(k)

)

in degree p + q = 0. The other part is given by the limit Ext1
(

GrFn+1−kM,OP

)

that

we found in our analysis of the upper half. In other words, we also have a four-term

exact sequence
(

GrFn+1−kM
)∨

⊂ - GrFkM - δ∗
(

ψ∗Ωn
X ⊗ OZ(k)

)

Ext1
(

GrFn+1−kM,OP

)

??
(6.19)

What (6.19) shows is that not every section of GrFkM extends to a linear functional on

GrFn+1−kM; there is a sort of growth condition near points of X∨, which is measured

by the sheaf δ∗
(

ψ∗Ωn
X ⊗ OZ(k)

)

.

6.4 More about the duality theorem

In this section, we first verify that the left-most map in (6.19) is the expected one,

coming from the intersection pairing. We then reformulate the duality result using

the language of the derived category, and deduce several global consequences.
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6.4.1 Relating the duality to the intersection pairing

As we have seen before, GrFkM is a natural extension of the Hodge bundle Grn−kF Vn−1
van

on P sm to a coherent sheaf on P ; similarly, GrFn+1−kM is an extension of Grk−1
F Vn−1

van .

The two Hodge bundles are evidently dual to each other; the duality is induced by

the intersection pairing on each smooth hypersurface Xp. From this point of view, it

is not surprising that GrFn+k−1M and GrFkM should be related through duality.

Unfortunately, it is not clear from our analysis that the map

∆k :
(

GrFn+1−kM
)∨

→ GrFkM

in (6.19) is given by the intersection pairing. This is certainly very plausible; but

∆k was obtained as a differential of the spectral sequence in (6.10), and so the map

might be something else. The purpose of this section is to prove that ∆k is indeed

the expected map. Here is the precise statement.

Lemma 6.4.1. Let U be an open set in P , and ϕ any section of
(

GrFn+1−kM
)∨

over

U . Then we have

ϕp(βp) =
±1

(2πi)n−1

∫

Xp

∆k,p(ϕp) ∪ βp

for any β ∈ Γ
(

U,GrFn+1−kM
)

, and any point p ∈ P sm .

Note. There are actually two ways of identifying Hn
(

X,Ωn
X

)

with C. One is via

the trace map from duality theory; the other comes about by representing elements

of Hn
(

X,Ωn
X

)

as smooth (n, n)-forms, using the Dolbeault isomorphism, and then
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integrating over X. The relationship between the two isomorphisms is worked out,

for instance, in Sastry and Tong (2003); the result is that

±1

(2πi)dimX

∫

X

( ) : Hn
(

X,Ωn
X

)

→ C

is the trace map in Serre duality. The value of the sign (a function of dimX only)

depends on the set of sign conventions used. Since this is irrelevant for our purposes,

we shall content ourselves by giving all results in this section only up to a sign.

The proof of Lemma 6.4.1 occupies the remainder of this section. A first observation

is that it suffices to deal with one smooth hypersurface Xp at a time. Indeed, the

spectral sequence in (6.10) is clearly compatible with restricting to smooth Xp; the

same is therefore true for the differential d−n−1,n
n+1 that gave rise to the map ∆k. For

the remainder of this section, we may thus fix a point p ∈ P sm , and consider the

hypersurface D = Xp. Let i : D → X be the inclusion map.

In this setting, we naturally have two Koszul complexes, both exact (because D does

not meet the singular locus Z). The first one comes from the complex in Lemma 6.3.3,

by restricting to the slice {p} ×X; it has the form

L k−n−1 - EL ⊗ L k−n · · · - E n+1
L ⊗ L k. (6.20)

Evidently, this is a complex of locally free sheaves on X; the differential is given by

taking the wedge product with the section ds̃D of EL ⊗ L . (As usual, sD is the

section of L defining the divisor D.)

The second one is obtained by restricting the Koszul complex in Lemma 6.3.2 to

D = π−1(p); in other words, it is the complex

i∗L k−n - i∗
(

Ω1
X ⊗ L k−n+1

)

· · · - i∗
(

Ωn
X ⊗ L k

)

(6.21)
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of locally free sheaves on D itself. Here the section dsD of i∗
(

Ω1
X ⊗ L

)

defines the

differential.

Our proof depends on comparing the two complexes. Since both are exact, they are

certainly quasi-isomorphic. An explicit quasi-isomorphism between them is given by

the next lemma.

Lemma 6.4.2. For each integer p, let rp be the composition

E p+1
L ⊗ L k−n+p → Ωp

X ⊗ L k−n+p → i∗
(

Ωp
X ⊗ L k−n+p

)

.

Then the maps (−1)prp give a quasi-isomorphism between the complexes in (6.20)

and (6.21).

Proof. It suffices to prove that the maps (−1)prp form a map of complexes; this

amounts to showing that the following diagram is commutative (m = k − n+ p).

E p+1
L ⊗ L m ds̃D - E p+2

L ⊗ L m+1

i∗
(

Ωp
X ⊗ L m

)

rp

?
dsD- i∗

(

Ωp+1
X ⊗ L m+1

)

−rp+1

?

We use local trivializations as in Lemma 6.3.5, letting fi be a local defining equation

for D on a suitable open set Ui. Then a section of E p+1
L ⊗ L m is represented by a

pair (β, α), where β is a (p+ 1)-form on Ui, and α a p-form. We now have

−rp+1

(

ds̃D ∧ (β, α)
)

= −rp+1

(

dfi ∧ β, fiβ − dfi ∧ α
)

= dfi ∧ α,

because multiples of fi are in the kernel of rp+1. On the other hand, dsD = dfi on Ui,

and so

dsD ∧ rp(β, α) = dfi ∧ α,

175



proving commutativity of the diagram.

To abbreviate, let us agree to write

Mk =
(

GrFkM
)

p
and M∨

n+1−k =
(

GrFn+1−kM
)∨

p

for the fibers of the two sheaves that we are trying to compare; at p, both are locally

free, and soMk andM∨
n+1−k are complex vector spaces. In fact, sinceD is nonsingular,

we have

Mk ≃ Hn−k,k−1(D) ≃ Hk−1
(

D,Ωn−k
D

)

,

and a similar description for the other space. To prove Lemma 6.4.1, we have to show

that the map

∆k = ∆k,p : M
∨
n+1−k → Mk

is given by integration over D. For the time being, we can say that ∆k is certainly an

isomorphism. (This follows from the four-term sequence in (6.19), because coker ∆k

is supported over X∨, whereas p ∈ P sm .)

The relationship between Mk and the complex in (6.21) is easily worked out. The

complex is based on the co-normal sequence

0 - i∗L −1 d- i∗Ω1
X

- Ω1
D

- 0; (6.22)

it can therefore be broken down into several short exact sequences

Ωp−1
D ⊗ i∗L k−n+p−1 ⊂ - i∗

(

Ωp
X ⊗ L k−n+p

)

-- Ωp
D ⊗ i∗L k−n+p
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The associated long exact sequences in cohomology now give us connecting homo-

morphisms

∂n−1−p : H
n−1−p

(

D,Ωp
D ⊗ i∗L k−n+p

)

→ Hn−p
(

D,Ωp−1
D ⊗ i∗L k−n+p−1

)

.

Each connecting homomorphism is given by cup product with the extension class εD

of (6.22); this is an element

εD ∈ Ext1
D

(

Ω1
D, i

∗L −1
)

≃ H1
(

D, TD ⊗ i∗L −1
)

.

Using that H0
(

D, i∗
(

Ωn
X ⊗ L k

))

≃ H0
(

D,Ωn−1
D ⊗ i∗L k−1

)

(by adjunction, i.e., the

short exact sequence for p = n), and applying all n connecting homomorphisms

∂0, . . . , ∂n−1, we thus get a map

Sk : H0
(

D, i∗
(

Ωn
X ⊗ L k

))

→ Hn−1
(

D, i∗L k−n
)

On the other hand, if we only apply ∂0, . . . , ∂k−1, then we get

Rk : H0
(

D, i∗
(

Ωn
X ⊗ L k

))

→ Hk−1
(

D,Ωn−k
D

)

≃Mk.

Lemma 6.4.3. Let α̃ be a section of i∗
(

Ωn
X ⊗L k

)

≃ Ωn−1
D ⊗ i∗L k−1, and let β̃ be a

section of Ωn−1
D ⊗ i∗L n−k. Then we have

∫

D

Sk(α̃) ∪ β̃ =

∫

D

Rk(α̃) ∪Rn−k(β̃).

Proof. Since Sk(α̃) ∪ β̃ is an element of Hn−1
(

D,Ωn−1
D

)

, the integration on the left-

hand side makes sense. The equality itself is easily proved; just note that Sk(α̃) is

obtained by from α̃ by taking the cup product with εD exactly n times. Thus

Sk(α̃) ∪ β̃ = α̃ ∪ εnD ∪ β̃ =
(

α̃ ∪ εkD
)

∪
(

β̃ ∪ εn−kD

)

= Rk(α̃) ∪Rn−k(β̃),

which leads to the assertion.
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Lemma 6.4.4. The composition Rk ◦ rn, which is a map from H0
(

X,Ωn
X(kD)

)

≃

H0
(

X, E n+1
L ⊗ L k

)

to Mk, is the usual residue map.

Proof. This is explained on pp. 44–5 of Green’s lectures in Green et al. (1994).

Thus Mk is a quotient of both H0
(

D, i∗
(

Ωn
X ⊗ L k

))

and H0
(

X, E n+1
L ⊗ L k

)

, and

the two quotient maps are compatible. By Serre Duality, the space M∨
n+1−k is then

a subspace of both Hn−1
(

D, i∗L n−k
)

and Hn
(

X,L k−n−1
)

, again in a way that is

compatible with the obvious map between the two spaces.

The spectral sequence for the first complex (6.20) is similarly based on the short exact

sequence

0 - L −1 - EL
- Ω1

X(logD) - 0

in (6.9). Arguing as before, we get a natural map

S ′
k : H0

(

X, E n+1
L ⊗ L k

)

→ Hn
(

X,L k−n−1
)

.

The next lemma asserts the compatibility of the three maps Sk, S
′
k, and ∆k.

Lemma 6.4.5. The following diagram is commutative (up to a sign).

H0
(

X, E n+1
L ⊗ L k

) S′
k - Hn

(

X,L k−n−1
)

H0
(

D, i∗
(

Ωn
X ⊗ L k

))

rn

??
Sk - Hn−1

(

D, i∗L k−n
)

∪

6

Mk

Rk

?? ∆−1

k - M∨
n+1−k.

∪

6

(6.23)

Note that ∆k : M∨
n+1−k → Mk is an isomorphism, because p ∈ P sm.
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Proof. The commutativity (up to a sign) of the top square follows almost directly from

Lemma 6.4.2, because both maps are defined in terms of connecting homomorphisms.

There is one small point, namely what happens at the left end of both complexes.

Here, we use the following diagram

Ω1
X ⊗ L k−n ======= Ω1

X ⊗ L k−n

L k−n−1 ⊂ - EL ⊗ L k−n
?

∩

-- Ω1
X(logD) ⊗ L k−n

?

∩

�

L k−n−1

w

w

w

w

w

w

w

⊂ - L k−n

??
-- i∗L k−n,

??

derived from (6.9) (the marked square is only anti-commutative). The (n+1)-st con-

necting map used in the definition of S ′
k is the one for the middle row; because the dia-

gram commutes (up to a sign), it is compatible with the map from Hn−1
(

D, i∗L k−n
)

to Hn
(

X,L n−k−1
)

derived from the bottom row. Thus the top square of (6.23)

commutes up to a sign.

For the outer square of (6.23), note that Rk ◦ rn is the residue map by Lemma 6.4.4;

thus it is the map from H0
(

X, E n+1
L ⊗L k

)

to Mk that occurs in the spectral sequence

for the complex (6.20). The map ∆k is induced by the differential d−n−1,n
n+1 . Now the

differentials in a spectral sequence for an exact complex are given, quite generally, by

the inverses (on suitable sub-quotients) of the various connecting homomorphisms.

Since the ∂p were also used to define the map Sk, the outer square has to commute.

Finally, note that the left-hand arrows rn and Rk in (6.23) are surjective, and therefore

the bottom square is automatically commutative (up to a sign) as well.
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It is now easy to complete the proof of Lemma 6.4.1. Recall that we only need to

prove the statement for one smooth hypersurface D = Xp at a time, where we may

write ∆k = ∆k,p. Let ϕ ∈ M∨
n+1−k be an arbitrary element, and put α = ∆k(ϕ). We

may lift α to a section α̃ of i∗
(

Ωn
X ⊗ L k

)

; then Rk(α̃) = α. Because the diagram in

Lemma 6.4.5 is commutative (up to a sign), we then have

Sk(α̃) = ±∆−1
k (α) = ±ϕ.

Now let β ∈ Mn+1−k be an arbitrary vector; let β̃ be such that Rn−k(β̃) = β. Using

the identity in Lemma 6.4.3, and the fact that Serre Duality is given (up to a factor)

by integration over D, we compute that

ϕ(β) =
±1

(2πi)n−1

∫

D

Sk(α̃) ∪ β̃ =
±1

(2πi)n−1
r

∫

D

Rk(α̃) ∪Rn−k(β̃)

=
±1

(2πi)n−1

∫

D

α ∪ β =
±1

(2πi)n−1

∫

D

∆k(φ) ∪ β

This finishes the proof of Lemma 6.4.1.

We also note the following consequence of the proof. The factor of ±(2πi) is there

because dimX−dimD = 1, and because we have not been keeping track of the signs

carefully.

Lemma 6.4.6. Let α′ be a section of E n+1
L ⊗L k ≃ Ωn

X ⊗L k, and let β ′ be a section

of Ωn
X ⊗ L n+1−k. Then we have

∫

X

S ′
k(α

′) ∪ β ′ = ±(2πi)

∫

D

ResD(α′) ∪ ResD(β ′).

Proof. As before, the term S ′
k(α

′)∪β ′ is an element of Hn
(

X,Ωn
X

)

, and as such can be

integrated over X. Noting that Rk

(

rn(α
′)
)

= ResD(α′) by Lemma 6.4.4, the identity

follows from the preceding computations.
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Note. The map S ′
k gives rise to a pairing between the spaces H0

(

X,Ωn
X ⊗ L k

)

and

H0
(

X,Ωn
X ⊗ L n+1−k

)

; as we have seen, the pairing is perfect on the quotients Mk

and Mn+1−k. Of course, this is an instance of the Generalized Macaulay’s Theorem

(Green, 1985, Theorem 2.15 on p. 145), which is derived in a similar fashion. Green

informs me that the statement in Lemma 6.4.6 has been established by Carlson,

although the proof does not seem to have appeared in print. For the convenience of

the reader, a proof has therefore been included here.

6.4.2 Other results obtainable by the same method

We gave a fairly detailed analysis of the spectral sequence in 6.3.4–6.3.11, to illustrate

the general method. We will now state another result that can be derived in the same

way, this time omitting the proof.

To begin with, we need a formula for the canonical bundle on Z. Since the latter is

a projective bundle over X, this is easily found. In general, we have

ωP(E ) ≃ p∗
(

ωX ⊗ det E
)

⊗ OP(E )(− rk E )

if p : P(E ) → X is a projective bundle. In our case, Z = P(NX⊆Q), and so

ωZ ≃ ψ∗ω⊗2
X ⊗ δ∗ωP ⊗ OZ(n+ 1).

By going through a similar analysis of the spectral sequence coming from the Koszul

complex resolving OZ, we get the following result: for all i ≥ 0,

Riδ∗OZ ≃ Ext i+1
(

δ∗ωZ/P ,OP

)

. (6.24)
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As before, the Ext-sheaf is to be taken in the category of OP -modules. Note also that

the higher direct image sheaves Riδ∗ωZ/P are zero; this is a special case of Kollár’s

Vanishing Theorem (Lazarsfeld, 2004a, Remark 4.3.8 on p. 257), because Z and X∨

have the same dimension.

Note. Of course, it is not necessary to use a spectral sequence for deriving (6.24), since

the isomorphism is a simple consequence of the Duality Theorem for the morphism

δ : Z → P .

6.4.3 The Duality Theorem for a projective morphism

We are now going to recast the results of 6.3.11 in the language of the derived category.

In the process, we are going to use the Duality Theorem for projective morphisms

(Hartshorne, 1966, Theorem 11.1 on p. 210). We recall the statement, in the special

form that shall be needed below.

Theorem 6.4.7. Let f : X → Y be a projective morphism between algebraic varieties.

Let F be an element of Db(X). Then the duality morphism

Rf∗RHomX

(

F, f !OY

)

→ RHomY

(

Rf∗F,OY

)

is an isomorphism in Db(Y ).

As for notation, we are essentially following the conventions in “Residues and Du-

ality.” Thus Db(Y ) is the bounded derived category of coherent sheaves on Y (the

Duality Theorem holds much more generally, but we do not need this generality here).

The right-derived functors of a functor are indicated by the symbol R; for instance,
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Rf∗ : Db(X) → Db(Y ) is the derived functor of the push-forward. Shifting a complex

F to the left is indicated by the symbol F[1]; thus
(

F[1]
)p

= Fp+1. We also use the

natural t-structure on the triangulated category Db(P ) (Bĕılinson et al., 1982, Ex-

emples 1.3.2 on p. 29). We write Db
≤k(P ) for the subcategory of complexes that are

exact in degrees greater than k, and denote the corresponding truncation functors by

τ≤k. Similarly, we have Db
≥k(P ) and τ≥k.

To make the Duality Theorem useful, we need to compute the relative dualizing

complexes f !OY . These computations are the content of the next lemma; of course,

one can get the same result by viewing X → X and Z → X as projective bundles,

and using the (relative) Euler sequence.

Lemma 6.4.8. We have π!OP ≃ φ∗ωX⊗OX(1)[n−1], as objects of Db(X). Similarly,

we have δ!OP ≃ ψ∗ω⊗2
X ⊗ OZ(n + 1)[−1] in Db(Z).

Proof. We factor the map π as shown in the diagram.

X
i- P ×X

P

prP

?
π

-

Since the projection prP : P ×X → P is a smooth morphism, we have

pr !
POP = ωP×X/P [n] ≃ pr ∗

XωX [n],

the shift by n = dimX being due to the difference in dimension. Secondly, the

inclusion i : X → P × X is a local complete intersection morphism, because X is a

hypersurface, and so we have

i!E = i∗E ⊗ detNX⊆P×X [−1] ≃ i∗E ⊗ OX(1)[−1]
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for any locally free sheaf E on P ×X. Combining both isomorphisms now gives the

desired result.

For the analogous computation of δ!OP , we use the factorization

Z
j- P ×X

P.

prP

?
δ -

Noting that, because of the diagram in 6.3.3, the normal bundle to Z in P × X is

ψ∗EL ⊗ OZ(1), we have

j!E = j∗E ⊗ detNZ⊆P×X ≃ j∗E ⊗ ψ∗ωX ⊗ OZ(n + 1)[−n− 1].

We then conclude as before.

6.4.4 A formulation using a distinguished triangle

We are now going to show that the exact sequences in 6.3.11 actually come from

a distinguished triangle in Db(P ), by reworking the previous proof in the derived

category. Just as before, the starting point is the Koszul-type complex

OP×X(k − n− 1) - pr ∗
XEL ⊗ OP×X(k − n) · · · - pr∗

XE n+1
L ⊗ OP×X(k).

from Lemma 6.3.3. We shall write Ek for the entire complex, supported in degrees

−(n + 1),−n, . . . , 0, viewing it as an object of Db(P × X). Since it is a resolution,

we have

Ek ≃ ψ∗Ωn
X ⊗ OZ(k).
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To mimic the analysis of the spectral sequence, we let E+
k be the complex

pr ∗
XE n−k+2

L ⊗ OP×X(1) - pr ∗
XE n−k+3

L ⊗ OP×X(2) · · · - pr∗
XE n+1

L ⊗ OP×X(k)

supported in degrees −k + 1, . . . , 0; this will sometimes be referred to as the “right”

end of the Koszul complex. We also let E−
k be the complex

OP×X(k − n− 1) - pr ∗
XEL ⊗ OP×X(k − n) · · · - pr ∗

XE n−k
L ⊗ OP×X(−1)

supported in degrees −n, . . . ,−k. What might be called the “left” end of the Koszul

complex is then E−
k [1]. The full complex Ek is consisting of three pieces: the right

end E+
k , the left end E−

k [1], and the single sheaf pr∗
XE n+1−k

L in the middle, in degree

−k. We write Mk = pr ∗
XE n+1−k

L [k − 1].

The following lemma explains the seeming asymmetry in the indexing.

Lemma 6.4.9. We have RHomP×X

(

E+
k , pr

!
POP

)

≃ E−
n+1−k, for all values of k.

Proof. Clearly, pr !
POP = pr∗

XωX [n], since prP : P ×X → P is just the projection to

the first factor. Now each sheaf in the complex E+
k is locally free, and so

RHomP×X

(

E+
k , pr

!
POP

)

≃ HomP×X

(

E+
k , pr

∗
XωX

)

[n]

is obtained by applying the functor term-wise. The term in degree p of E+
k is the

sheaf pr ∗
XE n+1+p

L ⊗OP×X(k+p); on the other hand, the complex E−
n+1−k has the sheaf

pr ∗
XE n+q

L ⊗ OP×X(n− k + q) in degree q.

Recall that ωX ≃ det EL . In the dualized complex, we therefore have

HomP×X

(

pr ∗
XE n+1+p

L ⊗ OP×X(k + p), pr∗
XωX

)

≃ pr ∗
XE −p

L ⊗ OP (−k − p) = pr ∗
XE n+q

L ⊗ OP (n− k + q)

185



in degree q = −n−p. But this is exactly the degree q part of E−
n+1−k. The differentials

also agree, because of the self-duality of the Koszul complex, and so the lemma is

proved.

The duality between left and right end gives one reason for splitting up the complex

Ek into three pieces instead of two. The second reason is the special nature of the

sheaf in the middle.

Lemma 6.4.10. The object RprP∗Mk of Db(P ) is split; in other words, it is isomor-

phic to a complex with zero differentials.

Proof. By the Base Change Theorem (Hartshorne, 1966, Proposition 5.12 on p. 111),

we have

RprP∗Mk = RprP∗

(

pr∗
XE n+1−k

L

)

[k − 1] ≃ pr ∗
P

(

RprX∗pr
∗
XE n+1−k

L

)

[k − 1].

The term in parentheses is an element of Db(pt), meaning a complex of vector spaces.

It is therefore isomorphic to the complex with terms Hp
(

X, E n+1−k
L

)

and zero differ-

entials. The same is then true for its pullback under the map prP .

Note. The lemma implies that the canonical distinguished triangle

τ≤0RprP∗Mk
- RprP∗Mk

- τ≥1RprP∗Mk
[1]- · · ·

is also split, meaning that RprP∗Mk ≃ τ≤0RprP∗Mk ⊕ τ≥1RprP∗Mk.

From the Koszul complex Ek, we get a map of complexes Mk
- E+

k ; after pushing

forward to P , it induces a map RprP∗Mk
- RprP∗E

+
k . By composing with the
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canonical arrow τ≤0RprP∗Mk
- RprP∗Mk, coming from the t-structure, we then

get a map

τ≤0RprP∗Mk
- RprP∗E

+
k . (6.25)

Lemma 6.4.11. The mapping cone of (6.25) is the sheaf GrFkM; in other words,

for each value of k, we naturally have a distinguished triangle

τ≤0RprP∗Mk
- RprP∗E

+
k

- GrFkM
[1]- · · ·

in the category Db(P ).

Proof. This is essentially the same result as in Lemma 6.3.7; indeed, since each sheaf

in the complex E+
k is acyclic for the functor prP∗, the complex C •

k in that lemma

represents RprP∗E
+
k . We therefore have an augmentation map

RprP∗E
+
k

- GrFkM,

and the cohomology sheaves of the augmented complex are nonzero only in degrees

p ≤ 0, and there equal to

H p
k =

Hn+1−k,p+k−1(X)

Hn−k,p+k−2(X)
⊗ OP .

But, because of Lemma 6.3.4, we also have

Hp
(

RprP∗Mk

)

= Hp+k−1
(

X, E n+1−k
L

)

⊗ OP =
Hn+1−k,p+k−1(X)

Hn−k,p+k−2(X)
⊗ OP

for every p ≤ 0. Therefore τ≤0RprP∗Mk is quasi-isomorphic to the augmented com-

plex, and so we get the result.
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A similar result holds for the left end of the Koszul complex. Here we have a map

E−
k [−1] - Mk, and then by push-forward, RprP∗E

−
k [−1] - RprP∗Mk. By compo-

sition with the canonical arrow from RprP∗Mk to τ≥1RprP∗Mk, we obtain

RprP∗E
−
k [−1] - τ≥1RprP∗Mk. (6.26)

Lemma 6.4.12. The mapping in (6.26) is part of another distinguished triangle

τ≥1RprP∗Mk
- RHomP

(

GrFn+1−kM,OP

)

- RprP∗E
−
k

[1]- · · ·

dual to the one in Lemma 6.4.11 (for the parameter value n+ 1 − k).

Proof. To compute the direct image of E−
k , we use the Duality Theorem 6.4.7, together

with Lemma 6.4.9. We find that

RprP∗E
−
k ≃ RprP∗RHomP×X

(

E+
n+1−k, pr

!
POP

)

≃ RHomP

(

RprP∗E
+
n+1−k,OP

)

.

If we dualize the triangle in Lemma 6.4.11 for n+1− k, and use the isomorphism we

have just obtained, we arrive at the following distinguished triangle.

RHomP

(

GrFn+1−kM,OP

)

- RprP∗E
−
k

RHomP

(

τ≤0RprP∗Mn+1−k,OP

)

�

�

[1]
(6.27)

To simplify that triangle, we are now going to show that there is an isomorphism

RHomP

(

τ≤0RprP∗Mn+1−k,OP

)

[−1] ≃ τ≥1RprP∗Mk.

Since both sides are split (by Lemma 6.4.10), is suffices to prove that they have the
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same cohomology. Note that both complexes are inDb
≥1(P ). By using the calculations

in Lemma 6.3.4, we immediately find that

Hp
(

τ≥1RprP∗Mk

)

= Hp+k−1
(

X, E n+1−k
L

)

⊗ OP ≃ Hn−k,p+k−1(X)prim ⊗ OP ,

for all p ≥ 1. As for the other complex, it is split, and so its cohomology sheaves are

just the duals (in the appropriate degrees) of those of τ≤0RprP∗Mn+1−k. The result

is that

Hp
(

RHomP

(

τ≤0RprP∗Mn+1−k,OP

)

[−1]
)

≃
(

H1−p
(

τ≤0RprP∗Mn+1−k

)

)∨

≃
(

H1−p+n−k
(

X, E k
L

)

⊗ OP

)∨

With the help of Lemma 6.3.4, the latter evaluates to

(

Hk,n−(p+k−1)(X)

Hk−1,n−(p+k)(X)
⊗ OP

)∨

≃ Hn−k,p+k−1(X)prim ⊗ OP ,

as desired. We can thus rewrite the triangle in (6.27) in the form

RHomP

(

GrFn+1−kM,OP

)

- RprP∗E
−
k

-
(

τ≥1RprP∗Mk

)

[1]
[1]- · · ·

The assertion of the lemma follows upon rotating this triangle one step to the right.

After these preliminaries, we are now ready to interpret the result of 6.3.11 as coming

from a distinguished triangle in Db(P ).

Proposition 6.4.13. Let k be an arbitrary integer. In Db(P ), we have the following

distinguished triangle.

RHomP

(

GrFn+1−kM,OP

)

- GrFk M - Rδ∗
(

ψ∗Ωn
X ⊗ OZ(k)

) [1]- · · ·
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The resulting maps on cohomology are the same as in 6.3.11.

Proof. The existence of this triangle is (essentially) a formal consequence of the pre-

vious results. We begin by breaking the Koszul complex up into two triangles. First,

we introduce an auxiliary complex Tk, as the mapping cone of E−
k [−1] - Mk. We

then have two distinguished triangles in Db(P ×X),

E−
k [−1] - Mk

- Tk
- E−

k (6.28)

and

Tk
- E+

k
- ψ∗Ωn

X ⊗ OZ(k) - Tk[1] (6.29)

because the full Koszul complex Ek (which is the mapping cone of Tk
- E+

k ) is a

resolution of ψ∗Ωn
X ⊗ OZ(k).

We are now going to apply Lemma 6.4.14, which is a general statement about trian-

gulated categories. In the notation of the lemma, let

A = RHomP

(

GrFn+1−kM,OP

)

, B = GrFkM, and C = Rδ∗
(

ψ∗Ωn
X ⊗ OZ(k)

)

.

Also define three complexes

M = RprP∗Mk, M ′ = τ≤0M, and M ′′ = τ≥1M,

and denote the various parts of the Koszul complex by

E+ = RprP∗E
+
k , E− = RprP∗E

−
k , and T = RprP∗Tk.

By virtue of (6.28), (6.29), Lemma 6.4.11, and Lemma 6.4.12, we have five distin-

guished triangles, as required. We shall also denote the various arrows by the same

letters that are used in the statement of Lemma 6.4.14.
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It remains to verify the two relations that are part of the assumptions of the lemma.

We note that the composition e ◦ d is just the map from M = RprP∗Mk to E+ =

RprP∗E
+
k coming from the Koszul complex. In (6.25), we had defined the map g

from M ′ = τ≤0RprP∗Mk to E+ as the composition of a and e ◦ d, and so the first

relation holds. The second relation, b ◦ c = f [−1], is dual to the first, because the

maps involved were constructed in Lemma 6.4.12 by duality.

Lemma 6.4.14 therefore applies to our situation, and provides us with the desired

triangle involving A, B, and C. That the maps are the same as in 6.3.11 is clear;

after all, the whole argument is patterned after the analysis of the spectral sequence

that we had used there.

Lemma 6.4.14. Let A, B, C, M , M ′, M ′′, E+, E−, and T be objects in a triangu-

lated category. Suppose that we are given five distinguished triangles

M ′ a- M
b- M ′′ - M ′[1] (6.30)

E−[−1]
c- M

d - T - E− (6.31)

T
e - E+ - C - T [1] (6.32)

M ′′ - A - E− f- M ′′[1] (6.33)

M ′ g- E+ - B - M ′[1] (6.34)

subject to the condition that e ◦ d ◦ a = g and b ◦ c = f [−1]. Then there is a sixth

distinguished triangle

A - B - C - A[1]
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Proof. The proof consists in two applications of the Octahedral Axiom. Step one is

to consider the following diagram:

0 - M ′ id - M ′ - 0

E−[−1]
?

c - M

a

? d - T

d◦a

?
- E−

?

�

E−[−1]

id

?
f [−1]- M ′′

b

?
- A

?
- E−

id

?

0
?

- M ′[1]
?

id- M ′[1]
?

- 0
?

The second and third row are derived from (6.31) and (6.33), respectively. The

second column is the triangle from (6.30), and the square marked � commutes by

hypothesis. According to the Octahedral Axiom, the two broken arrows can be filled

in to make the third column a distinguished triangle, and all squares commute (or

anti-commute). We thus obtain an auxiliary triangle

M ′ d◦a- T - A - M ′[1], (6.35)

which is again distinguished.
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Step two is to incorporate the new triangle into another 3 × 3-diagram.

0 - C[−1]
id- C[−1] - 0

M ′
?

d◦a - T
?

- A
?

- M ′[1]
?

�

M ′

id

?
g - E+

e

?
- B

?
- M ′[1]

id

?

0
?

- C
? id - C

?
- 0

?

The second row is (6.35), the third row is (6.34), and the second column is derived

from (6.32). Again, commutativity of the marked square is assumed, and so we get

the conclusion by another application of the Octahedral Axiom.

6.4.5 Several applications of the distinguished triangle

From Proposition 6.4.13, we immediately recover the results of 6.3.11 by taking coho-

mology. Indeed, both the four-term exact sequence in (6.19), and the isomorphisms

in (6.18), follow immediately upon noting that HiGrFkM = 0 for i 6= 0.

The advantage of having the duality between GrFn+1−kM and GrFkM expressed as a

triangle in Db(P ), is the greater flexibility this offers. As an example, we shall now

derive a global version of the duality without any additional effort.

We use the map aP : P → pt to get a global statement. Recall that RaP∗◦Rδ∗ = RaZ∗

(the Leray spectral sequence, in the context of the derived category), and similarly
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RaP∗ ◦ RHomP = RHomP . If we apply the functor RaP∗ to the triangle in Propo-

sition 6.4.13, we get the distinguished triangle

RHomP

(

GrFn+1−kM,OP

)

- RaP∗GrFkM - RaZ∗

(

ψ∗Ωn
X ⊗ OZ(k)

) [1]- · · ·

The higher cohomology of the sheaves GrFkM vanishes by Theorem 6.1.2. If we now

take cohomology, we obtain the following result.

Proposition 6.4.15. For each value of k, we have a four-term6 exact sequence

HomP

(

GrFn+1−kM,OP

)

⊂ - H0
(

P,GrFkM
)

- H0
(

Z, ψ∗Ωn
X ⊗ OZ(k)

)

Ext1
P

(

GrFn+1−kM,OP

)

.

??

Moreover, we have Exti+1
P

(

GrFn+1−kM,OP

)

≃ H i
(

Z, ψ∗Ωn
X ⊗ OZ(k)

)

for all i ≥ 1,

and all values of k.

In particular, we can choose the value of k such that k ≥ n+1; then GrFn+1−kM = 0,

and so we get an isomorphism

H0
(

P,GrFkM
)

≃ H0
(

Z, ψ∗Ωn
X ⊗ OZ(k)

)

.

As a byproduct, we obtain another calculation of the characteristic module

CH(M, F ) =
⊕

k∈Z

H0
(

P,GrFkM
)

,

this time in all degrees k ≥ n + 1. In particular, we find that the characteristic

sheaf is CH(M, F ) ≃ ψ∗Ωn
X . When computing the characteristic variety of (M, F )

in Lemma 5.3.3, we had found the answer Ωn
X/P ; we conclude that Ωn

X/P ≃ ψ∗Ωn
X .

6In Theorem 6.4.17 below, we will show that the first term is actually zero.
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6.4.6 Global duality results

To make the result in Proposition 6.4.15 useful, we need to do one further computa-

tion.

Lemma 6.4.16. Let i and s be two integers. Then if s+ i < 2d− n, we have

ExtiP
(

FsN
0,OP

)

≃















0 for i ≤ 1,
(

Fs
Hn−i+1(X)

Hn−i−1(X)(−1)

)∨

for i ≥ 2.

Proof. Once again, we consider the complex B•
s from 6.1.1; according to (6.1), each

sheaf Bp
s is a direct sum of line bundles OP (n+ p+ s+ 1), if n+ p+ s ≥ 0, or zero.

From (6.2), we also know that the cohomology sheaf in degree p is FsN p; and that,

for p < 0, this equals

FsN
p ≃ Fs

Hn+p(X)

Hn+p−2(X)(−1)
⊗ OP . (6.36)

Just as before, we get two spectral sequences when applying the functor HomP ( ,OP )

to the complex, both converging to the same limit. The first has terms

′E
p,q
1 = ExtqP

(

B−p
s ,OP

)

≃ Hd−q
(

P,B−p
s ⊗ OP (−d− 1)

)

,

by Serre Duality. Since each B−p
s is a sum of positive line bundles, ′Ep,q

1 can only be

nonzero if q = d, and also (−d − 1) + (n + p + s + 1) ≥ 0. Thus p ≥ d − n− s, and

so the limit of the spectral sequence is zero whenever p+ q < 2d− n− s.

We conclude that the second spectral sequence, with terms

′′E
p,q
2 = ExtpP

(

FsN
−q,OP

)
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converges to zero in degrees p + q < 2d − n − s. Because the cohomology sheaves

FsN−q are trivial bundles for q > 0, the E2-page of this spectral sequence presents

the appearance shown in Figure 6.7.

∗ ∗ ∗∗∗∗

∗

∗

∗

d

n

p

q

Figure 6.7: The E2-page of the second spectral sequence

When i = 0 or i = 1, we therefore have ExtiP
(

FsN 0,OP

)

= 0. For values of i in the

range 2 ≤ i < 2d− n− s, we have

ExtiP
(

Fs,N
0,OP

)

= ′′E
i,0
2 ≃ ′′E

0,i−1
2 = HomP

(

FsN
i−1,OP

)

and the asserted formula follows from this and (6.36).

We now use the short exact sequence

Hn(X,C)prim ⊗ OP
⊂ - N 0 -- M(−n− 1) (6.37)

from Theorem 5.5.2 to get results for the Ext-groups of the sheaves FkM.
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Theorem 6.4.17. Let k and i be two integers satisfying k + i ≤ 2d. Then we have

Extip
(

FkM,OP

)

≃

(

F n+1−k Hn−i+1(X)

Hn−i−1(X)(−1)

)∨

≃
Hn+i−1(X)prim
F kHn+i−1(X)prim

.

In particular, HomP

(

FkM,OP

)

= 0, and Ext1
P

(

FkM,OP

)

≃
(

F n+1−kHn(X)prim
)∨

.

Proof. The second isomorphism follows in a straightforward way from the duality

between F pH i(X) and H2n−i(X)
/

F n−p+1H2n−i(X). It remains to verify the first

one. From the short exact sequence in (6.37), we get

F n+1−kHn(X)prim ⊗ OP
⊂ - Fk−n−1N

0 -- FkM (6.38)

upon taking Fk−n−1. From the long exact sequence for the functor HomP ( ,OP ),

and the vanishing of ExtiP
(

Fk−n−1N 0,OP

)

for i = 0 and i = 1, we see that

HomP

(

FkM,OP

)

= 0 and Ext1
P

(

FkM,OP

)

≃
(

F n+1−kHn(X)prim
)∨

;

both isomorphisms conform to what is asserted in the theorem. For values of i in the

range 2 ≤ i < 2d− n− s = 2d− n− (k − n− 1) = 2d− k + 1, we can simply apply

the result of Lemma 6.4.16 (for s = k − n − 1), noting that ExtiP (OP ,OP ) = 0 on

projective space.

The proof shows that the isomorphism between the two groups Ext1
P

(

FkM,OP

)

and
(

F n+1−kHn(X,C)prim
)∨

is essentially given by the extension class of the sequence

(6.38). This class is an element εk of

Ext1
P

(

FkM, F n+1−kHn(X)prim ⊗ OP

)

.

Any map f : F n+1−kHn(X)prim → C defines a homomorphism

f∗ : Ext1
P

(

FkM, F n+1−kHn(X)prim ⊗ OP

)

→ Ext1
P

(

FkM,OP

)

,
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and f∗(εk) is the element corresponding to f under the isomorphism in the theorem.

It follows that there are many nontrivial extensions of FkM by OP ; in a sense,

the obstruction to a “global” splitting (on P ) of such sequences is the existence of

primitive classes of a certain Hodge type.

Note. Under the same assumptions as in Theorem 6.4.17, we also have an isomorphism

Ext1
P

(

GrFkM,OP

)

≃ Hn+1−k,k−1(X)prim , derived again from (6.37).

6.4.7 A curious vanishing theorem

We digress to point out a curious application of the computations for the groups

ExtiP
(

GrFkM,OP

)

when i > 0. We have obtained two different expressions for these

groups, one in Proposition 6.4.15, the other in Theorem 6.4.17. By comparing the

two, we get the following statement.

Proposition 6.4.18. Assume that L is sufficiently ample. For all k ≥ 0 and all

q > 0, we have isomorphisms

Hq
(

X,Ωn
X ⊗ SymkNX⊆Q

)

≃ Hq
(

Z, ψ∗Ωn
X ⊗ OZ(k)

)

≃ Hn−k,q+k(X)prim ,

where NX⊆Q is the normal bundle for the embedding of X into the projective space

Q = P
(

H0(X,L )
)

.

Proof. Recall that ψ : Z → X is the projective bundle P
(

NX⊆Q

)

. For k ≥ 0, we thus

have ψ∗OZ(k) ≃ SymkNX⊆Q. The first asserted isomorphism is then obtained by

push-forward along the map ψ.

As for the second isomorphism, it follows immediately by combining the result of

Proposition 6.4.15 and Theorem 6.4.17 (for i = q+ 1 and the sheaf Fn+1−kM). Note
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that the numerical condition there is vacuous if k ≥ 0, at least when L is sufficiently

ample, and consequently d very large.

In particular, one gets a vanishing theorem for the ample vector bundle NX⊆Q.

For example, the condition q + k ≥ n + 1 is sufficient to make the cohomology

group Hq
(

X,Ωn
X ⊗ SymkNX⊆Q

)

be zero. This does not seem to follow from the

standard vanishing theorems for ample vector bundle, such as Griffiths’ Theorem

(Lazarsfeld, 2004b, Theorem 7.3.1 on p. 90), because the factor of detNX⊆Q is miss-

ing. At the same time, whenever X has nontrivial primitive cohomology in degree

(n − k, q + k), one gets an example where the group in question is not zero. This

shows that there are certain restrictions on the kind of vanishing theorem one can

get for ample vector bundles (not present in the case of ample line bundles).

6.5 Bounding the singularities of hypersurfaces

The purpose of this part is to prove the following general statement:

If L is sufficiently ample, then the set of hypersurface Xp with “many”

singularities has high codimension in P .

This is supposed to mean that, except on a subset of X∨ of high codimension, the

hypersurfaces have only a small number of isolated singular points; moreover, each

singularity is not too complicated.7

7The complexity of an isolated singularity will be measured by its Milnor number, see 6.5.4.
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Our goal is to get a lower bound on the codimension of the set of hypersurfaces

with many singular points. To achieve this, we basically use a deformation-theoretic

argument, as follows: We first stratify the dual varietyX∨, so that the fibers over each

connected component of a stratum are equi-singular. Let S be any such component;

then we find an lower bound for the codimension of the tangent space to S at any

point p ∈ S, by analyzing local deformations. If the hypersurface Xp has many

singularities, this lower bound is large, giving the result.

6.5.1 Reduction of the problem through stratifications

We now show why it suffices to estimate the codimension of certain tangent spaces.

This reduction of the problem is made possible by using stratifications. As explained

for instance in de Cataldo and Migliorini (2005, Theorem 3.2.3 on p. 710), there exist

Whitney stratifications for X and X∨, so that π : X → X∨ becomes a stratified

morphism. Moreover, we can assume that the set Z of all singular points is itself a

union of strata of X.

Let S be a connected component of some stratum; we shall refer to such an S as a

piece of the stratification. S is a smooth locally closed algebraic subset of P . Thom’s

Isotopy Lemmas imply that π−1(S) is a topological fiber bundle over S; locally, in

the Euclidean topology, it is homeomorphic to a product. Thus any point p ∈ S has

a small open neighborhood U in S, such that

π−1(U) ≃ U × Xp
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are homeomorphic. In other words, the topological type of the hypersurfaces is un-

changed as we move along S.

Moreover, π is a stratified morphism, so π−1(S) is a union of strata of X. Let T be

one component of such a stratum; then T is smooth, and maps submersively to S.

This implies a strong equi-singularity property for the family π−1(S) → S, because

Z is a union of strata. Indeed, each component T is either outside of Z, in which case

it consists of smooth points of the fibers. Or it lies inside of Z, and then it consists

entirely of singular points of the fibers. If, for instance, the singular locus of Xp has a

component Z of positive dimension, then the component T containing Z has to lie in

Z, hence T ∩Xp = Z. But since T maps submersively to S, all nearby hypersurfaces

Xp′ have a similar component, namely T ∩ Xp′, in their singular locus.

With that in mind, our line of argument is as follows. We need to have a lower bound

on the codimension of two loci; one is, where the hypersurfaces have non-isolated

singularities; the other, where the singularities are isolated, but the sum of all Milnor

numbers is large. We show that either of these loci W is a union of pieces S of the

stratification. We then find a (uniform) lower bound for the codimension of each such

S by estimating the codimension of its tangent space TS,p at any point. Then W is a

union of strata in X∨, of high codimension in P , which is the desired conclusion.

6.5.2 The tangent space to a stratum

At a point p ∈ P , corresponding to a line [s] in H0(X,L ), the tangent space to the

projective space P is

TP,p ≃
H0(X,L )

C · s
.
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Thus we may describe a subspace of TP,p by giving the subspace of H0(X,L ) that

maps onto it. The following lemma provides a general statement about the tangent

space to (a component of) a stratum in X∨.

Lemma 6.5.1. Let S ⊆ X∨ be a piece of the stratification, and let p ∈ S be any point.

Let T be an arbitrary component of a stratum in π−1(S) ∩ Z, and set Z = T ∩ Xp.

Also let V (Z) ⊆ H0(X,L ) consist of all sections of L that vanish along Z. Then

TS,p ⊆
V (Z)

C · s
.

Proof. It suffices to show that TS,p is contained in the image of the subspace V (x),

for every point x ∈ Z. Furthermore, S being smooth at the point p, we can find a

one-parameter family of hypersurfaces in the direction of any given vector in TS,p.

By choosing local coordinates near x ∈ X and p ∈ S, we can therefore reduce the

proof to the following local problem: We are given a holomorphic function f(z, t) on

∆n×∆, satisfying f(0, 0) = 0; moreover, there is a section ξ : ∆ → ∆n, with ξ(0) = 0,

such that each
(

ξ(t), t
)

is a singular point on the hypersurface defined by f( , t).

Such a section exists in the case at hand, because T → S is submersive, and all of T

is contained in the singular locus.

The tangent vector corresponding to the given family is ∂f
∂t

(0, 0); thus we need to prove

the vanishing of this partial derivative. By differentiating the relation f
(

ξ(t), t
)

= 0

once, and setting t = 0, we find that

0 =
n
∑

i=1

∂f

∂zi
(0, 0) · ξ′i(0) +

∂f

∂t
(0, 0) =

∂f

∂t
(0, 0),

because (0, 0) is a singular point. The assertion of the lemma follows.
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6.5.3 The locus of non-isolated singularities

As a first step, we shall estimate the codimension of the subset of X∨ where the

hypersurfaces Xp have a singular set of positive dimension. Let H be a very ample

divisor on X, and let

Vm = H0
(

X,OX(mH)
)

be the space of sections of OX(mH).

Lemma 6.5.2. For a closed subvariety Z ⊆ X of positive dimension k > 0, write

Vm(Z) ⊆ Vm for the subspace of sections that vanish along Z. Then

codim
(

Vm(Z), Vm
)

≥

(

m+ k

k

)

.

Proof. Since H is very ample, we may find (k+1) points P0, P1, . . . , Pk on Z, together

with (k + 1) sections s0, s1, . . . , sk ∈ V1, such that each si vanishes at all points Pj

with j 6= i, but does not vanish at Pi. Then all the sections

s⊗i00 ⊗ s⊗i11 ⊗ · · · ⊗ s⊗ikk ∈ Vm,

for i0 + i1 + · · ·+ ik = m, are easily seen to be linearly independent on Z. The lower

bound on the codimension follows immediately.

We can now take L = OX(mH), for a sufficiently large value of m. Then P = P(Vm),

and we set

X∨
pos =

{

p ∈ X∨
∣

∣ the singular locus of Xp has positive dimension
}

.
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That this set is a union of components of strata is clear; if Xp has a singular locus of

positive dimension for one p ∈ S, then the same has to be true at all points of the

component S.

We now pick an arbitrary such component S, and any point p ∈ S. Let Z ⊆ Xp be

a positive-dimensional component of the singular locus. As outlined above, we may

find a component T of a stratum in Z, with T ∩ Xp = Z, and T submersive over S.

By Lemma 6.5.1, the tangent space TS,p has to be contained in the subspace Vm(Z)

of sections of L that vanish at every point of Z. Lemma 6.5.2 now assures us that

codim(S, P ) ≥ codim
(

Vm(Z), Vm
)

≥

(

m+ 1

1

)

≥ m+ 1,

because dimZ ≥ 1. It follows that the codimension of X∨
pos in P is at least m+ 1.

6.5.4 Milnor number and Tyurina number

From now on, we consider hypersurfaces with only isolated singularities, and try to

bound the number and type of singularities that can occur. To measure how singular

such a hypersurface is, we recall two definitions.

Let f : U → C be a holomorphic function on a neighborhood U of the origin in Cn.

We shall use coordinates z = (z1, . . . , zn) on U , and write OU,0 for the local ring of

U at the origin. Now suppose that f has an isolated singularity at z = 0. Then the

Milnor number of f is the integer

µ = µ(f, 0) = dimC OU,0

/(

∂f
∂z1
, . . . , ∂f

∂zn

)

;
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it measures the topological multiplicity of the singularity. A related quantity is the

Tyurina number of f ,

τ = τ(f, 0) = dimC OU,0

/(

f, ∂f
∂z1
, . . . , ∂f

∂zn

)

.

The Tyurina number τ is the dimension of the miniversal deformation space of the

singularity. This means the following: The quotient ring OU,0

/(

f, ∂f
∂z1
, . . . , ∂f

∂zn

)

is

a finite-dimensional complex vector space. It naturally parametrizes infinitesimal

deformations of the hypersurface germ defined by f . Inside of it, there is a small

open neighborhood of the origin, parametrizing actual (analytic) deformations of the

germ.

Both numbers can be defined for an isolated singular point x on a hypersurface D

in a smooth ambient variety X; in local coordinates z1, . . . , zn on X, centered at

x, the hypersurface is given by a single holomorphic equation f = 0. We can then

let µ(D, x) = µ(f, 0), and similarly, τ(D, x) = τ(f, 0). If the hypersurface has only

isolated singularities, we can also define its total Milnor number µ(D) as the sum

of the Milnor numbers at all singular points; in a similar manner, we have the total

Tyurina number τ(D).

As we said above, the Tyurina number at an isolated singular point x ∈ D is the

dimension of the space of deformations of the germ (D, x). In general, the deformation

theory of the singularities of D is governed by the coherent sheaf Ext1(Ω1
D,OD). It

is supported on the singular locus of D, and naturally a quotient of the line bundle

OX(D). Indeed, consider the short exact sequence

0 - OX(−D)
∣

∣

D
- Ω1

X

∣

∣

D
- Ω1

D
- 0
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on D. By dualizing it, and using that Ω1
X is locally free, we get a presentation

TX
∣

∣

D
- OX(D)

∣

∣

D
-- Ext1(Ω1

D,OD).

This presentation allows the computation of Ext1(Ω1
D,OD) at an isolated singular

point x, using local coordinates. The result is that

Ext1(Ω1
D,OD)x ≃ OX(D) ⊗ OX,x

/(

f, ∂f
∂z1
, . . . , ∂f

∂zn

)

,

where f ∈ OX,x is a local defining equation for D. This is a sheaf of length τ ,

supported at the point x.

We are now going to discuss briefly the meaning of the two quantities µ and τ , when

the hypersurface in question is Xp, for p ∈ X∨. To begin with, a result by Dimca

(1986) states that the total Milnor number of Xp equals the multiplicity of the dual

variety at the point p. A more detailed description is the following: If Xp has exactly

r singular points x1, . . . , xr, then the tangent cone to the dual variety at p is a union

of r components, with the multiplicity of the i-th component equal to the Milnor

number µ
(

Xp, xi
)

.

The Tyurina numbers, on the other hand, are related to the geometry of the set Z of

singular points, and thus to the D-module (M, F ). We had seen in Lemma 5.3.3 that

the characteristic sheaf of that D-module is Ωn
X/P ; at an isolated singular point x ∈ Xp,

its length is precisely the quantity τ . Indeed, let (z1, . . . , zn) be local coordinates

at x in X, and let f be a local defining equation for the hypersurface Xp. Then

Ω1
X/P

∣

∣

Xp
= Ω1

Xp
; clearly

Ω1
Xp

⊗ OX,x ≃
(

OX,x · dz1 ⊕ · · · ⊕ OX,x · dzn
)/(

f, ∂f
∂z1
dz1 + · · · + ∂f

∂zn
dzn

)

,
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and so the stalk of Ωn
X/P at the point x is precisely the module

Ωn
X

∣

∣

Xp
≃ Ωn

Xp
⊗ OX,x ≃ OX,x

/(

f, ∂f
∂z1
, . . . , ∂f

∂zn

)

, (6.39)

with generator dz1 ∧ · · · ∧ dzn.

6.5.5 Local analysis at an isolated singularity

We now analyze the situation locally, near one isolated singular point. We take a

holomorphic function f on a neighborhood U of the origin in Cn, with an isolated

singularity at z = 0. Let R = OU,0 be the local ring at the origin, and let j(f) be

the ideal in R generated by the partial derivatives ∂f
∂z1
, . . . , ∂f

∂zn
of f . We write A =

R/j(f) for the quotient ring, which is an Artinian C-algebra of complex dimension

µ = µ(f, 0).

We also let τ = τ(f, 0) be the Tyurina number of the singularity; it is the dimension

of the quotient A/Af . Then the base of the miniversal deformation space is an open

set B ⊆ A/Af , and so A/Af is naturally identified with the tangent space TB,0. To

begin with, we have the following relationship between the Milnor number and the

Tyurina number.

Lemma 6.5.3. Let f be a holomorphic function on a neighborhood U of the origin

in Cn, with an isolated singularity at z = 0. Then

τ ≤ µ ≤ nτ,

where τ = τ(f, 0), and µ = µ(f, 0).
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Proof. The first inequality is obvious from the definition of µ and τ . To prove the

second one, we recall that the function f is contained in the integral closure of the

ideal j(f) generated by its partial derivatives (Lazarsfeld, 2004b, p. 223), because

the singularity is isolated. By the Briançon-Skoda Theorem (Lazarsfeld, 2004b, The-

orem 9.6.26 on p. 223), we then have fn ∈ j(f). The Milnor number µ is the vector

space dimension of the ring A = R/j(f). By considering the chain

A ⊇ Af ⊇ Af 2 ⊇ · · · ⊇ Afn = 0,

we see that µ = dimC A ≤ n · dimCA/Af = nτ , which is the desired inequality.

In order to bound the codimension of the set of hypersurfaces Xp with large total

Milnor number, we need an estimate for the tangent space to the stratum where µ

remains constant. The following lemma provides a weak estimate, with a rather crude

proof. (Much better statements must be known to the experts.)

Lemma 6.5.4. In the notation from above, let B be the miniversal deformation space

of the singularity. Let Bµ ⊆ B be the locus where the Milnor number of the singularity

remains equal to µ. Then

TBµ,0 ⊆ j(f)/
(

f + j(f)
)

inside TB,0 ≃ A/Af . Moreover, we have a lower bound

codim(Bµ, B) ≥ codim
(

TBµ,0, TB,0
)

≥ 1
n
µ1/n

for the codimension of Bµ.
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Proof. As before, we let j(f) be the ideal in R = OU,0 generated by the n partial

derivatives of the function f , and define the ring A = R/j(f); the dimension of A as

a vector space is then equal to µ. The tangent space to B at the origin is naturally

identified with the τ -dimensional vector space A/Af , and we clearly have

codim(Bµ, B) ≥ codim
(

TBµ,0, TB,0
)

= codim
(

TBµ,0, A/Af
)

.

The tangent space to the locus of constant Milnor number is controlled by a result of

Lê, K. Saito, and Teissier; one possible reference is Greuel (1986). The theorem on

p. 161 there gives a criterion for a one-parameter family F (z, t) of deformations of the

germ over the disk ∆ to have constant Milnor number.8 An immediate consequence

of the criterion is that, for any such family, ∂F/∂t
∣

∣

t=0
∈ j(f). This implies that the

tangent space to Bµ at 0 is contained in the subspace of A/Af given by the image of

j(f). As a consequence,

codim(Bµ, B) ≥ codim
(

j(f), R
)

= dimC R/j(f).

To complete the proof, we simply apply Lemma 6.5.6 below, which gives a lower

bound on dimCR/j(f) in terms of the Milnor number µ.

The next two lemmas complete the proof of Lemma 6.5.4. We state them for an

arbitrary field k; of course, we only need the case k = C.

Lemma 6.5.5. Let (R,m) be a local k-algebra with residue field k. Let I ⊆ R be any

ideal whose codimension d = dimk R/I as a linear subspace is finite.

8Here f(z) = F (z, 0).

209



(a) We have md ⊆ I.

(b) If dimk R/
(

I + mb+1
)

≤ b, then even mb ⊆ I.

Proof. The proof of (a) is a simple application of the Pigeonhole Principle. By passing

to the quotient ring R/I we reduce to the case I = 0; thus we need to show that if

(R,m) is an Artinian k-algebra with dimk R = d, then md = 0. Consider the chain of

subspaces

R ⊇ m ⊇ m2 ⊇ · · · ⊇ md ⊇ md+1.

Since there are d+1 sub-quotients mi/mi+1, at least one of them has to be the trivial

vector space. By Nakayama’s Lemma, this implies mi = 0 for some i ≤ d.

A similar line of reasoning proves (b). This time, we look at the chain

R ⊇ I + m ⊇ · · · ⊇ I + mb ⊇ I + mb+1.

If the dimension of the quotient space R/
(

I + mb+1
)

is less than b + 1, one of the

sub-quotients has to be trivial. Seeing that

I + mi

I + mi+1
≃

mi

I ∩ mi + mi+1
,

this implies that mi ⊆ I for some i ≤ b.

Lemma 6.5.6. Let R be a n-dimensional local k-algebra with residue field k. Assume

that R is regular, and let z1, . . . , zn be a system of parameters. Let I ⊆ R be an ideal

of finite codimension µ = dimk R/I. Then the codimension of the integral closure I

satisfies the inequalities

1
n
µ1/n ≤ dimk R/I ≤ µ.
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Proof. Let us write d = dimk R/I for the codimension of I in R. Since I ⊆ I, the

inequality d ≤ µ is obvious. To prove the other inequality, we observe that md ⊆ I

because of Lemma 6.5.5. By the Briançon-Skoda Theorem, we have (I)n ⊆ I; thus I

contains the elements zdn1 , . . . , zdnn . But then we get

µ = dimk R/I ≤ dimk R/R
(

zdn1 , . . . , zdnn
)

= (dn)n,

from which the remaining half of the inequality follows immediately.

6.5.6 The locus of large total Milnor number

Having established the local bound in Lemma 6.5.4, we are now ready to estimate

the codimension of the subset of points p ∈ X∨ where Xp has a large total Milnor

number. We begin with a technical lemma about separation of jets.

Lemma 6.5.7. Fix a positive integer N . If L is sufficiently ample, then for any set

of N points x1, . . . , xN ∈ X, the map

H0(X,L ) →
N
⊕

i=1

L ⊗
OX,xi

mN+1
xi

(6.40)

is surjective. More generally, for any 0-dimensional subscheme Z in X of length at

most N , the map

H0(X,L ) ⊗ OX → L ⊗ OZ

is surjective.

Proof. The first assertion is a straightforward generalization of Theorem 5.1.17 on

p. 273 of Lazarsfeld (2004a). The second assertion is easily reduced to the first one,
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by observing that the support of Z can consist of no more thanN points. At each such

point x, the ideal of Z in OX,x has codimension at most N , and therefore contains

mN
x by Lemma 6.5.5. Thus L ⊗ OZ is naturally isomorphic to a subsheaf of the

right-hand side of (6.40).

Lemma 6.5.8. Fix a positive integer N . If the line bundle L is sufficiently ample,

then the codimension of the locus

X∨
µ≥N =

{

p ∈ X∨
∣

∣ Xp has isolated singularities, and µ(Xp) ≥ N
}

in P is at least γ = 1
n
N1/n.

Proof. We already know from Lemma 6.5.2 that the locus of p ∈ X∨, where Xp has

non-isolated singularities, is of high codimension for sufficiently ample L . Thus we

may concentrate on those Xp with only isolated singularities.

Following our general strategy, we note that X∨
µ≥N is again a union of connected com-

ponents of strata of X∨. Indeed, along each stratum S, the homeomorphism type of

the hypersurface remains unchanged. Since the Milnor number is a topological invari-

ant (being determined by the homology of the link), it follows that all hypersurfaces

over S have the same number of isolated singularities, with the same Milnor numbers.

In particular, all of S is contained in X∨
µ≥N . Thus the lemma will be proved if we

manage to show that the codimension of each S in P is at least equal to γ. We shall

assume that L has been chosen sufficiently ample, for the conclusion of Lemma 6.5.7

to hold for the given value of N .

Now let p ∈ S be an arbitrary point; thus Xp has isolated singularities, and µ(Xp) ≥

N . Let x ∈ Xp be any of the singular points; write R = OX,x for the local ring at x,
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and m = mx for its maximal ideal. Take a local equation f ∈ R for the hypersurface,

and define j(f) ⊆ R, and A = R/j(f) as above.

From our previous discussion, we know that there is a restriction map

ρ : H0(X,L ) → Ext1(Ω1
Xp
,OXp

)x ≃ L ⊗ R/
(

Rf + j(f)
)

.

By Lemma 6.5.4, the tangent space to the stratum of constant Milnor number is

contained in the subspace determined by j(f). Since the Milnor number remains

constant along S, the tangent space to S at p has to lie in the preimage of this

subspace under ρ. Now the map from H0(X,L ) to L ⊗R/mN+1 is onto, and so the

codimension is at least equal to

codim(S, P ) ≥ dimC R/
(

j(f) + mN+1
)

.

If this is greater than N , then we already have our lower bound, because N ≥ γ. If

not, then we conclude, with the help of Lemma 6.5.5, that

mN ⊆ j(f). (6.41)

We will assume from now on that this inclusion holds at each singularity of Xp.

Now let x1, . . . , xr be the set of singular points of Xp; write µi = µ(Xp, xi). We

distinguish two cases. The first case is that r ≤ N . Using Lemma 6.5.7, and the

inclusion in (6.41), we conclude that the codimension of the tangent space to S is at

least
r
∑

i=1

1

n
µ

1/n
i ≥

1

n

(

r
∑

i=1

µi

)1/n

=
1

n

(

µ(Xp)
)1/n

≥
1

n
N1/n = γ.
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The second case is that r ≥ N . We only consider the first N singular points

x1, . . . , xN . By Lemma 6.5.1, the tangent space to S at p is contained in the im-

age of the subspace

{

s ∈ H0(X,L )
∣

∣ s(xi) = 0 for all i = 1, . . . , N
}

.

Lemma 6.5.7 now implies that the points impose N independent conditions; therefore,

the codimension of that subspace inH0(X,L ) is at leastN . Since the section defining

Xp is contained in the subspace, it follows that the codimension of TS,p in TP,p is at

least N , and so again codim(S, P ) ≥ γ. In either case, we have a satisfactory lower

bound, and the proof is therefore complete.

6.6 The Serre conditions for the graded quotients

In this section, we shall use the duality results obtained above to study some proper-

ties of the sheaves FkM. The general philosophy is that, as L becomes more ample,

they should become more well-behaved, because the complexity of the dual variety

X∨ appears in successively higher codimension. Ideally, each FkM (being a natural

extension of the Hodge bundle F n−kVn−1
van on P sm) would be locally free; but, as we

shall see below, this is in general impossible.9 On the other hand, it is reasonable to

expect that FkM is at least a reflexive sheaf.

9This impossibility is related to the question of whether normal functions have singularities.
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The geometry of the universal hypersurface X now allows us to deduce such properties

of the sheaves FkM. Using the computation of the local Ext-sheaves

Ext i
(

GrFkM,OP

)

,

we will prove that each FkM in the range 1 ≤ k ≤ n satisfies Serre’s condition Sp,

for large values of p. How large one can choose p depends on the ampleness of L ;

this seems to be a general rule.

6.6.1 The Serre conditions

A coherent sheaf F on a nonsingular algebraic variety P is said to satisfy Serre’s

condition Sk, if the inequality

depth Fp ≥ min
(

k, dim OP,p

)

holds at every point p ∈ P . A locally free sheaf satisfies Sk for all values of p; on the

other hand, condition S1 is equivalent to being torsion-free, and S2 to being reflexive.

In that sense, Serre’s conditions measure to what extent a sheaf fails to be locally

free.

The following lemma gives a useful criterion10 for verifying condition Sk. On a non-

singular variety, a coherent sheaf F is locally free if, and only if, all Ext i(F ,OP )

vanish for i > 0. One consequence of the lemma is that an Sk-sheaf is locally free on

the complement of a set of codimension k + 1.

10I thank Mihnea Popa for pointing this out to me.
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Lemma 6.6.1. Let P be a nonsingular algebraic variety, and F a coherent sheaf on

P . The following three conditions are equivalent:

1. The sheaf F satisfies condition Sk.

2. For all i > 0, the codimension of the support of Ext i(F ,OP ) is at least i+ k.

3. F is a k-th syzygy sheaf; in other words, there is an exact sequence

F ⊂ - Ek−1
- Ek−2 · · · - E0

with each Ei locally free.

6.6.2 Good behavior of the sheaves in the interesting range

The following result shows that the sheaves FkM in the interval 1 ≤ k ≤ n are very

well-behaved, once L becomes sufficiently ample.

Theorem 6.6.2. Fix a positive integer p. If the line bundle L is sufficiently ample,

then each sheaf GrFkM (and consequently, each FkM) in the interval 1 ≤ k ≤ n

satisfies Sp.

Proof. We are going to show that the sheaf Ext i
(

GrFkM,OP

)

is supported in codi-

mension at least i + p, for all i > 0; because of Lemma 6.6.1, this is equivalent to

condition Sp.

First, we treat the case when i ≥ 2, where we have

Ext i
(

GrFkM,OP

)

≃ Ri−1δ∗
(

ψ∗Ωn
X ⊗ OZ(n + 1 − k)

)
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by (6.18). The support of this sheaf is therefore contained in the locus X∨
pos where

the singular set of the fibers has positive dimension. The result of 6.5.3 is that the

codimension of this locus can be made arbitrarily large, in particular larger than i+p,

by choosing L sufficiently ample.

Next, we have to deal with the case i = 1; here, we only have the four-term exact

sequence in (6.19), which gives a presentation

GrFn+1−kM - δ∗
(

ψ∗Ωn
X ⊗ OZ(n + 1 − k)

)

-- Ext1
(

GrFkM,OP

)

for the Ext-sheaf under consideration. To complete the proof, it remains to show

that the first arrow is surjective except on a set of codimension at least i+ p. Since

1 ≤ k ≤ n, we can consider without loss of generality the map

GrFkM → δ∗
(

ψ∗Ωn
X ⊗ OX(k)

)

(6.42)

instead. To prove surjectivity, we now look at the (large) space of global sections of

the left-hand sheaf.

In Lemma 6.1.4, we had already shown that the map

H0
(

P ×X, pr ∗
XΩn

X ⊗ OP×X(kX)
)

⊗ OP → GrFkM

is surjective for every value of k. Now we may restrict our attention to the open

subset of X∨ where the projection δ : Z → X∨ is finite (its complement has very high

codimension, so this is permissible in our context). Take any point p in that set.

Because the map δ is affine over a neighborhood of p, the sheaf on the right-hand

side of (6.42) has fibers

δ∗
(

ψ∗Ωn
X ⊗ OZ(k)

)

⊗ C(p) ≃ H0
(

Zp, i
∗
p

(

Ωn
X ⊗ L k

)

)

,

217



where ip : Zp → X is the inclusion map from the singular locus Zp of Xp into X. To

prove surjectivity, it therefore suffices to show that the map

H0
(

X,Ωn
X ⊗ L k

)

→ H0
(

Zp, i
∗
p

(

Ωn
X ⊗ L k

)

)

(6.43)

is surjective, except when p lies in a subset of X∨ of high codimension.

But this follows in a straightforward way from the results in Section 6.5. Indeed, we

proved in Lemma 6.5.8 that the set of hypersurfaces with total Milnor number at

least N has high codimension, provided L is sufficiently ample. By taking N large

enough, and then L sufficiently ample, we can make this codimension be larger that

i+p; we may thus assume, for the remainder of the proof, that the hypersurface Xp in

question has total Milnor number at most N . Because the singularities are isolated,

and using (6.39), the sheaf

i∗p
(

Ωn
X ⊗ L k

)

≃ Ωn
Xp

⊗ i∗pL
k

has 0-dimensional support, and length equal to the total Tyurina number τ(Xp).

By Lemma 6.5.3, this quantity is at most µ(Xp) ≤ N . After making L even more

ample, if necessary, we can apply Lemma 6.5.7 to conclude that the map in (6.43) is

surjective.

In conclusion, we have surjectivity in (6.42) except on a set of codimension at least

i + p in P . We thus get the required bound on the codimension of the support of

Ext1
(

GrFkM,OP

)

, implying that GrFkM satisfies condition Sp for the chosen value

of p.
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CHAPTER 7

APPLICATIONS TO THE STUDY OF NORMAL

FUNCTIONS

In this chapter, we apply the preceding results to the study of normal functions.1

We first give two ways of representing primitive cohomology classes in Hn(X,C) by

data on the entire projective space P . Both of them can in particular be used for

a primitive Hodge class, and give a new interpretation for the singularities of the

associated normal function.

7.1 Primitive cohomology classes as M-valued one-forms

Let X be a smooth projective variety of dimension n ≥ 2. We shall now see how the

filtered D-module (M, F ) can be used to represent primitive cohomology classes on

X by holomorphic one-forms on P with coefficients in a certain part of the filtration.

We first given an elementary construction, before explaining its meaning by using

mixed Hodge modules.

1Some basic facts about normal functions are reviewed in 7.3.1.
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Let ζ ∈ F pHn(X)prim be a primitive cohomology class on X. If L is sufficiently

ample, Nori’s Connectedness Theorem implies that the map

Hn(X,C)prim → H1
(

P sm , Rn−1πsmCvan

)

is injective (this is proved in Proposition 4.3.1, for dimX ≥ 2). Thus no information

about ζ is lost by working with its image in the right-hand cohomology group.

Let Vn−1
van = Rn−1πsm

∗ Cvan⊗COP sm be the vector bundle associated to the local system,

and ∇ the Gauss-Manin connection. By the holomorphic Poincaré Lemma, the de

Rham complex

Vn−1
van

∇- Ω1
P sm ⊗ Vn−1

van

∇- Ω2
P sm ⊗ Vn−1

van · · · - Ωd
P sm ⊗ Vn−1

van

is a resolution of the local system; since P sm is affine, we thus obtain

H1
(

P sm , R2m−1πsm
∗ Qvan

)

≃ H1
(

Ω•
P sm ⊗ Vn−1

van

)

≃ H1
(

Γ
(

P sm ,Ω•
P sm ⊗ Vn−1

van

)

)

.

The class ζ can thus be represented by a holomorphic one-form ωsm
ζ with coefficients

in the bundle Vn−1
van , defined on P sm , and closed under the differential ∇ of the de

Rham complex; of course, it is only unique up to ∇Γ
(

P sm ,Vn−1
van

)

. Since ζ is a class in

F pHn(X)prim , it is actually possible to chose ωsm
ζ to have its coefficients in F p−1Vn−1

van .

7.1.1 An elementary construction of such forms

Seeing that ωsm
ζ is only defined on P sm , we have to ask ourselves whether the con-

struction above can somehow be extended to all of P . Using residues—more precisely,

the D-module M—it is indeed possible to do this, as we shall now see.
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Note. To understand why Fn−p+1M should appear in the statement, note that the

one-form has to take its values in the extension of F p−1Vn−1
van , which is F p−1Mvan .

Because the filtrations of (Mvan , F ) and (M, F ) are offset by n steps, we then get

F p−1Mvan = F−p+1Mvan = Fn−p+1M,

as explained in 5.5.3.

The following elementary construction of a one-form ωζ on all of P , using residues,

is based on ideas of Clemens.

Lemma 7.1.1. Let L be sufficiently ample. Associated to a primitive cohomology

class ζ ∈ F pHn(X)prim , there is a global section ωζ of Ω1
P ⊗ Fn−p+1M, closed under

the differential of the de Rham complex for M.

Proof. We first give the very simple construction of the form ωζ . Take the pullback

pr ∗
Xζ to the product P × X, and restrict it to the complement of the universal hy-

persurface. Since the resulting cohomology class is in F pHn(P × X \ X), it can be

represented by a closed rational n-form on P×X, with a pole of order at most n−p+1

(by Proposition 5.1.2). Let us denote this rational form by α for the time being.

To define our one-form, we use the Euler sequence

0 - OP
- V ⊗ OP (1) - TP - 0.

on the projective space P . Since

prP∗OP×X(X) ≃ H0(X,L ) ⊗ OP (1) = V ⊗ OP (1),

any section of the bundle V ⊗OP (1) over some open set U ⊆ P can be interpreted as

a rational function on U ×X with a first-order pole along X. Of course, the sections
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of the subbundle OP correspond to rational functions that are constant along each

fiber of U ×X → U . We thus get a morphism of sheaves

V ⊗ OP (1) → Fn−p+2M,

by multiplying a rational function f with α, and then taking fiber-wise residue. The

result, ResX/P (fα), takes its image in Fn−p+2M because α has a pole of order n−p+1,

and multiplication by f can increase the order at most by one. Since the fiber-wise

residue of α itself is zero (on each fiber, α represents the cohomology class ζ by

construction), the subbundle OP is in the kernel, and so we get a morphism

ωζ : TP → Fn−p+2M,

in other words, a section of Ω1
P ⊗ Fn−p+2M.

We can, however, use the fact that dα = 0 to prove a sort of “horizontality” statement,

namely that the image of ωζ is actually contained in Fn−p+1M.

This is a local question, and so we choose a basis s0, s1, . . . , sd of sections in V , and

work on the affine subspace of P where s0 6= 0. Then (t1, . . . , td) 7→ [s0 + t1s1 + · · ·+

tdsd] defines a coordinate system, and we can write α in the form

α =
α(t)

(

s0 +
∑

tisi
)n−p+1 ,

with α(t) a holomorphic section of H0
(

X,Ωn
X⊗L n−p+1

)

. The vector field ∂j = ∂/∂tj

corresponds to the rational function fj = sj
/(

s0 +
∑

tisi
)

, and so the product with

α is

fjα =
sjα(t)

(

s0 +
∑

tisi
)n−p+2 .
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Now note that we have

0 = ∂jy dα = −(n− p+ 1) ·
sjα(t)

(

s0 +
∑

tisi
)n−p+2 +

∂jα(t)
(

s0 +
∑

tisi
)n−p+1

= −(n− p+ 1) · fjα +
∂jα(t)

(

s0 +
∑

tisi
)n−p+1 ,

because α is closed. Appearance to the contrary, the product fjα therefore has a pole

of order at most n− p+ 1, and the statement about the image of ωζ follows.

It remains to see that ωζ is closed under the differential ∇M of the de Rham complex

M - Ω1
P ⊗M - Ω2

P ⊗M · · · - Ωd
P ⊗M.

To prove that ∇Mωζ = 0, we need to show that for any two vector fields ξ and η,

(

∇Mωζ
)

(ξ, η) = ξ · ωζ(η) − η · ωζ(ξ) − ωζ
(

[ξ, η]
)

= 0.

We do this in the same coordinate system as above, for ξ = ∂j and η = ∂k. Because of

the way in which the D-module structure on M is defined, the element ∂j ·ωζ(∂k)−∂k ·

ωζ(∂j) is represented by the residue of ∂jy d(fkα)−∂ky d(fjα). But d(fkα) = (dfk)∧α,

and so

∂jy d(fkα) − ∂ky d(fjα) =
sjsk

(

s0 +
∑

tisi
)2 · α−

sksj
(

s0 +
∑

tisi
)2 · α = 0,

as asserted.

Here is another interpretation of the form ωζ. Consider again the exact sequence in

Theorem 5.5.2. If we apply F−p to it, and then tensor by Ω1
P , we obtain the short

exact sequence

0 - Ω1
P ⊗ F pHn(X)prim - Ω1

P ⊗ F−pN
0 - Ω1

P ⊗ Fn−p+1M - 0.
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Now take cohomology; by arguments similar to those used in the proof of Theo-

rem 6.1.2, it can be shown that H1
(

P,Ω1
P ⊗ F−pN 0

)

= 0 (see the comments on

p. 147). Thus we get a surjective map

H0
(

P,Ω1
P ⊗ Fn−p+1M

)

→ H1
(

P,Ω1
P

)

⊗ F pHn(X), (7.1)

and ζ can be recovered from the image of ωζ, by virtue of the following lemma.

Lemma 7.1.2. Under the map in (7.1), the element ωζ is sent to 2πi ·c1
(

OP (1)
)

⊗ζ.

Proof. To prove the assertion, we need to compute the connecting homomorphism for

the exact sequence. This is most easily done using affine open sets U ⊆ P of the kind

considered during the proof of Lemma 7.1.1. On each such U , we have coordinates

(t1, . . . , td) 7→ [s0 + t1s1 + · · · + tdsd], and ωζ is given as a residue by the formula

ωζ
∣

∣

U
=

d
∑

j=1

dtj ⊗ ResX/P

(

sjα

s0 +
∑

tisi

)

,

in the notation used before. Thus a natural lifting to a section of Ω1
P ⊗ F−pN 0 over

each U is given by

ωU =
d
∑

j=1

dtj ⊗
sjα

s0 +
∑

tisi
.

Now consider a second open set U ′, for a different basis s′0, s
′
1, . . . , s

′
d of V . The

corresponding coordinates t′1, . . . , t
′
d are related to t1, . . . , td by an identity of the

form

s′0 +
∑

t′is
′
i = gUU ′

(

s0 +
∑

tisi
)

,

where gUU ′ is a non-vanishing function on U ∩ U ′. An easy computation shows that

ωU ′ = d log gUU ′ ⊗ α + ωU ,
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and so the class in H1
(

P,Ω1
P

)

⊗ F pHn(X)prim is represented by the Čech co-cycle

(

U,U ′
)

7→ d log gUU ′ ⊗ α = d log gUU ′ ⊗ ζ,

remembering that α represents ζ on each fiber. But clearly the class of the co-cycle

(

U,U ′
)

7→
1

2πi
· d log gUU ′

is the first Chern class of OP (1), since s0 +
∑

tisi is a section of OP (1) over U . This

observation completes the proof.

Note. The factor of 2πi is consistent with the Tate twist occurring in the sequence of

mixed Hodge modules in (5.23).

7.1.2 Dependence of the choice of rational form

The elementary construction in Lemma 7.1.1 depends on the choice of a rational

n-form α on P × X to represent the pullback of the class ζ . This means that the

one-form ωζ is not uniquely determined by the primitive cohomology class. It should

be the case that changing α by an exact form only changes ωζ by an element in the

image of ∇M; however, my attempts at proving this directly have not been successful.

Note. When ζ ∈ Hn,0(X), there is no ambiguity in the construction; we can uniquely

represent ζ by a holomorphic n-form on X, and simply let α be the pullback of that

form to P ×X.

We shall take a different approach to the problem of ambiguity, using the results

about the de Rham complex that were derived in 5.5.5. We begin by observing that
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the one-form ωζ defines a class in the hypercohomology of the de Rham complex,

since it is closed under the differential ∇M. Taking into account that the complex is

supported in degrees −d, . . . , 0, we thus have

[ωζ ] ∈ H−d+1
(

DRP (M)
)

.

By Lemma 5.5.3, vector space on the right is isomorphic to Hn(X,C)prim . Thus the

question is whether ζ and ωζ correspond to each other under the isomorphism. That

they do follows from Lemma 5.5.4. Indeed, after passage to the underlying complex

vector spaces, the lemma shows that the composition

Hn(X,C)prim
≃
−→ H−d+1

(

DRP (M)
)

→ H2(P,C) ⊗Hn(X,C)prim

is multiplication by 2πi · c1
(

OP (1)
)

. But we already know from Lemma 7.1.2 that

[ωζ] goes to 2πi · c1
(

OP (1)
)

⊗ ζ under the second map; the only way this can happen

is that the first map takes ζ to [ωζ], which is what we needed to show.

It follows that the cohomology class ζ does determine the form ωζ up to elements in

the image of ∇M, at least when L is sufficiently ample.2

Note. In particular, we see that the elementary construction of ωζ via residues pro-

vides a natural interpretation for the isomorphism in Lemma 5.5.3. Herb Clemens

has also shown me a direct proof that the map ζ 7→ [ωζ ] is the one given by the Leray

spectral sequence.

2I do not know whether this last condition is really necessary.
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7.1.3 The local obstruction to integrating the one-form

In contrast to the situation over P sm , the de Rham complex

M - Ω1
P ⊗M - Ω2

P ⊗M - · · ·

for the D-module M is typically not locally exact. Indeed, since M = Mvan underlies

the mixed Hodge module j!∗V
n−1
van , the de Rham complex DRP (M) is isomorphic to

the perverse sheaf rat j!∗V
n−1
van ⊗Q C = j!∗R

2m−1πsm
∗ Cvan [d]. Its cohomology sheaves,

which we denote by Hk DRP (M), have already been computed in Lemma 5.5.5; the

two that are of interest to us are the ones in degree −d and −d+1. According to the

lemma, the former satisfies

Rn−1π∗C ≃ H−d DRP (M) ⊕Hn−1(X,C) ⊗ CP ,

while the latter is described by

Rnπ∗C ≃ H−d+1 DRP (M) ⊕Hn−2(X,C) ⊗ CP .

The M-valued form ωζ gives a global section of the cohomology sheaf H−d+1 DRP (M),

and thus also an element σζ of H0
(

P,Rnπ∗C
)

. This element is evidently the obstruc-

tion to locally integrating ωζ; that is to say, ωζ is locally in the image of ∇M at

exactly those points where σζ = 0. The following lemma describes the obstruction in

terms of the original cohomology class ζ ∈ F kHn(X)prim .

Theorem 7.1.3. The section σζ of Rnπ∗C is the image of ζ under the map

Hn(X,C)
φ∗
−→ Hn(X,C) → H0

(

P,Rnπ∗C
)

.

Thus ωζ can be locally integrated near a point p ∈ P if, and only if, ζ
∣

∣

Xp
= 0.
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Proof. This is again a consequence of the results in Chapter 5. Fix a point p ∈ P .

We then have a commutative diagram

Hn(X,C)prim
≃- H−d+1

(

DRP (M)
)

Hn
(

Xp,C
)

?
⊂ -

(

H−d+1 DRP (M)
)

p

?

in which the isomorphism in the top row is defined using the Leray spectral sequence

(see Lemma 5.5.3), and the map in the bottom row is given by Lemma 5.5.5. We

proved in 7.1.2 that the image of ζ under the isomorphism is exactly the class of ωζ .

The diagram now shows that ωζ goes to zero in the group
(

H−d+1 DRP (M)
)

p
(and

thus ωζ is locally integrable near p) if, and only if, the image of ζ in Hn
(

Xp,C
)

is

zero.

7.2 Primitive cohomology as extensions of coherent sheaves

A second way of representing a primitive cohomology class ζ ∈ F kHn(X)prim by data

on the projective space P is given in this section. We show that ζ determines a

certain nontrivial extension of coherent sheaves on P ; in analogy with Theorem 7.1.3,

it should be the case that the local obstruction to splitting the extension at a point

p ∈ P is the image of ζ in Hn
(

Xp,C
)

. I have not, however, been able to prove this

yet.
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7.2.1 The construction of such extensions

In Theorem 6.4.17, we proved that

Ext1
P

(

Fk+1M,OP

)

≃
(

F n−kHn(X)prim
)∨

≃
Hn(X)prim

F k+1Hn(X)prim
. (7.2)

By exactly the same method, one can also show that

Ext1
P

(

GrFk+1M,OP

)

≃
(

Hn−k,k(X)prim
)∨

≃ Hk,n−k(X)prim . (7.3)

Both isomorphisms can be described very concretely, as follows from the proof.

Namely, we have the short exact sequence of filtered D-modules in (6.37); after pass-

ing to the graded quotient of the filtration (in degree k− n), we obtain a short exact

sequence of coherent sheaves

Hn−k,k(X)prim ⊗ OP
⊂ - GrFk−nN

0 -- GrFk+1M (7.4)

Now let ζ ∈ Hk,n−k(X)prim be any primitive class; we may view it as a linear functional

on Hn−k,k(X)prim , using the intersection pairing on X. We can use to form a new

exact sequence, by push-out from (7.4):

Hn−k,k(X)prim ⊗ OP
⊂ - GrFk−nN

0 -- GrFk+1M

OP

ζ

?
⊂ - Fζ

?
-- GrFk+1M

w

w

w

w

(7.5)

Here Fζ is a certain coherent sheaf on P . The extension class of the bottom row in

(7.5) is exactly the image of ζ under the isomorphism (7.3).
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7.2.2 The local obstruction to splitting the extension

On the entire projective space P , the extension

OP
⊂ - Fζ

-- GrFk+1M (7.6)

constructed above does not split for nonzero ζ ∈ Hn−k,k(X)prim . However, there may

be local splittings; these certainly exist at each place where GrFn+1−kM is locally

free (so, for instance, on all of P sm). But since the sheaf GrFn+1−kM is usually not

everywhere locally free, this is a subtle question.

It seems likely that the existence of local splitting of the extension in (7.6) would be

related to the behavior of the cohomology class ζ . A result like the following therefore

appears plausible:

Lemma 7.2.1 (Unproved). Let ζ ∈ Hk,n−k(X)prim be a primitive cohomology class.

Provided that the line bundle L is sufficiently ample, the following two things should

be equivalent for a point p ∈ P :

(i) The exact sequence in (7.6) splits in a neighborhood of p.

(ii) The class ζ restricts to zero in Hn
(

Xp,C
)

.

In this form, I am currently not able to prove the statement; however, I will give some

motivation for thinking that it should be true, and also prove a weakened version of

Lemma 7.2.1. The basic idea is the following: Let D ⊆ X be a single (possibly

singular) hypersurface. We have an exact sequence

· · · -
(

Hn(D,C)
)∨ r- Hn(X,C) - Hn(U,C) -

(

Hn−1(D,C)
)∨ - · · · ,
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dual the one for cohomology with compact support; here r is dual to the restriction

map Hn(X,C) → Hn(D,C).

Now suppose we have a class ζ ∈ Hn(X,C), which (using the pairing) we may view as

a map Hn(X,C) → C. Having a splitting for the exact sequence in (7.6) essentially

means that this map factors through Hn(U,C), as shown in the following diagram.

· · · -
(

Hn(D,C)
)∨ r- Hn(X,C) - Hn(U,C) -

(

Hn−1(D,C)
)∨ - · · ·

C

ζ

?�

This means that ζ ◦ r = 0. Then we find for any φ ∈
(

Hn(D,C)
)∨

that

0 =

∫

X

ζ ∪ r(φ) = φ
(

ζ
∣

∣

D

)

,

which is equivalent to having ζ
∣

∣

D
= 0.

7.2.3 Proof of a weaker statement

Let ζ ∈ Hk,n−k(X)prim be a primitive class; it is naturally a linear functional on

F n−kHn(X)prim . According to (7.2), we have

Ext1
P

(

Fk+1M,OP

)

≃
(

F n−kHn(X)prim
)∨
,

and the extension corresponding to ζ is derived from Theorem 5.5.2 by push-out.

Thus ζ determines a global section of the sheaf Ext1
(

Fk+1M,OP

)

on P . While

Lemma 7.2.1 is currently unproved, the following weaker form of it does hold.

Lemma 7.2.2. If the restriction of ζ to a hypersurface Xp is zero, then the section

of Ext1
(

Fk+1M,OP

)

vanishes at p.
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Proof. We use the commutative diagram of filtered D-modules

0 - Hn(X,C)prim ⊗ OP
- N 0 - M - 0

0 - OP

ζ

?
- Nζ

?
- M

w

w

w

w

w

- 0,

(7.7)

in which the top row is the exact sequence from Theorem 5.5.2, and the bottom row

is obtained by pushing out along the map given by ζ .

From Theorem 7.3.3, we know that the form ωζ is locally integrable at p; let U ⊆ P

be a small neighborhood of the point p where ωζ is exact. We shall now see that the

bottom row of (7.7) is split on U as a sequence of D-modules (without preserving the

filtration).

To that end, we consider the dual diagram, obtained by applying the duality functor

DP . Both M and Hn(X)prim ⊗ OP are self-dual, and so we get

0 - M - DPNζ
- OP

- 0

0 - M

w

w

w

w

w

- DPN
0

?
- Hn(X,C)prim ⊗ OP

ζ

?
- 0.

(7.8)

The bottom row now gives us a map

Hn(X,C)prim ≃ Hn(X,C)prim ⊗ H−d
(

DRP (OP )
)

→ H−d+1
(

DRP (M)
)

,

and we know from Lemma 5.5.3 that it is an isomorphism; and from 7.1.2 that it

sends ζ to the class of ωζ.

Now let us prove that the top row in (7.8) is locally split. Taking the filtrations into

account, we get an exact sequence of coherent sheaves

0 - FkM - FkDPNζ
- OP

- 0,
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and since H1
(

P, Fk+1M
)

= 0, we can find a global section s0 of FkDPNζ mapping to

the constant section 1 of OP . To split the sequence as D-modules, we need to find a

section s ∈ Γ(U,M), such that

∇
(

s0 − s
)

= 0,

because s0 − s is then a flat lifting of 1. Note that ∇s0 is actually a section of

Ω1
P ⊗ Fk+1M; since we know that ζ maps to the class of ωζ for the bottom row, we

get ∇s0 = ωζ (up to exact forms). Thus ∇s0 can be integrated on U , and so we can

find s ∈ Γ(U,M) with the property ∇s0 = ∇s. The top row of (7.8) is therefore split

on U .

By applying DP again, we go back to the original diagram; it follows that the bottom

row of (7.7) is also locally split as D-modules. Thus there is, in the neighborhood U

of the point, a map of D-modules σ : Nζ → OP splitting the sequence. Passing to the

(k − n)-th level of the filtrations, we get

0 - OP
- Fk−nNζ

- Fk+1M - 0,

and the restriction of σ to Fk−nNζ provides a local splitting of the sequence as coherent

sheaves. It follows that the section of Ext1
(

Fk+1M,OP

)

vanishes on U , as asserted

in the lemma.

Note. To conclude that the sequence

0 - OP
- GrFk−nNζ

- Grk+1M - 0

is also split on U , one would need to know that the map σ : Nζ → OP is trivial on
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Fk−n−1Nζ. It is not clear to me how to find a D-module splitting with this additional

property.

7.3 An interpretation for the singularity of a normal function

We now interpret the construction above in the context of normal functions. In this

section, we let X be a smooth complex projective variety of even dimension n = 2m.

Let ζ ∈ H2m(X,Z)prim ∩ Hm,m(X) be a primitive Hodge class on X, and let νζ be

the corresponding normal function on P sm .

7.3.1 Background on normal functions

For a general introduction to normal functions, see (Voisin, 2002, Chapitre 19).

Here we just recall the basic definitions in the case of hypersurfaces, and explain

what a singularity of a normal function is, following (Green and Griffiths, 2007;

Brosnan et al., 2007).

Intermediate Jacobians Given any integral Hodge structure H of odd weight

2m − 1, say with underlying complex vector space HC, Hodge filtration F •HC, and

integral lattice HZ, one can define a complex torus

J(H) =
HC

FmHC +HZ

.

This torus is called Griffiths’ intermediate Jacobian for the Hodge structure.

Now let X be a smooth complex projective variety of dimension 2m, and let π : X →

P be the universal hypersurface associated to some very ample line bundle L on
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X. As usual, let P sm be the open set parametrizing smooth hypersurfaces, and let

H2m−1
Z = R2m−1πsm

∗ Zvan be the local system of their vanishing cohomology. At each

point p ∈ P sm , the cohomology group H2m−1
(

Xp,Z)van carries a Hodge structure of

weight 2m− 1, and so we can consider its intermediate Jacobian

Jp = J
(

H2m−1(Xp)van
)

.

Since H2m−1
Z underlies a variation of Hodge structure, we get a fiber bundle J → P sm ,

whose fibers are the individual tori Jp. Let H 2m−1
C = H2m−1

Z ⊗Z OP sm be the vector

bundle associated to the local system, and let F •H 2m−1
C be the Hodge filtration. It

satisfies Griffiths’ transversality axiom,

∇F pH 2m−1
C ⊆ Ω1

P sm ⊗ F p−1H 2m−1
C , (7.9)

where ∇ is the Gauss-Manin connection.

Denote by J the sheaf of holomorphic sections of the torus bundle; by construction,

it is part of an exact sequence

0 - H2m−1
Z ⊕ FmH 2m−1

C
- H 2m−1

C
- J - 0. (7.10)

Normal functions A normal function is a holomorphic section ν : P sm → J of the

bundle of intermediate Jacobians, satisfying the following additional horizontality

condition: Locally, ν can be lifted to a section σ of H 2m−1
C ; then ∇σ should be a

section of Ω1
P sm ⊗Fm−1H 2m−1

C . This requirement makes sense, because (7.9) implies

that it holds for sections of FmH 2m−1
C +H2m−1

Z , which are the ambiguity in the choice

of σ.
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In particular, every normal function ν is an element of H0
(

P sm ,J
)

; under the

connecting homomorphism for the short exact sequence in (7.10), it goes to a certain

class δ(ν) ∈ H1
(

P sm ,H2m−1
Z

)

, called the cohomology class of the normal function.

Hodge classes and admissible normal functions Given a primitive Hodge class

ζ ∈ H2m(X,Z)prim ∩ Hm,m(X), there is an associated normal function νζ for every

very ample line bundle L . Such “geometric” normal functions satisfy an additional

condition called admissibility (Saito, 1996, Definition 1.4 on p. 241), related to their

behavior near points of X∨.

The cohomology group H1
(

P sm ,H2m−1
Z

)

actually carries a mixed Hodge structure,

with weights 2m and above. For an admissible normal function ν, it is a theorem, due

Zucker and Saito (Saito, 1996), that δ(ν) is always a Hodge class, meaning of weight

2m and type (m,m). A more precise statement is the following: The intersection

cohomology group IH 1
(

P,H2m−1
Z ⊗ Q

)

has a pure Hodge structure of weight 2m,

there is a natural map

IH 1
(

P,H2m−1
Z ⊗ Q

)

→ H1
(

P sm ,H2m−1
Z

)

⊗ Q

to the ordinary cohomology of the local system. Then δ(ν) is the image of a Hodge

class of type (m,m) in the intersection cohomology group.

When L is sufficiently ample, Proposition 4.3.1 implies that

IH 1
(

P,H2m−1
Z ⊗ Q

)

≃ H1
(

P sm ,H2m−1
Z

)

⊗ Q ≃ H2m(X,Q)prim ; (7.11)

as one might expect, δ
(

νζ
)

is then exactly the original Hodge class ζ . Thus ζ and νζ

determine each other in this case.
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7.3.2 Singularities of normal functions

The concept of singularities of a normal function was first introduced by Green and

Griffiths (2007, 2006). The general idea is the following: The bundle of intermediate

Jacobians J → P sm should have an extension to an object (no longer an analytic

space) over P , whose fiber over any boundary point p ∈ X∨ is an extension of a

finitely generated Abelian group by a complex semi-torus.3 Any admissible normal

function should be a section of this Néron model. In this way of thinking, the normal

function has a singularity at a point p ∈ X∨ if the corresponding section does not

pass through the identity component of the fiber. Equivalently, a singularity means

that the image of ν in the Abelian group parametrizing the components is nonzero.

The construction of the Néron model is still work in progress (by Green, Griffiths,

Kerr, and Young on the one hand, and Brosnan, Pearlstein, and Saito on the other).

The group is question has been defined, however, at least with rational coefficients;

here is the construction.4 Let p ∈ X∨ be any boundary point. The limit

IH 1
p

(

H2m−1
Z ⊗ Q

)

= lim
U∋p

IH 1
(

U,H2m−1
Z ⊗ Q

)

⊆ lim
U∋p

H1
(

U,H2m−1
Z

)

⊗ Q

is a finite-dimensional Q-vector space. By restricting δ(ν) ∈ IH 1
(

P,H2m−1
Z ⊗ Q

)

to

this space, we get an element

σp(ν) ∈ IH 1
p

(

H2m−1
Z ⊗ Q

)

,

3Here, semi-torus means the quotient of a complex vector space by a discrete subgroup; the quotient
may not be compact.

4This appears in Brosnan et al. (2007); also, Green and Griffiths (2007) have another definition
which applies when the complement of the open set is a divisor with normal crossings.
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which is the singularity of the normal function at p (with rational coefficients).

The main result of Brosnan et al. (2007) is the following theorem; it gives a precise

form to the idea by Green and Griffiths that the Hodge conjecture is equivalent to

the existence of singularities for normal functions of the form νζ .

Theorem 7.3.1 (Brosnan, Fang, Nie, and Pearlstein). The Hodge conjecture is equiv-

alent to the following statement: For every smooth projective variety X of even dimen-

sion 2m, and every Hodge class ζ ∈ H2m(X,Q)prim ∩Hm,m(X), there is a sufficiently

ample line bundle L , and a point p ∈ X∨ where σp
(

νζ
)

6= 0.

The proof makes use of the following statement, interesting in its own right.

Proposition 7.3.2 (Brosnan, Fang, Nie, and Pearlstein). Let ζ be a primitive Hodge

class of type (m,m) on a smooth projective variety X of dimension 2m. If the line

bundle L is sufficiently ample, then the normal function νζ has a singularity at a

point p ∈ X∨ if, and only if, the restriction of ζ to Xp is nonzero.

7.3.3 An interpretations of the singularity

First of all, we can apply the construction in 7.1.1 to the Hodge class ζ ∈ H2m(X,Z)prim∩

Hm,m(X). According to Lemma 7.1.1, we then get a holomorphic one-form ωζ with

coefficients in Fm+1M, defined on all of P , and closed under the differential ∇M of

the de Rham complex

M - Ω1
P ⊗M - Ω2

P ⊗M · · · - Ωd
P ⊗M
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for the D-module M. Over P sm , this one-form represents the element in the space

H1
(

P sm , R2m−1πsm
∗ Qvan

)

corresponding to ζ under the isomorphism in (7.11).

On P sm , the de Rham complex is exact, because M is locally free there. At points of

X∨, however, M is typically not locally free, and so ωζ is not necessarily in the image

of ∇M. In other words, the form ωζ cannot always be integrated in a neighborhood of a

boundary point. The following theorem shows that this is one possible interpretation

of the singularity of νζ .

Theorem 7.3.3. Let ζ ∈ H2m(X,Z)prim ∩ Hm,m(X) be a primitive Hodge class on

the smooth projective m-dimensional variety X. Assume that the line bundle L is

sufficiently ample, and let p ∈ X∨ be a boundary point. Then the following two things

are equivalent:

(i) The section ωζ of Ω1
P ⊗ Fm+1M can be locally integrated near p, i.e., is locally

in the image of ∇M.

(ii) The singularity σp
(

νζ
)

of the associated normal function νζ is nonzero.

Proof. In Theorem 7.1.3, we showed that a necessary and sufficient condition for

local integrability of ωζ at a point p is that ωζ
∣

∣

Xp
= 0. By Proposition 7.3.2, this

is equivalent to νζ having a singularity at the point p, because the line bundle L is

assumed to be sufficiently ample.

A second interpretation for the singularity σp
(

νζ
)

may come from the construction

in 7.2.1. Under the isomorphism

Ext1
P

(

GrFm+1M,OP

)

≃ Hm,m(X)prim
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given there, the Hodge class ζ corresponds to the extension class of the short exact

sequence

Hm,m(X)prim ⊗ OP
⊂ - GrF−mN

0 -- GrFm+1M. (7.12)

This sequence is derived from the one in Theorem 5.5.2, by taking graded quotients

in degree −m.

Over P sm , the sheaf GrFm+1M restricts to the Hodge bundle with fibersHm−1,m
(

Xp

)

van
,

and is thus locally free; in particular, the short exact sequence splits over P sm . Once

again, this does not remain true at points of of X∨,5 but it stands to reason that the

existence of local splittings is related to the presence of singularities in the normal

function. Therefore, I suspect that something like the following result should be true;

however, I am currently not able to prove more than what is given in 7.2.3.

Theorem 7.3.4 (Unproved). Under the same assumptions as in Theorem 7.3.3, the

following two conditions on a point p ∈ P should be equivalent:

(i) The short exact sequence in (7.12) is split in a neighborhood of the point p.

(ii) The singularity σp
(

νζ
)

of the associated normal function νζ is nonzero.

Indeed, if Lemma 7.2.1 were available, it would show that the short exact sequence

splits at p if, and only if, ζ restricts to zero in Hn
(

Xp,C
)

. Just as in Theorem 7.3.3,

this latter condition is equivalent to νζ having a singularity at p.

5We certainly cannot expect GrF
m+1M to be locally free on all of P .
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Mathématiques 36, 281–297.

Lazarsfeld, R. 2004a. Positivity in algebraic geometry. I, Ergebnisse der Mathe-
matik und ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics,
vol. 48, Springer-Verlag, Berlin. Classical setting: line bundles and linear series.

. 2004b. Positivity in algebraic geometry. II, Ergebnisse der Mathematik und
ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics, vol. 49,
Springer-Verlag, Berlin. Positivity for vector bundles, and multiplier ideals.

Lefschetz, S. 1950. L’analysis situs et la géométrie algébrique, Gauthier-Villars,
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