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Our object in this paper is twofold. First, we give a basic exposition of immersed minimal varieties in a riemannian manifold. The principal result of this general investigation is the derivation of the linear elliptic second order equation satisfied by the second fundamental form of any minimal variety in any ambient manifold (cf. Theorem 4.2.1).

Second, we apply those general results in a more detailed study of minimal varieties in the sphere and in euclidean space. This study includes an estimation of a lower bound for the index and the nullity of a non-totally geodesic closed minimal variety immersed in $E^n$; a theorem which generalizes to arbitrary codimensions the theorem of De Giorgi [8] concerning the image
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Make sense

- in arbitrary dimensions and codimensions,
- in general riemannian manifolds,
- and for quite general objects \( \Sigma \)
A Geometric Characterization in $\mathbb{R}^3$

**THE GAUSS MAP**

$$N : \Sigma \rightarrow S^2$$

The Gauss map associates to each point $x \in \Sigma$, the normal vector $N(x)$ to $\Sigma$ at $x$, i.e., the vector perpendicular to the tangent plane to $\Sigma$ at $x$. 
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$\Sigma$ is **minimal** if and only if the Gauss map is (anti)-**conformal**.

Angles are preserved (but direction is reversed).
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When is this graph a minimal surface?

**ANSWER:** It must satisfy the differential equation

$$(1 + |\nabla f|^2)\Delta f - (\nabla f)^t \mathbf{H}(f) \nabla f = 0.$$
Let $D$ be the round disk of radius $R$. Let $\varphi$ be an arbitrary continuous function on the boundary circle.

**Theorem.** There exists a unique function $f(x, y)$ continuous on $D$ and smooth in its interior, such that $f = \varphi$ on $\partial D$ and in the interior it satisfies the minimal surface equation:

$$(1 + |\nabla f|^2) \Delta f - (\nabla f)^t H(f) \nabla f = 0$$
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This gives us a wildly abundant family of minimal surfaces which are graphs over disks of radius $R$. 
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If we remove a tiny disk from the plane, there is a function defined everywhere outside that disk whose graph is a minimal surface.

This is also true if we remove a half-line from the plane,
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**Notice:** If

$$\Sigma = \{(x, y, f(x, y)) : (x, y) \in D\}$$

is a the graph of a function, then

the image of the Gauss map lies in the upper hemisphere

The proof is given by showing that $\Sigma$ must have the conformal type of $\mathbb{C}$. Then the Gauss map becomes a bounded entire function and must be constant.
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of any entire holomorphic function (e.g. a complex polynomial)

is a (stable) minimal surface in \( \mathbb{C}^2 = \mathbb{R}^4 \).

Restrict to codimension one.
The Bernstein Conjecture.

Let $f: \mathbb{R}^n \to \mathbb{R}$ be a solution of the minimal surface equation
\[ (1 + |\nabla f|^2) \Delta f - (\nabla f) \cdot H(f) \nabla f = 0 \]
defined over the entire space $\mathbb{R}^n$.

Then $f$ must be linear.
The Bernstein Conjecture.

Let

\[ f : \mathbb{R}^n \rightarrow \mathbb{R} \]

be a solution of the minimal surface equation

\[ (1 + |\nabla f|^2)\Delta f - (\nabla f)^t H(f) \nabla f = 0. \]

defined over the entire space \( \mathbb{R}^n \).
The Bernstein Conjecture.

Let

\[ f : \mathbb{R}^n \rightarrow \mathbb{R} \]

be a solution of the minimal surface equation

\[(1 + |\nabla f|^2) \Delta f - (\nabla f)^t H(f) \nabla f = 0.\]

defined over the entire space \( \mathbb{R}^n \).

Then \( f \) must be linear.
The Plateau Problem – in $\mathbb{R}^n$. 

Let $B \subset \mathbb{R}^n$ be a compact submanifold of dimension $p-1$ (without boundary).
The Plateau Problem – in $\mathbb{R}^n$.

Let

$$B \subset \mathbb{R}^n$$

be a compact submanifold of dimension $p - 1$ (without boundary).
The Plateau Problem – in $\mathbb{R}^n$.

Let

$$B \subset \mathbb{R}^n$$

be a compact submanifold of dimension $p - 1$ (without boundary).
The Plateau Problem – in $\mathbb{R}^n$.

**Problem:** Find a $p$-dimensional “submanifold” $\Sigma$ with “boundary” $B$
The Plateau Problem – in $\mathbb{R}^n$.

**Problem:** Find a $p$-dimensional “submanifold” $\Sigma$ with “boundary” $B$ such that

$$\mathcal{H}^p(\Sigma) \leq \mathcal{H}^p(\Sigma')$$

for all such $\Sigma'$ with boundary $B$. 
The Plateau Problem.

ISSUES:

• What do we mean by “submanifold”?
• What do we mean by “boundary”?
• Do solutions exist?
• How regular are the solutions?
The Plateau Problem.

ISSUES:

- What do we mean by “submanifold”? 
The Plateau Problem.

ISSUES:

- What do we mean by “submanifold”? 
- What do we mean by “boundary”?
The Plateau Problem.

ISSUES:

• What do we mean by “submanifold”?

• What do we mean by “boundary”?

• Do solutions exist?
The Plateau Problem.

ISSUES:

• What do we mean by “submanifold”?
• What do we mean by “boundary”?
• Do solutions exist?
• How regular are the solutions?
Consider a simple closed curve $\Gamma \subset \mathbb{R}^n$ and try to minimize area among all continuous maps of the disk $\psi: \Delta \to \mathbb{R}^n$ having first derivatives in $L^2$ and mapping $\psi: \partial \Delta \to \Gamma$ (monotonically).
The Plateau Problem – Classical Results.

Douglas and Rado 1930
Considered a simple closed curve $\Gamma \subset \mathbb{R}^n$.
The Plateau Problem – Classical Results.

Douglas and Rado 1930

Considered a simple closed curve $\Gamma \subset \mathbb{R}^n$

and tried to minimize area among all continuous maps of the disk

$$\psi : \Delta \rightarrow \mathbb{R}^n$$
The Plateau Problem – Classical Results.

Douglas and Rado 1930

Considered a simple closed curve $\Gamma \subset \mathbb{R}^n$

and tried to minimize area among all continuous maps of the disk $

\psi : \Delta \rightarrow \mathbb{R}^n$

having first derivatives in $L^2$ and mapping

$\psi : \partial \Delta \rightarrow \Gamma \quad \text{(monotonically)}$
The Plateau Problem – Classical Results.

Douglas and Rado 1930

However, self-intersections and isolated branch points could exist in these surfaces. (Osserman later proved that in $\mathbb{R}^3$ branch points do not exist.) Much work ensued – Courant, Morrey, etc. Surfaces of higher genus, with many boundary components in general manifolds.
The Plateau Problem – Classical Results.

Douglas and Rado 1930

established the existence of minimizers

(Osserman later proved that in $\mathbb{R}^3$ branch points do not exist.)

Much work ensued – Courant, Morrey, etc.

Surfaces of higher genus, with many boundary components in general manifolds.
The Plateau Problem – Classical Results.

Douglas and Rado 1930

established the existence of minimizers and the regularity of these minimizing maps (as mappings!)

(Osserman later proved that in $\mathbb{R}^3$ branch points do not exist.)

Much work ensued – Courant, Morrey, etc. Surfaces of higher genus, with many boundary components in general manifolds.
The Plateau Problem – Classical Results.

**Douglas and Rado 1930**

established the existence of minimizers and the regularity of these minimizing maps (as mappings!)

However, self-intersections and isolated branch points could exist in these surfaces.
The Plateau Problem – Classical Results.

Douglas and Rado 1930

established the existence of minimizers
and the regularity of these minimizing maps (as mappings!)
However, self-intersections and isolated branch points could exist in these surfaces.
(Osserman later proved that in $\mathbb{R}^3$ branch points do not exist.)
The Plateau Problem – Classical Results.

Douglas and Rado 1930

established the existence of minimizers and the regularity of these minimizing maps (as mappings!)

However, self-intersections and isolated branch points could exist in these surfaces.

(Osserman later proved that in $\mathbb{R}^3$ branch points do not exist.)

Much work ensued – Courant, Morrey, etc.

Surfaces of higher genus,
The Plateau Problem – Classical Results.

Douglas and Rado 1930

established the existence of minimizers
and the regularity of these minimizing maps (as mappings!)

However, self-intersections and isolated branch points could exist in these surfaces.

(Osserman later proved that in $\mathbb{R}^3$ branch points do not exist.)

Much work ensued – Courant, Morrey, etc.

Surfaces of higher genus,
with many boundary components
The Plateau Problem – Classical Results.

**Douglas and Rado 1930**

established the existence of minimizers
and the regularity of these minimizing maps (as mappings!)
However, self-intersections and isolated branch points could exist in these surfaces.
(Osserman later proved that in $\mathbb{R}^3$ branch points do not exist.)

**Much work ensued – Courant, Morrey, etc.**

Surfaces of higher genus,
with many boundary components
in general manifolds.
Reifenberg 1960
Reifenberg 1960

took a radically different approach to the Plateau Problem

Reifenberg 1960

took a radically different approach to the Plateau Problem
and proved the existence of solutions
among surfaces of all topological types.
Reifenberg 1960

took a radically different approach to the Plateau Problem
and proved the existence of solutions
among surfaces of all topological types.

He considered the family of all compact sets $\Sigma \subset \mathbb{R}^n$
with $B \subset \Sigma$
Reifenberg 1960

took a radically different approach to the Plateau Problem
and proved the existence of solutions
among surfaces of all topological types.

He considered the family of all compact sets $\Sigma \subset \mathbb{R}^n$
with $B \subset \Sigma$
such that $[B] \to 0$ under the induced map

$$H_p(B, \Lambda) \to H_p(\Sigma, \Lambda)$$
on Čech homology with coefficients in $\Lambda$ (say, $\mathbb{Z}$ or $\mathbb{Z}_2$),
Reifenberg 1960

took a radically different approach to the Plateau Problem
and proved the existence of solutions
among surfaces of all topological types.

He considered the family of all compact sets $\Sigma \subset \mathbb{R}^n$
with $B \subset \Sigma$
such that $[B] \to 0$ under the induced map
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on Čech homology with coefficients in $\Lambda$ (say, $\mathbb{Z}$ or $\mathbb{Z}_2$), and then

he minimized $\mathcal{H}^p(\Sigma)$ in this class.
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Reifenberg proved

If $\Sigma$ is one of his solutions to this problem, there is a (relatively) open dense subset $\Sigma_{\text{reg}} \subset \Sigma$ which is a \textbf{real analytic submanifold} of $\mathbb{R}^n$.

Furthermore, if $n = 3$ and $\Lambda = \mathbb{Z}_2$, all of $\Sigma - B$ is a \textbf{real analytic submanifold} of $\mathbb{R}^n$.

A \textbf{complete solution} to the \textbf{unoriented Plateau Problem} in $\mathbb{R}^3$. 
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Definition. Let $E$ be an $\mathcal{H}^p$-measurable subset of a riemannian manifold $X$. Then $E$ is $p$-rectifiable if for every $\epsilon > 0$ there exists a $p$-dimensional embedded $C^1$-submanifold $M \subset X$ with

$$\mathcal{H}^p(E \Delta M) < \epsilon.$$ 

Alternative Definition.

$$E \subset \bigcup_{k=1}^{\infty} f_k(\mathbb{R}^p)$$

where each

$$f_k : \mathbb{R}^p \to X$$ is a Lipschitz map.
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One can integrate differential forms.

Let \( E \subset X \) be an oriented \( p \)-rectifiable set with \( \mathcal{H}^p(E) < \infty \).

Then for every (smooth) differential \( p \)-form on \( X \)

\[
\alpha \in \mathcal{E}^p(X)
\]

The integral

\[
\int_E \alpha \equiv \int_E \alpha \left( \overrightarrow{E_x} \right) \ d\mathcal{H}^p(x)
\]

is well defined.
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into the space of \textit{p-dimensional currents} on \( X \).

HENCE THERE IS A WELL-DEFINED NOTION OF BOUNDARY.

\[ (\partial[E])(\alpha) \equiv [E](d\alpha) \]
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Definition. A **rectifiable $p$-current** is a sum

\[
T = \sum_{j=1}^{\infty} n_j [E_j]
\]

where \(\{E_j\}_j\) is a family of disjoint oriented $p$-rectifiable sets, \(n_j \in \mathbb{Z}^+\)
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and the **mass** of $T$

\[
M(T) \equiv \sum_{j=1}^{\infty} n_j \mathcal{H}^p(E_j) < \infty.
\]
Note that we consider any such $T$ to be a current $T \in \mathcal{E}_p(X)$.
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be the set of $T$ with

$$M(T) \leq c, \quad M(\partial T) \leq c \quad \text{and} \quad \text{supp}(T) \subset K.$$

**Theorem (Federer-Fleming)**

*The set $\mathcal{I}_p(X)_{K,c}$ is compact in the weak topology.*
The Plateau Problem in $X$.

Since mass is lower semi-continuous in the weak topology, the compactness result solves a very general form of the Plateau Problem.
The Plateau Problem in $X$.

Since mass is lower semi-continuous in the weak topology, the compactness result solves a very general form of the Plateau Problem. Let $X$ be compact riemannian or, say, $\mathbb{R}^n$. 
The Plateau Problem in $X$.

Since mass is lower semi-continuous in the weak topology, the compactness result solves a very general form of the Plateau Problem. Let $X$ be compact riemannian or, say, $\mathbb{R}^n$.

**Theorem (Federer-Fleming)**

Let $B \in \mathcal{I}_{p-1}(X)$ be a cycle ($\partial B = 0$)
The Plateau Problem in $X$.

Since mass is lower semi-continuous in the weak topology, the compactness result solves a very general form of the Plateau Problem. Let $X$ be compact riemannian or, say, $\mathbb{R}^n$.

**Theorem (Federer-Fleming)**

Let $B \in \mathcal{I}_{p-1}(X)$ be a cycle ($\partial B = 0$) such that $B = \partial T_0$ for some $T_0 \in \mathcal{I}_p(X)$.
The Plateau Problem in $X$.

Since mass is lower semi-continuous in the weak topology, the compactness result solves a very general form of the Plateau Problem. Let $X$ be compact riemannian or, say, $\mathbb{R}^n$.

**Theorem (Federer-Fleming)**

Let $B \in \mathcal{I}_{p-1}(X)$ be a cycle ($\partial B = 0$) such that $B = \partial T_0$ for some $T_0 \in \mathcal{I}_p(X)$.

Then there exists $T \in \mathcal{I}_p(X)$ with $T - T_0 = dR_0$ some $R_0 \in \mathcal{I}_{p+1}(X)$. 

Blaine Lawson
Jim Simons' Work on Minimal Varieties
May 24, 2013
The Plateau Problem in $X$.

Since mass is lower semi-continuous in the weak topology, the compactness result solves a very general form of the Plateau Problem. Let $X$ be compact riemannian or, say, $\mathbb{R}^n$.

**Theorem (Federer-Fleming)**

Let $B \in \mathcal{I}_{p-1}(X)$ be a cycle ($\partial B = 0$) such that $B = \partial T_0$ for some $T_0 \in \mathcal{I}_p(X)$.

Then there exists $T \in \mathcal{I}_p(X)$ with $T - T_0 = dR_0$ some $R_0 \in \mathcal{I}_{p+1}(X)$ such that

$$M(T) = \inf_{R \in \mathcal{I}_{p+1}(X)} M(T + \partial R)$$
Picture.
Consequence.

Let \( X \) be a compact riemannian manifold.

**Corollary (Federer-Fleming)**

\[ \text{Every homology class } u \in H_p(X; \mathbb{Z}) \text{ contains an integral current of least mass.} \]
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Then $\text{supp}(T) - \text{supp} \partial T$ is a regular minimal surface in $R^3 - \text{supp} \partial T$.
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The result holds in general Riemannian 3-manifolds.
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the complete interior regularity of mass-minimizing integral currents in $\mathbb{R}^3$.

**Theorem. (Fleming).** Let $T \in \mathcal{I}_2(\mathbb{R}^3)$ be a current of least mass (among all integral currents with the same boundary). Then  
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is a regular minimal surface in $\mathbb{R}^3 - \text{supp}\partial T$.

This solves the **oriented** Plateau Problem in $\mathbb{R}^3$ among surfaces of all topological types.

The result holds in general riemannian 3-manifolds.
Cautionary Note: Multiplicities.

A mass-minimizing integral current $T$ can have integer multiplicities
Cautionary Note: Multiplicities.

A mass-minimizing integral current $T$ can have integer multiplicities on each connected component of its support.
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A mass-minimizing integral current $T$ can have integer multiplicities on each connected component of its support.

So $T$ has the form of a locally finite sum

$$T = \sum_\limits{k} n_k [M_k].$$
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**Theorem. (Federer).** Let \( V \) be a complex analytic subvariety, \( \dim_{\mathbb{C}}(V) = p \) in a Kähler manifold \( X \), (for example a domain in \( \mathbb{C}^n \)). Then \( V \) defines an integral current

\[
[V] \in \mathcal{I}_{2p}^{\text{loc}}(X) \quad \text{with} \quad \partial[V] = 0
\]

which is **homologically mass-minimizing** in \( X \).

That is, for every open set \( \Omega \subset X \)

\[
M([V]) \leq M([V] + \partial S) \quad \forall \ S \in \mathcal{I}_{2p+1}(\Omega)
\]
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Theorem. (Almgren).

*Complete interior regularity holds for mass-minimizing integral currents of dimension 3 in 4-manifolds.*

Theorem. (Almgren-De Giorgi).

*The Bernstein conjecture holds for minimal graphs* $\Gamma = \{ (x, f(x)) \in \mathbb{R}^{n+1} : x \in \mathbb{R}^n \}$ *for* $n \leq 4$. 
The Proof – Revolves Around Cones.

\[ S_n \equiv \{ x \in \mathbb{R}^n_{+1} : \|x\| = 1 \} \]

and consider a compact submanifold \( M_p \subset S_n \).

The cone on \( M_p \) is the set \( C(M_p) = \{ tx \in \mathbb{R}^n_{+1} : x \in M_p \text{ and } t \geq 0 \} \).

This concept extends naturally to currents.
The Proof – Revolves Around Cones.

Set

\[ S^n \equiv \{ x \in \mathbb{R}^{n+1} : \| x \| = 1 \} \]

and consider a compact submanifold

\[ M^p \subset S^n. \]
The Proof – Revolves Around Cones.

Set

$$S^n \equiv \{ x \in \mathbb{R}^{n+1} : \|x\| = 1 \}.$$ 

and consider a compact submanifold

$$M^p \subset S^n.$$ 

The cone on $M^p$ is the set

$$C(M^p) = \{ tx \in \mathbb{R}^{n+1} : x \in M^p \text{ and } t \geq 0 \}.$$
The Proof – Revolves Around Cones.

Set
\[ S^n \equiv \{ x \in \mathbb{R}^{n+1} : \|x\| = 1 \}. \]

and consider a compact submanifold
\[ M^p \subset S^n. \]

The cone on \( M^p \) is the set
\[ C(M^p) = \{ tx \in \mathbb{R}^{n+1} : x \in M^p \text{ and } t \geq 0 \} \]
The Proof – Revolves Around Cones.

Set

\[ S^n \equiv \{ x \in \mathbb{R}^{n+1} : \| x \| = 1 \} . \]

and consider a compact submanifold

\[ M^p \subset S^n . \]

The cone on \( M^p \) is the set

\[ C(M^p) = \{ tx \in \mathbb{R}^{n+1} : x \in M^p \text{ and } t \geq 0 \} . \]

This concept extends naturally to currents.
Proposition.

Suppose that $C = C(M) \in I_{\text{loc}}^{+1}(R^n_{+1})$ is the cone on a current $M \in I_p(S_n)$. Then $C(M)$ is minimal in $R^n_{+1} \iff M$ is minimal in $S_n$. 

QUESTION: $C(M)$ is minimizing stable in $R^n_{+1} \iff M$ is ??? in $S_n$. 
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Suppose that

\[ C = C(M) \in I_{p+1}^{\text{loc}}(\mathbb{R}^{n+1}) \]

is the cone on a current

\[ M \in I_p(S^n). \]

Then

\[ C(M) \text{ is minimal in } \mathbb{R}^{n+1} \iff M \text{ is minimal in } S^n. \]

QUESTION:

\[ C(M) \text{ is } \begin{cases} \text{minimizing} \\ \text{stable} \end{cases} \text{ in } \mathbb{R}^{n+1} \iff M \text{ is } ??? \text{ in } S^n. \]
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Complete interior regularity holds for mass-minimizing integral currents of codimension-one in Riemannian manifolds of dimension \( \leq 7 \).

The Bernstein Conjecture holds for minimal graphs \( \{ x_{n+1} = f(x_1, \ldots, x_n) \} \) when \( n \leq 7 \).
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Simons’ Example:

\[ C(S^3 \times S^3) \equiv \{(x, y) \in \mathbb{R}^4 \times \mathbb{R}^4 : |x| = |y|\} \subset \mathbb{R}^8 \]

Theorem. (Bombieri, De Giorgi, Giusti (1969))

Simons’ cone is mass-minimizing in \( \mathbb{R}^8 \).

Hence, interior regularity fails in all dimensions \( \geq 8 \).

The Bernstein Conjecture is false for all \( n \geq 8 \).
Further Results of Jim Simons.

Some Differential Geometry

Let $M \subset X$ be a submanifold of a riemannian manifold $X$ with Levi-Civita connection $\nabla$. For vector fields $V, W$ on $M$
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Then $\nabla_V W \equiv (\nabla_V W)^T$ is the Levi-Civita connection of the induced riemannian metric on $M$. 
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Let $M \subset X$ be a submanifold of a riemannian manifold $X$ with Levi-Civita connection $\nabla$.

For vector fields $V, W$ on $M$

$$\nabla_V W = (\nabla_V W)^T + (\nabla_V W)^N$$

Then $\nabla_V W \equiv (\nabla_V W)^T$ is the Levi-Civita connection of the induced riemannian metric on $M$ and

$$B_{V, W} \equiv (\nabla_V W)^N$$

is the Second Fundamental Form of $M$ in $X$. 
The Second Fundamental Form.

\[ B_{V,W} \equiv (\nabla_V W)^N \]

is a field of \textbf{symmetric} 2-forms on \( T(M) \)
with values in the normal bundle \( N(M) \)
The Second Fundamental Form.

\[ B_{V \cdot W} \equiv (\nabla_V W)^N \]

is a field of \textbf{symmetric} 2-forms on \( T(M) \) with values in the normal bundle \( N(M) \).

The \textbf{mean curvature vector field} is the normal vector field along \( M \) given by

\[ H \equiv \text{trace}B. \]

**The First Variational Formula** Let \( \varphi_t : M \to X \) be a normal deformation of \( M \) with derivative \( V \) at \( t = 0 \). Then

\[ \left. \frac{\partial}{\partial t} \text{vol} \{ \varphi_t(M) \} \right|_{t=0} = - \int_M \langle H, V \rangle. \]
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**The Second Variational Formula** Suppose \( H \equiv 0 \) on \( M \). Then

\[
\frac{\partial^2}{\partial t^2} \text{vol} \{ \varphi_t(M) \} \bigg|_{t=0} = \int_M \langle \nabla^* \nabla V - B(V) + \overline{R}(V), V \rangle
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B \equiv B \circ B^t : N \to N
\]

(recall \( B : T \otimes T \to N \)).
The Second Fundamental Form.

**The First Variational Formula** Let $\varphi_t : M \to X$ be a normal deformation of $M$ with derivative $V$ at $t = 0$. Then

$$\frac{\partial}{\partial t} \text{vol} \{ \varphi_t(M) \} \bigg|_{t=0} = - \int_M \langle H, V \rangle.$$

**The Second Variational Formula** Suppose $H \equiv 0$ on $M$. Then

$$\frac{\partial^2}{\partial t^2} \text{vol} \{ \varphi_t(M) \} \bigg|_{t=0} = \int_M \langle \nabla^* \nabla V - \mathcal{B}(V) + \overline{R}(V) , V \rangle$$

where

$$\mathcal{B} \equiv B \circ B^t : N \to N$$

(recall $B : T \otimes T \to N$), and

$$\overline{R}(V) = \sum_{j=1}^p \overline{R}_{e_j} V(e_j)$$
Simons Fundamental Equation.

**THEOREM. (First-order system)**

Let $M \subset X$ be a minimal submanifold with second fundamental form $B$. 

\[ \nabla V(B)(W, U) - \nabla W(B)(V, U) = (R V, W) N \]

**Codazzi Equations**

\[ p \sum_{j=1} \nabla e_j(B)(e_j, V) = p \sum_{j=1} (R e_j, V e_j) N \]

**THEOREM. (Second-order equation)**

Let $M \subset X$ be a minimal submanifold with second fundamental form $B$. 

\[ \nabla^\ast \nabla B = F(B, R, \nabla R) \]
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Let \( M \subset X \) be a minimal submanifold with second fundamental form \( B \).

\[
\nabla_V(B)(W, U) - \nabla_W(B)(V, U) = \left( \overline{R}_V, W U \right)^N
\]

Codazzi Equations

\[
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\]
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**THEOREM. (First-order system)**

Let $M \subset X$ be a minimal submanifold with second fundamental form $B$.

$$\nabla_V (B)(W, U) - \nabla_W (B)(V, U) = \left( \overline{R}_{V,W} U \right)^N$$

**Codazzi Equations**

$$\sum_{j=1}^{p} \nabla_{e_j} (B)(e_j, V) = \sum_{j=1}^{p} \left( \overline{R}_{e_j, V} e_j \right)^N$$

**THEOREM. (Second-order equation)**

Let $M \subset X$ be a minimal submanifold with second fundamental form $B$.

$$\nabla^{*} \nabla B = \mathcal{F}(B, \overline{R}, \nabla \overline{R})$$
Simons Fundamental Equation.

$$\nabla^* \nabla B = \mathcal{F}(B, \bar{R}, \nabla \bar{R})$$

had many applications:

- The important stability result above.
- Isolation results: e.g. Suppose $M_n \subset S^{n+1}$ is a minimal submanifold with $\|B\| < n$ pointwise on $M$. Then $M_n - 1 = S_n - 1$ is a totally geodesic "equator.
- Engendered decades of papers on the subject.
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had many applications:

- The important stability result above.
- Isolation results: e.g. Suppose \( M_n \subset S^{n+1} \) is a minimal submanifold with \( \|B\| < n \) pointwise on \( M \).
  Then \( M_\cap S^{n-1} = \) a totally geodesic "equator".
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had many applications:
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Simons Fundamental Equation.

\[ \nabla^* \nabla B = \mathcal{F}(B, \overline{R}, \nabla \overline{R}) \]

had many applications:

- The important stability result above.
- Isolation results: e.g.

\[
\text{Suppose } M^n \subset S^{n+1} \text{ is a minimal submanifold with } \|B\| < n \text{ pointwise on } M.
\]
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Simons Fundamental Equation.

\[ \nabla^* \nabla B = \mathcal{F}(B, \overline{R}, \nabla \overline{R}) \]

had many applications:

- The important stability result above.
- Isolation results: e.g.

  Suppose \( M^n \subset S^{n+1} \) is a minimal submanifold with
  \[ \|B\| < n \]
  pointwise on \( M \).
  Then \( M^{n-1} = S^{n-1} \) is a totally geodesic “equator”.

- Engendered decades of papers on the subject.
Stable Currents in Projective Space.

Let $\mathcal{H}$ denote the space of holomorphic vector fields on $\mathbb{P}^n(\mathbb{C})$.

Let $S$ be an integral current on $\mathbb{P}^n(\mathbb{C})$.

Define a quadratic form $Q_S$ on $\mathcal{H}$ by

$$Q_S(V) = \lim_{t \to 0} \frac{d^2}{dt^2} M \{ (\phi_t)^* S \}$$

Theorem. (Lawson-Simons)

$$\text{trace}(Q_S) = -\int \langle J(\rightarrow S_x) \rangle \|S\|^2 (x)$$

Corollary (Using Harvey-Shiffman).

Every stable integral current in $\mathbb{P}^n(\mathbb{C})$ is an algebraic cycle.
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Stable Currents in Projective Space.

Let $\mathcal{H}$ denote the space of holomorphic vector fields on $\mathbb{P}^n(\mathbb{C})$.
Let $S$ be an integral current on $\mathbb{P}^n(\mathbb{C})$.
Define a quadratic form $Q_S$ on $\mathcal{H}$ by

$$Q_S(V) = \left. \frac{d^2}{dt^2} M \{(\varphi_t)_* S\} \right|_{t=0}.$$ 

**Theorem. (Lawson-Simons)**

$$\text{trace} (Q_S) = - \int \| J(\vec{S}_x) \|^2 \|S\| (x)$$

**Corollary (Using Harvey-Shiffman).**

Every stable integral current in $\mathbb{P}^n(\mathbb{C})$ is an algebraic cycle.