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ABSTRACT

There are two useful ways to extend nonlinear partial differen-
tial inequalities of second order: one uses viscosity theory and
the other uses the theory of distributions. This paper consid-
ers the convex situation where both extensions can be applied.
The main result is that under a natural “second-order com-
pleteness” hypothesis, the two sets of extensons are isomorphic,
in a sense that is made precise.
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1. Introduction.

There are two quite distinct approaches to the study of nonlinear partial differential
inequalities of second order: the viscosity approach and the distributional approach. The
purpose of this paper is to prove that in the situation where both can be applied, there is
a natural “second-order completeness” hypothesis under which the two approaches are, in
a certain precise sense, isomorphic.

In either approach one can start quite generally by considering the C2-functions u on
a manifold X satisfying a second-order constraint F . In local coordinates this comes down
to requiring that (

u(x), Dxu,D
2
xu

)
∈ Fx for each x (1.1)

where the constraint set Fx at x is a subset of the space of 2-jets J2 = R×Rn×Sym2(Rn)
(and Sym2(Rn) is the space of symmetric n × n-matrices). In the viscosity case three
additional conditions are required (see Defs. 2.2 and 8.1). When they are satisfied, F is
called a subequation. In the distributional case, a priori only linear inequalities make
sense, and so one must require that each Fx be convex. Thus our starting point for a
possible isomorphism between the two approaches is a convex subequation F .

The idea now is to extend the F -subharmonicity condition (1.1) to more general “func-
tions”. In the viscosity setting we consider the space USC(X) of upper semi-continuous
[−∞,∞)-valued functions on X . The standard viscosity definition extends the notion of
F -subharmonicity to functions u ∈ USC(X) by using C2-test functions (see Def. 2.1).
For a distribution v ∈ D′(X) one defines v to be F -subharmonic by requiring that locally
v satisfies all the linear second-order inequalities deducible from F . We shall denote by
F visc(X) and F dist(X) these two different spaces of F -subharmonics. (See Section 2 for a
precise formulation.)

In general there is no way to associate a distribution to an upper semi-continuous
function or vice versa. Elementary examples, such as the subequation F on R2 defined
by the inequality ∂2u/∂x2

1 ≥ 0, show that F visc(X) and F dist(X) can be quite different.
Indeed, for this subequation any upper semi-continuous u(x2) lies in F visc(X) and any
distribution v(x2) lies in F dist(X). The problem is that this subequation F can be “defined
using fewer of the independent variables”, a notion made precise in Section 6 for any
pure second-order constant coefficient subequation. For this not to happen is a form of
“completeness” for the subequation F .

The concept we need is formulated as follows, using the standard 2-jet coordinates
(r, p, A) ∈ J2. Given x ∈ X we say that Fx is second-order complete if for some r, p,
the associated pure second-order subequation Fx,r,p cannot be defined using fewer of the
independent variables. This definition is more robust than it might seem. If it holds for
one fibre Fx,r,p, then it holds for all non-empty fibres Fx,r′,p′ at x.

Our main result provides a precise isomorphism between F visc(X) and F dist(X) under
a mild “regularity” assumption which is discussed below and in Section 8.

THEOREM 1.1. Suppose F is a regular convex subequation on a manifold X , and that
F is second-order complete.

(A) If u ∈ F visc(X), then u ∈ L1
loc(X), and as a distribution u ∈ F dist(X).
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(B) If u ∈ F dist(X), then u ∈ L1
loc(X), and within the L1

loc-class u of point-wise defined
functions there exists a unique upper semi-continuous representative U ∈ F visc(X)
given by

U(x) ≡ ess lim sup
y→x

u(y) ≡ lim
rց0

ess sup
|y|≤r

u(y). (1.2)

It is shown in Section 8 that any convex subequation which is locally affinely jet-
equivalent to a constant coefficient subequation (see [HL3]) is regular. This covers most of
the non-linear equations that arise in geometry.

More generally, it is shown in Section 8 that if the edge of F (see Def. 5.1) is a vector
sub-bundle of J2(X), then F is regular. In particular, this holds if Edge(Fx) = {0} for all
x ∈ X .

Theorem 1.1 is proved by reducing to the linear case. However, even having done
that, issues remain. In order to clarify both this reduction and the problem with the
linear case, we now restrict our discussion to the case of a constant coefficient subequation
F ⊂ J2 ≡ R ×Rn × Sym2(Rn) on an open set X ⊂ Rn.

The dual space (J2)∗ of J2 should be viewed as the space of second-order partial
differential operators with constant coefficients. In both approaches

u ∈ F (X) ⇒ Lu ≥ λ (1.3)

for all L ∈ (J2)∗ and λ ∈ R which define a closed half-space H(L, λ) containing F . In
fact, the converse

Lu ≥ λ ∀ H(L, λ) ⊃ F ⇒ u ∈ F (X) (1.4)

is also true for both approaches. For F visc(X) this is a triviality from the definition, while
for F dist(X) this is the Definition 2.3.

The conditions required for F to be a subequation imply that if F ⊂ H(L, λ) with
Lu ≡ 〈a,D2u〉 + 〈b,Du〉 + cu, then

a ≥ 0 and c ≤ 0. (1.5)

The two facts (1.3) and (1.4) reduce the isomorphism problem F visc(X) ∼= F dist(X) to an
isomorphism problem for the associated linear inequalities Lu ≥ λ.

However, even in this linear case there are difficulties. Examples such as

{
∂2u

∂x2
1

≥ 0

}
∩

{
∂2u

∂x2
2

≥ 0

}
, or

{
D2u ≥ 0

}

are second-order complete, but no isomorphism is possible for all the associated linear
subequations. For example, in both cases F ⊂ H(L, λ) with L ≡ ∂2/∂x2

1 and λ = 0.
We deal with this by showing that under the hypothesis of second-order completeness,

the convex subequation F can be expressed as an intersection of half-spaces H(L, λ) where
the associated linear operators are uniformly elliptic, i.e., a > 0 (positive definite).
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This is done in detail as follows. Each convex subset F has an “edge” Edge(F ) which
is the largest vector subspace such that F + Edge(F ) ⊂ F . If H = H(L, λ) is a closed
half-space containing F , then any rotation of H in the edge directions, no matter how
small, will no longer contain F . If for small rotations of H in the directions orthogonal to
Edge(F ), the condition F ⊂ H is maintained, we say that H is F -stable. This condition
on H = H(L, λ) holds for one λ ⇐⇒ it holds for generic λ, and so we say that the linear
operator L is F -stable or L ∈ Stab(F ) (see Def. 4.1).

Now we can state our result which provides a successful reduction to the linear case.

THEOREM 1.2. (Reduction). Suppose that F ⊂ J2 is a (proper) convex subequation
with constant coefficients. Then F is the intersection of the F -stable half-spaces which
contain F , i.e.,

F =
⋂

L ∈ Stab(F )

F ⊂ H(L, λ)

H(L, λ). (1.6)

Moreover, if F is second-order complete, then each F -stable linear operator L is
uniformly elliptic. Consequently,

(Viscosity): Given u ∈ USC(X)

u ∈ F visc(X) ⇐⇒ Lu ≥visc λ ∀ L ∈ Stab(F ) with H(L, λ) ⊃ F.

(Distributional): Given u ∈ D′(X)

u ∈ F dist(X) ⇐⇒ Lu ≥dist λ ∀ L ∈ Stab(F ) with H(L, λ) ⊃ F.

Proof. This theorem combines Theorem 4.2 and Theorem 7.2 using the elementary Remark
3.3.

The Linear Case.

Theorem 1.2 does not quite reduce the isomorphism problem for F visc(X) ∼= F dist(X)
to an isomorphism problem for the linear case Hvisc(X) ∼= Hdist(X) where H = H(L, λ)
and L is F -stable. Even if we knew Hvisc(X) ∼= Hdist(X) for all H = H(L, λ) ⊃ F
where L is F -stable (and hence uniformly elliptic) a problem would remain. Namely, given
u ∈ F dist(X), so that u ∈ Hdist(X) for each such H, the associated upper semi-continuous
functions vH ∈ Hvisc(X) must all be equal, in order to produce a function v ∈ F visc(X).

This is done in Section 9 using a third more classical definition of H-subharmonicity
as a bridge between Hdist(X) and Hvisc(X). We say u ∈ Hclass(X) if u is “sub” the
H-harmonics (see Def. 9.1).
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THEOREM 9.3(B). If u ∈ Hdist(X), then u ∈ L1
loc(X), and within the L1

loc-class u of
point-wise defined functions, there exists a unique upper semi-continuous representative
U ∈ Hclass(X). It is given by

U(x) ≡
−−−−→
ess lim

y→x
u(y) ≡ lim

rց0
ess sup

Br(x)

u

Combined with an actual equality between Hclass(X) and Hvisc(X) (Theorem 9.2),
this gives the desired independence, since the essential-lim-sup-regularization U of u ∈
L1

loc(X) does not depend on L. These results are established in Section 9 using, among
other things, classical results of Hervé-Hervé [HH]. With Hclass(X) as a bridge this com-
pletes the proof of Theorem 1.1 when F = H = H(L, λ) is linear (Cor. 9.4).

Some Historical Remarks on the Linear Case. The equivalence of Hvisc(X) and
Hdist(X) for linear elliptic operators has been addressed by Ishii [I], who proves the result
for continuous functions but leaves open the case where u ∈ Hvisc(X) is a general upper
semi-continuous function and the case where u ∈ Hdist(X) is a general distribution. The
proof that “classical implies distributional” appears in [HH] where the result is proved for
even more general linear hypoelliptic operators L. Other arguments that “viscosity implies
distributional” are known to Hitoshi Ishii and to Andrzej Swiech. A good discussion of
the Greens kernel appears in ([G]).

Proof of Theorem 1.1. The linear case of Theorem 1.1 combined with the reduction
Theorem 1.2 yields Theorem 1.1.
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2. Differential Constraints – Two Approaches.

Any subset F ⊂ J2 ≡ R×Rn×Sym2(Rn) imposes an unambiguous set of constraints
on the C2-functions on an open subset X ⊂ Rn. Given u ∈ C2(X) we say that u is
F -constrained if (

u(x), Dxu,D
2
xu

)
∈ F for all x ∈ X, (2.1)

and we let C2
F (X) denote this set of C2-functions. If F is a convex set, then F will be

referred to as a convex constraint. A pure second-order constraint is a constraint of the form
F = R×Rn ×F ′, and in this case (2.1) can be written more simply as D2

xu ∈ F ′, ∀x ∈ X .
We always assume that F is closed. This ensures that CF (X) is closed in C2(X).

In and of itself, the condition (2.1) is not particularly interesting without expanding
the notion to more general “functions”. There are two standard ways of doing this. Not
surprisingly, both require (different) additional conditions on the constraining set F . We
label these two approaches the “viscosity” approach and the “distributional” approach.
Both have their advantages and limitations. One disadvantage of the distributional ap-
proach is that it only makes sense when F is convex. A big advantage of the viscosity
approach is that convexity is not required. However, the “positivity” condition described
below must be assumed. In this paper we examine constraint sets F where both approaches
apply and characterize when they are equivalent – in a sense to be made precise.

The Viscosity Approach.

The more general “functions” considered here are indeed pointwise-defined functions.
Namely, let USC(X) denote the space of upper semi-continuous [−∞,∞)-valued functions
on X .

Test Functions: Given u ∈ USC(X) and a point x ∈ X , a C2-function ϕ is a test function
for u at x if u ≤ ϕ near x and u(x) = ϕ(x).

Definition 2.1. A function u ∈ USC(X) is said to be F -subharmonic on X if for each
x ∈ X and each test function ϕ for u at x, we have

(
ϕ(x), Dxϕ,D

2
xϕ

)
∈ F

The set of all such functions is denoted by F visc(X).

Conditions on the set F are required in order for this definition to be of any value.
Note that if ϕ is a test function for u at x, then so is ϕ(y) + 〈P (y − x), y − x〉 for any
P ∈ Sym2(Rn) with P ≥ 0. This viscosity notion of “generalized second derivative” yields
a set of possibilities, which is closed under addition of any P ≥ 0. Therefore, one must
require the following condition:

(Positivity) (r, p, A) ∈ F ⇒ (r, p, A+ P ) ∈ F for all P ≥ 0.

This condition is paramount. In particular, it is both necessary and sufficient to ensure
that the C2-functions that are F -constrained are in F visc(X).

We also require the:
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(Topological Condition) F = IntF ,

and the following third condition, which is important for the Dirichlet Problem and regu-
larity, even when F is linear (i.e., a closed half-space):

(Negativity) (r, p, A) ∈ F ⇒ (r − s, p, A) ∈ F for all s ≥ 0.

Definition 2.2. A closed subset F ⊂ J2 = R × Rn × Sym2(Rn) satisfying positivity,
negativity, and the topological condition will be called a subequation. Functions u ∈
F visc(X) will be called F -subharmonic (in the viscosity sense).

The set P ≡ {A : A ≥ 0} is perhaps the most basic example of a subequation. (It is
certainly of minimal size, up to a translate, given positivity.) The smooth P-subharmonics
are defined by D2u ≥ 0. The general P-subharmonics are exactly the classical convex
functions (once u ≡ −∞ is excluded). Somewhat surprisingly the proof of this is not
in the early literature but is included in [HL1, Prop.2.6] for example. Note that this
subequation P is convex and pure second-order.

The Distributional Approach.

The distributions u ∈ D′(X) are continuous linear functionals on the space C∞
cpt(X)

of distributional test functions. For any linear second-order partial differential operator L
with constant coefficients, Lu is again a distribution. The notion u ≥ 0 for u ∈ D′(X) is
defined by requiring that u(ϕ) ≥ 0 for all ϕ ∈ C∞

cpt(X) with ϕ ≥ 0. Thus, the differential
inequalities Lu ≥ λ, for λ ∈ R, make sense. The pair L, λ defines a half-space H(L, λ) in
J2 by H(L, λ) ≡ {L(r, p, A) ≥ λ}.

Definition 2.3. Suppose that F is a closed convex subset of J2. Given u ∈ D′(X), we
say that u ∈ F dist(X) if

Lu ≥ λ whenever H(L, λ) contains F. (2.2)

Comments Concerning the Approaches.

In two or more variables, the example F = {∂2u
∂x2

1

≥ 0} shows that F visc(X) and

F dist(X) are in general quite different, and in no sense isomorphic. For the example of

the Laplacian F = {∆u ≡
∑

k
∂2u
∂x2

k

≥ 0} however, F visc(X) and F dist(X) are isomorphic.

Nevertheless, as the reader will see in Section 9, some of the problems that are overcome
in describing an isomorphism between F visc(X) and F dist(X) are already illustrated by
this basic case.

Under suitable hypotheses on F , our main result (Theorem 1.1) obtains an explicit
isomorphism between F visc(X) and F dist(X). These hypotheses apply to subequations

such as the Laplacian, and F ∼= {∂2u
∂x2

1

≥ 0} ∪ {∂2u
∂x2

2

≥ 0} on R2 for example.
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3. The Standard Intersection Theorem for Closed Convex Sets.

Any convex subequation F ⊂ J2 ≡ R × Rn × Sym2(Rn) can be written as an inter-
section of closed affine half-spaces. The standard way of doing this is as follows. The dual
space

J2 ≡
(
J2

)∗

should be viewed as the space of second-order linear partial differential operators L (with
constant coefficients) defined by

(Lϕ)(x) = 〈a,D2
xϕ〉 + 〈b,Dxϕ〉 + cϕ(x) (3.1)

with a ∈ Sym2(Rn), b ∈ Rn, and c ∈ R.
The principal symbol a = σ(L) of a differential operator L ∈ J2 is defined by the

natural projection σ : J2 → Sym2(Rn) which is dual to the natural inclusion Sym2(Rn) ⊂
J2 (obtained by considering 2-jets of functions at a point which have zero as a critical
value at that point). The constant c = c(L) will be referred to as the zeroth-order term.

Each linear differential operator L determines a closed vector half-space HL in J2 by
requiring Lϕ ≥ 0. Note that HL = IntHL is always true, while:

HL satisfies (P) ⇐⇒ the symbol σ(L) = a ≥ 0

HL satisfies (N) ⇐⇒ the zerothorder term c(L) ≤ 0

Hence, HL is a subequation if and only if a = σ(L) ≥ 0 and c(L) ≤ 0, in which case it
will be referred to as a linear subequation. For each λ ∈ R the pair L, λ determines the
translated half-space subequation H(L, λ) by requiring

L(r, p, A) ≡ 〈a, A〉 + 〈b, p〉 + cr ≥ λ. (3.2)

Suppose now that F ⊂ J2 is a convex subequation contained in a half-space H(L, λ)
for general a, b, c. Then it is easy to see that positivity for F implies positivity for H(L, λ),
and negativity for F implies negativity for H(L, λ). Thus H(L, λ) is also a subequation.
Said differently,

F is a subequation and F ⊂ H(L, λ) ⇒ a = σ(L) ≥ 0 and c(L) ≤ 0. (3.3)

Although our focus is on convex subequations F , which are subsets of the 2-jet space
J2 = R×Rn × Sym2(Rn) satisfying the additional properties described in Definition 2.2,
the elementary constructions we wish to review hold more generally.

The Standard (Hahn-Banach) Intersection Theorem

We suppose for the moment that F is any closed convex subset in a finite dimensional
vector space V . Each closed affine half-space H can be written parametrically as

H(w, λ) = {v ∈ V : (w, v) ≥ λ} (3.4)
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for some non-zero linear functional w ∈ V ∗ and some λ ∈ R.

Definition 3.1. Given w ∈ V ∗ − {0} and λ ∈ R, if F ⊂ H(w, λ), then H(w, λ) is called
F -containing and the linear functional w is also called F -containing. Let C(F ) denote the
set of all F -containing linear functionals (“direction vectors”).

Each proper closed convex set F is the intersection of its F -containing half-spaces,
that is

F =
⋂
H(w, λ). (3.5)

where w ∈ C(F ) and λ ∈ R is such that F ⊂ H(w, λ). This standard intersection theorem
is a consequence of the geometric form of the Hahn-Banach Theorem (see Appendix A).

It is easy to see that C(F )∪{0} is a convex cone, but it may not be closed. Its closure
is, of course, a closed convex cone.

Definition 3.2. (The Dual Span). Let P+(F ) denote the closed convex cone C(F ).
The vector space span of C(F ) (or equivalently P+(F )) will be called the dual span of F
and denoted by SF .

Now back to our case V = J2. Restating (3.5) for a convex subequation F , we have

F =
⋂
H(L, λ). (3.5)′

taken over F -containing linear operators L and λ ∈ R satisfying F ⊂ H(L, λ). By (3.3)
we also have:

L ∈ C(F ) ⇒ σ(L) ≥ 0 and c(L) ≤ 0. (3.6)

Unfortunately, unless a convex subequation F ⊂ J2 is uniformly elliptic, the linear half-
space subequations H ≡ H(L, λ) occurring in (3.5)′ will typically be highly degenerate
rather than having positive definite symbol. The version of (3.5)′ we need will be proven
in the next section (Theorem 4.2).

If the principal symbol σ(L) of L ∈ J2 is positive definite, H(L, λ) is called a uni-
formly elliptic linear subequation. One of our main results, Theorem 7.2, character-
izes those subequations F for which there exists a family F of uniformly elliptic linear
subequations whose intersection is F .

The implications of (3.5)′ can be summarized as follows.

Remark 3.3. (The Two Approaches Revisited). Suppose that F is a convex sube-
quation.

Viscosity Approach: Given u ∈ USC(X)

u ∈ F visc(X) ⇐⇒ Lu ≥vis λ ∀L ∈ C(F ) with F ⊂ H(L, λ). (3.7)

This is a triviality using Definition 2.1 and is just as easy to prove in greater generality.
Given any family of subequations {Fα} (not necessarily convex), the intersection F =⋂

α Fα is a subequation, and

u ∈ F visc(X) ⇐⇒ u ∈ F visc
α (X) ∀ α (3.7)′
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Distributional Approach: Given u ∈ D′(X), Definition 2.3 states that

u ∈ F dist(X) ⇐⇒ Lu ≥dis λ ∀L ∈ C(F ) with F ⊂ H(L, λ). (3.8)

Remark 3.4. Even for the nicest convex subequations, the two sets defined above can be
quite different. For example, suppose F = P (where C(F )∪{0} = P). As noted at the end
of §2, there is no isomorphism between the set of distrubutions satisfying Lv ≥dist 0 and
the set of u.s.c. functions satisfying Lu ≥visc 0 for all L ∈ C(F ). To achieve a bijection we
must restrict to a subset of C(F ).

Lemma 3.5. Suppose F ⊂ C(F ) and the closed convex cone on F equals P+(F ) ≡ C(F ).
Then for u ∈ D′(X)

u ∈ F dist(X) ⇐⇒ Lu ≥dis λ ∀L ∈ F with F ⊂ H(L, λ). (3.9)

The proof is left to the reader.

4. Another Intersection Theorem for Closed Convex Sets.

In this section we suppose that F is an closed convex proper subset in a finite dimen-
sional inner product space (V, 〈·, ·〉). The case where F is unbounded is the case of interest.
Let ASpanF denote the affine span of F . To begin recall that

(1) ASpanF = V ⇐⇒ (2) IntF 6= ∅ ⇐⇒ (3) F = IntF. (4.1)

To see that (1) ⇒ (2) consider an n-simplex obtained from a basis for V contained in F
and one other generic point in F . To see that (2) ⇒ (3) note that if x ∈ IntF and y ∈ ∂F ,
then the open segment joining x to y must belong to IntF .

There is no loss in generality in assuming that the affine span of F is V , or equivalently
that F = IntF . For other closed convex subsets C ⊂ V , let IntrelC denote the interior of
C relative to the affine span of C. Then we always have that

C = IntrelC. (4.2)

The set of parameterized half-spaces H(w, λ) which contain F , union with the set {0} ×
(−∞, 0], can be be written as the following subset of V × R

C+(F ) = {(w, λ) : 〈w, v〉 ≥ λ ∀ v ∈ F} (4.3)

since with w 6= 0
F ⊂ H(w, λ) ⇐⇒ (w, λ) ∈ C+(F ). (4.4)

This set C+(F ) is obviously a closed convex cone in V ×R with vertex at the origin.
Recall that by Definition 3.1 the set of containing direction vectors C(F ) for F is

simply the projection of C+(F ) onto V , that is,

C(F ) ∪ {0} ≡ π{C+(F )} (4.5)
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where π : V × R → V . Example A.9 shows that the convex cone π{C+(F )} may not be
closed.

The version of the Hahn-Banach Intersection Theorem needed here involves containing
half-spaces which are in some sense stable.

Definition 4.1. A non-zero vector w ∈ V is called F -stable if there exists λ ∈ R such
that

(w, λ) ∈ IntrelC+(F ).

Let Stab(F ) denote the set of F -stable direction vectors for F .

THEOREM 4.2. Suppose F is a closed convex proper subset of V . Then F is the
intersection of the half-spaces defined by F -stable direction vectors, i.e.,

F =
⋂

w ∈ Stab(F )

F ⊂ H(w, λ)

H(w, λ) (4.6)

Proof. If v /∈ F , then by (3.5) there exists a parameterized containing half-space H(w, λ)
for F which excludes v. That is, (w, λ) ∈ C+(F ) and 〈w, v〉 < λ. Since this inequality
holds for all (w′, λ′) in a neighborhood of (w, λ) and C+(F ) = IntrelC+(F ), we may choose
(w′, λ′) ∈ IntrelC+(F ) so that 〈w′, v〉 < λ. That is, F ⊂ H(w′, λ′) and v /∈ H(w′, λ′),
where w′ ∈ Stab(F ) is a relatively stable direction vector for F .

Remark 4.3. By definition

Stab(F ) = π{IntrelC+(F )}. (4.7)

Note that both Stab(F ) and the larger set C(F ) have the same closure, denoted P+(F ) (see
Definition 3.2). Hence, they have the same span in V , denoted SF (the dual span of F – see
Definition 3.2). Now IntrelC+(F ) is an open convex cone in Span C+(F ). This is preserved
under the projection π. That is, Stab(F ) is an open convex cone in SF . Therefore,

Stab(F ) = IntrelP+(F ). (4.8)
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5. The Edge of a Convex Set.

Many important examples of convex subequations have a non-trivial “edge” which
must be taken into account.

Definition 5.1. (The Edge). Suppose F is a closed convex subset of V . Fix a point
v0 ∈ F . The linearity or edge Edge(F ) of F (relative to the point v0 ∈ F ) is the set of
vectors v ∈ V such that the line ℓ ≡ {v0 + tv : t ∈ R} through v0 in the direction v is
contained in F .

Since F is convex, Edge(F ) must be a vector subspace of V . The result we need is
that:

Lemma 5.2. The vector space Edge(F ) is independent of the choice of the point v0 ∈ F .

This is easy to prove directly by using the convexity of F . This proof is left to the
reader. A second proof follows by computing Edge(F )⊥ and showing this is independent
of v0 ∈ F . Recall the dual span SF ≡ Span C(F ).

Proposition 5.3.
Edge(F )⊥ = SF .

This implies that in the decomposition V = Edge(F ) ⊕ SF we have F = Edge(F ) × F ′

where F ′ is a closed convex subset of the dual span SF = Span (Stab(F )) without an edge.

Proof. It suffices to show that

An affine line ℓ ≡ {v0 + tv : t ∈ R} is contained in F ⇐⇒ v ⊥ C(F ). (5.1)

To see this note first that the line ℓ is contained in a parameterized half-space H(w, λ)
if and only if v ⊥ w. Thus ℓ ⊂ H(w, λ) if and only if v ⊥ w for all containing direction
vectors w ∈ C(F ). Thus, by (2.8) we have ℓ ⊂ F if and only if v ⊥ C(F ).

The following refinement is needed in the proof of a main result, Theorem 7.2.

Lemma 5.4. Suppose 〈v, w〉 ≥ 0, ∀ w ∈ Stab(F ). If v /∈ Edge(F ), then 〈v, w〉 > 0, ∀ w ∈
Stab(F ).

Proof. Let v̄ = pr(v) where pr : V → Edge(F )⊥ = Span (Stab(F )) is orthogonal projec-
tion. Then v̄ 6= 0 since v /∈ Edge(F ). Fix any w ∈ Stab(F ). Since Stab(F ) is open in
Span (Stab(F )), there exists ǫ > 0 so that w − ǫv̄ ∈ Stab(F ). Hence, 0 ≤ 〈v, w − ǫv̄〉 =
〈v, w〉 − ǫ|v̄|2, which implies that 〈v, w〉 > 0.

Remark 5.5. This lemma can be restated in terms of the closed convex cone P+(F ) and
its polar cone, which we denote P+(F ) = P+(F )0. (See Appendix A for the definition of
the polar.)

For v ∈ P+(F ), w ∈ IntrelP+(F ) one has 〈v, w〉 > 0 unless v ∈ Edge(F ). (5.2)

Note that Stab(F ) = IntrelP+(F ) (see (4.8)).
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6. Subequations Which are Second-Order Complete.

We now return to the case where the vector space V is

J2 = R × Rn × Sym2(Rn),

the space of 2-jets of functions (at the origin) in Rn. Recall that the dual space J2 ≡ (J2)∗,
of linear, second-order differential operators at the origin, has a dual splitting

J2 = R × Rn × Sym2(Rn)

and a natural projection, called the principal symbol,

σ : J2 −→ Sym2(Rn).

First, we consider pure second-order subequations F ⊂ Sym2(Rn). Let A
∣∣
W

denote

restriction of a quadratic form A ∈ Sym2(Rn) to a subspace W ⊂ Rn.

Definition 6.1. A subequation F ⊂ Sym2(Rn) can be defined using fewer of the
variables in Rn if there exists a proper subspace W ⊂ Rn and a subset F ′ ⊂ Sym2(W )
such that

A ∈ F ⇐⇒ A
∣∣
W

∈ F ′, (6.1)

Otherwise we say that F cannot be defined using fewer of the variables in Rn.

The general case is reduced to the pure second-order case by considering the pure
second-order subequations associated with F , namely the fibres of F in Sym2(Rn):

Fr,p = {A ∈ F : (r, p, A) ∈ F}.

Definition 6.2. A subequation F ⊂ J2 is second-order complete if F has at least one
fibre Fr,p ⊂ Sym2(Rn) which cannot be defined using fewer of the variables in Rn.

This definition is clarified by the next result.

Lemma 6.3. Suppose that F ⊂ J2 is a convex subequation. Then F has at least one
fibre Fr,p which cannot be defined using fewer of the variables in Rn if and only if every
non-empty fibre Fr,p has this same property.

Proof. Since {A ∈ Sym2(Rn) : A
∣∣
W

= 0} = Sym2(W )⊥ (the orthogonal complement of

the subspace Sym2(W ) in Sym2(Rn)), we see that:

Fr,p depends only on the variables in W ⊂ Rn

⇐⇒ Fr,p + Sym2(W )⊥ ⊂ Fr,p

⇐⇒ Sym2(W )⊥ ⊂ Edge(Fr,p).

(6.2)

If Fr,p 6= 0, then this condition is equivalent to

{0} × {0} × Sym2(W )⊥ ⊂ Edge(F ).

Now Lemma 5.2 (with v0 = (r, p, A) ∈ J2 = V ) says that: Fr,p + Sym2(W )⊥ ⊂ Fr,p

for one Fr,p 6= ∅ implies the same for all r, p. This completes the proof.
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7. Characterizing When Stable Means Uniformly Elliptic.

Another equivalent way of saying that F is second-order complete is needed to finish
the proof of our reduction to the linear case (Theorem 1.2). This time the proof involves
more than the convexity of F , it also involves the positivity condition. Given a unit vector
e ∈ Rn, let Pe : Rn → Rn denote orthogonal projection Pe(x) = 〈x, e〉e onto the e-line.

Lemma 7.1. A convex subequation F is second-order complete ⇐⇒ Pe ≡ (0, 0, Pe) /∈
Edge(F ) for all unit vectors e ∈ Rn.

Proof. We prove that: F depends only on the variables in W ⊂ Rn ⇐⇒ Pe ∈ Edge(F )
where W and e are orthogonal. Since Pe ∈ Sym2(W )⊥, the implication ⇒ follows from
(6.2).

Suppose Pe ∈ Edge(F ). We must show that {0} × {0} × Sym2(W )⊥ ⊂ Edge(F ), or
that Fr,p +Sym2(W )⊥ ⊂ Fr,p for some non-empty Fr,p. Let M ≡ ℓ+P where ℓ = R ·Pe is
the line generated by Pe. Since Pe ∈ Edge(F ) and F satisifies positivity, Fr,p +M ⊂ Fr,p

where M is the closure of M . The proof is completed by showing that:

Sym2(W )⊥ ⊂ M ≡ ℓ+ P . (7.1)

Suppose A ≡

(
s b
bt 0

)
∈ Sym2(W )⊥ using the blocking induced by Rn = R · e⊕W . Let

Aǫ ≡

(
s b
bt ǫ

)
for ǫ > 0. Then for t >> 0 sufficiently large, Aǫ + tPe =

(
s+ t b
bt ǫ

)
≡

P > 0. Hence, Aǫ = −tPe + P ∈ ℓ+ P = M . Since Aǫ → A, this proves that A ∈M .

Note that Sym2(W )⊥ is not contained in ℓ + P since A ≡

(
0 b
bt 0

)
∈ Sym2(W )⊥,

but

(
t b
bt 0

)
is never ≥ 0.

THEOREM 7.2. Suppose F ⊂ J2 is a convex subequation. Then:

Each F -stable linear operator L is uniformly elliptic

if and only if F is second-order complete.

Proof. Choose L ∈ Stab(F ). Assume that F is second-order complete, or equivalently, by
Lemma 7.1, that Pe /∈ Edge(F ) for each unit vector e ∈ Rn. Recall that by (3.7) we have

〈Pe, L〉 = 〈{0} × {0} × Pe, L〉 = 〈Pe, σ(L)〉 = 〈σ(L)e, e〉 ≥ 0.

Since Pe /∈ Edge(F ), we conclude that

〈σ(L)e, e〉 = 〈Pe, L〉 > 0

by Lemma 5.4.
Conversely, just assume L ∈ Stab(F ) is uniformly elliptic, i.e., 〈Pe, L〉 = 〈σ(L)e, e〉 >

0. Then Pe is not orthogonal to Stab(F ) and hence Pe /∈ (Span Stab(F ))⊥ which equals
Edge(F ) by Proposition 5.3.

This also proves that

∃L ∈ Stab(F ) with σ(L) > 0 ⇒ ∀L ∈ Stab(F ), σ(L) > 0. (7.2)
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8. The Main Result for Variable Coefficients.

In this section we derive the main isomorphism result of the paper. We shall work
on an open subset X ⊂ Rn. However, the results will be formulated in a way that carries
over immediately to general manifolds.

We denote by J2(X) the bundle of 2-jets of functions on X . The fibre J2
x(X) at a

point x ∈ X is defined to be the germs of smooth functions at x modulo those which vanish
to order three at x. Using the coordinates on Rn this fibre is naturally identified with
J2 = R ×Rn × Sym2(Rn). There is a natural short exact sequence

0 −→ Sym2(T ∗X) −→ J2(X)
π

−−−→ J1(X) −→ 0 (8.1)

where the fibre of Sym2(T ∗X) at x consists of the 2-jets of functions with critical value
zero at x, and where J1(X) = R ⊕ T ∗X is the bundle of 1-jets.

The dual bundle J2(X) = J2(X)∗ has a dual short exact sequence

0 −→ J1(X) −→ J2(X)
σ

−−−→ Sym2(TX) −→ 0. (8.2)

The sections of J2(X) are the variable-coefficient linear second-order differential operators
(possibly degenerate), and σ is the principal symbol map.

There are two basic sub fibre-bundles in J2(X):

P ⊂ Sym2(T ∗X) and R− ⊂ J2(X),

where the fibre Px is the cone of non-negative quadratic forms in Sym2(T ∗
xX) (germs at x

with local minimum value zero at x), and the fibre (R−)x is germs at x of the non-positive
constant functions. We employ the definition from [HL3].

Definition 8.1. By a subequation on X we mean a closed subset F ⊂ J2(X) with the
property that under fibre-wise sum, the Positivity Condition

F + P ⊂ F (P )

and the Negativity Condition
F + R− ⊂ F (N)

and the Topological Conditions

(i) F = IntF , (ii) Fx = IntFx, (iii) IntFx = (IntF )x (T )

(for each x ∈ X) hold.

Definition 8.2. A subequation F ⊂ J2(X) is convex if each fibre Fx is convex. A
subequation F ⊂ J2(X) is second-order complete if each non-empty Sym2(T ∗

xX)-fibre
of F cannot be defined using fewer of the variables in T ∗

xX .

Remark 8.3. Recall Lemma 6.3 which says that for fixed x ∈ X , if at least one
Sym2(T ∗

xX)-fibre of F cannot be defined using fewer of the variables in T ∗
xX , then this

holds for all non-empty Sym2(T ∗
xX)-fibre of F .
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For any convex subequation, all of the concepts from the previous sections, such as
E(Fx), C+(Fx), Stab(Fx), etc. make sense point-wise. In particular, we can consider the
subset

Stab(F ) ≡
⋃

x∈X

Stab(Fx) ⊂ J2(F ) (8.3)

Definition 8.4. Given a convex subequation F ⊂ J2(X), a smooth section L of Stab(F )
is said to be an F -stable linear operator.

We first state our main theorem with a mild regularity hypothesis which makes the
proof transparent. Then we show that in most cases of interest this hypothesis is satisfied.

Definition 8.5. A convex subequation F is called regular if for each x ∈ X and Lx ∈
Stab(Fx), there exists a local F -stable linear operator L extending Lx.

The notion of an upper semi-continuous F visc-subharmonic function, defined via test
functions, carries over from the constant coefficient case to this general one (see [HL3]), as
does the notion of a distributional F dist-subharmonic function.

THEOREM 8.6. (Reduction to the Linear Case). Suppose that F ⊂ J2(X)
is a regular convex subequation which is second-order complete. Then each F -stable
linear operator L is uniformly elliptic with c(L) ≤ 0. Moreover, in both the viscosity and
distributional cases

u is F subharmonic on X ⇐⇒

Lu ≥ λ for all locally defined F stable linear operators L with H(L, λ) ⊃ F
(8.4)

Proof. Fix x ∈ X and for each Lx ∈ Stab(F )x, let L be the local section of Stab(F )
extending Lx. Define F to be the family of all such local sections. The theorem now
follows by applying Theorem 7.2 and then Theorem 4.2 combined with Remark 3.3.

We now take up the question of producing criteria which guarantee that a convex
subequation is regular. The following is straightforward, but covers many of the most
interesting cases.

Proposition 8.7. Suppose F is a convex subequation on X with the property that each
point x ∈ X has a neighborhood U and a local affine trivialization

Φ : J2(U) −→ U ×RN

of the 2-jet bundle over U , such that

Φ
(
F

∣∣
U

)
= U × F

for a convex subset F ⊂ RN . Then F is regular.

Proof. In defining the set Stab(F ) in Section 3, we only used the hypothesis that F
was a convex subset of a vector space V . It is thereby easy to see that under the local
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trivialization of the dual bundle J2(U) induced by Φ, the set Stab(F ) is mapped to a set
of the form U ×F.

There is another general criterion for regularity. We say that F has no edge if
Edge(Fx) = {0} at each point x ∈ X .

Lemma 8.8. If F has no edge, then F is regular.

Proof. We will use (5.2) to show that for each x ∈ X

Stab(Fx) = IntP+(Fx) ⊂ IntP+(F ). (8.5)

Fix x0 ∈ X and choose a local section v(x) of IntF on a small closed ball B about x0.
This is always possible since, by (T)(iii), IntFx ⊂ IntF . Let Σ ⊂ J2(X) denote the
bundle of unit spheres centered at the origin in J2(X). For each x ∈ B and r > 0, let
Kx(r) ≡ {v ∈ Σx : v(x)+ rv ∈ Fx}. Then the compact sets Kx(r) are fibrewise decreasing
as r → ∞, so that Kx ≡

⋂
r>0Kx(r) is a compact subset of Σx. It follows from the

definition in Appendix A that the cone on Kx is the asymptotic cone
−→
Fx. It then follows

from Corollary A.6 that

P+(F ) = Cone(K) (the fibrewise cone). (8.6)

Therefore by (5.2)

w ∈ IntP+(Fx) ⇐⇒ 〈w, v〉 > 0 ∀ v ∈ Kx. (8.7)

Since K is compact, if we are given w0 ∈ IntP+(Fx0
), we can find a neighborhood N of

wx0
covering a (smaller) ball B about x0 so that

inf {〈v, w〉 : w ∈ N and v(x) ∈ K ∀x ∈ B} ≥ ǫ (8.8)

for some ǫ > 0. This proves (8.5), which easily implies regularity.

The following result generalizes Proposition 8.7 above. It is proved by a straightfor-
ward reduction to the “no edge” case in Lemma 8.8.

Proposition 8.9. If Edge(F ) is a smooth sub-bundle of J2(X), then F is regular.

Note 8.10. An important class of subequations which satisfy the hypothesis of Proposition
8.7 (and Prop. 8.9) are those which are locally affinely jet-equivalent to constant coefficient
subequations. These include many interesting subequations on manifolds. The reader is
referred to [HL3] for definitions and examples.
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9. The Equivalence of Various Notions of Subharmonicity for Linear Equa-
tions.

Consider a uniformly elliptic linear partial differential equation

Lu(x) = a(x) ·D2u(x) + b(x) ·Du(x) + c(x)u(x) = λ(x)

where a, b, c and λ are C∞ on an open set X ⊂ Rn, and a > 0 is positive definite and
c ≤ 0 at each point. The differential inequality Lu ≥ λ defines a variable coefficient linear
subequation H = H(L, λ) (the three conditions (P), (N) and (T) are satisfied by H),
which is of course convex and second-order complete. In this section we outline the proof
of Theorem 1.1 in the uniformly elliptic linear case where F equals H ≡ H(L, λ).

In addition to the viscosity and distributional notions of H-subharmonicity there is a
third, more classical notion of H-subharmonicity. For this we must define the associated
set of H-harmonics.

We say that u is viscosityH-harmonic if u isH-subharmonic and −u is H̃-subharmonic,
where H̃ is the dual subequation defined by Lu ≥ −λ. We say that u is distributionally
H- harmonic if Lu = λ as a distribution. In both cases there is a well developed theory of
H-harmonics.

For example, the H-harmonics, both distributional and viscosity, are smooth. This
provides the proof that the two notions of H-harmonic are identical. Moreover, there
always exists a global H-harmonic function which allows us to assume λ ≡ 0 in the proofs
of the results we need. It is not as straightforward to make statements relating the H-
subharmonics Hvisc(X) and Hdist(X) since they are composed of different objects. The
bridge is provided by the following third definition of H-subharmonicity.

Definition 9.1. A function u ∈ USC(X) is classicallyH-subharmonic if for every compact
set K ⊂ X and every H-harmonic function ϕ defined on a neighborhood of K, we have

u ≤ ϕ on ∂K ⇒ u ≤ ϕ on K.

Let Hclass(X) denote the set of these.

We always assume that u is not identically −∞ on any connected component ofX . We
remind the reader that in this section H stands for “half-space” and not for “harmonic”.

In both the viscosity case and the distributional case a great number of results have
been established. They essentially include the following.

THEOREM 9.2.
Hvisc(X) = Hclass(X)

THEOREM 9.3.
Hdist(X) ∼= Hclass(X)

Note that the first Theorem 9.2 can be stated as an equality since elements of both
Hvisc(X) and Hclass(X) are a priori in USC(X). By contrast, the second Theorem 9.3 is
not a precise statement until the isomorphism/equivalence is explicitly described.
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Theorem 9.3 requires careful attention in order to apply it to the nonlinear case. The
isomorphism sending u ∈ Hdist(X) to U ∈ Hclass(X) is required to produce the same
upper semi-continuous function U ∈ USC(X) independent of the operator L. This is a
consequence of the second theorem below.

We separate out the two directions in Theorem 9.3. Note the parallel with Theorem
1.1 parts (A) and (B)

THEOREM 9.3(A). If u ∈ Hclass(X), then u ∈ L1
loc(X) ⊂ D′(X), and as a distribution,

Lu ≥dist λ, that is, u ∈ Hdist(X).

THEOREM 9.3(B). If u ∈ Hdist(X), then u ∈ L1
loc(X), and within the L1

loc-class u of
point-wise defined functions, there exists a unique upper semi-continuous representative
U ∈ Hclass(X). It is given by

U(x) ≡
−−−−→
ess lim

y→x
u(y) ≡ lim

rց0
ess sup

Br(x)

u (9.1)

The precise statements, Theorem 9.3(A) and Theorem 9.3(B), give meaning to The-
orem 9.3.

Corollary 9.4. If H ≡ H(L, λ) is a uniformly elliptic linear subequation, then both parts
(A) and (B) of Theorem 1.1 hold for F = H.

Proof of Theorem 9.2. We can assume that λ ≡ 0. Then the maximum principle applies
to Hvisc(X).

We first show that Hvisc(X) ⊂ Hclass(X). Assume u ∈ Hvisc(X) and h ∈ C∞ is
H-harmonic on a neighborhood of a compact set K ⊂ X with u ≤ h on ∂K. Since ϕ is a
test function for u at a point x0 if an only if ϕ− h is a test function for u− h at x0, and
since L(ϕ − h) = L(ϕ) ≥ 0 at x0, we have u − h ∈ Hvisc(X). Therefore, the maximum
principle applies to u− h, and we have u ≤ h on K. Hence, u ∈ Hclass(X).

Now suppose u /∈ Hvisc(X). Then there exists x0 ∈ X and a test function ϕ for u at
x0 with (Lϕ)(x0) < 0. We can assume (cf. [HL3, Prop. A.1]) that ϕ is a quadratic and

u− ϕ ≤ −α|x− x0|
2 for |x− x0| ≤ ρ and

= 0 at x0

for some α, ρ > 0. Set ψ ≡ −ϕ+ ǫ where ǫ = αρ2. Then ψ is (strictly) H-subharmonic on
a neighborhood of x0. Let h denote the solution to the Dirichlet Problem for the equation
L(h) = 0 on B ≡ Bρ(x0) with boundary values ψ. Since h is the Perron function for ψ

∣∣
∂B

and ψ is L-subharmonic onB, we have ψ ≤ h onB. Hence, −h(x0) ≤ −ψ(x0) = ϕ(x0)−ǫ <
u(x0). However, on ∂B we have u ≤ ϕ− αρ2 = −ψ = −h. Hence, u /∈ Hclass(X).

Outline for Theorem 9.3(A). This theorem is part of classical potential theory, and a
proof can be found in [HH], which also treats the hypo-elliptic case. For uniformly elliptic
operators L we outline the argument which proves that u ∈ L1

loc(X), for later use.
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Consider u ∈ Hclass(X). Fix a ball B ⊂ X , and let P (x, y) be the Poisson kernel for
the operator L on B (cf. [G]). Then we claim that for x ∈ IntB,

u(x) ≤

∫

∂B

P (x, y)u(y)dσ(y) (9.2)

where σ is standard spherical measure. To see this we first note that for ϕ ∈ C(∂B), the
unique solution to the Dirichlet problem for an L-harmonic function on B with boundary
values ϕ is given by h(x) =

∫
∂B

P (x, y)ϕ(y)dσ(y). Since u ∈ Hclass(X) we conclude that

u(x) ≤

∫

∂B

P (x, y)ϕ(y)dσ(y)

for all ϕ ∈ C(∂B) with u
∣∣
∂B

≤ ϕ. The inequality (9.2) now follows since u
∣∣
∂B

is u.s.c.,

and u
∣∣
∂B

= inf{ϕ ∈ C(∂B) : u ≤ ϕ}.
Note that the integral (9.2) is well defined (possibly = −∞) since u is bounded above.
Consider a family of concentric balls Br(x0) in X for r0 ≤ r ≤ r0 + κ and suppose

x ∈ Br0
. Then for any probability measure ν on the interval [r0, r0 + κ] we have

u(x) ≤

∫

[r0,r0+κ]

∫

∂Br

Pr(x, y)u(y)dσ(y) dν(r) (9.3)

where Pr denotes the Poisson kernel for the ball Br. Let E ⊂ X be the set of points x
such that u is L1 in a neighborhood of x. Obviously E is open. Using (9.3) one concludes
that if x /∈ E, then u ≡ −∞ in a neighborhood of x (cf. [Ho, Thm. 1.6.9]). Hence both
E and its complement are open. Since we assume that u is not ≡ −∞ on any connected
component of X , we conclude that u ∈ L1

loc(X).
That Lu ≥dist 0 is exactly Theorem 1 on page 136 of [HH].

Proof of Theorem 9.3(B). In a neighborhood of any point x0 ∈ X the distribution
u ∈ Hdist(X) is the sum of an L-harmonic function and a Green’s potential

v(x) =

∫
G(x, y)µ(y) (9.4)

where µ ≥ 0 is a non-negative measure with compact support. Here G(x, y) is the Green’s
kernel for a ball B about x0. It suffices to prove Theorem 9.3(B) for Green’s potentials
v given by (9.4). The fact that v ∈ L1(B) is a standard consequence of the fact that
G ∈ L1(B × B) with singular support on the diagonal. Since G(x, y) ≤ 0, (9.4) defines
a point-wise function v(x) near x0 with values in [−∞, 0]. By replacing G(x, y) with the
continuous kernel Gn(x, y), defined to be the maximum of G(x, y) and −n, the integrals
vn(x) =

∫
Gn(x, y)µ(y) provide a decreasing sequence of continuous functions converging

to v. Hence, v is upper semi-continuous. The maximum principle applied to v − h proves
that v ∈ Hclass(X).

Finally we prove that if u ∈ L1
loc(X) has a representative v ∈ Hclass(X), then v = U ,

the function defined by (9.1). Since

ess sup
Br(x)

u = ess sup
Br(x)

v ≤ sup
Br(x)

v, (9.5)
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and v is upper semi-continuous, it follows that U(x) ≤ v(x).
Note that since L(−1) = −c ≥ 0, the constant function −1 is H-subharmonic. There-

fore,
∫
Pr(x, y)dσ(y) ≤ 1 for each r. Since v ∈ Hclass(X), we can apply (9.3) to v and

conclude that

v(x0) ≤
1

κ

∫

[0,κ]

∫

∂Br

Pr(x0, y)v(y)dσ(y) dr

≤

(
ess sup

Bκ

v

)
1

κ

∫

[0,κ]

∫

∂Br

Pr(x0, y)dσ(y) dr

≤ ess sup
Bκ

v = ess sup
Bκ

u,

proving that v(x0) ≤ U(x0).

Remark 9.5. The construction of U above is quite general and enjoys several nice prop-
erties, which we include here. To any function u ∈ L1

loc(X) we can associate its essential
upper semi-continuous regularization U defined by (9.1). This regularization U clearly
depends only on the L1

loc-class of u.

Lemma 9.6. For any u ∈ L1
loc(X), the function U is upper semi-continuous. Furthermore,

for any v ∈ USC(X) representing the L1
loc-class u, we have U ≤ v, and if x ∈ X is a

Lebesgue point for u with value u(x), then u(x) ≤ U(x).

Proof. To show that U is upper semi-continuous, i.e., lim supy→x U(y) ≤ U(x), it suffices
to show that

sup
Br(x)

U ≤ ess sup
Br(x)

u

and then let r ց 0. However, if Bρ(y) ⊂ Br(x), then

U(y) = lim
ρ→0

ess sup
Bρ(y)

u ≤ ess sup
Br(x)

u.

Letting r ց 0 in (9.5) proves that U(x) ≤ v(x).
For the last assertion of the lemma suppose that x is a Lebesgue point for u with

value u(x), i.e., by definition

lim
r→0

1

|Br(x)|

∫
|u(y)−u(x)| dy = 0, which implies u(x) = lim

r→0

1

|Br(x)|

∫
u(y) dy.

Then u(x) ≤ limr→0 ess supBr(x) u = U(x).

Remark 9.7. The Definition 9.1 of being “sub the harmonics” makes sense for any
subequation F , and the analogue of Theorem 9.2, namely

F visc(X) = F class(X), (9.6)

holds in much greater generality. In particular, If comparison holds for F and if the Perron
functions for the Dirichlet Problem for the dual subequation F̃ are always F̃ -harmonic,
then (9.6) holds. Comparison is used to prove F visc(X) ⊂ F class(X) (the harmonics may
not be smooth, so they cannot necessarily be absorbed into the test function). Our proof

that F class(X) ⊂ F visc(X) for F = H adapts, using that Perron functions are F̃ -harmonic.

As noted in the introduction, combining Theorem 8.6 with the isomorphism Theorems
9.2 and 9.3 proves Theorem 1.1.
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Appendix A. Review of the Relevant Convex Geometry.

We have discussed certain aspects of the geometry of unbounded convex sets which
were needed for the proof of the main results, Theorems 4.2 and 7.2. In this appendix
we give a more complete and rounded discussion of the relevant convex geometry which
should illuminate the previous abbreviated discussion. This is relevant to other aspects of
the theory of convex subequations. For instance, the notion of boundary convexity needed
for the Dirichlet problem is defined using the asymptotic interior of F even when F is not
convex. Our discussion is brief but complete, including proofs.

The Hahn-Banach Theorem.

The geometrical form is for open sets which we assume to be in a finite dimensional
vector space V .

THEOREM A.1. If X ⊂ V is an open convex set and z /∈ X , then there exists an affine
hyperplane W containing z which does not meet X .

For completeness we recall the standard proof.

Proof. Suppose W is an affine plane disjoint from X , containing z, and of minimal codi-
mension ≥ 2. Assume z = 0. Using the projection map π : V → V/W , we replace X by
π(X) and V by V/W . This reduces to the case where W = {0} and dim(V ) ≥ 2. We
can assume further that dimV = 2 by taking a non-empty slice of X with a 2-dimensional
subspace. Now let X̃ denote the radial projection of X onto onto the unit circle in V .
Then X̃ is open, connected and contains no antipodal pairs. Hence, there must be a line
through the origin disjoint from X , which provides a contradiction to codim(W ) ≥ 2.

Note that the openness of linear and radial projections is used in the proof.
There is more than one standard result of this type when the convex set is closed

instead of open, but they are all easy consequences of the open case. We shall state them
using the set HF of (closed) containing half-spaces for F (see §3).

THEOREM A.2. Suppose that F is a closed convex subset of V .

(1) If z ∈ ∂F , then ∃H ∈ HF with z ∈ ∂H.

(2) If z /∈ F , then

(a) ∃H ∈ HF with z /∈ H and F ∩ ∂H 6= ∅.

(b) ∃H ∈ HF with z /∈ H satisfying F ⊂ IntH.

Given a containing half-spaceH for F (H ∈ HF ), if ∂H∩F 6= ∅, thenH is supporting
for F , while if F ⊂ IntH, then H is strictly containing for F . Hence, the H’s in (1) and
(2a) are supporting, while the H in (2b) is strictly containing.

Proof. First assume that F = IntF . Then (1) is immediate from Theorem A.1 since
z /∈ X ≡ IntF . For (2) choose x ∈ IntF and consider the line segment joining x to z.
It has a unique interior point y on ∂F . Now using Theorem A.1 choose a hyperplane W
disjoint from IntF and containing y. Taking H to be the side of W containing F proves
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2(a), because this H is supporting (i.e., y ∈ F ∩ ∂H) and x ∈ IntH, y ∈ ∂H ⇒ z /∈ H.
Translating H in the direction z− y a small amount produces a different H satisfying (b).

More generally, if z ∈ Aspan(F ), the affine span of F , then by (4.1) we can assume
that Span (F ) = V . Recall that (4.1) says that

Aspan(F ) = V ⇐⇒ IntF 6= ∅ ⇐⇒ F = IntF .

This proves part (1) in general, and part (2) if z ∈ Aspan(F ).
To prove part (2) for z /∈ Aspan(F ), only consider half-spaces H with boundary W

parallel to Aspan(F ). The proof of (a) and (b) is straighforward using these parallel
half-spaces.

The Bipolar Theorem.

We define the polar of an arbitrary set X ⊂ V to be

X0 ≡ {w ∈ V ∗ : (w, x) ≥ −1 ∀x ∈ X}. (A.1)

Note that X0 is a closed convex set containing 0. Moreover, if F ≡ the closed convex hull
of F ∪ {0}, then

X0 = F 0.

In the definition (A.1) of the polar, we chose to use (w, x) ≥ −1 rather than (w, x) ≤ 1.
This ensures that If X is a cone with vertex at the origin, then

X0 ≡ {w ∈ V ∗ : (w, x) ≥ 0 ∀x ∈ X}. (A.2)

THEOREM A.3. If F is a closed convex set containing the origin in V , then

(F 0)0 = F

Proof. That F ⊂ (F 0)0 is obvious. If z /∈ F , then by Theorem A.2, part 2(b), there
exist w ∈ V ∗, w 6= 0 and λ ∈ R such that F ⊂ {x : (w, x) > λ} but (w, z) < λ. Now
0 ∈ F ⇒ λ < 0. Replacing w by w = w/|λ|, we have w ∈ F 0. Since (w, z) < −1 we have
z /∈ (F 0)0.

Intersection Theorems.

We recall the notation of Section 3. (See the discussion preceding (3.6).) Let C(F )
denote the set of containing linear functionals (direction vectors) for F . That is, w ∈
C(F ) ⊂ V ∗ − {0} if

F ⊂ H(w, λ) ≡ {v ∈ V : (w, v) ≥ λ} for some λ ∈ R.

23



For each w ∈ C(F ), set λw = sup{λ : H(w, λ) ⊃ F} so that H(w, λw) is the smallest closed
half-space containing F . By Theorem A.2

F =
⋂

w∈C(F )

H(w, λw). (A.3)

In fact, this remains true for the smaller set of supporting half-spaces. We say that a
direction vector w is supporting if F ∩ ∂H(w, λw) 6= ∅. Let Spt(F ) denote the subset of
C(F ) consisting of these supporting direction vectors w for F . Then also by Theorem A.2

F =
⋂

w∈Spt(F )

H(w, λw). (A.4)

This is the standard intersection result (3.6).
Note that if F is a bounded set, then all non-zero w ∈ V ∗ are supporting for F , and

Spt(F ) = C(F ) = V ∗ − {0}, so there is no difference between (A.3) and (A.4) in this case.

A More Complete Picture.

We fix an (unbounded) closed convex proper subset F in a finite dimensional inner
product space V . We assume IntF 6= ∅. We shall associate to F several closed convex
cones. They come in polar pairs: first C+(F ) and C+(F ), then P+(F ) and P+(F ), and
finally the polar subspaces Edge(F ) and SF (the dual span of F ).

We start with the cone in V × R which describes the parameterized containing half-
spaces for F :

C+(F ) = {(w, λ) : F ⊂ H(w, λ)} ⊂ V × R, (A.5)

but also includes {0} × [−∞, 0] Equivalently, this can be written as

C+(F ) = {(w, λ) : 〈w, v〉 − λ ≥ 0 ∀ v ∈ F}. (A.5)′

By definition, this is the polar of the set F × {−1} in the vector space V × R. It is
convenient at this point to define C+(F ) to be the polar of C+(F ). The Biploar Theorem
together with (A.5)′ states that

C+(F ) = Cone(F × {−1}). (A.6)

Our first polar pair can be further analyzed as follows. Note that the convex cone
Cone((F × {−1}) is closed when considered as a subset of the open half-space in V × R
defined by λ < 0. We define P+(F ) to be the remaining part of Cone(F × {−1}), namely,
its intersection with the boundary hyperplane V × {0}. In other words,

P+(F ) ≡ {v ∈ V : (v, 0) ∈ C+(F )}. (A.7)

Then
C+(F ) = Cone(F × {−1}) ∪ (P+(F ) × {0}) (A.8)
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is a disjoint union except for the origin.
Of course, the intersection of C+(F ) with the hyperplane {λ = −1} is F × {−1}.

However, note that the intersection of C+(F ) with {λ = −1} is F 0 × {−1}.
As with C+(F ) and C+(F ), it is convenient to define P+(F ) to be the polar of P+(F ).

It is trivial to check that
A0 ∩B0 = (A+B)0 (A.9)

for two closed convex cones A and B. Hence,

(A ∩B)0 = (A0 +B0) (A.9)′

follows from the Bipolar Theorem. Since P+(F ) × {0} is the intersection of C+(F ) with
V × {0}, its polar P+(F ) × R satisfies

P+(F ) ×R = C+(F ) + ({0} × R). (A.10)

Let π : V × R → V denote projection. Then (A.10) can be rewritten as

P+(F ) = π{C+(F )}, (A.10)′

the closure of C(F ) ≡ π{C+(F )}, the set of containing direction vectors for F . This was
essentially taken as the definition of P+(F ) in Section 5.

Remark A.4. In general, for a closed convex cone C the projection π(C) may not be
closed (see Example A.9 below), but π(IntC) is always open and has the same closure as
π(C).

The stable direction vectors for F

Stab(F ) ≡ π{IntrelC+(F )}, (A.11)

form an open convex cone with vertex (missing) at the origin in the dual span SF ≡
Span Stab(F ). Also note that

Stab(F ) ⊂ C(F ) ⊂ P+(F ) and Stab(F ) = IntrelP+(F ). (A.12)

Since Stab(F ) is the relative interior of P+(F ), all three sets Stab(F ) ⊂ C(F ) ⊂
P+(F ) have the same vector space span SF . Our final polar pair is Edge(F ) and SF . See
Section 5 (Prop. 5.3) for one proof that they form a polar pair. Alternatively, note that
Edge(F )⊥ = SpanP+(F ) and SF = SpanP+(F ).

The Asymptotic Cone at Infinity and the Monotonicity Set for F .

Our discussion of the asymptotic cone of F is parallel to the discussion of the edge in
Section 5. To begin we fix a point v0 ∈ F and define the asymptotic cone

−→
F for F (at

v0) to be the set of vectors v ∈ V such that the ray R = {v0 + tv : t ≥ 0} is contained in
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F . Since F is a closed convex set, it is easy to see that
−→
F is a closed convex cone with the

vertex at the origin.

Lemma A.5. Given v0 ∈ F , a ray R = {v0 + tv : t ≥ 0} is contained in F if and only if
〈v, w〉 ≥ 0 ∀w ∈ C(F ).

Proof. By the (Hahn-Banach) Intersection Theorem (A.4) it suffices to show that for each
parameterized half-space H(w, λ) containing F we have

R ⊂ H(w, λ) ⇐⇒ 〈v, w〉 ≥ 0. (A.13)

However, since a ∈ F , we have that:

R ⊂ H(w, λ) ⇐⇒ 0 ≤ 〈a+ tv, w〉 = 〈a, w〉 + t〈v, w〉 ≥ λ ⇐⇒ 〈v, w〉 ≥ 0.

Corollary A.6. Lemma A.5 can be restated as

−→
F = P+(F ).

In particular,
−→
F is independent of the choice of v0 ∈ F .

A vector v ∈ V is called a monotonicity vector for F if

F + v ⊂ F.

The set M(F ) of such vectors is called the monotonicity set for F . It is easy to show
that M(F ) is a closed convex cone.

Lemma A.7.
M(F ) = P+(F ).

Proof. Choose v ∈ P+(F ). Then by Corollary A.6 we have v0 + v ∈ F . Hence, P+(F ) ⊂
M(F ).

Given v ∈M(F ) and v0 ∈ F , it follows by induction that v0+kv ∈ F for each k ∈ Z+.
By the convexity of F this implies that the full ray {v0 + tv : t ≥ 0} ⊂ F .

Finally we prove that Stab(F ) ⊂ Spt(F ) and add an example where C(F ) ≡ πC+(F )
is not closed. (See the discussion prior to (A.4) for the definition of the set Spt(F ) of
supporting direction vectors.)

Lemma A.8. Each stable direction vector for F is a supporting direction vector for F .

Proof. Suppose w ∈ C(F ) but w /∈ Spt(F ), i.e., H ≡ H(w, λw) is not a supporting half-
space for F . We will show that w /∈ Stab(F ). Note that by definition ∂H ∩ F = ∅ but
dist(∂H, F ) = 0. Hence we can choose a sequence of points {zk} in F , going to ∞, with
dist(zk, ∂H) → 0. We can assume that zk/|zk| → v. Then for any point a ∈ V the line
segments [a, zk] converge to the ray {a + tv : t ≥ 0}. Taking a ∈ ∂H and then a ∈ F we
obtain parallel rays in the direction v, one contained in ∂H and the other contained in F .
Hence v ⊥ w and v ∈

−→
F proving that w ∈ ∂P+(F ), i.e., w /∈ Stab(F ) = IntrelP+(F ).
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Example A.9. This elementary example is easy to visualize. Let F ≡ {y− x2

2
≥ 0} ⊂ R2.

Then C+(F ) ⊂ R3 is defined by −2λy − x2 ≥ 0 and λ ≤ 0. This circular convex cone
is uniquely determined by the facts that e ≡ (0, 1,−1) generates the center ray while
e2 ≡ (0, 1, 0) and −e3 ≡ (0, 0,−1) generate boundary rays. This is self-polar, that is,
C+(F ) = C+(F ). One can compute that P+(F ) is the ray through e1 ≡ (0, 1) ∈ R2 by
intersecting C+(F ) with R2×{0}, or by noting that this is the asymptotic cone at infinity
(or monotonicity set) for F . Its polar P+(F ) is the closed upper half-plane {y ≥ 0}. The
set Stab(F ) ≡ π(IntC+(F )) of stable directions vectors for F is easily seen to be the open
upper half-plane {y > 0}. Also the set of containing direction vectors C(F ) equals the set
Stab(F ) = {y > 0}. Finally note that π{C+(F )} = C(F ) ∪ {0}, providing an example
where π{C+(F )} is not closed.
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