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1. Introduction

The Plateau’s problem investigates those surfaces of least area spanning a given contour.
It is one of the most classical problems in the calculus of variations, it lies at the crossroad
of several branches of mathematics and it has generated a large amount of mathematical
theory in the last one hundred years. Although its original formulation is restricted to
2-dimensional surfaces spanning a given curve γ in the 3-dimensional space, in modern
mathematics it is customary to consider a much more general setting, where the ambi-
ent space is a Riemannian manifold and the dimension of the surface is arbitrary. Such
generalization has not only an intrinsic mathematical beauty, but it has also proved very
fruitful. In fact even the condition of being area minimizing might be relaxed in several
ways.

The very formulation of the Plateau’s problem has proved to be a quite challenging math-
ematical question. In particular, how general are the surfaces that one should consider?
What is the correct concept of “spanning” and the correct concept of “m-dimensional vol-
ume” that one should use? The author believes that there are no final answers to these
two questions: many different significant ones have been given in the history of our subject
and, depending upon the context, the features of one formulation might be considered
more important than those of the others.

In this paper we focus on a point of view which is rather popular for its numerous
geometric applications. Let Σ be a fixed smooth oriented manifold and Γ a smooth m-
dimensional oriented submanifold of Σ. On Γ we can integrate compactly supported forms
and this action gives a natural correspondence between smooth submanifolds and linear
functionals on the space of smooth (compactly supported) forms Dm(Σ). Following a
pioneering idea of De Rham (cf. [28]) we define the m-dimensional currents as linear
functionals on Dm(Σ) satisfying a suitable continuity property. The action of a current T
on a form ω is then given by T (ω) and we can introduce naturally a concept of boundary
“enforcing” Stokes’ theorem: ∂T (ω) := T (dω).

Note however that De Rham’s theory allows real multiplicities, or more generally oriented
surfaces with variable densities, which in several situations is certainly not desirable. We
could try to remedy to this shortcoming by considering only the subspace of currents which
can be represented as classical chains with integer multiplicities and then look at its closure
in the appropriate topology. This point of view was taken in the celebrated paper [30] by
Federer and Fleming and the corresponding objects, called integral currents, provide an
ideal framework for the general oriented Plateau’s problem. In fact the work of Federer
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and Fleming is the natural generalization of a previous theory developed by De Giorgi in
codimension 1, following a pioneering idea of Caccioppoli, cf. [9, 11, 12, 14].

The fundamental paper of Federer and Fleming addresses some of the basic questions
that a satisfactory variational theory is expected to handle. In particular they give a rather
general and powerful existence theorem for the Plateau’s problem and very flexible approx-
imation results. Since then a lot of efforts have been dedicated to “regularity questions”.
More precisely, how regular is a minimizer in the Federer-Fleming theory? The problem is
especially intriguing in all those cases where it is known that minimizers are not necessarily
regular: of course in these cases it is highly desirable to have a good description of the
singular set.

Thanks to the efforts of several outstanding mathematicians a rather far-reaching (and
satisfactory) regularity theory was achieved in the seventies in codimension 1 (see for
instance [34]). This theory has been digested by the subsequent generations of scholars
working in differential geometry and PDEs, leading ultimately to many breakthroughs in
different problems in geometry, PDEs and mathematical physics. Indeed the codimension
1 case is considerably easier than the higher codimension: the reason is that integral m-
dimensional cycles in Rm+1 are in fact (countable integral combinations of) boundaries of
sets.

In the higher codimension case the most important conclusion of the regularity theory can
be attributed to the monumental work of a single person, F. J. Almgren Jr., [4], originally
a typewritten manuscript of more than 1700 pages. Unlike the codimension one case,
only a relatively small portion of the theory of Almgren has been truly understood. In a
recent series of papers Emanuele Spadaro and the author have given a new, much shorter,
account of Almgren’s regularity program, relying on the several advances in geometric
measure theory of the last two decades and on some new ideas, cf. [19, 20, 23, 21, 22] and
the survey papers [44, 16, 17].

In a nutshell Almgren’s main theorem asserts that the set of interior singularities of
an m-dimensional Federer-Fleming solution of the Plateau’s problem is a closed set of
Hausdorff dimension at most m − 2. By a classical theorem of Federer it is known that
if the ambient space has dimension stricty larger than m + 1, then Almgren’s result is
optimal: indeed holorphic subvarieties of Cn are always area minimizing integral currents.
Of special interest is then the case of 2-dimensional area minimizing currents: holomorphic
curves in Cn might have isolated singularities, where they “branch”. In [10] Chang, a
student of Almgren, built upon Almgren’s work to show that for general 2-dimensional area
minimizing integral currents the set of interior singular points is discrete and moreover in a
neighborhood of each singularity the current in question behaves essentially as a branching
holomorphic curve.

In [10] however, the author does not give the details of a rather important portion of
the proof, the construction of the so-called branched center manifold. Such proof needed a
suitable modification of the most complicated part of Almgren’s theory (the construction
of a non-branched center manifold, which occupies more than half of Almgren’s original
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monograph). In a series of joint works with Emanuele Spadaro and Luca Spolaor we
have given a complete proof of the existence of such center manifold. In addition we
have extended the regularity result of Chang to two interesting classes of 2-dimensional
currents which are not area minimizing, but could be considered as some sort of “perturbed
cases”: these are semicalibrated currents and spherical cross-sections of 3-dimensional area
minimizing cones. In this note we will describe the theorems and the main ideas of the
proofs contained in the corresponding papers [27, 26, 24, 25].

2. The main regularity theorem

From now on we assume that the reader is sufficiently familiar with the classical results of
the Federer-Fleming theory of integral currents, namely compactness theorems, boundary
rectifiability, homotopy formulae, deformation lemma and isoperimetric inequalities. We
will also assume familiarity with the preliminary facts in the regularity theory of stationary
and area minimizing currents, namely

• The monotonicity formula for stationary currents;
• The precompactness of sequences of area minimizing currents under a uniform

control of their mass;
• The existence of tangent cones.

This material is covered in classical textbooks such as [29] and [43]. However for a gentle
introduction to the topic the reader may consult the first sections of the survey [16], whereas
who is already familiar with some of the relevant concepts may consult the first sections
of [17] for the notation and terminology which we will use in this note.

Our results will concern three special classes of 2-dimensional integral currents:

(a) area minimizing in Riemannian manifolds Σ. As it is customary in the regularity
theory, we will assume Σ to be at least of class C2 and to be a submanifold of the
Euclidean space. Note that by Nash’s isometric embedding theorem, this does not
mean any loss of generality.

Thus from now on Σ is a fixed C2 submanifold of dimension 2+n̄ of the Euclidean
space R2+n. As usual a 2-dimensional (integral) current T in R2+n whose support
is contained in Σ is area minimizing in Σ if M(T + ∂S) ≥ M(T ) for every 3-
dimensional (integral) current S wth spt(S) ⊂ Σ.

(b) Semicalibrated currents in a Riemannian manifold Σ. Even in this case we assume
that Σ is a C2 embedded submanifold of R2+n. For the meaning of the terms
“semicalibrations” and “semicalibrated” we refer to Section 2.1 below.

(c) Spherical cross sections of area minimizing 3-dimensional cones. In this case the
2-dimensional current T is assumed to be supported in some sphere ∂BR(p) ⊂ R2+n

of radius R and center p: T is then a spherical cross section of an area minimizing
cone if T×× p is area minimizing in R2+n.

We warn the reader that in case (c) we are not assuming that T is a cycle: ∂T is not
necessarily 0.

Occasionally we will state some intermediate theorems for the more general case of m-
dimensional currents T , since the proof for m ≥ 2 does not need any substantial change.
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In this case we keep the notation n̄ and n for the codimension of the current T in the
Riemannian manifold Σ and in the ambient euclidean space. Of course the dimensions of
the latter objects are then m+ n̄ and m+ n.

Note that a spherical cross section T as in (c) is not always area minimizing in the sphere
that contains it. In fact it is well-known that the round spheres contain no nontrivial
area minimizing cycles, whereas on the other hand there is an abundance of cycles T
supported in ∂B1(0) for which the cone 0××T is area minimizing. Now, if T were a regular
submanifold, then it would be at least area minimizing in any sufficiently small ball. This
is however a trivial property of any smooth minimal surface, even if highly unstable: the
price to pay for such generality is that the scale at which such minimizing property “kicks
in” is that at which the surfaces is sufficiently close to its tangent space. Thus, although
being a spherical cross section of an area minimizing euclidean cone is a rather strong
assumption, there is no obvious reduction of the regularity theory for (c) to that for (a),
because in our case both classes of currents do allow for singularities.

2.1. Calibrations and semicalibrations. We illustrate here the simple, yet elegant and
fruitful principle behind calibrations and calibrated geometries. Recall first the notion of
comass of a form

Definition 2.1 (Comass, cf. [29, Section 1.8]). Let ω ∈ Dm(Σ) with Σ Riemannian
manifold. Then the comass of ω is the norm

‖ω‖c := max {〈ω(p), v1 ∧ . . . ∧ vm〉 : |v1 ∧ . . . ∧ vm| = 1, vi ∈ TpΣ, p ∈ Σ} .
Calibrations are a particular subclass of closed forms.

Definition 2.2 (Calibrations, cf. [35]). A calibration ω is a closed m-form on a Riemannian
manifold Σ such that ‖ω‖c ≤ 1. An integer rectifiable current T is said to be calibrated

by a calibration ω if 〈ωp, ~T (p)〉 = 1 for ‖T‖-a.e. p.
A semicalibration is a form ω satisfying the requirements above except for the closedness.

The corresponding T such that 〈ωp, ~T (p)〉 = 1 for ‖T‖-a.e. p are then called semicalibrated
by ω.

Observe in particular that the inequality M(T ) ≥ T (ω) holds for every semicalibration ω
and for every current T . Moreover the equality sign holds if and only if T is semicalibrated
by ω. The following is then a trivial fact.

Lemma 2.3. If T is calibrated by a calibration ω, then T is an area minimizing current.

Proof. Assume dim(T ) = m and let S be an (m+ 1)-dimensional integral current. Then

M(T ) =T (ω) = T (ω) + S(dω) = (T + ∂S)(ω) ≤M(T + ∂S) . (1)

�

Of course, if ω were just a semicalibration, then (1) could be replaced by

M(T ) ≤M(T + ∂S) + ‖dω‖0M(S) ∀S integral with spt(S) ⊂ Σ. (2)

Assume now that B̄r0(p) ∩ Σ is diffeomorphic to the closed unit ball of Rm+n̄ (which is
certainly true for a sufficiently small r0) and let T ′ satisfy
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• spt(T ′) ⊂ Br(p) ∩ Σ for some r ≤ r0;
• ∂(T ′ + T Br(p)) = 0.

Then, by the isoperimetric inequality there is a current S supported in Br(p) such that

∂S = T ′ + T Br(p) and M(S) ≤ C
(
‖T‖(Br(p)) + ‖T ′‖(Br(p))

)1+1/m
, where the constant

C depends only on Σ (and in particular might be assumed independent of r < r0). Hence
the inequality (2) implies

‖T‖(Br(p)) ≤ ‖T ′‖(Br(p)) + C‖dω‖0

(
‖T‖(Br(p)) + ‖T ′‖(Br(p))

)1+1/m
.

So, although semicalibrated currents are not area minimizing, they could be considered as
“almost minimizing”.

2.2. The main regularity theorem. We are now ready to state the main regularity
theorem contained in the papers [27, 26, 24, 25]. We first introduce the relevant concepts
of singular and regular sets for an integral current T .

Definition 2.4. Given an integer rectifiable current T , we denote by Reg(T ) the subset
of spt(T ) \ spt(∂T ) consisting of those points x for which there is a neighborhood U such
that T U is a (constant multiple of) a regular submanifold. Correspondingly, Sing(T ) is
the set spt(T ) \ (spt(∂T ) ∪ Reg(T )).

Observe that Reg(T ) is relatively open in spt(T )\ spt(∂T ) and thus Sing(T ) is relatively
closed.

Theorem 2.5. Let Σ be a C3,ε0 submanifold of R2+n and ω a C2,ε0 semicalibration, where
ε0 > 0. If T is a 2-dimensional current satisfying any of the following requirements, then
Sing(T ) consists of isolated points:

(a) T is area minimizing in Σ;
(b) spt(T ) ⊂ Σ and T is semicalibrated by ω;
(c) Σ = ∂BR(p), spt(T ) ⊂ Σ and T×× p is area minimizing in R2+n.

Clearly Chang’s result is covered by case (a). An alternative proof of Chang’s theorem
has been found by Rivière and Tian in [41] for the special case of J-holomorphic curves.
Later on the approach of Rivière and Tian has been generalized by Bellettini and Rivière
in [7] to handle the first and (prior to the papers [27, 26, 24, 25]) only case which is not
covered by [10], namely that of special Legendrian cycles in S5 (see also [8] for a further
generalization). Observe that these currents form a special subclass of both (b) and (c).
Indeed these cycles arise as spherical cross-sections of 3-dimensional special Lagrangian
cones: as such they are then spherical cross sections of area minimizing cones but they are
also semicalibrated by a specific smooth form on S5.

As already mentioned, the regularity theory of [27, 26, 24, 25] proves in fact much more,
since it gives also a rather precise description of the asymptotic behavior of the current T
at each singular point. However the corresponding statement would become much more
involved and we prefer to analyze it while describing the main steps of the proof of Theorem
2.5.
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3. Preliminary considerations and almost minimizing properties

A first important elementary remark is that in the semicalibrated case we do not loose
any generality if we consider Σ to be the ambient Euclidean space. More precisely, it is
simple to prove the following lemma (cf. [27, Lemma 1.1]).

Lemma 3.1. Let k ∈ N \ {0}, ε0 ∈ [0, 1], Σ ⊂ Rm+n be a Ck+1,ε0 m + n̄-dimensional
submanifold, V ⊂ Rm+n an open subset and ω a Ck,ε0 m-form on V ∩ Σ. If T is a cycle
in V ∩ Σ semicalibrated by ω, then T is semicalibrated in V by a Ck,ε0 form ω̃.

Thanks to such lemma, in the case (b) of Theorem 2.5 we can assume that the ambient
submanifold is in fact Σ itself. In particular we can formulate Theorem 2.5 in the following
simplified version:

Theorem 3.2. Let Σ be a C3,ε0 submanifold of R2+n and ω a C2,ε0 semicalibration, where
ε0 > 0. If T is a 2-dimensional current satisfying any of the following requirements, then
Sing(T ) consists of isolated points:

(a) T is area minimizing in Σ;
(b) spt(T ) ⊂ Σ = R2+n and T is semicalibrated by ω;
(c) Σ = ∂BR(p), spt(T ) ⊂ Σ and T×× p is area minimizing in R2+n.

Observe that in both cases (a) and (c) of Theorem 3.2 the current T is stationary in
Σ (resp. in ∂BR(p)) and has, therefore, bounded generalized mean curvature in R2+n. It
turns out that T has bounded generalized mean curvature in case (b) as well. Additionally,
even in the case (c) we have an “almost minimizing property” which resembles formally the
one described in the previous section for semicalibrated currents. More precisely, relatively
simple computations in [27] show the following proposition, which in fact is not limited to
the 2-dimensional case

Proposition 3.3 (Cf. [27, Proposition 1.2]). Let T be an m-dimensional current as in
Theorem 3.2(b) or (c) (where we replace R2+n with Rm+n). Then there is a constant Ω
such that

M(T ) ≤M(T + ∂S) + Ω M(S) ∀S ∈ Im+1(Rm+n) with compact support. (3)

More precisely, Ω ≤ ‖dω‖0 in case (b) and Ω ≤ (m+ 1)R−1 in case (c).
Moreover, if χ ∈ C∞c (Rm+n \ spt(∂T ),Rm+n), we have

δT (χ) = T (dω χ) in case (b), (4)

δT (χ) =

∫
mR−1 x · χ(x) d‖T‖(x) in case (c). (5)

As already mentioned, the monotonicity formula holds for area minimizing currents.
Thanks to the pioneering work of Allard [2], the monotonicity formula holds for currents
(in fact more generally for varifolds) with bounded generalized mean curvature. In turn
this fact can be combined with Proposition 3.3 to show that in all cases of Theorem 3.2
the current T has a “classical” almost minimizing property.
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Definition 3.4. An m-dimensional integer rectifiable current T in Rm+n is almost (area)
minimizing if for every x 6∈ spt(∂T ) there are constants C0, r0, α0 > 0 such that

‖T‖(Br(x)) ≤ ‖T + ∂S‖(Br(x)) + C0 r
m+α0 (6)

for all 0 < r < r0 and for all integral (m+ 1)-dimensional currents S supported in Br(x).

Proposition 3.5 (Cf. [27, Proposition 0.4]). Any m-dimensional current T as in (a), (b)
and (c) of Theorem 3.2 is almost minimizing in the sense of Definition 3.4. Indeed the
exponent α0 can be taken equal to 1 and the constant C0 is proportional to the L∞ norm
of the second fundamental form of Σ (in case (a)) and to Ω as in Proposition 3.3 (in the
cases (b) and (c)).

4. The uniqueness of tangent cones

As already observed, in all the three cases of Theorem 3.2 the current T satisfies (a
suitable perturbation of) the classical monotonicity formula. More generally, it is possible
to derive a suitable monotonicity formula for almost minimizing currents as in Definition
3.4. It is also rather straightforward to see that, under the very same assumption, all
tangent cones at a point p ∈ spt(T )\ spt(∂T ) must necessarily be area minimizing currents
in the euclidean space. Under the assumption that T is 2-dimensional, it is then well
known that such tangent cones must necessarily be of the form

∑
iQi JπiK, where the πi’s

are finitely many distinct 2-dimensional planes, each pair of which intersects only at the
origin, cf. [31].

A remarkable theorem of White, [46], asserts that such tangent cones are unique (at
each point p) if the original 2-dimensional current T is area minimizing in the ambient
Euclidean space. More precisely, consider the currents (ιx,r)]T , where the map ιx,r is
given by R2+n 3 y 7→ y−x

r
∈ R2+n. Recall that an area minimizing cone S is an integral

area minimizing current such that (ι0,r)]S = S for every r > 0. Then White’s Theorem
guarantees that, if T is 2-dimensional and area minimizing in R2+n, then at each point
p ∈ spt(T )\spt(∂T ) the limit of Tp,r as r ↓ 0 exists and is a cone S, which as discussed above
takes the special form

∑
iQi JπiK, for finitely many positive integers Qi and 2-dimensional

oriented planes πi’s, each pair of which intersects only at the origin.

The uniqueness of tangent cones for 2-dimensional area minimizing currents in Riemann-
ian manifolds (case (a) of Theorem 3.2) was proved by Chang in [10]. The same statement
for semicalibrated integral 2-dimensional cycles (case (b) of Theorem 3.2) has been shown
more recently by Pumberger and Rivière in [37]. As far as we know the result for spherical
cross sections of 3-dimensional area minimizing cones was open so far. In both [10] and [37]
the proofs followed from inspecting White’s epiperimetric inequality, the key point of [46],
and showing that his argument can be suitably modified to handle the respective cases of
interest.

In [27] we have instead noticed that for general 2-dimensional currents the almost min-
imizing property of Definition 3.4 implies an epiperimetric-type inequality which can be
reduced to White’s statement via a simple compactness argument. This gives therefore a
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rather short and direct proof of the uniqueness of tangent cones in all possible “perturba-
tive cases”, together with a suitable rate of convergence which is in turn a fundamental
starting point of the proof of Theorem 3.2. In this section we explain these consequences
and give a rough outline of the contents of [27] and [46].

4.1. Uniqueness and irreducibility. The main theorem in [27] is then the following

Theorem 4.1 (Cf. [27, Theorem 0.2]). Assume T is a 2-dimensional integral almost
minimizer in Rn+2 in the sense of Definition 3.4. Then for every p ∈ spt(T ) \ spt(∂T )
there is a 2-dimensional integral area minimizing cone Tp with ∂Tp = 0 such that Tp,r → Tp
(in the sense of currents) as r ↓ 0.

In fact the proof of Theorem 4.1 gives several additional pieces of information which turn
out to be rather useful: the most notable consequence is a rate of converge of Tp,r towards
the tangent cone. To state things more precisely, we introduce a suitable flat distance on
the space of integral currents. More precisely, for any given m-dimensional integral current
R in Rm+n (for which from now on we will use the abbreviation R ∈ Im(Rm+n)), we set

F(R) := inf{M(Z) + M(W ) : Z ∈ Im,W ∈ Im+1, Z + ∂W = R} .

Theorem 4.2 (Uniqueness of tangent cones for almost minimizers, cf. [27, Theorem 3.1]).
Let T ∈ I2(Rn+2) be an almost minimizer and p ∈ spt(T )\spt(∂T ). Then there is a γ0 > 0,
J 2-dim. distinct planes πi, each pair of which intersect only at 0, and J integers ni such
that, if we set S :=

∑
i ni JπiK, then

F
(
(Tp,r − S) B1

)
≤ C11 r

γ0 , (7)

dist
(
spt(T Br(p)), spt(S)

)
≤ C11 r

1+γ0 . (8)

Moreover, there are r̄ > 0 and J ≥ 1 currents T j ∈ I2(Br̄(x)) such that

(i) ∂T j Br̄(p) = 0 and each T j is an almost minimizer;
(ii) T Br̄(p) =

∑
j T

j and spt(Tj) ∩ spt(Ti) = {p} for every i 6= j;

(iii) njJπjK is the unique tangent cone to each T j at p.

Precise bounds for γ0 can be written in terms of the exponent α0 appearing in the almost
minimizing condition and of the density Θ(T, x) (which in turn equals

∑
j nj). A rather

elementary consequence of Theorem 4.2(ii) is that each “piece” Tj is in fact area minimizing,
semicalibrated or a spherical cross section of an area minimizing cone whenever the original
T is. This suggests the introduction of a suitable “irreducibility concept”, which simplifies
certain technical aspects in both the statements and the proofs of our main theorems

Definition 4.3 (Irreducibility, cf. [24, Definition 1.2(iii)]). A current T is irreducible in
any neighborhood U of p ∈ spt(T )\ spt(∂T ) with respect to the point p if it is not possible
to find S, Z non-zero integer rectifiable currents in U with ∂S = ∂Z = 0 (in U), T = S+Z
and spt(S) ∩ spt(Z) = {p}.

It is rather easy to see that any almost-minimizing current can be decomposed into
irreducible pieces and in fact for the purpose of the regularity theory we can assume, in all
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our cases, that the current in question is irreducible in any neighborhood of p with respect
to p. More precisely, Theorem 3.2 can be reduced to the following statement:

Theorem 4.4. Let Σ be a C3,ε0 submanifold of R2+n and ω a C2,ε0 semicalibration, where
ε0 > 0. Let T be a 2-dimensional integral current and p ∈ Sing(T ) a point with respect
to which T is irreducible in any neighborhood. If in addition one of the following three
conditions holds, then p is necessarily an isolated singularity:

(a) T is area minimizing in Σ;
(b) spt(T ) ⊂ Σ = Rn+2 and T is semicalibrated by ω;
(c) spt(T ) ⊂ Σ = ∂BR(p) and p××T is area minimizing in R2+n.

An obvious consequence of the assumptions of Theorem 4.4 is that the tangent cones S
as in Theorem 4.2 is necessarily the multiple of a single plane.

Corollary 4.5. Assume T and p are as in Theorem 4.4. Then the unique tangent cone S
to T at p has the form Q Jπ0K for some 2-dimensional plane π0 and some Q ∈ N \ {0}.

4.2. White’s epiperimetric inequality. As already mentioned, the key ingredient in the
proof of Theorem 4.2 is a suitable generalization of White’s epiperimetric inequality [46].
To explain the concept of “epiperimetric inequality”, consider an area minimizing integral
current T without boundary in ∂B1(0) and let Z be its spherical slice: Z := ∂(T B1(0)).
The cone 0××Z over Z is then a competitor for the minimality property of T and we have
the obvious estimate

‖T‖(B1(0)) ≤ ‖0××Z‖(B1(0)) . (9)

The latter inequality leads then directly to the well-known monotonicity formula. Assume
next that T is in the proximity of a cone S, for instance a tangent cone T0 to T at 0, which
therefore has less mass then T . The following would then be an improvement of the crude
estimate (9) if ε > 0

‖T‖(B1(0)) ≤ (1− ε)‖0××Z‖(B1(0)) + ε‖T0‖(B1(0)) .

A key observation of Reifenberg in his pioneering work [38] is that such an improvement
would then imply a power-law (in r) convergence of T0,r to T0 (and thus also the uniqueness
of the tangent cone to T at 0).

It is known from the work of Adams and Simon, see [1], that we cannot expect an
epiperimetric inequality to hold for general area minimizing currents. However, such an
inequality always holds in the 2-dimensional case: this is essentially the content of White’s
work [46], which we summarize in the following proposition (although the literal statement
is not present in [46]).

Lemma 4.6. Let S ∈ I2(Rn+2) be an area minimizing cone. There exists a constant ε13 > 0
with the following property. If R := ∂(S B1) and Z ∈ I1(∂B1) is a cycle with

(i) F(Z −R) < ε13,
(ii) M(Z)−M(R) < ε13,

(iii) dist
(
spt(Z), spt(R)

)
< ε13,
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then there exists H ∈ I2(B1) such that ∂H = Z and

‖H‖(B1) ≤ (1− ε13)‖0××Z‖(B1) + ε13‖S‖(B1) .

The paper [27] contains indeed a derivation of Lemma 4.6 which differs from that of
White in [46] in a minor technical point. First following [46] the lemma is reduced to the
case where Z is a curve “winding” Q times in the proximity of a circle R: the main idea
of [46] is then to first parametrize such a curve over [0, 2πQ] as (cos θ, sin θ, f(sin θ)) ∈
R × R × Rn for a 2πQ periodic f : if the system of coordinates is chosen appropriately, a
harmonic-like extension of f yields the desired surface (current) H (in fact such harmonic
extension is what we describe in Section 8.2 as a centered harmonic extension of a multiple
valued map). In particular it suffices to choose the system of coordinates so that the Fourier
modes v cos θ+w sin θ in the Fourier decomposition of f are not too large compared to the
whole f . White in [46] achieves the existence of such coordinates via an implicit function
theorem, whereas in [27] we point out that it suffices to solve an elementary minimum
problem.

The main contribution of [27] is instead the observation that an inequality as in Lemma
4.6 can be derived in the almost minimizing case directly from Lemma 4.6, via a standard
contradiction argument. More precisely we have

Proposition 4.7 (Cf. [27, Proposition 3.4]). Let S ∈ I2(Rn+2) be an area minimizing cone.
For every C12 > 0 there exists a constant ε11 > 0, depending only on the constants C01 and
α0 of Definition 3.4 and upon S, with the following property. Assume that T ∈ I2(Rn+2) is
an almost minimizer with 0 ∈ spt(T ) and set Tρ := (ι0,ρ)]T . If r is a positive number with

• 0 < 2 r < min{2−1dist(0, spt(∂T )), 2ε11},
• F

(
(T2r − S) B1

)
< 2 ε11, ‖T‖(B2r) ≤ C12r

2

• and ∂(T Br) ∈ I1(Rn+2),

then
‖Tr‖(B1) ≤ (1− ε12) ‖0×× ∂(Tr B1)‖(B1) + ε12‖S‖(B1) + c̄ rα0 . (10)

c̄ depends only on C01, α0 and Θ(0, S) and ε12 > 0 is any number smaller than some
ε̄ > 0, which also depends on C01, α0 and Θ(0, S). Moreover c̄ depends linearly on C01. In
particular, if T is as in Theorem 4.4, then α0 = 1 and: c̄ depends linearly on A := ‖AΣ‖∞
in case (a), it depends linearly on Ω := ‖dω‖∞ in case (b) and it equals C0R

−1 for some
geometric constant C0 in case (c).

From this proposition it is then relatively straightforward to infer Theorem 4.2 (again
the proof is a minor adaptation of [46]).

5. The classical ε-regularity theorem

The first breakthrough in the regularity theory of area minimizing currents is due to De
Giorgi: he realized in his fundamental work [13] that in codimension 1 the existence of
one flat tangent plane at p is enough to conclude that p is a regular point. His theorem
was then extended to any codimension by Almgren in [3] (see also [42]) under an impor-
tant assumption on the density which we will discuss extensively in a moment (indeed the
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latter theorem can be suitably generalized to Hilbert spaces, cf. [6]). In fact Almgren’s
statement covers many more geometric functionals, which satisfy an appropriate ellipticity
assumption. In the framework of minimal (i.e. only stationary) surfaces the most impor-
tant generalization of De Giorgi’s ε-regularity theorem is due to Allard in [2] (cf. also [43,
Chapter 4] and [15]): his theorem, valid for a far reaching generalization of classical sta-
tionary surfaces (namely integer rectifiable varifolds with sufficiently summable generalized
mean curvature) is the starting point of a variety of applications of the minimal surface
theory to geometric and topological problems.

We will recall the De Giorgi-Almgren ε-regularity theorem in all dimensions and codi-
mensions, after introducing the key parameter of “flatness”

Definition 5.1 (Spherical excess). Let T be an integer rectifiable m-dimensional current
and π be an m-dimensional plane, oriented by the unit simple m-vector ~π. The (spherical)
excess of T in the ball Bρ(p) with respect to π is the quantity

E(T,Bρ(p), π) :=
1

ωmρm

∫
Bρ(p)

|~T (x)− ~π|2 d‖T‖(x) . (11)

The excess in Bρ(p) is

E(T,Bρ(p)) := min{E(T,Bρ(p), π) : π is an oriented m-plane} . (12)

If π achieves the minimum in the right hand side of (12) we then say that π optimizes the
excess.

Since we will often deal with m-dimensional balls in m-dimensional planes π, we intro-
duce here the notation Br(p, π) for the set Br(p) ∩ (p+ π).

Theorem 5.2 (ε-regularity). Let T be an m-dimensional integer rectifiable area minimizing
current in a C2 submanifold Σ of dimension m + n̄. There are constants α > 0, ε > 0
and C, depending only upon m and n̄, such that the following holds. Assume that for some
ρ > 0 and some m-dimensional plane π we have

(a) ∂T B2ρ(p) = 0;
(b) Θ(T, p) = Q and Θ = Q ‖T‖-a.e. on B2ρ(p), for some positive integer Q;
(c) ‖T‖(B2ρ(p)) ≤ (Qωm + ε)(2ρ)m;
(d) E := E(T,B2ρ(p), π) < ε and ρA := ρmaxΣ∩B2ρ(p) |AΣ| < ε.

Then T Bρ(p) = Q JΓK for a surface Γ which is the graph of a suitable C1,α function
u : Br(p, π)→ π⊥. Moreover [Du]0,α ≤ C(E1/2 + ρA)ρ−α.

The essential point in the proof of Theorem 5.2 is that, under the above assumptions,
the current T is close to the graph of an harmonic function v and hence the excess in a ball
is close to the L2 mean oscillation of the gradient of Dv: since the latter quantity has nice
decay properties for harmonic functions, it is possible to show that the spherical excess of
T decays suitably. We do not discuss this point further and we instead refer the reader
to the surveys [16, 17], where a rather detailed description is given. We only point out
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that the exponent α can be made arbitrarily close to 1, namely that, for any fixed positive
δ > 0, if ε is chosen suitably small then under the Assumptions of Theorem 5.2 we have

E(T,Bρ(p)) ≤ 2−2+2δE(T,B2ρ(p)) . (13)

The Hölder exponent of the conclusion in Theorem 5.2 will then equal 1− δ.

5.1. The ε-regularity theory in codimension 1. It is rather simple to see that the
conditions (a), (c) and (d) will be met at a sufficiently small radius ρ as soon as p ∈
spt(T ) \ spt(∂T ) and there is at least one flat tangent cone at p. It seems therefore that
we are in a wonderful position in the case of 2-dimensional area minimizing currents where
we have reduced our attention to points where the tangent cone is flat and even unique.
However condition (b) makes the story much harder and indeed discriminates severely
between the codimension 1 case (n̄ = 1) and the higher codimensions. The structure of
integral currents T in codimension 1, more precisely the fact that they can be regarded,
away from spt(∂T ), as boundaries of sets, allows to show, via a coarea-type formula and
elementary PDE considerations, that the condition (b) is in fact redundant, see [17] for a
thorough discussion. More precisely we have the following

Corollary 5.3. If T is an area minimizing current of dimension m in a C2 submanifold
Σ of dimension m + 1, then any point p at which there is a flat tangent cone is a regular
point.

In fact, for the sake of our future discussions we stress on an equivalent way to state the
ε-regularity theory in codimension 1, underlying that “singularities persist in the limit”:
we will see later that this persistence can be seen as the major difference between the
codimension 1 and the higher codimension.

Proposition 5.4 (Persistence of singularities in codimension 1). Let Σk be a sequence
of C2 submanifolds of Rm+n of dimension m + n̄ which converge in C2 to Σ and let Tk
be a sequence of integer rectifiable area minimizing currents in Σk of dimension m with
supk M(Tk) < ∞. Assume that ∂Tk = 0 on some open set Ω and that Tk Ω → T . If
pk ∈ Sing(Tk) and pk → p ∈ Ω, then p ∈ Sing(T ).

In the next section we will discuss why the conclusion of the ε-regularity theorem fails in
higher codimension if we drop assumption (b) and we will in fact see that both Corollary
5.3 and Proposition 5.4 fail in codimension higher than 1.

6. Holomorphic curves and branching points

We start by recalling that holomorphic subvarieties of Ck+j, namely zeros of holomorphic
maps u : Ck+j → Cj (k and j being, respectively, the complex dimension and codimension
of the variety) can be given a natural orientation. In what follows we identify Ck+j with
R2k+2j in the usual way: if z1, . . . , zk+j are complex coordinates and xj = Re zj, yj = Im zj,
we let x1, y1, . . . , xk+j, yk+j be the standard coordinates of R2k+2j. Recall then that an
holomorphic subvariety Γ of Ck+j of complex dimension k is a (real analytic) submanifold
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of R2k+2j \Sing(Γ) of (real) dimension m = 2k, where Sing(Γ) is an holomorphic subvariety
of complex dimension k − 1.

Furthermore, at each point p ∈ Γ \ Sing(Γ), the (real) tangent 2k-dim. plane TpΓ can
be identified with a complex k-dimensional plane of Cn. If v1, . . . , vk is a complex basis of
TpΓ, we can then define a canonical orientation for TpΓ using the simple 2k-vector

Re v1 ∧ Im v1 ∧ . . . ∧ Re vk ∧ Im vk .

This allows us to define the current JΓK by integrating forms over the oriented submanifold
Γ \ Sing(Γ). It is also easy to check that ∂ JΓK = 0, the reason being that the “singular
set” Sing(Γ) is a set of (locally) finite H2k−2 measure.

The discussion can be “localized” to holomorphic subvarieties in open subsets Ω of Ck+j

(and more generally in complex hermitian manifolds). Note also that, if Ω′ is a bounded
open subset of the domain Ω where Γ is defined, then JΓK has finite mass in Ω′ and it is thus
an integer rectifiable current. The following fundamental observation is due to Federer and
is based on a classical computation of Wirtinger ([47]).

Theorem 6.1 (Federer, cf. [29, Section 5.4.19]). Consider standard coordinates z` =
x` + iy` in Ck+j, let ω be the standard Kähler form

ω := dx1 ∧ dy1 + dx2 ∧ dy2 + . . .+ dxk+j ∧ dyk+j

and denote by ν its k-th exterior power divided by k!:

ν =
1

k!
ω ∧ . . . ∧ ω︸ ︷︷ ︸
k times

.

Then ν is a calibration in R2k+2j and it calibrates holomorphic subvarities of Ck+j.
Hence, for every finite collection Γ1, . . .ΓN of holomorphic subvarities of complex dimen-

sion k in Ω ⊂ Ck+j = R2k+2j and for every finite collection k1, . . . , kN of positive integers,
the current T := k1 JΓ1K + . . .+ kN JΓNK is area minimizing in Ω.

Indeed the above theorem holds in general Kähler manifolds, cf. [29, 5.4.19]. In the rest
of this section we will use holomorphic curves to gain an inutition on the many difficulties
that one has to face to prove Theorem 4.4.

6.1. Singularities disappear. Theorem 6.1 has very deep consequences in the regularity
theory for area minimizing currents in codimension higher than 1. Holomorphic subvarieties
give easy counterexamples to Corollary 5.3 when n̄ > 1: assumption (b) in Theorem 5.2 is
absolutely crucial in this case. As a byproduct even Proposition 5.4 fails and singularities
might disappear in the limit when we deal with sequences of area minimizing currents in
codimension higher than 1: one core difficulty in the proof of Theorem 4.4 is precisely
this phenomenon of “disappearance of singularities”. We illustrate these points with three
explicit examples.

Example 6.2. Let δ > 0 be a small number and consider the holomorphic curve

Γδ := {(z, w) ∈ C2 : z2 = δw}
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and the plane
π := {(z, w) ∈ C2 : z = 0} . (14)

There is no neighborhood of 0 where Γδ is the graph of a function z = f(w), in spite of the
fact that E(JΓδK ,B1(0), π) converges to 0 as δ ↓ 0. In fact the conclusion of Theorem 5.2
does not apply: although each Γδ is smooth and it is graphical in Bρ(0) for any ρ, there is
no uniform control of the C1,α norm of the graph in terms of the excess. Observe that the
Γδ do not satisfy the condition (c) in Theorem 5.2, although they satisfy (a), (b) and (d).
This is however a minor problem: by the monotonicity formula, we do know that (c) holds
for a sufficiently small ball Bρ(0): at that scale we will be able to apply Theorem 5.2 and
conclude regularity and graphicality with respect to the plane π.

Example 6.3. The following holomorphic curve is instead much more problematic:

Γ := {(z, w) ∈ C2 : z2 = w3} .
The origin belongs to Sing(JΓK). On the other hand:

• The unique tangent cone at 0 is given by 2 JπK for π as in (14).
• The density of JΓK equals 2 at 0;
•

lim
r↓0

E(JΓK ,Br(0), π) = 0 .

Therefore:

• Corollary 5.3 is false for 2-dimensional area minimizing currents in R4: Γ is singular
at the origin in spite of the existence of a flat tangent cone there.
• Again Theorem 5.2 does not apply in any ball B2ρ(0). Note however that the only

missing assumption is (b): the density Θ(JΓK , p) equals 1 at every point p ∈ Γ\{0}
and equals 2 at p = 0.
• Proposition 5.4 fails for 2-dimensional area minimizing currents in R4. Indeed 0 is

a singular point for JΓK0,r for every positive r. On the other hand JΓK0,r → 2 JπK
and thus 0 is not a singular point of the limit: the singularity “has disappeared”.

Example 6.4. Consider next the holomorphic curve

Ξ := {(z, w) ∈ C2 : (z − w2)2 = w2015} .
All the considerations valid for the holomorphic curve Γ of Example 6.3 are also valid for Ξ.
Ξ does not add much for the moment to our discussion, but it will play a crucial role later:
observe that 0 is a singular point in spite of the fact that Ξ is an almost imperceptible
perturbation of the smooth current 2 J{z = w2}K. In fact consider the variant

Ξ := {(z, w) ∈ C2 : (z − w2h(w))2 = w2015} .
If we want to capture the singular behavior {z2 = w2015} via an anisotropic scaling of
type w 7→ w

r
, z 7→ z

r2015/2 , then we should find a way of removing all the terms akw
k with

k ≤ 1006 in the Taylor expansion of h at 0.
We will call “construction of a center manifold” the procedure which, roughly speaking,

given a rather general current as in Theorem 4.4 and a singular point, identifies this
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particular smooth function which must be “removed” in order to capture the singular
behavior via an anisotropic scaling.

6.2. Main singularity models. Much more complicated examples can be constructed
iterating the structure of the previous one. More precisely, consider a sequence of integers
{Q1, . . . , QN} ⊂ N \ {0, 1} such that

1 ≤ p0 <
p1

Q1

<
p2

Q1Q2

< . . . <
pN

Q1 · . . . ·QN

and MCD(pj, Q1 · . . . ·Qj) = 1. We can then construct the holomorphic curve

Λ :=
{

(z, w) : ((. . . ((z − wp0)Q1 − wp1)Q2 − . . .)QN1 − wpN1 )QN = wpN
}
. (15)

If we “zoom” into the signularity and rescale anisotropically the two coordinates as z 7→ z
rp0

,
w 7→ w

r
, the corresponding sequence of currents converge to

Q1 · . . . ·QN J{z = wp0}K .
If we could first “subtract” this regular part and then zoom again, this time rescaling
z 7→ r−p1/Q1z, we would see in the limit the current

Q2 · . . . ·QN

q
zQ1 = wp1}

y
,

which is a “simple” branching singularity as in Example 6.3. However this is not the end
of the story, if we could “mod out” this branching at the next step and rescale the z
coordinate according to z 7→ r−p2/(Q1Q2)z we would see a “finer branching”, that is

Q3 · . . . ·QN

q
zQ1Q2 = wp2}

y
:

this second branching winds Q2 times around the singularity for each “turn” which is taken
by the first branching.

If we proceed further we can expand the singular behavior of Λ into a hierarchy of
N layered basic “singular blocks”. Note moreover that the currents JΛK in (15) do not
really display the most general behavior. In particular we could perturb each block wpi by
multiplying it with an holomorphic function hi(w) subject to the requirement hi(0) 6= 0.
That is, at the first step rather then removing wp0 it might be that we have to remove a
polynomial of type a0w

p0 + a1w
p0+1 + . . . akw

p0+k, where k is the largest integer such that
p0 + k < p1

Q1
. Similarly at the second step we might need to remove a polynomial of type

b0w
p1 + . . .+ bκw

p1+κ: this time κ is the largest integer such that p1+κ
Q1
≤ p2

Q1Q2
.

The object which must be “removed” at each stage of this analysis in order to capture the
finer singular behavior is called “branched center manifold”. The example just described
will serve as a guiding model for illustrating the proof of Theorem 4.4.

7. Multiple valued functions

As it is rather clear from the examples of the previous section, we cannot hope that
a current with small excess around a certain point p in codimension n̄ > 1 can be well
approximated by a the graph of a single-valued function. We could instead hope that there
is an approximation with a multivalued graph. Note also that, if the multiplicity at the
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point p is an integer Q, it seems reasonable to expect that the corresponding approximating
map takes at most Q values.

This discussion motivates the starting idea of Almgren’s monograph: in order to proceed
towards a good dimensional bound for the singular set of area minimizing currents in
codimension higher than 1 we need to develop an efficient theory for “multiple valued
functions” minimizing a suitable generalization of the Dirichlet energy, where we can (and
we will) consider the multiplicity to be a constant preassigned positive integer Q.

7.1. The metric space of unordered Q-tuples. The obvious model case to keep in
mind is the following. Given two integers k,Q with MCD(k,Q) = 1, look at the set valued
map which assigns to each point z ∈ C the set M(z) := {wk : wQ = z} ⊂ C. Obviously for
each z we can choose some arbitrary ordering {u1(z), . . . , uQ(z)} of the elements of the set
M(z). However, it is not possible to do it in such a way that the resulting “selection maps”
z 7→ ui(z) are continuous: even at the local level, this is impossible in every neighborhood
of the origin.

Our example motivates the following definition. Given an integer Q we define a Q-valued
map from a set E ⊂ Rm into Rn as a function which to each point x ∈ E associates an
unordered Q-tuple of vectors in Rn. Following Almgren, we consider the group PQ of
permutations of Q elements and we let AQ(Rn) be the set (Rn)Q modulo the equivalence
relation

(v1, . . . , vQ) ≡ (vπ(1), . . . , vπ(Q)) ∀π ∈P .

Hence a multiple valued map is simply a map taking values in AQ(Rn). There is a fairly
efficient formulation of this definition which will play a pivotal role in our discussion,
because the set AQ(Rn) can be naturally identified with a subset of the set of measures
(cf. [4] and [19, Definition 0.1]).

Definition 7.1 (Unordered Q-tuples). Denote by JPiK the Dirac mass in Pi ∈ Rn. Then,

AQ(Rn) :=

{
Q∑
i=1

JPiK : Pi ∈ Rn for every i = 1, . . . , Q

}
.

Observe that with this definition each element of AQ(Rn) is in fact a 0-dimensional
integral current. This set has also a natural metric structure; cf. [4] and [19, Definition
0.2] (the experts will recognize the well-known Wasserstein 2-distance, cf. [45]).

Definition 7.2. For every T1, T2 ∈ AQ(Rn), with T1 =
∑

i JPiK and T2 =
∑

i JSiK, we set

G(T1, T2) := min
σ∈PQ

√∑
i

∣∣Pi − Sσ(i)

∣∣2 . (16)

Remark 7.3. Since we will often need to compute G(T,Q J0K) we introduce the special
notation |T | for the latter quantity. Observe, however, that AQ(Rn) is not a linear space
except for the special case Q = 1: the map T → |T | is not a norm.
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7.2. Q-valued maps. Using the metric structure on AQ(Rn) one defines obviously mea-
surable, Lipschitz and Hölder maps from subsets of Rm into AQ(Rn). One important point
to be made is about the existence of “selections”. A selection for a Q-valued function u is
given by Q classical single valued functions u1, . . . , uQ such that u(x) =

∑Q
i=1 Jui(x)K, cf.

[19, Definition 1.1]. If the ui are measurable, continuous, Lipschitz, etc. the selection will
be called measurable, continuous, Lipschitz, etc. It is rather easy to show that a measur-
able selection exists for any measurable u, cf. [19, Proposition 0.4]. Incidentally, this will
be used repeatedly as we write ∑

i

JuiK

for any given measurableQ-valued map u, tacitly assuming to have chosen some measurable
selection.

However continuous maps (resp. Sobolev, Lipschitz) do not possess in general selections
which are continuous (resp. Sobolev, Lipschitz): the primary examples are the maps
stemming from holomorphic subvarieties already discussed at length. If, however, they do,
the corresponding selection will be called regular. Only maps defined on 1-dimensional
intervals are a notable exception, since they always have regular selections: this fact plays
a crucial role when the domain of the maps is 2-dimensional and we will come back to it
later.

7.3. The generalized Dirichlet energy: geometric definitions. If we want to ap-
proximate area minimizing currents with multiple valued functions and “linearize” the
area functional in the spirit of De Giorgi, we need to define a suitable concept of Dirich-
let energy. We will now show how this can be done naturally, proposing three different
approaches.

Consider the model case of Q = 2 and assume u : Ω → A2(Rn) is a Lipschitz map. If,
at some point x, u(x) = JP1K + JP2K is “genuinely 2-valued”, i.e. P1 6= P2, then there exist
obviously a ball Br(x) ⊂ Ω and a regular (Lipschitz) selection, namely Lipschitz classical
maps u1, u2 : Br(x) → Rn such that u(y) = Ju1(y)K + Ju2(y)K for every y ∈ Br(x). On
the other hand on the closed set where the values of u are “collapsed” we can find a single
Lipschitz map v such that u = 2 JvK. It is easy to generalize this to the Q-valued case and
to maps defined on a manifold Σ:

Lemma 7.4 (Decomposition, cf. [20, Lemma 1.1]). Let M ⊂ Σ be measurable and F :
M → AQ(Rn) Lipschitz. Then there are a countable partition of M in bounded measurable

subsets Mi (i ∈ N) and Lipschitz functions f ji : Mi → Rn (j ∈ {1, . . . , Q}) such that

(a) F |Mi
=
∑Q

j=1

q
f ji

y
for every i ∈ N and Lip(f ji ) ≤ Lip(F ) ∀i, j;

(b) ∀i ∈ N and j, j′ ∈ {1, . . . , Q}, either f ji ≡ f j
′

i or f ji (x) 6= f j
′

i (x) ∀x ∈Mi.

The Dirichlet energy can be defined for Lipschitz maps F as above by

Dir(F,Σ) :=
∑
i,j

∫
Mi

|Df ji |2 . (17)
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W 1,2 maps and their Dirichlet energy can then be defined by relaxation: assuming that
Ω is open W 1,2(Ω,AQ(Rn)) consists of those measurable maps v : Ω→ AQ(Rn) for which
there is a sequence of Lipschitz maps uk converging to v a.e. and enjoying a uniform bound
Dir(Ω, uk) ≤ C. The Dirichlet energy Dir(Ω, v) is the infimum of all constants C for which
there is a sequence with the properties above.

Another possible definition of the Dirichlet energy follows more closely Almgren’s original
idea: for Q-valued maps we can introduce a notion of differentiability in the following way

Definition 7.5 (Q-valued differential, cf. [19, Definition 1.9]). Let f : Ω → AQ and
x0 ∈ Ω. We say that f is differentiable at x0 if there exist Q matrices Li satisfying:

(i) G(f(x), Tx0f) = o(|x− x0|), where

Tx0f(x) :=
∑
i

JLi · (x− x0) + fi(x0)K ; (18)

(ii) Li = Lj if fi(x0) = fj(x0).

The Q-valued map Tx0f will be called the first-order approximation of f at x0. The point∑
i JLiK ∈ AQ(Rn×m) will be called the differential of f at x0 and is denoted by Df(x0).

A Rademacher’s type theorem shows that Lipschitz Q-valued maps are differentiable
almost everywhere and that the Dirichlet energy defined above corresponds to the integral
of |Df | = G(Df,Q J0K) (our notation is consistent, cf. Remark 7.3). The proof is in fact
a straightforward corollary of Lemma 7.4 and elementary measure theory.

Proposition 7.6 (Q-valued Rademacher, cf. [19, Theorem 1.13] and [20, Lemma 1.1]).
Let f : Ω→ AQ be a Lipschitz function. Then, f is differentiable almost everywhere in Ω
and

Dir(f,Ω) =

∫
Ω

|Df |2 ,

where the left hand side is understood in the sense of (17). In particular the expression in
(17) is independent of the decomposition given by Lemma 7.4.

Almgren’s definition of Sobolev map does not follow, however, a “relaxation procedure”
but uses the (biLipschitz) embedding of AQ(Rn) in a large Euclidean space, see below.

7.4. W 1,2 and the generalized Dirichlet energy: metric analysis definition. Al-
though the definition above is certainly very natural and gives a good geometric intuition
for the Dirichlet energy, it turns out that it is rather complicated to work with it, in partic-
ular if one wants to recover the usual statements of the Sobolev space theory for classical
functions.

Instead, a rather efficient way to achieve such statements is to rely on a more abstract
definition of Dirichlet energy and Sobolev functions, as proposed in [19]. A very general
theory has been developed in the literature for Sobolev maps taking values in abstract
metric spaces, following the pioneering works of Ambrosio [5] and Reshetnyak [40, 39].
The careful reader will notice, however, that there is a crucial difference between the
definition of Dirichlet energy in [40] and the one given below.
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Definition 7.7 (Sobolev Q-valued functions, cf. [19, Definition 0.5]). A measurable f :
Ω→ AQ is in the Sobolev class W 1,p (1 ≤ p ≤ ∞) if there exist m functions ϕj ∈ Lp(Ω;R+)
such that

(i) x 7→ G(f(x), T ) ∈ W 1,p(Ω) for all T ∈ AQ;
(ii) |∂j G(f, T )| ≤ ϕj a.e. in Ω for all T ∈ AQ and for all j ∈ {1, . . . ,m}.

It is not difficult to show the existence of minimal functions ϕ̃j fulfilling (ii), i.e. such
that, for any other ϕj satisfying (ii), ϕ̃j ≤ ϕj a.e. (cf. [19, Proposition 4.2]). Such “minimal
bounds” will be denoted by |∂jf | and we note that they are characterized by the following
property (see again [19, Proposition 4.2]): for every countable dense subset {Ti}i∈N of AQ
and for every j = 1, . . . ,m,

|∂jf | = sup
i∈N
|∂j G(f, Ti)| almost everywhere in Ω. (19)

We are now ready to give an abstract characterization of the Dirichlet energy.

Proposition 7.8 (Cf. [19, Proposition 2.17]). If u ∈ W 1,2 is Lipschitz then

|∂ju|2(x) =
∑
i

|Dui(x) · ej|2 (20)

at a.e. point x of differentiability of u, where
∑

i JDui(x)K is the Q-valued differential in
the sense of Definition 7.5 and |∂ju| is as in (19).

The main feature of the above proposition is that essentially all the conclusions of the
usual Sobolev space theory for single valued functions can be now reduced to routine modifi-
cations of the usual arguments: among them we mention Sobolev and Morrey embeddings,
compact embeddings, Poincaré inequalities, semicontinuity results, trace properties (cf.
[19, Chapter 4]).

We list here some of these facts and refer to [19] for their proof.

Definition 7.9 (Trace of Sobolev Q-functions). Let Ω ⊂ Rm be a Lipschitz bounded open
set and f ∈ W 1,p(Ω,AQ). A function g belonging to Lp(∂Ω,AQ) is said to be the trace
of f at ∂Ω (and we denote it by f |∂Ω) if, for every T ∈ AQ, the trace of the real-valued
Sobolev function G(f, T ) coincides with G(g, T ).

Definition 7.10 (Weak convergence). Let fk, f ∈ W 1,p(Ω,AQ). We say that fk converges
weakly to f for k →∞, (and we write fk ⇀ f) in W 1,p(Ω,AQ), if

(i)
∫
G(fk, f)p → 0, for k →∞;

(ii) there exists a constant C such that
∫
|Dfk|p ≤ C <∞ for every k.

Proposition 7.11 (Weak sequential closure). Let f ∈ W 1,p(Ω,AQ). Then, there is a
unique function g ∈ Lp(∂Ω,AQ) such that f |∂Ω = g in the sense of Definition 7.9. More-
over, f |∂Ω = g if and only if G(f, T )|∂Ω = G(g, T )|∂Ω for every T in the usual sense, and
the set of mappings

W 1,2
g (Ω,AQ) :=

{
f ∈ W 1,2(Ω,AQ) : f |∂Ω = g

}
(21)

is sequentially weakly closed in W 1,2.
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Proposition 7.12 (Sobolev Embeddings). The following embeddings hold:

(i) if p < m, then W 1,p(Ω,AQ) ⊂ Lq(Ω,AQ) for every q ∈ [1, p∗], and the inclusion is
compact when q < p∗;

(ii) if p = m, then W 1,p(Ω,AQ) ⊂ Lq(Ω,AQ), for every q ∈ [1,+∞), with compact
inclusion;

(iii) if p > m, then W 1,p(Ω,AQ) ⊂ C0,α(Ω,AQ), for α = 1− m
p

, with compact inclusion.

Proposition 7.13 (Poincaré inequality). Let M be a connected bounded Lipschitz open
set of an m-dimensional Riemannian manifold and let p < m. There exists a constant
C = C(p,m, n,Q,M) with the following property: for every f ∈ W 1,p(M,AQ), there exists

a point f ∈ AQ such that(∫
M

G
(
f, f
)p∗) 1

p∗

≤ C

(∫
M

|Df |p
) 1

p

. (22)

Proposition 7.14 (Campanato-Morrey). Let f ∈ W 1,2(B1,AQ), with B1 ⊂ Rm, and
α ∈ (0, 1] be such that∫

Br(y)

|Df |2 ≤ A rm−2+2α for every y ∈ B1 and a.e. r ∈]0, 1− |y|[.

Then, for every 0 < δ < 1, there is a constant C = C(m,n,Q, δ) with

sup
x,y∈Bδ

G(f(x), f(y))

|x− y|α
=: [f ]C0,α(Bδ)

≤ C
√
A. (23)

Lemma 7.15 (Interpolation Lemma). There is a constant C = C(m,n,Q) with the fol-
lowing property. Let r > 0, g ∈ W 1,2(∂Br,AQ) and f ∈ W 1,2(∂Br(1−ε),AQ). Then, there
exists h ∈ W 1,2(Br \Br(1−ε),AQ) such that h|∂Br = g, h|∂Br(1−ε) = f and

Dir(h,Br \Br(1−ε)) ≤ C ε r
[
Dir(g, ∂Br) + Dir(f, ∂Br(1−ε))

]
+

+
C

ε r

∫
∂Br

G (g(x), f ((1− ε)x))2 dx. (24)

7.5. Lipschitz approximation and approximate differentiability. An important fea-
ture of classical Sobolev maps is the existence of suitable smooth approximations. Since
the space AQ(Rn) is itself rather singular and lacks any linear structure, the usual ap-
proximation results are indeed much more subtle. However a robust way to approximate
Sobolev maps is to “truncate them” along the level sets of the Hardy-Littlewood maximal
function of the modulus of their gradient. This is possible in the setting of Q-valued maps
as well and will play a crucial role in the sequel.

Proposition 7.16 (Lipschitz approximation, cf. [19, Proposition 4.4]). There exists a
constant C = C(m,Ω, Q) with the following property. For every f ∈ W 1,p(Ω,AQ) and
every λ > 0, there exists a Q-function fλ such that Lip (fλ) ≤ C λ,

|Eλ| =
∣∣{x ∈ Ω : f(x) 6= fλ(x)

}∣∣ ≤ C‖|Df |‖pLp
λp

. (25)
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Ω \ Eλ can be assumed to contain {x ∈ Ω : M(|Df |) ≤ λ}, where M is the maximal
function operator.

A simple corollary of the previous proposition is that Sobolev maps are “approximate
differentiable” in the following sense:

Definition 7.17 (Approximate Differentiability). A Q-valued function f is approximately
differentiable in x0 if there exists a measurable subset Ω̃ ⊂ Ω containing x0 such that Ω̃
has density 1 at x0 and f |Ω̃ is differentiable at x0.

Corollary 7.18. Any f ∈ W 1,p(Ω,AQ) is approximately differentiable a.e.

7.6. Chain rule formulas: Q-valued calculus. The latter property is very useful to
extend classical computations like the chain rule to Sobolev maps. Indeed, it is rather
easy to extend such formulas to Lipschitz maps using the multivalued differentiability:
Proposition 7.16 can then be used to routinely justify the same formulas for general Sobolev
maps.

Consider a function f : Ω→ AQ(Rn). For every Φ : Ω̃→ Ω, the right composition f ◦Φ

defines a Q-valued function on Ω̃. On the other hand, given a map Ψ : Ω× Rn → Rk, we
can consider the left composition, x 7→

∑
i JΨ(x, fi(x))K, which defines a Q-valued function

denoted, with a slight abuse of notation, by Ψ(x, f).

Proposition 7.19 (Chain rules, cf. [19, Proposition 1.12]). Let f : Ω → AQ(Rn) be
differentiable at x0.

(i) Consider Φ : Ω̃ → Ω such that Φ(y0) = x0 and assume that Φ is differentiable at
y0. Then, f ◦ Φ is differentiable at y0 and

D(f ◦ Φ)(y0) =
∑
i

JDfi(x0) ·DΦ(y0)K . (26)

(ii) Consider Ψ : Ωx×Rn
u → Rk such that Ψ is differentiable at (x0, fi(x0)) for every i.

Then, Ψ(x, f) is differentiable at x0 and

DΨ(x, f))(x0) =
∑
i

JDuΨ(x0, fi(x0)) ·Dfi(x0) +DxΨ(x0, fi(x0))K . (27)

7.7. Almgren’s extrinsic maps. The metric G on AQ(Rn) is “locally euclidean” at most
of the points. Consider for instance the model case Q = 2 and a point P = JP1K + JP2K
with P1 6= P2. Then, obviously, in a sufficiently small neighborhood of P , the metric space
A2(Rn) is isometric to the Euclidean space R2n. This fails instead in any neighborhood of
a point of type P = 2 JP1K. On the other hand, if we restrict our attention to the closed
subset {2 JXK : X ∈ Rn}, we obtain the metric structure of Rn.

A remarkable observation of Almgren is that AQ(Rn) is biLipschitz equivalent to a
deformation retract of the Euclidean space (cf. [4, Section 1.3]). For a simple presentation
of this fact we refer the reader to [19, Section 2.1].

Theorem 7.20 (Almgren’s embedding and retraction). There exists N = N(Q, n) and an
injective ξ : AQ(Rn)→ RN such that:
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(i) Lip(ξ) ≤ 1;
(ii) if Q = ξ(AQ), then Lip(ξ−1|Q) ≤ C(n,Q).

Moreover there exists a Lipschitz map ρ : RN → Q which is the identity on Q.

In fact much more can be said: the set Q is a cone and a polytope. On each separate
face of the polytope the metric structure induced by G is euclidean, essentially for the
reasons outlined a few paragraphs above (cf. again [4, Section 1.3] or [23, Section 6.1]). A
simple, yet important, observation of White is that the map ξ can be easily constructed
so that the Dirichlet energy of ξ ◦ u (as clssical Euclidean map) coincides with that of u
(as multivalued map) for any u ∈ W 1,2.

Sobolev maps were initially defined by Almgren using the map ξ. With this artifact
a lot of the theory outlined in the previous paragraphs can be recovered from the usual
(single valued) theory using the maps ξ and ρ. Presently such maps could be avoided for
essentially all the arguments. However a more complicated version of the map ρ will play
a rather important role at a certain point later. As already mentioned, for Q > 1 the space
AQ(Rn) is not linear and we cannot regularize Q-valued maps by convolution. Nonetheless
we will need a way to smooth W 1,2 maps suitably with a procedure which retains some
of the basic estimates available for convolutions with a standard mollifier (in particular
when computing the energy of the regularizations). A possible approach is to smooth the
euclidean map ξ ◦ u and then “project” it back onto Q using ρ. However, projecting back
might be rather costly in terms of the energy since the Lipschitz constant of ρ is indeed
rather far from 1.

To bypass this problem, we follow Almgren and prove the existence of “almost” pro-
jections, denoted by ρ?δ , which are (1 + µ)-Lipschitz in the δ-neighborhood of ξ(AQ(Rn)).
These maps cannot be the identity on Q, but they are at a uniform distance η from it.
Almgren’s original proof is rather complicated. In [23, Proposition 6.2] we have proposed
a different proof which uses heavily Kirszbraun’s extension theorem and seems to yield
a better estimate of µ and η in terms of δ (in particular in the version of [23] these are
suitable positive powers of δ).

Proposition 7.21 (Almost projection, cf. [23, Proposition 6.2]). For every n̄, Q ∈ N\{0}
there are geometric constants δ0, C > 0 with the following property. For every δ ∈]0, δ0[

there is ρ?δ : RN(Q,n̄) → Q = ξ(AQ(Rn̄)) such that |ρ?δ(P ) − P | ≤ C δ8−n̄Q for all P ∈ Q
and, for every u ∈ W 1,2(Ω,RN), the following holds:∫
|D(ρ?δ ◦u)|2 ≤

(
1 + C δ8−n̄Q−1

)∫
{dist(u,Q)≤δn̄Q+1}

|Du|2 +C

∫
{dist(u,Q)>δn̄Q+1}

|Du|2 . (28)

8. Dir-minimizers and their regularity in 2 dimensions

We are now ready to state the main results in the theory of Dir-minimizing maps. In
what follows, Ω is always assumed to be a bounded open set with a sufficiently regular
boundary.
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Theorem 8.1 (Existence for the Dirichlet Problem, cf. [19, Theorem 0.8]). Let g ∈
W 1,2(Ω;AQ). Then there exists a Dir-minimizing f ∈ W 1,2(Ω;AQ) such that f |∂Ω = g|∂Ω.

Theorem 8.2 (Hölder regularity, cf. [19, Theorem 0.9]). There is a positive constant
α = α(m,Q) with the following property. If f ∈ W 1,2(Ω;AQ) is Dir-minimizing, then
f ∈ C0,α(Ω′) for every Ω′ ⊂⊂ Ω ⊂ Rm. For two-dimensional domains, we have the explicit
constant α(2, Q) = 1/Q.

For the second regularity theorem we need the definition of the singular set of f .

Definition 8.3 (Regular and singular points, cf. [19, Definition 0.10]). A Dir-minimizing
f is regular at a point x ∈ Ω if there exists a neighborhood B of x and Q analytic functions
fi : B → Rn such that

f(y) =
∑
i

Jfi(y)K for every y ∈ B (29)

and either fi(y) 6= fj(y) for every y ∈ B, or fi ≡ fj. The singular set Sing(f) is the
complement of the set of regular points.

Theorem 8.4 (Estimate of the singular set, cf. [19, Theorem 0.11]). Let f be Dir-
minimizing. Then, the singular set Sing(f) is relatively closed in Ω. Moreover, if m = 2,
then Sing(f) is at most countable, and if m ≥ 3, then the Hausdorff dimension of Sing(f)
is at most m− 2.

Note in particular the striking similarity between the estimate of the size of the singular
set in the case of multiple valued Dir-minimizers and in that of area minimizing currents. It
will be discussed later that, even in the case of Dir-minimizers, there are singular solutions
(which are no better than Hölder continuous).

Complete and self-contained proofs of these theorems can be found in [19]. The key tool
for the estimate of the dimension of the singular set is the celebrated frequency function
(cp. with [19, Section 3.4]), which has been indeed used in a variety of different contexts in
the theory of unique continuation of elliptic partial differential equations (see for instance
the papers [32], [33]). This is the central tool of our proofs as well. However, our arguments
manage much more efficiently the technical intricacies of the problem and some aspects of
the theory are developed in further details. For instance, we present in [19, Section 3.1] the
Euler-Lagrange conditions derived from first variations in a rather general form. This is
to our knowledge the first time that these conditions appear somewhere in this generality.

Largely following ideas of [10] and of White, we improved the second regularity theorem
to the following optimal statement for planar maps.

Theorem 8.5 (Improved 2-dimensional estimate, cf. [19, Theorem 0.12]). Let f be Dir-
minimizing and m = 2. Then Sing(f) is discrete.

This result was announced in [10]. However, to our knowledge the proof has never
appeared before [19]. We will discuss the proof of Theorem 8.2 in the case m = 2 and that
of Theorem 8.5, since these are the two facts which are really relevant for this survey. For
Theorem 8.4 and Theorem 8.2 with m ≥ 3 we refer instead to the survey article [17].
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8.1. Regular selections in 1 dimension. If the domain is a 1-dimensional interval con-
tinuous, Hölder, Lipschitz and Sobolev multivalued maps have always correspondingly
regular selections: indeed there is a linear bound relating the regularity of the selection to
that of the initial map in all these cases. For the case of Sobolev and Lipschitz maps the
proof is very elementary, cf. [19, Proposition 1.2]. For continuous and Hölder maps the
proof turns out to be much harder, cf. [4, Proposition 1.10] and the simpler (and more
general) approach of [18]. The latter approach has been extended in [36] to cover also a
large class of fractional Sobolev regularity.

We record here the 1-dimensional selection theorem which will be mostly needed in this
note. If I = [a, b] is a closed bounded interval of R we will denote by AC(I,AQ) the
space of absolutely continuous function in its classical meaning: f : I → AQ is absolutely
continuous if, for every ε > 0, there exists δ > 0 with the following property: for every
a ≤ t1 < t2 < ... < t2N ≤ b,∑

i

(t2i − t2i−1) < δ implies
∑
i

G
(
f(t2i), f(t2i−1)

)
< ε.

Proposition 8.6 (Cf. [19, Proposition 1.2]). Let I = [a, b] ⊂ R and f ∈ W 1,p(I,AQ) for
some p ∈ [1,∞]. Then,

(a) f ∈ AC(I,AQ) and, moreover, f ∈ C0,1− 1
p (I,AQ) for p > 1;

(b) there exists a selection f1, . . . , fQ ∈ W 1,p(I,Rn) of f such that |Dfi| ≤ |Df | almost
everywhere.

Proposition 8.6 cannot be extended to maps f ∈ W 1,p(S1,AQ). For instance, identify
R2 with the complex plane C and S1 with the set {z ∈ C : |z| = 1} and consider the map
f : S1 → AQ(R2) given by f(z) =

∑
ζ2=z JζK. Then, f is Lipschitz (and hence belongs

to W 1,p for every p) but it does not have a continuous selection. In the rest of the note
we will often use this identification of R2 with complex plane and of S1 with the unitary
complex numbers. Although Proposition 8.6 cannot be extended to maps over S1, we will
use it to write any f ∈ W 1,p(S1,AQ) into a superposition of “irreducible pieces” which
wind around the origin. This decomposition will play a fundamental role throughout the
rest of our discussions.

Definition 8.7. f ∈ W 1,p(S1,AQ) is called irreducible if there is no decomposition of f
into 2 simpler W 1,p functions.

Proposition 8.8. For every Q-function g ∈ W 1,p(S1,AQ(Rn)), there exists a decomposi-

tion g =
∑J

j=1 JgjK, where each gj is an irreducible W 1,p map. A function g is irreducible
if and only if

(i) card (spt(g(z))) = Q for every z ∈ S1 and
(ii) there exists a W 1,p map h : S1 → Rn with the property that f(z) =

∑
ζQ=z Jh(ζ)K .

Moreover, for every irreducible g, there are exactly Q maps h fulfilling (ii).

The existence of an irreducible decomposition in the sense above is an obvious conse-
quence of the definition of irreducible maps. The interesting part of the proposition is the
characterization of the irreducible pieces, a direct corollary of Proposition 8.6.
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8.2. Centered harmonic extensions. The decomposition of g ∈ W 1,p(S1,AQ(Rn)) in
irreducible pieces allows to define a major player in the regularity theory for 2-dimensional
area minimizing currents. For convenience, we introduce the symbol D for the unitary disk
of C centered at the origin (therefore, with our notation S1 = ∂D). Let g =

∑J
j=1 JgjK be a

decomposition into irreducible kj-functions as in Proposition 8.8. Consider, moreover, the
W 1,p functions γj : S1 → Rn “unrolling” the gj as in Proposition 8.8 (ii):

gj(x) =
∑
zkj=x

Jγj(z)K .

We take the harmonic extension ζl of γl in D, and consider the kl-valued functions fl
obtained “rolling” back the ζl: fl(x) =

∑
zkl=x Jζl(z)K. If g ∈ W 1,2, then it is easy to check

that the Q-function f̃ =
∑J

l=1 JflK is in W 1,2(D). From now on such an f̃ will be called the
centered harmonic extension of g. We caution the reader abot one important nontrivial
fact.

Remark 8.9. Centered harmonic extensions are mostly not Dir-minimizing. It is indeed
easy to give examples of g for which the Dir-minimizer has more than one singularity (or for
which 0 is a regular point) and any centered harmonic extension has an isolated singularity
at the origin. For instance observe that, if spt(g(p)) has maximal cardinality Q for every
p and Q ≥ 2, then its centered harmonic extension is always singular in 0.

It is rather easy to estimate the energy of the centered harmonic extension, for the simple
reason that via the conformal transformations z 7→ zQ and z 7→ z1/Q (the latter defined
only locally!) this can be reduced to an estimate for classical harmonic functions. In order
to carry on some important computations, which will be useful also later, we introduce the
following notation. If ∂Br(x) is the boundary of some disk Br(x) ⊂ R2, we then denote by

• ν the exterior unit normal to ∂Br(x);
• τ the unit tangent vector field to ∂Br(x) orienting it counterclockwise.

Consistently, the notation ∂τf and ∂νf will be used for the multiple valued maps

p 7→
∑
i

JDfi(p) · τK and

p 7→
∑
i

JDfi(p) · νK ,

when such objects are defined (for instance if f is approximately differentiable at p).
A first crude estimate for the energy of the centered harmonic extension is the following

(cf. [19, Section 3.2.]).

Proposition 8.10. If h is a centered harmonic extension of g : (S1)→ AQ(Rn) to D, then

Dir(h,D) ≤ Q

∫
S1

|∂τg|2 . (30)
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The latter easily gives the estimate

Dir(f,Br) ≤ Qr

∫
∂Br

|Df |2 = Qr
d

dr
(Dir(f,Br)) , (31)

for any Dir-minimizing function. Integrating the differential inequality above we conclude
the decay estimate

Dir(f,Br) ≤ Cr1/Q .

Using Proposition 7.14 we then conclude that f is 1
2Q

-Hölder. Indeed the inequality (31)

can be improved using the equipartition of the energy (which will be explained thoroughly
Section 8.4 below) to

Dir(f,Br) ≤
Q

2
r
d

dr
(Dir(f,Br)) , (32)

which allows to conclude the local 1
Q

-Hölder continuity of f . Notably, the latter exponent

is optimal!

8.3. First variations. There are two natural types of variations that can be used to
perturb Dir-minimizing Q-valued functions. The first ones, which we call inner variations,
are generated by right compositions with diffeomorphisms of the domain. The second,
which we call outer variations, correspond to “left compositions”. More precisely, let f be
a Dir-minimizing Q-valued map.

(IV) Given ϕ ∈ C∞c (Ω,Rm), for ε sufficiently small, x 7→ Φε(x) = x + εϕ(x) is a diffeo-
morphism of Ω which leaves ∂Ω fixed. Therefore,

0 =
d

dε

∣∣∣∣
ε=0

∫
Ω

|D(f ◦ Φε)|2. (33)

(OV) Given ψ ∈ C∞(Ω× Rn,Rn) such that spt(ψ) ⊂ Ω′ × Rn for some Ω′ ⊂⊂ Ω, we set
Ψε(x) =

∑
i Jfi(x) + εψ(x, fi(x))K and derive

0 =
d

dε

∣∣∣∣
ε=0

∫
Ω

|DΨε|2. (34)

Using the multivalued chain rules we can turn the conditions (33) and (34) into the following
identities, which we state in the case of m-dimensional domains:

Proposition 8.11 (First variations. cf. [19, Proposition 3.1]). Let f : Ω → AQ(Rn) be
Dir-minimizing. For every ϕ ∈ C∞c (Ω,Rm), we have

2

∫ ∑
i

〈
Dfi : Dfi ·Dϕ

〉
−
∫
|Df |2 divϕ = 0. (35)

For every ψ ∈ C∞(Ωx × Rn
u,Rn) such that

spt(ψ) ⊂ Ω′ × Rn for some Ω′ ⊂⊂ Ω,

and

|Duψ| ≤ C <∞ and |ψ|+ |Dxψ| ≤ C (1 + |u|) , (36)
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we have∫ ∑
i

〈
Dfi(x) : Dxψ(x, fi(x))

〉
dx+

∫ ∑
i

〈
Dfi(x) : Duψ(x, fi(x)) ·Dfi(x)〉 dx = 0.

(37)

8.4. Equipartition of energy and integration by parts formulae. (35) and (36)
give particularly interesting identities when tested with functions which depend on |x|.
The following proposition gives the relevant identities when we test with the singular
functions ϕ(y) = 1Br(x)(y)y and ψ(x, u) = u1Br(x)(y) (the proof follows from a standard
regularization of these ϕ and ψ).

Proposition 8.12 (cf. [19, Proposition 3.1]). Let x ∈ Ω and f : Ω → AQ(Rn) be Dir-
minimizing. Then, for a.e. 0 < r < dist(x, ∂Ω), we have

(m− 2)

∫
Br(x)

|Df |2 = r

∫
∂Br(x)

|Df |2 − 2 r

∫
∂Br(x)

|∂νf |2, (38)∫
Br(x)

|Df |2 =

∫
∂Br(x)

∑
i

〈∂νfi, fi〉. (39)

Observe that in the case m = 2, the second identity (39) becomes the classical “equipar-
tition of energy” of the trace of an harmonic function on any circle, namely∫

∂Br(x)

|∂νf |2 =

∫
∂Br(x)

|∂τf |2 =
1

2

∫
∂Br(x)

|Du|2 . (40)

In particular this identity allows to conclude the “improved” differential inequality (31)
from the crude estimate (30).

9. Monotonicity and decay of the frequency function

We next introduce Almgren’s frequency function and state his celebrated monotonicity
estimate, which is a straightforward consequence of the identities (38) and (39). Recall the
notation |f | for the function G(f,Q J0K).

Definition 9.1 (The frequency function, cf. [19, Definition 3.13]). Let f be a Dir-
minimizing function, x ∈ Ω and 0 < r < dist(x, ∂Ω). We define the functions

Dx,f (r) =

∫
Br(x)

|Df |2, Hx,f (r) =

∫
∂Br

|f |2 and Ix,f (r) =
rDx,f (r)

Hx,f (r)
. (41)

Ix,f is called the frequency function.

When x and f are clear from the context, we will often use the shorthand notation D(r),
H(r) and I(r).

Theorem 9.2 (Monotonicity of the frequency function, cf. [19, Theorem 3.15]). Let f be
Dir-minimizing and x ∈ Ω. Either there exists % > 0 such that f |B%(x) ≡ 0 or Ix,f (r) is
an absolutely continuous nondecreasing positive function on ]0, dist(x, ∂Ω)[. This function
takes a constant value α if and only if f(y) is α-homogeneous in y − x.
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This monotonicity is the main ingredient in the proof of Theorem 8.4. However, the
“improved” regularity statement in the 2-dimensional case, namely Theorem 8.5, relies on
a further feature of the frequency function, whose validity in higher dimensions is still an
open question, namely the power-law decay of Ix,r(f) − limρ→0 Ix,r(f). In this section we
discuss the effects of the monotonicity of I (for simplicity only in the case m = 2), the
decay property and the proof of Theorem 8.5.

9.1. Proof of the monotonicity for m = 2. We start by assuming x = 0 and observing
that

D′(r) =

∫
∂Br

|Df |2 . (42)

A slightly more subtle computation gives

H ′(r) =
d

dr

(
r

∫
∂B1

|f(rx)|2 dx
)

=

∫
∂B1

|f(rx)|2 dx+ 2r

∫ ∑
i

〈Dfi(rx) · x, fi(x)〉

=
H(r)

r
+ 2

∫
∂B1

∑
i

〈∂νfi, fi〉 . (43)

In particular we conclude that

I ′(r) =
rD′(r)

H(r)
+
D(r)

H(r)
− rH ′(r)D(r)

H(r)2
=
rD′(r)

H(r)
− 2

D(r)

H(r)2

∫
∂Br

∑
i

〈∂νfi, fi〉

=
rD′(r)

H(r)
− 2

r
I(r)2 , (44)

where in the last line we have used (39). Thus, we conclude also that

I ′(r) = r
D′(r)H(r)− 2D(r)2

H(r)2
.

On the other hand using (39), (40) and Cauchy-Schwartz we also conclude

D′(r)H(r)− 2D(r)2 = 2

∫
∂Br

|∂νf |2
∫
∂Br

|f |2 − 2

(∫ ∑
i

〈∂νfi, fi〉

)2

≥ 0 .

9.2. The first fundamental consequence of the monotonicity formula. Theorem
9.2 has two crucial consequences, when “blowing-up” a given Dir-minimizing function.
More precisely, consider a Dir-minimizing f taking Q > 1 values and a point p in its
domain. Without loss of generality we can assume that p = 0. If the support of f(0)
contains two different points, then, by continuity, in a neighborhood U of 0 f splits into
two separate functions u1 and u2 which are both W 1,2 and continuous. It is simple to see
that both must be minimizers of the Dirichlet energy in U . 0 is then a good point, where
we have reduced the complexity of the problem. For instance, if Q were 2 we would know
that u1 and u2 are two classical (single valued) harmonic functions. The “problematic
points” are then those p where f(p) = Q JqK.
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We can therefore assume that f(0) = Q JqK for some q ∈ Rn. Now, according to our
definition of the singular set Sing(f), we have two possibilities:

(a) f equals Q copies of a classical harmonic function in a neighborhood of 0;
(b) 0 is a singular point for f .

In general, an interesting object to look at is the average of the sheets of f =
∑

i JfiK,
namely 1

Q

∑
i fi. For this average we fix the notation η ◦ f . It is not difficult to see that

η ◦ f is a classical harmonic function. Indeed, if we define

f̄ :=
∑
i

Jfi − η ◦ fK ,

it is immediate to see that Dir(f) = Dir(f̄) + QDir(η ◦ f). In particular it is not difficult
to conclude that f̄ is also a Dir-minimizer, cf. [19, Lemma 3.23]. Looking at the latter
function we can thus restate the alternative as: either f̄ ≡ Q J0K in a neighborhood of the
origin, or 0 is a singular point for f̄ (and thus a singular point of f !).

The discussion above leads to the consideration that, without loss of generality, we can
assume η ◦ f ≡ 0. Assume further that the (more interesting!) alternative (b) above
holds. Then f does not vanish identically and therefore both D0,f (r) and H0,f (r) are
positive for some r. Using Theorem 8.2 it is not difficult to see that, under the assumption
f(0) = Q J0K, we have a uniform bound of the form

H0,f (r) ≤ CrD0,f (r) ∀r ∈
]
0, dist(0,∂Ω)

2

[
, (45)

where the constant C is independent of f . The obvious consequence of Theorem 9.2 is that
there is also a reverse control

rD0,f (r) ≤ C̄H0,f (r) (46)

although the latter constant C̄ depends upon the point (0 in this case) and the function
f . Indeed such constant approaches, for r ↓ 0, the limit I0(f) := limρ↓0 I0,ρ(f), which by
(45) is bounded away from 0 and by Theorem 9.2 is finite: on the other hand we have no
explicit (neither universal!) upper bound: we insist that I0(f) depends upon f and the
particular point (0 in this case) where we are “blowing-up”.

Consider now the rescaled functions f0,r(x) := f(rx) and their renormalized versions

u0,r(x) :=
f0,r

Dir(f0,r,D)1/2
. (47)

In particular the energy of u0,r is 1 on the disk D. However the L2 norm of |u0,r| is also
under control because of (45). We then have compactness for the family {u0,r}r. Fix
a map ū which is the limit of any subsequence u0,rk with rk ↓ 0. Such a map will be
called, from now on, a “tangent function”. It is not difficult to see that a sequence of
minimizers with such uniform controls converge strongly in W 1,2 in any compact subset:
namely the Dirichlet energy of the limiting function is the limit of the Dirichlet energy of
the corresponding functions on any subdomain Ω which is compactly contained in D, cf.
[19, Proposition 3.20]. However the minimizing property alone does not guarantee strong
convergence on the whole domain D.
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To understand the latter statement, consider for instance the planar (single valued!)
harmonic functions

fk(x1, x2) = Re (x1 + ix2)k

and their normalizations

uk := fk/Dir(fk, B1(0)) .

It is very elementary to see that uk converges to 0 in D: in fact most of the Dirichlet energy
of uk lies in a thin layer around the boundary ∂D. For k large the layer becomes thinner
and thinner and all the energy is “pushed” towards the boundary ∂D. On the other hand
it is easy to see that the ratio

D0,uk(1)

H0,uk(1)
=

1

H0,uk(1)

explodes, namely that the L2 norm of uk on ∂D converges to 0.

This highlights the first important consequence of the frequency function: the “reverse
Poincaré” inequality (46) excludes that the energy of u0,r concentrates towards the bound-
ary. Any limit ū of a sequence u0,rk (i.e. any tangent function) must therefore have energy
equal to 1. Since Theorem 8.2 guarantees uniform convergence, we also conclude that
ū(0) = Q J0K. Moreover, η ◦ ū ≡ 0 because η ◦ u0,r ≡ 0.

Thus 0 must be a singular point of u as well: the only way ū could be regular around 0
would be to take the value Q J0K identically in a neighborhood of 0. However notice that
I0,ū(r) = I0,f (0) =: α for every r. But then Theorem 9.2 implies that ū is α-homogeneous,
and if ū would vanish in a neighborhood of 0, then it would vanish on the entire disk D,
contradicting the fact that the Dirichlet energy of u is indeed 1.

The conclusion is that the singularity has persisted in the limit. Recalling that our main
concern in proving Theorem 4.4 was the disappearance of singular points along sequences
of converging currents, the reader will understand why the monotonicity of the frequency
function is such an exciting discovery. It must also be noticed that the monotonicity of
the frequency function was unknown even for classical single valued harmonic functions
before [4]: the shear observation that Almgren was able to discover a new fundamental
fact for classical harmonic functions around 1970 gives in my opinion the true measure of
his genius.

9.3. The second fundamental consequence of the monotonicity formula. The
second fundamental consequence of the monotonicity of the frequency function is that
I0,ū(r) is indeed constant in r and equals α := I0,f (0), which, as already noticed, gives that
ū is α-homogeneous. In particular when the domain is 2-dimensional, it is not difficult to
classify all α-homogeneous Dir-minimizers and to show that their only singularity is at the
origin, cf. [19, Proposition 5.1],

Lemma 9.3. If ū : R2 → AQ(Rn) is locally Dir-minimizing, α-homogeneous and η◦ ū = 0,
the either u ≡ Q J0K or 0 is the only point at which ū takes the value Q J0K.
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Let us look at this statement a bit more closely. The homogeneity implies that ū takes
the form

ū(x) = |x|αg
(
x

|x|

)
for x 6= 0,

where g : S1 → AQ(Rn) is then the trace of ū at S1 = ∂D. Assume for simplicity that
Q = 2. We then want to show that 0 is the only point at which ū takes the value 2 J0K,
unless ū is the trivial function identically equal to 2 J0K. If spt(g(p)) consists of 2 distinct
points for each p ∈ S1, then we are done. If not, then there is a point p0 where g(p0) = 2 J0K
(recall that η◦ū ≡ 0!). On the other hand, unless ū is trivial, there must be a point p where
g(p) = JP1K + JP2K for some P1 6= P2. Now notice that the presence of the “double point”
p0 and the “simple point” p imply the existence of two distinct “regular representations”
for g:

(a) There are two distinct W 1,2 functions g1, g2 : S1 → Rn such that g(z) = Jg1(z)K +
Jg2(z)K ∀z ∈ S1;

(b1) There is a W 1,2 function γ : S1 → Rn such that g(z) =
∑

w2=z γ(w), where again
we are identifiying points z, w ∈ R2 with complex numbers.

This has a rather interesting consequence. We pass to polar coordinates on R2 and by the
Dir-minimality of ū we conclude that

(a1) The maps hi(θ, ρ) := ραgi(θ) are both harmonic functions, and indeed h1 = −h2;
(b1) The map ζ(θ, ρ) := ρ2αγ(θ) is an harmonic function and ζ(θ, ρ) = −ζ(θ + 2π, ρ);
(c1) For each (θ, ρ) we must have

f(θ, ρ) = Jg1(θ, ρ)K + Jg2(θ, ρ)K =
q
ζ( θ

2
, ρ1/2)

y
+

q
ζ( θ

2
+ π, ρ1/2)

y
.

However, it is rather easy to see that (a1), (b1) and (c1) are not compatible, except for
the trivial case f ≡ 2 J0K.

In fact the analysis above can be refined to give a classification-type result for tangent
functions ū.

Proposition 9.4 (Cf. [19, Proposition 5.1]). Let f : D → AQ(Rn) be a nontrivial, α-
homogeneous function which is Dir-minimizing. Assume in addition that η ◦ f = 0. Then,

(a) α = n∗

Q∗
∈ Q, with MCD (n∗, Q∗) = 1;

(b) there exist injective (R-)linear maps Lj : C→ Rn and kj ∈ N such that

f(x) = k0 J0K +
J∑
j=1

kj
∑
zQ∗=x

q
Lj · zn

∗y
=: k0 J0K +

J∑
j=1

kj Jfj(x)K . (48)

Moreover, J ≥ 1 and kj ≥ 1 for all j ≥ 1. If Q∗ = 1, either J ≥ 2 or k0 > 0.
(c) For any i 6= j and any x 6= 0, the supports of fi(x) and fj(x) are disjoint.
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9.4. Proof of Theorem 8.4 for m = 2. With Lemma 9.3 at hand, the proof of Theorem
8.4 for m = 2 is rather easy. Take a Dir-minimizing Q-valued function f and assume
without loss of generality that its domain Ω is connected. We claim now that, either
f = Q Jη ◦ fK on the disk, or

ΣQ := {x ∈ Ω : f(x) = Q Jη ◦ f(x)K

is discrete. Without loss of generality we can assume that η ◦ f ≡ 0, since as already
observed we can subtract the average from every sheet. In this case the claim reduces
to showing that the set ΣQ := {x : f(x) = Q J0K} is discrete. Fix a point p ∈ ΣQ:
we will indeed show that if p is the limit of a sequence {pj} ⊂ ΣQ \ {p}, then f must
necessarily vanish identically in a neighborhood of p: then the original claim would be a
simple consequence of the connectedness of Ω.

Fix thus such a p and without loss of generality assume it is the origin. If f does not
vanish identically on any Br(0), then obviously D(r) > 0 for every r and we can apply
Theorem 9.2 and the discussion of the previous sections. In particular, if we fix a sequence
of radii rj := 2|pj| and consider the corresponding blow-up sequence {u0,rj}, we conclude
that such a sequence converges to a nontrivial tangent function ū: nontrivial in the sense
that the energy must be 1 on D and thus ū cannot vanish identically. Hence, by Lemma
9.3, the origin is the only point p such that ū(p) = 0. On the other hand, up to extraction
of a subsequence, we can assume that pj/rj converges to some p̄ with |p̄| = 1

2
. But then,

since the u0,rj converge uniformly to ū on compact sets and u0,rj(pj) = Q J0K, we must
have u(p̄) = Q J0K, which is a contradiction.

At this point the proof of Theorem 8.4 in the case m = 2 is essentially complete. Indeed,
by the Hölder continuity of Dir-minimizers, in Ω \ΣQ f splits into simpler Dir-minimizing
functions and we can prove the claim of Theorem 8.4 by induction over Q. For instance,
the argument above suffices to show that the singularities of a planar 2-valued function
are isolated, since on the open set Ω \ Σ2 the function is locally the superposition of two
classical harmonic functions which assume nowhere the same value. So let Q = 3. In this
case, for each point p ∈ Ω \ Σ3 there is a neighborhood Up where u = u′ + u′′ where u′′ is
2-valued, u′ is 1-valued and spt(u′(q))∩ spt(u′′(q)) = ∅ for every q ∈ Up. We thus conclude
that the singular set of u is discrete in Ω \ Σ3 and hence countable. We then conclude
similarly by induction over Q.

However, as soon as Q ≥ 3 the latter argument does not imply the discreteness of
Sing(f). In particular it does not exclude the following model situation:

• Σ3 consists of a single point, say 0.
• There is a sequence of points {pj} ⊂ Ω \ {0} such that pj → p and the cardinality

of spt(u(pj)) equals 2 for every j. Namely u(pj) = 2 JPjK +
q
P ′j

y
for some Pj 6= P ′j ;

• spt(u(p)) has cardinality 3 for every p 6∈ {0} ∪ {pj : j ∈ N}, namely Sing(f) =
{0} ∪ {pj : j ∈ N}.

In order to prove Theorem 8.5 we need to exclude that such a distribution of singulari-
ties might occur for a Dir-minimizer, namely that “singularities with lower multiplicities”
cannot accumulate towards “a singularity with higher multiplicity”.
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9.5. The decay of the frequency function and uniqueness of tangent functions.
The reason why Theorem 8.4 can be improved to Theorem 8.5 in 2 dimension is that it
that the frequency function converges to its limit in a power-law fashion. More precisely
we have the following

Proposition 9.5 (Cf. [19, Proposition 5.2]). Let f ∈ W 1,2(D,AQ) be Dir-minimizing,
with Dir(f,D) > 0 and set α = I0,f (0) = I(0). Then, there exist constants γ > 0, C > 0,
H0 > 0 and D0 > 0 such that, for every 0 < r ≤ 1,

0 ≤ I(r)− α ≤ C rγ, (49)

0 ≤ H(r)

r2α+1
−H0 ≤ C rγ and 0 ≤ D(r)

r2α
−D0 ≤ C rγ. (50)

Although the proof of this result follows computations similar to those of [10], such a
statement for Dir-minimizer has appeared in [19] for the first time. A simple corollary of
(49) and (50) is the uniqueness of tangent functions.

Theorem 9.6 (Cf. [19, Theorem 5.3]). Let f : D→ AQ(Rn) be a Dir-minimizing Q-valued
functions, with Dir(f,D) > 0 and f(0) = Q J0K. Then, there exists a unique tangent map
ū to f at 0 (i.e. the maps u0,ρ defined in (47) converge locally uniformly to ū).

The reason for the decay in Proposition 9.5 plays a primary role in the proof of Theorem
4.4 as well and it is achieved integrating the following differential inequality

I ′(r) ≥ γ

r
(I(r)− α) . (51)

Recalling (44) the latter is equivalent to

rD′(r) ≥ (2γ + 4α)D(r)− 2α(α + γ

r
H(r) .

By a simple scaling argument we can assume r = 1. Moreover, by (40) we are left with
the inequality

(γ + 2α)D(1) ≤ α(α + γ)H(1) +

∫
S1

|∂τf |2 . (52)

In order to show the latter inequality we will use the centered harmonic extension. For
simplicity we assume that f |S1 is irreducible. So, for some integer smaller or equal to Q,
which by abuse of notation we keep denoting Q,

f(θ, 1) =

Q∑
j=1

r
γ
(
θ+2πj
Q

)z
where we are using polar coordinates (θ, r) and γ : S1 → Rn is a W 1,2 (classical!) function.

We might expand γ in Fourier series and give the corresponding representation for its
harmonic extension:

γ(θ) =
a0

2
+
∞∑
`=1

(a` cos `θ + b` sin `θ) ,
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ζ(θ, ρ) =
a0

2
+
∞∑
`=1

ρ`(a` cos `θ + b` sin `θ) .

The centered harmonic extension of f to D is then the map

g(θ, ρ) =
a0

2
+

Q∑
j=1

r
ζ
(
θ+2πj
Q

, ρ1/Q
)z

and straightforward computations give

D(1) ≤Dir(g,D) = π
∑
`

`(a2
` + b2

`) (53)

H(1) =Qπ
a2

0

2
+Qπ

∑
`

(a2
` + b2

`) (54)∫ 1

S
|∂τf |2 =

π

Q

∑
`

`2(a2
` + b2

`) . (55)

It then follows that, having fixed α > 0 and Q ∈ N, the inequality (52) certainly holds if
γ > 0 satisfies the inequality

(2α + γ) ` ≤ `2

Q
+ α (α + γ)Q, for every ` ∈ N \ {0} .

The latter can be rewritten as

γ Q (`− αQ) ≤ (`− αQ)2 for every ` ∈ N \ {0}. (56)

However, since ` varies among the positive natural numbers, the following real

γ0 = min{`− αQ : ` > αQ, ` ∈ N}
is positive and (56) is verified whenever γ < γ0/Q.

9.6. Proof of Theorem 8.5. In this section we will sketch the proof of Theorem 8.5,
which will serve as prototype for the approach to Theorem 4.4. We fix therefore a Dir-
minimizing Q-valued map f : Ω → AQ(Rn), where Ω ⊂ R2 is open, and a point x0 which
is singular for f . Without loss of generality we can assume that

(a) x0 = 0 and f(0) = Q J0K;
(b) f is irreducible in any neighborhood U of 0, namely it is not possible to write f |U

as f1 +f2 for 2 Qi-valued maps fi with Q1 +Q2 = Q and spt(f1(x))∩spt(f2(x)) = ∅
∀x ∈ U \ {0}.

For what concerns (b) note that if such a decomposition existed, then necessarily f1 and
f2 would be Dir-minimizing and thus we could just restrict to show that for each fi the
singularity at 0 is isolated (or 0 is a regular point). Since max{Q1, Q2} < Q, this process
must end somewhere and we are left with an irreducible Dir-minimizer.

Note next that, as in the proof of Theorem 8.4, we can subtract the average of the sheets
to f and assume that η ◦ f ≡ 0. We then proceed with our blow-up approach, namely we
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define the maps u0,r as in (47) and from the discussion of the previous subsection we infer
the following conclusions:

(i) u0,r converges (locally uniformly on R2) to a unique tangent function ū;
(ii) ū is Dir-minimizing and η ◦ ū ≡ 0;

(iii) ū is α-homogeneous, where α = limr↓0 I(r) is a positive real number.

Now, it turns out, from (i) and (ii) that

G(f(x), ū(x)) = o(|x|α) . (57)

From the latter decay property and (iii), it follows easily that ū must be itself irreducible
in any neighborhood of the origin, otherwise (b) would be violated. From Proposition 9.4,
it follows immediately that ū must necessarily have the following representation. First of
all α = n?/Q? for some integers n?, Q? with MCD(n?, Q?). Next, Q? > 1 and it is a divisor
of Q. Moreover, if we set Q1 = Q/Q?, then there is an injective linear map L : C→ Rn so
that

ū(w) =
∑

z:zQ?=w

Q1

q
L · zn?

y
. (58)

Note that any branch of z 7→ zQ
?

is conformal. Thus it is not difficult to see that (57)
and (58) together imply the existence of an r > 0 and of a Dir-minimizing Q̄-valued map
g : BrQ? → AQ1(Rn) such that

f(w) =
∑

z:zQ?=w

g(z) . (59)

So, our task is reduced to prove that either 0 is a regular point of g (which would happen
if and only if g is identically equal to Q1 Jη ◦ gK) or that 0 is an isolated singularity of g.

If 0 is a singular point of g, we can obviously repeat the entire process above, i.e. subtract
the average, find a nontrivial tangent map and reduce further g in a neighborhood of 0 to
a representation of the type (59) namely

g(w) =
∑

z:zQ̃=w

g2(z) ,

where g2 is Q2-valued, Q2Q̃ = Q1 and Q̃ > 1.
However each time that we apply this analysis the number of sheets Qi of the new

function decreases. So obviously the procedure must stop after a finite number of iterations
with a final function for which 0 is a regular point. In turn this implies that 0 is an isolated
singularity for our starting map f .

10. Preliminaries, notation and model singularity for Theorem 4.4

We are now ready to start describing the proof of Theorem 4.4. The underlying theme
is that we would like to set up a recursive blow-up procedure as in Section 9.6 above: the
precise statement will be given in Section 11. In this section we collect first a series of
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simplifying assumptions that can be made and which are useful to reduce several tech-
nicalities. We then introduce some devices which will be of fundamental importance in
setting up the recursive step, whose precise statement is given in Theorem 11.4.

For the notation concerning submanifolds Σ ⊂ R2+n we refer to [23, Section 1]. As in
the previous sections, with Br(p) and Br(x) we denote, respectively, the open ball with
radius r and center p in R2+n and the open ball with radius r and center x in R2. Cr(p)
and Cr(x) will always denote the cylinder Br(x) × Rn, where p = (x, y) ∈ R2 × Rn. We
will often need to consider cylinders whose bases are parallel to other 2-dimensional planes,
as well as balls in m-dimensional affine planes. We then introduce the notation Br(p, π)
for Br(p) ∩ (p + π) and Cr(p, π) for Br(p, π) + π⊥. ei will denote the unit vectors in the
standard basis, π0 the (oriented) plane R2 × {0} and ~π0 the 2-vector e1 ∧ e2 orienting
it. Given an m-dimensional plane π, we denote by pπ and p⊥π the orthogonal projections
onto, respectively, π and its orthogonal complement π⊥. Since π is used recurrently for
2-dimensional planes, the 2-dimensional area of the unit circle in R2 will be denoted by ω2.

10.1. Multivalued push-forwards, graphs, the area formula and the Taylor ex-
pansion of the mass. One first technical detail that we have to tackle concerns the
currents which are naturally induced by multivalued maps. Assume therefore to have fixed
a Lipschitz map F : Rm ⊃ Ω→ AQ(Rm+n) on a bounded open set Ω. Consider the regions

Mi and the functions f ji of Lemma 7.4. Through them we can define the “multivalued”
pushforward

TF :=
∑
i

(f ji ))] JMiK .

In a similar fashion we can define multivalued pushforwards when the domain Ω is a
Riemannian manifold with finite volume. Moreover the current naturally carried by the
graph of a multivalued function u can be defined using the pushforward through the map
x 7→

∑
i J(x, ui(x))K. Such current will be denoted by Gu, whereas for the set-theoretic

objects we will use the notation Im(F ) and Gr(u).
The currents introduced above are well-defined (namely they are independent of the

decomposition chosen in Lemma 7.4) and in fact the assumption of boundedness of Ω
and finiteness of the volume of M can be removed if F satisfies a suitable “properness”
assumption, cf. [20, Definition 1.2 & Definition 1.3]. Moreover, the usual formulas and
conclusions valid in the classical-valued setting holds in the multivalued case as well. We
record here some important conclusions.

Lemma 10.1 (Bilipschitz invariance, cf. [20, Lemma 1.8]). Let F : Σ → AQ(Rn) be a
Lipschitz and proper map, Φ : Σ′ → Σ a bilipschitz homeomorphism and G := F ◦Φ. Then,
TF = TG.

Lemma 10.2 (Q-valued area formula, cf. [20, Lemma 1.9]). Let Σ ⊂ RN be a Lipschitz
oriented submanifold, M ⊂ Σ a measurable subset and F : M → AQ(Rn) a proper Lipschitz
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map. For any bounded Borel function h : Rn → [0,∞[, we have∫
h(p) d‖TF‖(p) ≤

∫
M

∑
j

h(F j(x)) JF j(x) dHm(x) , (60)

where

JF j(x) =
∣∣DF j(x)]~e

∣∣ =
√

det((DF j(x))T ·DF j(x))

Equality holds in (60) if there is a set M ′ ⊂M of full measure for which

〈DF j(x)]~e(x), DF i(y)]~e(y)〉 ≥ 0 ∀x, y ∈M ′ and i, j with F i(x) = F j(y) . (61)

If (61) holds the formula is valid also for bounded real-valued Borel h with compact support.

Corollary 10.3 (Area formula for Q-graphs, cf. [20, Corollary 1.11]). Let Σ = Rm,
M ⊂ Rm and f : Σ → AQ(Rn) be a proper Lipschitz map. Then, for any bounded
compactly supported Borel h : Rm+n → R, we have∫

h(p) d‖Gf‖(p) =

∫
M

∑
i

h(x, fi(x))
(

1 +
m∑
k=1

∑
A∈Mk(Df i)

(detA)2
) 1

2
dx. (62)

Theorem 10.4 (Boundary of the push-forward, cf. [20, Theorem 2.1]). Let Σ be a Lipschitz
submanifold of RN with Lipschitz boundary, F : Σ → AQ(Rn) a proper Lipschitz function
and f = F |∂Σ. Then, ∂TF = Tf .

One crucial point in our discussions is the Taylor expansion of the mass of a multivalued
graph.

Corollary 10.5 (Expansion of M(Gf ), cf. [20, Corollary 3.3]). Assume Ω ⊂ Rm is an
open set with bounded measure and f : Ω → AQ(Rn) a Lipschitz map with Lip(f) ≤ c̄.
Then,

M(Gf ) = Q|Ω|+ 1

2

∫
Ω

|Df |2 +

∫
Ω

∑
i

R̄4(Dfi) , (63)

where R̄4 ∈ C1 satisfies |R̄4(D)| = |D|3L̄(D) for L̄ with Lip(L̄) ≤ C and L̄(0) = 0.

10.2. Preliminary assumptions. In the rest of these notes we will always make the
following

Assumption 10.6. T is an integral current of dimension 2 with bounded support and it
satisfies one of the three conditions (a), (b) or (c) in Theorem 4.4. Moreover

• In case (a), Σ ⊂ R2+n is a C3,ε0 submanifold of dimension 2 + n̄ = 2 + n− l, which
is the graph of an entire function Ψ : R2+n̄ → Rl and satisfies the bounds

‖DΨ‖0 ≤ c0 and A := ‖AΣ‖0 ≤ c0, (64)

where c0 is a positive (small) dimensional constant and ε0 ∈]0, 1[.
• In case (b) we assume that Σ = R2+n and that the semicalibrating form ω is C2,ε0 .
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• In case (c) we assume that T is supported in Σ = ∂BR(p0) for some p0 with
|p0| = R, so that 0 ∈ ∂BR(p0). We assume also that T0∂BR(p0) is R2+n−1 (namely
p0 = (0, . . . , 0,±|p0|) and we let Ψ : R2+n−1 → R be a smooth extension to the
whole space of the function which describes Σ in B2(0). We assume then that (64)
holds, which is equivalent to the requirement that R−1 be sufficiently small.

In other words:

(i) In case (b) we remove the ambient Riemannian manifold Σ thanks to Lemma 3.1.
(ii) In the cases (a) and (c) we assume that the ambient Riemannian manifold Σ is very

flat and globally graphical. Since out theorem has a local nature and is invariant
under rescalings, it is clear that the latter assumption is totally harmless.

Next we focus our attention on a point in the support of T , which we assume to be a
singular point: the goal is thus to prove that this point is isolated. By the discussion in
Section 4 we can then impose also the next conditions.

Assumption 10.7. In addition to Assumption 10.6 we assume the following:

(i) ∂T C2(0, π0) = 0;
(ii) 0 ∈ spt(T ) and the tangent cone at 0 is given by Θ(T, 0) Jπ0K where Θ(T, 0) ∈

N \ {0};
(iii) T is irreducible in any neighborhood U of 0 in the following sense: it is not possible

to find S, Z non-zero integer rectifiable currents in U with ∂S = ∂Z = 0 (in U),
T = S + Z and spt(S) ∩ spt(Z) = {0}.

10.3. Branching model. We next introduce the object with which we will model the
“most basic” singular behavior of a 2-dimensional area minimizing current: for each positive
natural number Q we will denote by BQ,ρ the flat Riemann surface which is a disk with a
conical singularity, in the origin, of angle 2πQ and radius ρ > 0. More precisely we have

Definition 10.8. BQ,ρ is topologically an open 2-dimensional disk, which we identify with
the topological space {(z, w) ∈ C2 : wQ = z, |z| < ρ}. For each (z0, w0) 6= 0 in BQ,ρ we
consider the connected component D(z0, w0) of BQ,ρ ∩ {(z, w) : |z − z0| < |z0|/2} which
contains (z0, w0). We then consider the smooth manifold given by the atlas

{(D(z, w)), (x1, x2)) : (z, w) ∈ BQ,ρ \ {0}} ,
where (x1, x2) is the function which gives the real and imaginary part of the first complex
coordinate of a generic point of BQ,ρ. On such smooth manifold we consider the following
flat Riemannian metric: on each D(z, w) with the chart (x1, x2) the metric tensor is the
usual euclidean one dx2

1 + dx2
2. Such metric will be called the canonical flat metric and

denoted by eQ.

When Q = 1 we can extend smoothly the metric tensor to the origin and we obtain
the usual euclidean 2-dimensional disk. For Q > 1 the metric tensor does not extend
smoothly to 0, but we can nonetheless complete the induced geodesic distance on BQ,ρ

in a neighborhood of 0: for (z, w) 6= 0 the distance to the origin will then correspond
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to |z|. The resulting metric space is a well-known object in the literature, namely a flat
Riemann surface with an isolated conical singularity at the origin (see for instance [48]).
Note that for each z0 and 0 < r ≤ min{|z0|, ρ− |z0|} the set BQ,ρ ∩ {|z − z0| < r} consists
then of Q nonintersecting 2-dimensional disks, each of which is a geodesic ball of BQ,ρ

with radius r and center (z0, wi) for some wi ∈ C with wQi = z0. We then denote each of
them by Br(z0, wi) and treat it as a standard disk in the euclidean 2-dimensional plane
(which is correct from the metric point of view). We use however the same notation for
the distance disk Br(0), namely for the set {(z, w) : |z| < r}, although the latter is not
isometric to the standard euclidean disk. Since this might create some ambiguity, we will
use the specification R2 ⊃ Br(0) when referring to the standard disk in R2.

10.4. Admissible Q-branchings. When one of (or both) the parameters Q and ρ are
clear from the context, the corresponding subscript (or both) will be omitted. We will
always treat each point of B as an element of C2, mostly using z and w for the horizontal
and vertical complex coordinates. Often C will be identified with R2 and thus the coor-
dinate z will be treated as a two-dimensional real vector, avoiding the more cumbersome
notation (x1, x2).

Definition 10.9 (Q-branchings). Let α ∈]0, 1[, b > 1, Q ∈ N \ {0} and n ∈ N \ {0}. An
admissible α-smooth and b-separated Q-branching in R2+n (shortly a Q-branching) is the
graph

Gr(u) := {(z, u(z, w)) : (z, w) ∈ BQ,2ρ} ⊂ R2+n (65)

of a map u : BQ,2ρ → Rn satisfying the following assumptions. For some constants Ci > 0
we have

• u is continuous, u ∈ C3,α on BQ,2ρ \ {0} and u(0) = 0;
• |Dju(z, w)| ≤ Ci|z|1−j+α ∀(z, w) 6= 0 and j ∈ {0, 1, 2, 3};
• [D3u]α,Br(z,w) ≤ Ci|z|−2 for every (z, w) 6= 0 with |z| = 2r;
• If Q > 1, then there is a positive constant cs ∈]0, 1[ such that

min{|u(z, w)− u(z, w′)| : w 6= w′} ≥ 4cs|z|b for all (z, w) 6= 0. (66)

The map Φ(z, w) := (z, u(z, w)) will be called the graphical parametrization of the Q-
branching.

Any Q-branching as in the Definition above is an immersed disk in R2+n and can be given
a natural structure as integer rectifiable current, which will be denoted by Gu. For Q = 1 a
map u as in Definition 10.9 is a (single valued) C1,α map u : R2 ⊃ B2ρ(0)→ Rn. Although
the term branching is not appropriate in this case, the advantage of our setup is that Q = 1
will not be a special case in the induction statement of Theorem 11.4 below. Observe that
for Q > 1 the map u can be thought as a Q-valued map u : R2 ⊃ B2ρ(0)→ AQ(Rn), setting
u(z) =

∑
(z,wi)∈B Ju(z, wi)K for z 6= 0 and u(0) = Q J0K. The notation Gr(u) and Gu is then

coherent with the notation introduced above for the (set-theoretic and measure-theoretic)
graphs of Q-valued maps.
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11. The inductive statement

Before coming to the key inductive statement, we need to introduce some more termi-
nology.

Definition 11.1 (Horned Neighborhood). Let Gr(u) be a b-separated Q-branching. For
every a > b we define the horned neighborhood Vu,a of Gr(u) to be

Vu,a := {(x, y) ∈ R2 × Rn : ∃(x,w) ∈ BQ,2ρ with |y − u(x,w)| < cs|x|a} , (67)

where cs is the constant in (66).

Definition 11.2 (Excess). Given an m-dimensional current T in Rm+n with finite mass,
its excess in the ball Br(x) and in the cylinder Cr(p, π

′) with respect to the m-plane π are

E(T,Br(p), π) := (2ωm r
m)−1

∫
Br(p)

|~T − ~π|2 d‖T‖ (68)

E(T,Cr(p, π
′), π) := (2ωm r

m)−1

∫
Cr(p,π′)

|~T − ~π|2 d‖T‖ . (69)

For cylinders we omit the third entry when π = π′, i.e. E(T,Cr(p, π)) := E(T,Cr(p, π), π).
In order to define the spherical excess we consider T as in Assumption 10.6 and we say
that π optimizes the excess of T in a ball Br(x) if

• In case (b)

E(T,Br(x)) := min
τ

E(T,Br(x), τ) = E(T,Br(x), π); (70)

• In case (a) and (c) π ⊂ TxΣ and

E(T,Br(x)) := min
τ⊂TxΣ

E(T,Br(x), τ) = E(T,Br(x), π) . (71)

11.1. Inductive assumption and inductive statement. Our main induction assump-
tion is then the following

Assumption 11.3 (Inductive Assumption). T is as in Assumption 10.6 and 10.7. For
some constants Q̄ ∈ N \ {0} and 0 < α < 1

2Q̄
there is an α-admissible Q̄-branching Gr(u)

with u : BQ̄,2 → Rn such that

(Sep) If Q̄ > 1, u is b-separated for some b > 1; a choice of some b > 1 is fixed also in the
case Q̄ = 1, although in this case the separation condition is empty.

(Hor) spt(T ) ⊂ Vu,a ∪ {0} for some a > b;
(Dec) There exist γ > 0 and a Ci > 0 with the following property. Let p = (x0, y0) ∈

spt(T ) ∩C√2(0) and 4d := |x0| > 0, let V be the connected component of Vu,a ∩
{(x, y) : |x − x0| < d} containing p and let π(p) be the plane tangent to Gr(u) at
the only point of the form (x0, u(x0, wi)) which is contained in V . Then

E(T V,Bσ(p), π(p)) ≤ C2
i d

2γ−2σ2 ∀σ ∈
[

1
2
d(b+1)/2, d

]
. (72)

The main inductive step is then the following theorem, where we denote by Tp,r the
rescaled current (ιp,r)]T , through the map ιp,r(q) := (q − p)/r.
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Theorem 11.4 (Inductive statement, cf. [25, Theorem 1.8]). Let T be as in Assumption
11.3 for some Q̄ = Q0. Then,

(a) either T is, in a neighborhood of 0, a Q multiple of a Q̄-branching Gr(v);
(b) or there are r > 0 and Q1 > Q0 such that T0,r satisfies Assumption 11.3 with

Q̄ = Q1.

Theorem 4.4 follows then easily from Theorem 11.4 and Section 4. In fact, by Theorem
4.2 T satisfies Assumption 11.3 with Q̄ = 1: it suffices to chose u ≡ 0 as admissible smooth
branching. If T were not regular in any punctured neighborhood of 0, we could then apply
Theorem 11.4 inductively to find a sequence of rescalings T0,ρj with ρj ↓ 0 which satisfy
Assumption 11.3 with Q̄ = Qj for some strictly increasing sequence of integers. It is how-
ever elementary that the density Θ(0, T ) bounds Qj from above, which is a contradiction.
Note the similarity with concluding argument of Section 9.6.

12. The overall approach to Theorem 11.4

From now on we fix T satisfying Assumption 11.3. Observe that, without loss of gener-
ality, we are always free to rescale homothetically our current T with a factor larger than 1
and ignore whatever portion falls outside C2(0). We will do this several times, with factors
which will be assumed to be sufficiently large. Hence, if we can prove that something holds
in a sufficiently small neighborhood of 0, then we can assume, withouth loss of generality,
that it holds in C2. For this reason we can assume that the constants Ci in Definition
10.9 and Assumption 11.3 are as small as we want. In turns this implies that there is a
well-defined orthogonal projection P : Vu,a ∩C1 → Gr(u) ∩C2, which is a C2,α map.

By the constancy theorem, (P](T C1)) C1/2 coincides with the current QGu C1/2

(again, we are assuming Ci in Definition 10.9 sufficiently small), where Q ∈ Z. If Q
were 0, condition (Dec) in Assumption 11.3 and a simple covering argument would imply
that ‖T‖(C1/2(0)) ≤ C0C

2
i , where C0 is a geometric constant. In particular, when Ci is

sufficiently small, this would violate, by the monotonicity formula, the assumption 0 ∈
spt(T ). Thus Q 6= 0. On the other hand condition (Dec) in Assumption 11.3 implies also
that Q must be positive (again, provided Ci is smaller than a geometric constant).

Now, recall from [27, Theorem 3.1] that the density Θ(p, T ) is a positive integer at
any p ∈ spt(T ) \ spt(∂T ). Moreover, the rescaled currents T0,r converge to Θ(0, T ) Jπ0K.
It is easy to see that the rescaled currents (Gu)0,r converge to Q̄ Jπ0K and that (P]T )0,r

converges to Θ(0, T ) Jπ0K. We then conclude that Θ(0, T ) = Q̄Q.
We summarize these conclusions in the following lemma, where we also claim an addi-

tional important bound on the density of T outside 0, which will be proved later.

Lemma 12.1 (Cf. [24, Lemma 2.1]). Let T and u be as in Assumption 11.3 for some
Q̄ and sufficiently small Ci. Then the nearest point projection P : Vu,a ∩ C1 → Gr(u)
is a well-defined C2,α map. In addition there is Q ∈ N \ {0} such that Θ(0, T ) = QQ̄
and the unique tangent cone to T at 0 is QQ̄ Jπ0K. Finally, after possibly rescaling T ,
Θ(p, T ) ≤ Q for every p ∈ C2 \ {0} and, for every x ∈ B2(0), each connected component
of ({x} × Rn) ∩Vu,a contains at least one point of spt(T ).
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Since we will assume during the rest of the paper that the above discussion applies, we
summarize the relevant conclusions in the following

Assumption 12.2. T satisfies Assumption 11.3 for some Q̄ and with Ci sufficiently small.
Q ≥ 1 is an integer, Θ(0, T ) = QQ̄ and Θ(p, T ) ≤ Q for all p ∈ C2 \ {0}.

The overall plan to prove Theorem 11.4 is then the following:

(CM) We construct first a branched center manifold, i.e. a second admissible smooth
branching ϕ on BQ̄, and a corresponding Q-valued map N defined on the normal
bundle of Gr(ϕ), which approximates T with a very high degree of accuracy (in
particular more accurately than u) and whose average η ◦N is very small;

(BU) Assuming that alternative (a) in Theorem 11.4 does not hold, we study the asymp-
totic behavior of N around 0 and use it to build a new admissible smooth branching
v on some BkQ̄ where k ≥ 2 is a factor of Q: this map will then be the one sought
in alternative (b) of Theorem 11.4 and a suitable rescaling of T will lie in a horned
neighborhood of its graph.

The first part of the program is achieved in [24], whereas the second part is completed in
[25]. Note that, when Q = 1, from (BU) we will conclude that alternative (a) necessarily
holds: this will be a simple corollary of the general case, but we observe that it could also
be proved resorting to the classical Allard’s regularity theorem. For poth portions of the
proof of Theorem 11.4, namely for (CM) and (B) described above, we can formulate a
single main statement, for which we refer to Theorem 13.3 and Theorem 14.1 below. The
inductive step, namely Theorem 11.4, is then a direct consequence of these two “pieces”,
although some nontrivial argument is still needed, cf. [25, Section 2.3] for the details.

13. The center manifold

In order to carry on the plan outlined in the previous subsection, it is convenient to use
parametrizations of Q-branchings which are not graphical but instead satisfy a suitable
conformality property.

If we remove the origin, any admissible Q-branching is a Riemannian submanifold of
R2+n \{0}: this gives a Riemannian tensor g := Φ]e (where e denotes the euclidean metric
on R2+n) on the punctured disk BQ,2ρ \{0}. Note that in (z, w) the difference between the
metric tensor g and the canonical flat metric eQ can be estimated by (a constant times)
|z|2α: thus, as it happens for the canonical flat metric eQ, when Q > 1 it is not possible
to extend the metric g to the origin. However, using well-known arguments in differential
geometry, we can find a conformal map from BQ,r onto (a neighborhood of 0 in) Gr(u)
which maps the conical singularity of BQ,r in the conical singularity of the Q-branching
Gr(u). In fact, we need the following accurate estimates for such a map.

Proposition 13.1 (Conformal parametrization, cf. [24, Proposition 2.4]). Given an ad-
missible b-separated α-smooth Q-branching Gr(u) with α < 1/(2Q) there exist a constant
C0(Q,α) > 0, a radius r > 0 and functions Ψ : BQ,r → Gr(u) and λ : BQ,r → R+ such
that

(i) Ψ is a homeomorphism of BQ,r with a neighborhood of 0 in Gr(u);
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(ii) Ψ ∈ C3,α(BQ,r \ {0}), with the estimates

|Dl
(
Ψ(z, w)− (z, 0)

)
| ≤C0Ci|z|1+α−l for l = 0, . . . , 3, z 6= 0 , (73)

[D3Ψ]α,Br(z,w) ≤C0Ci|z|−2 for z 6= 0 and r = |z|/2 ; (74)

(iii) Ψ is a conformal map with conformal factor λ, namely, if we denote by e the
ambient euclidean metric in R2+n and by eQ the canonical euclidean metric of BQ,r,

g := Ψ]e = λ eQ on BQ,r \ {0}. (75)

(iv) The conformal factor λ satisfies

|Dl(λ− 1)(z, w)| ≤C0Ci|z|2α−l for l = 0, 1, . . . , 2 (76)

[D2λ]α,Br(z,w) ≤C0Ci|z|α−2 for z 6= 0 and r = |z|/2 . (77)

A proof of Proposition 13.1 is given in the appendix of [24].

Definition 13.2. A map Ψ as in Proposition 13.1 will be called a conformal parametriza-
tion of an admissible Q-branching.

We are finally ready to state the theorem which identifies our center manifold.

Theorem 13.3 (Center Manifold Approximation, cf. [24, Theorem 2.6]). Let T be as
in Assumptions 11.3 and 12.2. Then there exist η0, γ0, r0, C > 0, b > 1, an admissible
b-separated γ0-smooth Q̄-branching M, a corresponding conformal parametrization Ψ :
BQ̄,2 →M and a Q-valued map N : BQ̄,2 → AQ(R2+n) with the following properties:

(i) Q̄Q = Θ(T, 0) and

|D(Ψ(z, w)− (z, 0))| ≤Cm1/2
0 |z|γ0 (78)

|D2Ψ(z, w)|+ |z|−1|D3Ψ(z, w)| ≤Cm1/2
0 |z|γ0−1 ; (79)

in particular, if we denote by AM the second fundamental form of M\ {0},

|AM(Ψ(z, w))|+ |z|−1|DMAM(Ψ(z, w))| ≤ Cm
1/2
0 |z|γ0−1 .

(ii) N i(z, w) is orthogonal to the tangent plane, at Ψ(z, w), to M.
(iii) If we define S := T0,r0, then spt(S) ∩ C1 \ {0} is contained in a suitable horned

neighborhood of the Q̄-branching, where the orthogonal projection P onto it is well-
defined. Moreover, for every r ∈]0, 1[ we have

‖N |Br‖0 + sup
p∈spt(S)∩P−1(Ψ(Br))

|p−P(p)| ≤ Cm
1/4
0 r1+γ0/2 . (80)

(iv) If we define

D(r) :=

∫
Br

|DN |2 and H(r) :=

∫
∂Br

|N |2 ,

F(r) :=

∫ r

0

H(t)

t2− γ0
dt and Λ(r) := D(r) + F(r) ,
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then the following estimates hold for every r ∈]0, 1[:

Lip(N |Br) ≤C min{Λη0(r),mη0

0 r
η0} (81)

mη0

0

∫
Br

|z|γ0−1|η ◦ N (z, w)| ≤C Λη0(r) D(r) + C F(r) . (82)

(v) Finally, if we set

F (z, w) :=
∑
i

JΨ(z, w) + N i(z, w)K ,

then

‖S −TF ‖
(
P−1(Ψ(Br))

)
≤C Λη0(r) D(r) + C F(r) . (83)

14. The blow up

We are now ready for the second main piece of the proof of Theorem 11.4, which is the
analysis of the asymptotic behaviour of N around the origin.

In order to state it, we agree to define W 1,2 functions on B in the following fashion:
removing the origin 0 from B we have a C3

loc (flat) Riemannian manifold embedded in R4

and we can define W 1,2 maps on it following [19]. Alternatively we can use the conformal
parametrization W : R2 = C→ BQ̄ given by W(z) = (zQ̄, z) and agree that u ∈ W 1,2(BQ̄)
if u ◦W is in W 1,2(R2). Since discrete sets have zero 2-capacity, it is immediate to verify
that these two definitions are equivalent.

In a similar fashion, we will ignore the origin when integrating by parts Lipschitz vector
fields, treating BQ̄ as a C1 Riemannian manifold. It is straightforward to show that our
assumption is correct, for instance removing a disk of radius ε centered at the origin,
integrating by parts and then letting ε ↓ 0.

Theorem 14.1 (Blowup Analysis, cf. [25, Theorem 2.8]). Under the assumptions of
Theorem 13.3, the following dichotomy holds:

(i) either there exists s > 0 such that N |Bs ≡ Q J0K;
(ii) or there exist constants I0 > 1, a0, r̄, C > 0 and an I0-homogeneous nontrivial

Dir-minimizing function g : BQ̄ → AQ(R2+n) such that
– η ◦ g ≡ 0,
– g =

∑
i J(0, ḡi, 0)K, where ḡi(x) ∈ Rn̄ and (0, ḡi(x), 0) ∈ R2 × Rn̄ × Rl,

– and the following estimates hold:

G
(

N (z, w), g(z, w)
)
≤ C|z|I0+a0 ∀ (z, w) ∈ BQ, |z| < r̄, (84)∫

Br+ρ\Br−ρ
|DN |2 ≤ C r2I0+a0 + C r2I0−1 ρ ∀ 4 ρ ≤ r < 1, (85)

H(r) ≤ C rD(r) ∀ r < 1. (86)

Remark 14.2. Note that, when Q̄ = Θ(T, 0), we necessarily have Q = 1 and the sec-
ond alternative is excluded. In particular we conclude that T coincides with JMK in a
neighborhood of 0 and thus it is a regular submanifold in a punctured neighborhood of 0.
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Remark 14.3. By a simple dyadic argument it follows from (85) and (86) that∫
Br

|DN |2 ≤ C r2I0 and F(r) ≤ C r2I0+γ0 ∀ r < 1. (87)

At this point, having split the proof of Theorem 4.4 into the two Theorems 13.3 and
14.1, we will dedicate the remaining sections to an informal description of their proofs.

15. An informal description of the construction of M and N

15.1. The nonbranched center manifold. Let us look again at the proof of Theorem
8.4 given in Section 9.2. If we understand the case of a Dir-minimizing functions f as a
model, the role of the center manifold is in fact taken by the average of the sheets η ◦ f :
thanks to some reminiscence of the linear structure of classical harmonic functions, η ◦f is
harmonic and we can subtract it from all the sheets to gain a “well-balanced” Dir minimizer
f̄ :=

∑
i Jfi − η ◦ fK. Hence, the graph of η ◦ f should guide us to understand the role

of the center manifold M of Theorem 13.3 and the map f̄ should be substituted, in some
sense, by N .

For simplicity let us look at the “starting situation” of our inductive proof of Theorem 4.4
and discuss the construction of the very first center manifold M. More precisely consider
Theorem 11.4 in the case Q̄ = 1. In this caseM is parametrized by B1,2 and will therefore
be a C1,α graph over the reference plane R2 × {0} = π0. Our starting assumption is then
that the excess E(T,Cr) decays like a power of r.

One first attempt would be to first approximate the current T with a Lipschitz graph
and then take the average of such approximation to build M. Although it is possible to
approximate T rather accurately with the graph Gf of a Lipschitz map (as we will see in
the next section), the graph of the average η ◦ f will not be a satisfactory center manifold
M for at least two fundamental reasons.

(R) First of allM is, a-priori, not regular enough: even if the current T were already a
Q-valued graph, the nonlinearity of the problem does not give any partial differential
equation for the average of the sheets. We will need therefore an appropriate
regularization mechanism.

(L) Secondly, the approximation N should be accurate at every scale where the current
T is very flat and its sheets are very close, otherwise the estimate (82) could not
hold (observe that the left hand side is linear in N , whereas the right and side is
essentially quadratic).

If the first issue can be considered a minor one, since we have several tools to regularize
classical maps, the second issue is more serious and it is clear that we would like to “localize”
our Lipschitz approximation. Namely, for any point p we would like to identify a first scale
at which the current has either some well separated sheets or it is not very flat: at that
scale we would like to take a good Lipschitz approximation f and regularize its average.
The graph of such regularization would then be a local model for the center manifold and
we would thus like to patch all these local models together in a smooth (more specifically
C3) submanifold. Now it is clear that (R) and (L) together pose a lot of difficulties: on
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the one hand we might be forced to regularize functions at small scales, on the other hand
we still hope that our “patchwork” M stays C3.

An efficient way to perform the desired localization procedure is to use a Whitney type
decomposition of the reference plane R2 × {0} and introduce corresponding stopping time
conditions for the refining of cubes, cf. [17] and Section 17.2 below for a thorough explana-
tion. Assuming to have constructedM in the fashion described above, we then follow the
same principle as in [21] to build the approximating map N : around a given point we first
identify the “stopping scale” and hence we consider the approximation f for which M is
essentially a perturbation of η◦f ; at this point we “reparametrize”M using the curvilinear
coordinates induced by the normal bundle of M, in particular the map N coincides with
such reparametrization in that region.

The latter reparametrization step is literally the same as in [21]: cf. [24, Section 9].
The major differences between the papers [21] and [24] are instead in the construction
of M. First of all observe that we need a suitable Lipschitz approximation in “straight
coordinates” when the cylindrical excess of the current T is small. For the area minimizing
case (i.e. (a) of Theorem 4.4) this is already accomplished in [23] and no additional work
is needed. There are instead several adjustments to be done in the cases (b) and (c) of
Theorem 4.4 to the proof of [23]. These are accomplished in the separate note [26] and will
be described in the next section.

The actual construction of the branched center manifold M of Theorem 13.3 differs
substantially from the construction of [21] even in the area minimizing case (a) and it
requires a lot more work especially in the cases (b) and (c). A more detailed idea of the
proof will be given in the subsequent sections: in the next paragraph we want to highlight
the additional challenges that we have to face compared to [21].

15.2. New challanges. A first major difference between the papers [21] and [24] is that
the center manifold of Theorem 13.3 must necessarily contain the origin, whereas this is
not the case for the corresponding object constructed in [21]. In particular the construction
of [21] would guarantee that the origin is contained in M only if the decay of the excess
around 0 would be sufficiently close to be quadratic. However Theorem 4.2 guarantees
only a small power of r and we cannot hope to do any better: for the holomorpic curve
{(z, w) : zQ = wQ+1} the decay of the excess at the origin is of the order r2/Q.

In order to guarantee that the origin is contained inM we need to introduce more sophis-
ticated conditions to identify the scale at which one should perform the straight approxi-
mation f : in particular a new parameter, the distance from the origin, must be included
in the stopping condition. For this reason the starting configuration of the Whitney-type
recursive procedure which identifies the correct “stopping scale” must start from a decom-
position of (R2 \{0})×{0} in dyadic cubes L such that their sidelength and their distance
from the origin are comparable. It must also be noticed that the new parameter in the
stopping time conditions must be carefully tuned with the several others in order to reach
the correct estimates. Such fine tuning requires a delicate analysis.
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A second obvious difference between [21] and [24] is that in Theorem 13.3 we need in
fact to construct “branched” center manifolds as soon as Q̄ > 1. Although this is only a
technical point, which is solved introducing a Whitney decomposition of the flat Riemann
surface BQ \ {0}, its solution requires care in terminology and notation.

Finally, the most important difference between [21] and [24] is in the regularization
procedure mentioned in (R). In the paper [21] such regularization procedure is achieved
by convolution with a smooth kernel which satisfies some momentum conditions. In [24]
we have realized that the latter “ad hoc” method can in fact be replaced by a much more
general and efficient PDE method: the regularization procedure for η ◦ f consists then
in solving an appropriate linear (nonhomogeneous) elliptic system of partial differential
equations. Especially in case (b) of Theorem 4.4 such system differs from the Laplace
equation because of additional zero and first order terms. A regularization by convolution,
if possible at all, would then require a quite special choice of the kernel. The PDE approach
is rather flexible, since the relevant system of partial differential equations can be identified
following a suitable linearization procedure.

16. Lipschitz approximation

Based on the intuition that a “sufficiently flat” area minimizing current is close to the
graph of a Dir-minimizing multivalued function, we wish now to use the theory of multi-
valued Dir-minimizers to infer some interesting information upon area minimizing currents
in a region where they are rather flat, i.e. the tangent planes are almost parallel to a given
one (at least in an average sense). Such regions will then be cylinders Cr(x) where the
excess is sufficiently small.

If T is a 2-dimensional integral current without boundary in Cr(0), a Lipschitz u :
Br(0) → AQ(Rn) is an efficient approximation if M(T −Gu) is small (compared to r2).
Since Gu is, in a “loose” sense a Q-fold cover of Br(0), namely (pπ0)]Gu = Q JBr(0)K,
this condition must hold for a well-approximated current T as well. A fundamental step
in the proof of Theorem 4.4 is then the following approximation result. Since it can be
stated and proved with essentially no additional effort in the general case of m-dimensional
currents, we present the general results: of course for the purpose of proving Theorem 4.4
the relevant case is m = 2.

First of all we start stating the approximation theorem in the case of area minimizing
currents, following [23].

Assumption 16.1. Σ ⊂ Rm+n is a C2 submanifold of dimension m+ n̄ = m+n− l, which
is the graph of an entire function Ψ : Rm+n̄ → Rl and satisfies the bounds

‖DΨ‖0 ≤ c0 and A := ‖AΣ‖0 ≤ c0, (88)

where c0 is a positive (small) dimensional constant. T is an integral current of dimension
m with bounded support contained in Σ and which, for some open cylinder C4r(x) (with
r ≤ 1) and some positive integer Q, satisfies

p]T C4r(x) = Q JB4r(x)K and ∂T C4r(x) = 0 , (89)

where p : Rm+n → Rm× denotes the orthogonal projection onto the first factor.
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If we denote by p⊥π the projection of Rm+n onto some plane π, then a quantity which will
play a crucial role in the following discussion is the “height” of the current T in a given
set E compared to some reference plane π, namely

h(T,E, π) := sup{|p⊥π (z − w)| : z, w ∈ spt(T ) ∩ E} .

Theorem 16.2 (Strong approximation, cf. [23, Theorem 1.4]). There exist constants
C, γ1, ε1 > 0 (depending on m,n, n̄, Q) with the following property. Assume that T is area
minimizing, satisfies Assumption 16.1 in the cylinder C4 r(x) and E = E(T,C4 r(x)) < ε1.
Then, there is a map f : Br(x) → AQ(Rn), with Gr(f) ⊂ Σ, and a closed set K ⊂ Br(x)
such that

Lip(f) ≤ CEγ1 + CAr, (90)

Gf (K × Rn) = T (K × Rn) and |Br(x) \K| ≤ C Eγ1
(
E + r2 A2

)
rm, (91)∣∣∣∣‖T‖(Cσ r(x))−Qωm (σ r)m − 1

2

∫
Bσ r(x)

|Df |2
∣∣∣∣ ≤ C Eγ1

(
E + r2 A2

)
rm ∀ 0 < σ ≤ 1.

(92)

If in addition h(T,C4r(x), π0) ≤ r, then

osc (f) ≤ Ch(T,C4r(x), π0) + C(E
1/2 + rA) r , (93)

where osc (f) := sup{|p− q| : p ∈ spt(f(x)), q ∈ spt(f(y)), x, y ∈ Br(x)}.

The ideas of the proof of Theorem 16.2 are described in [17, Section 10]. In our context,
we need a more general version of Theorem 16.2, where the area minimizing assumption
is relaxed so to include the cases (b) and (c) in Theorem 4.4. In fact, since in case (c) the
cone T×× p is area minimizing, it is not difficult to see that the latter can be covered by a
suitable modification of the arguments in [23]. A more delicate point is instead to include
case (b).

In [26] we treat in fact a very general situation, which includes (b) as a very particular
case. More precisely we prove that

Proposition 16.3. There exist constants M,C21, β0, ε21 > 0 (depending on m,n,Q) with
the following property. Assume that T ∈ Im(Rm+n) is Ω-minimal (namely it satisfies (3)),
that (89) holds in the cylinder C4r(x) and E = E(T,C4r(x)) < ε21. Then, there exist a
map f : Br(x)→ AQ(Rn) and a closed set K ⊂ Br(x) satisfying

Lip(f) ≤ C21E
β0 + C21Ωr in case (a) and (c) , (94)

Gf (K × Rn) = T (K × Rn) and |Br(x) \K| ≤ C21E
β0
(
E + r2Ω2

)
rm , (95)∣∣∣‖T‖ (Cr(x))−Qωmrm −

1

2

∫
Br(x)

|Df |2
∣∣∣ ≤ C21E

β0
(
E + r2Ω2

)
rm . (96)

If in addition h(T,C4r(x)) ≤ r, then

osc(f) ≤ C21h(T,C4r(x)) + C21(E1/2 + rΩ)r . (97)
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16.1. Truncations and homotopy lemma. Although the general strategy of the proof
of the latter Proposition is that of [23] for Theorem 16.2, several adjustments must be
made when the arguments of [23] use the minimality condition. To this aim, [26] supplies
suitable constructions of currents S to which the condition (3) can be applied in order
to infer the necessary estimates which in [23] would be an easy consequence of the area
minimizing assumption. Of course some care must be taken in order to show that the error
terms which are generated are under control and the main ingredients are essentially the
following ones.

The first is borrowed directly from [23], cf. [17, Section 10.3] for a thorough explanation.

Definition 16.4 (Maximal function of the excess measure, cf. [26, Proposition 1.7]). Given
a current T as in Assumption 10.6 we introduce the “non-centered” maximal function of
eT :

meT (y) := sup
y∈Bs/2(w)⊂B4r(x)

eT (Bs(w))

ωm sm
= sup

y∈Bs/2(w)⊂B4r(x)

E(T,Cs(w)).

Notice that with respect to [23, Definition 2.1], we define the Maximal function taking
the supremum over balls of radius s/2 and not s. This is just a technicality which allows to
construct the Lipschitz approximation of the next Proposition in the ball of radius 7r/2.

Proposition 16.5 (Lipschitz approximation; cf. [23, Proposition 2.2]). There exists a
constant C22(m,n,Q) > 0 with the following property. Let T be as in Proposition 16.3 in
the cylinder C4s(x). Set E = E(T,C4r(x)), let 0 < δ < 1 be such that

r0 := 16
m

√
E

δ
< 1,

and define K :=
{
meT < δ

}
∩B7r/2(x). Then, there is v ∈ Lip(B7r/2(x),AQ(Rn)) such that

Lip(v) ≤ C22 δ
1/2,

Gv (K × Rn) = T (K × Rn),

|Bs(x) \K| ≤ 10m

δ
eT

(
{meT > 2−mδ} ∩Bs+r0s(x)

)
∀ s ≤ 7r

2
. (98)

When δ = E2β, the map u given by the proposition will be called, consistently with the
terminology introduced in [23], Eβ-Lipschitz approximation of T in C7r/2(x).

The main new ingredient of [26] is then the following lemma, which is achieved using a
suitable “homotopy construction”, namely interpolating between the graphs of the maps
f and g below.

Lemma 16.6 (Homotopy Lemma, cf. [26, Lemma 3.1]). Let T be an Ω-almost minimizer
which satisfies (89). There are positive dimensional constants ε22 and C25 such that, if
E = E(T,C4r(x)) ≤ ε22, then the following holds. For every R ∈ Im(C3r(x)) such that
∂R = ∂(T C3r(x)), we have

‖T‖(C3r(x)) ≤M(R) + C25r
m+1ΩE

1/2 . (99)
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Moreover, let β ≤ 1
2m

, s ∈]r, 2r[, R = Gg Cs(x) for some Lipschitz map g : Bs → AQ(Rn)

with Lip(g) ≤ 1 and f be the Eβ-approximation of T in C3r. If f = g on ∂Bs and
P ∈ Im(Rm+n) is such that ∂P = ∂((T −Gf ) Cs), then

‖T‖(Cs(x)) ≤M(Gg) + M(P ) +C25Ω
(
E

3/4rm+1 + (M(P ))1+1/m +

∫
Bs(x)

G(f, g)
)
. (100)

17. The construction of the branched center manifold

As already mentioned, the graph of the average η◦f in Proposition 16.3 provides a rather
good model for the branched center manifold at scales where the excess or the height are
small, but at least one of them is not too small. In order to identify these scales, an efficient
strategy is to set up a Whitney type refining procedure of a suitable cubical subdivision
of the rerefence BQ̄,2. Recall that we have a T satisfying Assumption 11.3. We then start
the refining procedure on some cubical subdivision of the model BQ̄,2 \ {0}, where where
the squares become smaller and smaller as they approach the origin. For each square L
we look at the map u of Assumption 11.3 restricted on L and focus on the portion of the
horned neighborhood Vu,a (see again Assumption 11.3) which contains the graph of u|L.
We take the portion of the current T which is lying in this open set and we then look at
the excess of this current in a ball which has side comparable to the side of L. If the excess
and the height are both rather small, we then refine the square L in 4 squares of half the
side of L. Otherwise we keep L.

This process is repeated (respecting a certain order in the selection of the squares, see
the section below for the details). However, if we take this procedure literally we might
end up with nearby squares whose side ratios are not controlled. In order to avoid this we
also stop the subdivision of squares in any square which is adjacent to another one where
the subdivision was stopped at an earlier state of the process.

At the end of this procedure we are left with a closed subset Γ of BQ̄,2\{0} and a suitable
subdivision of its complement in dyadic squares. In each square of the final subdivision we
wish to select a suitable cylinder where we apply Proposition 16.3. In this region we will
use the graph of the average of the sheets of the approximation as model for the center
manifold, which will be written as a graph over L of a suitable map. The latter maps will
be then smoothed and patched together with a partition of unity: after showing that the
resulting function extends (smoothly) to Γ, its graph will constitute the center manifold
M of Theorem 13.3.

17.1. Choice of some parameters and smallness of some other constants. As in
[21] the construction of the center manifold involves several parameters. Three of them
will appear as exponents of the two relevant lenghtscales (sidelength of the specific square
and distance to the origin) in several estimates.

Assumption 17.1. Let T be as in Assumptions 11.3 and 12.2 and in particular recall the
exponents ᾱ, b, a and γ defined therein. We choose the positive exponents γ0, β2 and δ1 (in
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the given order) so that

γ0 < min{γ, ᾱ, a− b, b− b+1
2
, log2

6
5
} (101)

β2 < min{ε0,
γ0

4
, a
b
− 1, ᾱ

2
, β0γ0

2
} b > 1+b

2
(1 + β2) (102)

β2 − 2δ1 ≥ β2

3
β0(2− 2δ1)− 2δ1 ≥ 2β2 (103)

(where β0 is the constant of [26, Theorem 1.5] and we assume it is smaller than 1/2)

Having fixed γ0, β2 and δ1 we introduce five further parameters: M0, N0, Ce, Ch and
ε2. We will impose several inequalities upon them, but following a very precise hierarchy,
which ensures that all the conditions required in the remaining statements can be met.
We will use the term “geometric” when such conditions depend only upon n̄, n,Q, Q̄, γ0, β2

and δ1, whereas we keep track of their dependence on M0, N0, Ce and Ch using the notation
C = C(M0), C(M0, N0) and so on. ε2 is always the last parameter to be chosen: it will be
small depending upon all the other constants, but constants will never depend upon it.

Assumption 17.2 (Hierarchy of the parameters). In all the subsequent statements

• M0 ≥ 4 is larger than a geometric constant and N0 is a natural number larger than
C(M0); one such condition is recurrent and we state it here:

√
2M0210−N0 ≤ 1 ; (104)

• Ce is larger than C(M0, N0);
• Ch is larger than C(M0, N0, Ce);
• ε2 > 0 is smaller than c(M0, N0, Ce, Ch) > 0.

17.2. Whitney decomposition of BQ̄,2. From now on we will use B for BQ̄,2, since the
positive natural number Q̄ is fixed for the rest of our discussions. In this section we show
how to decompose B \ {0} suitably. More precisely, a closed subset L of B will be called
a dyadic square if it is a connected component of B ∩ (H × C) for some euclidean dyadic
square H = [a1, a1 + 2`]× [a2, a2 + 2`] ⊂ R2 = C with

• ` = 2−j, j ∈ N, j ≥ 2, and a ∈ 21−jZ2;
• H ⊂ [−1, 1]2 and 0 6∈ H.

Observe that L is truly a square, both from the topological and the metric point of view.
2` is the sidelength of both H and L. Note that B ∩ (H × C) consists then of Q̄ distinct
squares L1, . . . , LQ̄. zH := a + (`, `) is the center of the square H. Each L lying over H
will then contain a point (zH , wL), which is the center of L. Depending upon the context
we will then use zL rather than zH for the first (complex) component of the center of L.

The family of all dyadic squares of B defined above will be denoted by C . We next
consider, for j ∈ N, the dyadic closed annuli

Aj := B ∩
(
([−2−j, 2−j]2\]− 2−j−1, 2−j−1[2)× C

)
.

Each dyadic square L of B is then contained in exactly one annulus Aj and we define
d(L) := 2−j−1. Moreover `(L) = 2−j−k for some k ≥ 2. We then denote by C k,j the
family of those dyadic squares L such that L ⊂ Aj and `(L) = 2−j−k. Observe that,
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for each j ≥ 1, k ≥ 2, C k,j is a covering of Aj and that two elements of C k,j can only
intersect at their boundaries. Moreover, any element of C k,j can intersect at most 8 other
elements of C k,j. Finally, we set C k :=

⋃
j≥2 C k,j. Observe now that C k covers a punctured

neighborhood of 0 and that if L ∈ C k, then

• L intersects at most 9 other elements J ∈ C k;
• If L ∩ J 6= ∅, then `(J)/2 ≤ `(L) ≤ 2`(L) and L ∩ J is either a vertex or a side of

the smallest among the two.

More in general if the intersection of two distinct elements L and J in C =
⋃
k C k has

nonempty interior, then one is contained in the other: if L ⊂ J we then say that L is a
descendant of J and J an ancestor of L. If in addition `(L) = `(J)/2, then we say that L
is a son of J and J is the father of L. When L and J intersect only at their boundaries,
we then say that L and J are adjacent.

Next, for each dyadic square L we set rL :=
√

2M0`(L). Note that, by our choice of N0,
we have that:

if L ∈ C k,j and k ≥ N0, then C64rL(zL) ⊂ C21−j \C2−2−j . (105)

In particular Vu,a ∩C64rL(zL) consists of Q̄ connected components and we can select the
one containing (zL, u(zL, wL)), which we will denote by VL. We will then denote by TL the
current T VL. According to Lemma 12.1, VL ∩ {zL} × Rn contains at least one point of
spt(T ): we select any such point and denote it by pL = (zL, yL). Correspondingly we will
denote by BL the ball B64rL(pL).

Definition 17.3. The height of a current S in a set E with respect to a plane π is given
by

h(S,E, π) := sup{|p⊥π (p− q)| : p, q ∈ spt(S) ∩ E} . (106)

If E = Cr(p, π) we will then set h(S,Cr(p, π)) := h(S,Cr(p, π), π). If E = Br(p), T
is as in Assumption 10.6 and p ∈ Σ (in the cases (a) and (c) of Theorem 4.4), then
h(T,Br(p)) := h(T,Br(p), π) where π gives the minimal height among all π for which
E(T,Br(p), π) = E(T,Br(p)) (and such that π ⊂ TpΣ in case (a) and (c) of Theorem 4.4).
Moreover, for such π we say that it optimizes the excess and the height in Br(p).

We are now ready to define the dyadic decomposition of B \ 0.

Definition 17.4 (Refining procedure). We build inductively the families of squares

S and W = We ∪Wh ∪Wn ,

together with their subfamilies S k = S ∩ C k, S k,j = S ∩ C k,j and so on. First of all,
we set S k = W k = ∅ for k < N0. For k ≥ N0 we use a double induction. Having defined
S k′ ,W k′ for all k′ < k and S k,j′ ,W k,j′ for all j′ < j, we pick all squares L of C k,j which
do not have any ancestor already assigned to W and we proceed as follows.

(EX) We assign L to W k,j
e if

E(TL,BL) > Cem0d(L)2γ0−2+2δ1`(L)2−2δ1 ; (107)
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(HT) We assign L to W k,j
h if we have not assigned it to We and

h(TL,BL) > Chm
1/4
0 d(L)

γ0/2−β2`(L)1+β2 ; (108)

(NN) We assign L to W k,j
n if we have not assigned it to We∪Wh and it intersects a square

J already assigned to W with `(J) = 2`(L).
(S) We assign L to S k,j if none of the above occurs.

We finally set

Γ := ([−1, 1]2 × R2) ∩B \
⋃
L∈W

L = {0} ∪
⋂
k≥N0

⋃
L∈S k

L. (109)

The next proposition is than a natural outcome of the way the refining process has been
designed.

Proposition 17.5 (Whitney decomposition, cf. [24, Proposition 3.5]). Let T , γ0, β2 and
δ1 be as in the Assumptions 11.3, 12.2 and 17.1. If M0 ≥ C, N0 ≥ C(M0), Ce, Ch ≥
C(M0, N0) (for suitably large constants) and ε2 is sufficiently small then:

(i) `(L) ≤ 2−N0+1|zL| ∀L ∈ S ∪W ;
(ii) W k = ∅ for all k ≤ N0 + 6;

(iii) Γ is a closed set and sep(Γ, L) := inf{|x− x′| : x ∈ Γ, x′ ∈ L} ≥ 2`(L) ∀L ∈ W .

Moreover, the following estimates hold with C = C(M0, N0, Ce, Ch):

E(TJ ,BJ) ≤ Cem0d(J)2γ0−2+2δ1`(J)2−2δ1 ∀J ∈ S , (110)

h(TJ ,BJ) ≤ Chm
1/4
0 d(J)

γ0/2−β2`(J)1+β2 ∀J ∈ S , (111)

E(TH ,BH) ≤ C m0d(H)2γ0−2+2δ1`(H)2−2δ1 ∀H ∈ W , (112)

h(TH ,BH) ≤ C m
1/4
0 d(H)

γ0/2−β2`(H)1+β2 ∀H ∈ W . (113)

17.3. Approximating functions and construction algorithm. As already explained
in the previous paragraphs a fundamental point is that in (a suitable portion of) each BL

the current TL can be approximated efficiently with a graph of a Lipschitz multiple-valued
map. The average of the sheets of this approximating map will then be used as a local
model for the center manifold.

Definition 17.6 (π-approximations). Let L ∈ S ∪W and π be a 2-dimensional plane. If
TL C32rL(pL, π) fulfills the assumptions of the Lipschitz approximation Theorem (namely
Proposition 16.3) in the cylinder C32rL(pL, π), then the resulting map f : B8rL(pL, π) →
AQ(π⊥) given by Proposition 16.3 (cf. [26, Theorem 1.5]) is a π-approximation of TL in
C8rL(pL, π).

In fact, it is rather important to notice that the π-approximation above exists when π
is chosen to be the “best plane” πL:

Lemma 17.7 (Cf. [24, Lemma 3.7]). Let the assumptions of Proposition 17.5 hold and
assume Ce ≥ C? and Ch ≥ C?Ce for a suitably large C?(M0, N0). For each L ∈ W ∪S
we choose a plane πL which optimizes the excess and the height in BL. For any choice
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of the other parameters, if ε2 is sufficiently small, then TL C32rL(pL, πL) satisfies the
assumptions of the Lipschitz approximation Theorem for any L ∈ W ∪S .

As in [21], we wish to find a suitable smoothing of the average of the π-approximation
η ◦ f . However the smoothing procedure is more complicated in the case (b) of Theorem
4.4: rather than smoothing by convolution, we need to solve a suitable elliptic system of
partial differential equations. This approach can in fact be used in cases (a) and (c) as well.
In several instances regarding case (a) and (c) we will have to manipulate maps defined
on some affine space q + π and taking value on π⊥, where q ∈ Σ and π ⊂ TqΣ. In such
cases it is convenient to introduce the following conventions: the maps will be regarded as
maps defined on π (requiring a simple translation by q), the space π⊥ will be decomposed
into κ := π⊥ ∩ TqΣ and its orthogonal complement TqΣ

⊥ and we will regard Ψq as a map
defined on π×κ and taking values in TqΣ

⊥. Similarly, elements of π⊥ will be decomposed
as (ξ, η) ∈ κ × TqΣ⊥.

Definition 17.8 (Smoothing). Let L and πL be as in Lemma 17.7 and denote by fL
the corresponding πL-approximation. In the cases (a)&(c) of Theorem 4.4 we let f̄(x) :=∑

i

q
pTpLΣ(fi)

y
be the projection of fL on the tangent TpLΣ, whereas in the other case ((b),

i.e. when the current is semicalibrated) we set f̄ = f . We let h̄L be a solution (provided
it exists) of 

LLh̄L = FL

h̄L
∣∣
∂B8rL

(pL,πL)
= η ◦ f̄L ,

(114)

where LL is a suitable second order linear elliptic operator with constant coefficients and
FL a suitable affine map: the precise expressions for LL and FL depend on a careful
Taylor expansion of the first variations formulae and are given in Proposition 18.3 below.
We then set hL(x) := (h̄L(x),ΨpL(x, h̄L(x)) in case (a) and (c) and hL(x) = h̄L(x) in case
(b). The map hL is the tilted interpolating function relative to L.

In what follows we will deal with graphs of multivalued functions f in several system
of coordinates. These objects can be naturally seen as currents Gf (see [20]) and in this
respect we will use extensively the notation and results of [20] (therefore Gr(f) will denote
the “set-theoretic” graph). We are now ready to introduce the “bricks” with which we will
construct the branched center manifolds.

Lemma 17.9 (Basic building blocks, cf. [24, Lemma 3.9]). Let the assumptions of Propo-
sition 17.5 hold and assume Ce ≥ C? and Ch ≥ C?Ce (where C? is the constant of Lemma
17.7). For any choice of the other parameters, if ε2 is sufficiently small the following
holds. For any L ∈ W ∪S , there is a unique solution h̄L of (114) and there is a smooth
gL : B4rL(zL, π0)→ π⊥0 such that GgL = GhL C4rL(pL, π0), where hL is the tilted interpo-
lating function of Definition 17.8. Using the charts introduced in Definition 10.8, the map
gL will be considered as defined on the ball B4rL(zL, wL) ⊂ B.

The center manifold is defined by gluing together the maps gL.
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Definition 17.10 (Interpolating functions). The map gL in Lemma 17.7 will be called the
L-interpolating function. Fix next a ϑ ∈ C∞c

(
[−17

16
, 17

16
]m, [0, 1]

)
which is nonnegative and

is identically 1 on [−1, 1]m. For each k let Pk := S k ∪
⋃k
i=N0

W i and for L ∈ Pk define

ϑL((z, w)) := ϑ( z−zL
`(L)

). Set

ϕ̂j :=

∑
L∈Pj ϑLgL∑
L∈Pj ϑL

on {(z, w) ∈ B : z ∈ [−1, 1]2 \ {0}} (115)

and extend the map to 0 defining ϕ̂j(0) = 0. In case (b) of Theorem 4.4 we set ϕj := ϕ̂j.
In cases (a) and (c) we let ϕ̄j(z, w) be the first n̄ components of ϕ̂j(z, w) and define
ϕj(z, w) =

(
ϕ̄j(z, w),Ψ(z, ϕ̄j(z, w))

)
. ϕj will be called the glued interpolation at step j.

We are now ready to identify the surface which we call “branched center manifold”
(again notice that for Q̄ = 1 there is certainly no branching, since the surface is a classical
C1,α graph, but we keep nonetheless the same terminology). In the statement we will
need to “enlarge” slightly dyadic squares: given L ∈ C let H be the dyadic square of
R2 = C so that L is a connected component of B ∩ (H × C). Given

√
2σ < |zL| = |zH |,

we let H ′ be the closed euclidean square of R2 which has the same center as H and sides
of length 2σ, parallel to the coordinate axes. The square L′ concentric to L and with
sidelength 2`(L′) = 2σ is then defined to be that connected component of B ∩ (H ′ × C)
which contains L.

Theorem 17.11 (Cf. [24, Theorem 3.11]). Under the same assumptions of Lemma 17.7,
the following holds provided ε2 is sufficiently small.

(i) For κ := β2/4 and C = C(M0, N0, Ce, Ch) we have (for all j)

|ϕj(z, w)| ≤ Cm
1/4
0 |z|1+γ0/2 for all (z, w) (116)

|Dlϕj(z, w)| ≤ Cm
1/2
0 |z|1+γ0−l for l = 1, . . . , 3 and (z, w) 6= 0 (117)

[D3ϕj]Aj ,κ ≤ Cm
1/2
0 22j . (118)

(ii) The sequence ϕj stabilizes on every square L ∈ W : more precisely, if L ∈ W i and H
is the square concentric to L with `(H) = 9

8
`(L), then ϕk = ϕj on H for every j, k ≥

i+2. Moreover there is an admissible smooth branching ϕ : B∩([−1, 1]2×C)→ Rn

such that ϕk → ϕ uniformly on B ∩ ([−1, 1]2 × C) and in C3(Aj) for every j ≥ 0.
(iii) For some constant C = C(M0, N0, Ce, Ch) and for a′ := b+ γ0 > b we have

|u(z, w)−ϕ(z, w)| ≤ Cm
1/2
0 |z|a

′
. (119)

18. The elliptic system used to regularize η ◦ fL
The main analytical difficulty in the construction of the center manifold is estimating

the C3,κ norms of the building blocks gL’s and of their differences. In particular note that,
when we differentiate the formula (115), the derivatives of the partition of unity functions
ϑL’s create high coefficients which multiply differences of gL’s for nearby squares. Such
differences must then be relatively small in order to compensate the size of DjϑL.
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In fact the estimates upon gL’s involve several subtle computations since the hL’s are
generated with different systems of coordinates. However this issue is solved using the
tools developed in [21]. We thus focus on the following model problem: assume we fix a
square L where the Whitney refining procedure has stopped and let J be the square which
contains L and has been subdivided at the previous step of the refining procedure. The
maps hJ and hL are both generated with respect to two different systems of coordinates
but let us assume that they are in fact the same.

Note first that the Lipschitz approximations fL and fJ coincide on a very large set, since
they both coincide with the current T except for an “error set” of rather small measure.
Of course the same property holds for the averages η ◦ fL and η ◦ fJ . We thus can imagine
that the regularization of η ◦ fL (namely hL) and that of η ◦ fJ (namely hJ) differ very
little. In fact since such regularizations are reached solving a suitable elliptic system, we
can hope to find efficient bounds even for the differences of the derivatives of fJ and hL.
These bounds could repeated at all larger scales. More precisely, if we consider the chain
of ancestors of L, L = J0 ⊂ J = J1 ⊂ J2 ⊂ . . . ⊂ JN , we then could estimate

N∑
`=0

‖hJ` − hJ`−1
‖Cj .

Since the square JN of the starting cubical decomposition of B\{0} has sidelength compa-
rable to its distance to the origin, namely to d(JN), it is then clear that ‖hJN‖Cj depends
only upon d(L) = d(JN). We thus gain a resulting estimate upon ‖hL‖Cj .

Assuming that this scheme works, it is important that the regularization hL does not
differ significantly from η◦fL, otherwise it cannot give a good building block for the center
manifold. Recall indeed that the estimate (83) requires the graph of the approximating
map N to coincide largely with the current T . Whereas the estimate (82) forces the average
of N to be rather small: these two estimates would be clearly incompatible if hL, which
at the given region of interest coincides essentially with the center manifold M, were to
differ too much from η ◦ fL. Since hL is deduced by solving a suitable elliptic system, we
conclude then that η ◦ fL should be an approximate solution of such system.

18.1. The generalized maps fHL. Since, as already mentioned, the relevant systems of
coordinates change from square to square, the approach of [24] (which in fact follows that
of [21]) is to consider more general functions fHL, η ◦ fHL and hHL. The latter functions
depend upon two squares, which are assumed to be appropriately related (in particular
L is either an ancestor or a neighborhood of H): the square H “decides” the system of
coordinates, whereas the square L decides the relevant region where we approximate the
current T . More precisely

Definition 18.1. After applying the Lipschitz Approximation Theorem, namely [26, The-
orem 1.5], to TL C32rL(pL, πH) in the cylinder C32rL(pL, πH) we denote by fHL the corre-
sponding πH-approximation. However, rather then defining fHL on the disk B8rL(pL, πH),
by applying a translation we assume that the domain of fHL is the disk B8rL(pHL, πH)
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where pHL = pH + pπH (pL − pH). Note in particular that Cr(pHL, πH) equals Cr(pL, πH),
whereas B8rL(pHL, πH) ⊂ pH + πH and pH ∈ B8rL(pHL, πH).

Observe that fLL = fL.

18.2. First variations. The next proposition is the core in the construction of the center
manifold and it is the main reason behind the C3,γ0 estimate for the glued interpolation.
It is also the place where our proof in [24] differs most from that of [21].

Definition 18.2. Let L be either a square adjacent to H or an ancestor of H. In the cases
(a) and (c) of Theorem 4.4 we denote by κH the orthogonal complement in TpHΣ of πH
and we denote by f̄HL the map pκH ◦ fHL.

The elliptic system to be solved in order to gain our regularization hL has the following
form. Given a vector valued map v : pH + πH ⊃ Ω → κH and after introducing an
orthonormal system of coordinates x1, x2 on πH and y1, . . . , yn̄ on κH , the system is given
by the n̄ equations

∆vk + (L1)kij∂jv
i + (L2)ki v

i︸ ︷︷ ︸
=:E k(v)

= (L3)ki (x− xH)i + (L4)k︸ ︷︷ ︸
=:Fk

, (120)

where we follow Einstein’s summation convention and the tensors Li have constant coeffi-
cients. After introducing the operator L (v) = ∆v+E (v) we summarize the corresponding
elliptic system (120) as

L (v) = F . (121)

We then have a corresponding weak formulation for W 1,2 solutions of (121), namely v is a
weak solution in a domain D if the integral

I (v, ζ) :=

∫
(Dv : Dζ + (F − E (v)) · ζ) (122)

vanishes for smooth test functions ζ with compact support in D.
The following Proposition is then the core estimate concerning η ◦fHL: in particular the

estimate (123) ensures that η ◦ fHL is close, in a suitable weak sense, to be a solution of
(121). This property is crucial in ensuring that there is a solution hHL which is sufficiently
close to η ◦ fHL.

Proposition 18.3 (Cf. [24, Proposition 6.4]). Let H and L be as in Definition 18.2
(including the possibility that H = L) and consider fHL, f̄HL and κH as in Definition 18.1
and Definition 18.2. Then, there exist tensors with constant coefficients L1, . . . ,L4 and a
constant C = C(M0, N0, Ce, Ch), with the following properties:

(i) The tensors depend upon H and Σ (in the cases (a) and (c) of Theorem 4.4) or ω

(in case (b)) and |L1|+ |L2|+ |L3|+ |L4| ≤ Cm
1/2
0 .

(ii) If IH , LH and FH are defined through (120), (121) and (122), then

IH(η ◦ f̄HL, ζ) ≤ Cm0 d(L)2(1+β0)γ0−2−β2 r4+β2

L ‖Dζ‖0 (123)

for all ζ ∈ C∞c (B8rL(pHL, πH),κH).
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19. The approximation on the normal bundle of the center manifold

To carry on our program for proving Theorem 13.3 we now need to approximate again
our area minimizing current on the normal bundle of the branched center manifold. In
order to start our considerations we introduce the “Whitney regions” which correspond
roughly to those portions of the center manifold lying “above” one of the squares in the
Whitney decomposition of B \ {0} introduced in the previous sections to construct the
center manifold.

Definition 19.1 (Center manifold, Whitney regions). The manifold M := Gr(ϕ), where
ϕ is as in Theorem 17.11, is called a branched center manifold for T relative to Gu. It
is convenient to introduce the map Φ : B ∩ ([−1, 1]2 × C) → R2+n given by Φ(z, w) =
(z,ϕ(z, w)). If we neglect the origin, Φ is then a classical (C3) parametrization of M.
Φ(Γ) will be called the contact set. Moreover, to each L ∈ W we associate a Whitney
region L on M as follows:

(WR) L := Φ(H ∩ ([−1, 1]2 × C)), where H is the square concentric to L with `(H) =
17
16
`(L).

For any Borel set V ⊂ M we will denote by |V| its H2-measure and will write
∫
V f for

the integral of f with respect to H2. Br(q) denotes the geodesic balls in M.
We next define the open set

(V) V := {(x, y) ∈ R2 × Rn : x ∈ [−1, 1]2 and |ϕ(x,w)− y| < cs|x|b/2}.
V is clearly an horned neighborhood of the graph of ϕ. By (66), Assumption 11.3 and
Theorem 17.11 it is clear that the following corollary holds

Corollary 19.2. Under the hypotheses of Theorem 17.11, there is r > 0 such that

(i) For every x ∈ R2 with 0 < |x| = 2ρ < 2r, the set Cρ(x) ∩V consists of Q̄ distinct
connected components and spt(T ) ∩C3r ⊂ V.

(ii) There is a well-defined nearest point projection p : V ∩ C4r → Gr(ϕ), which is a
C2,κ map.

(iii) For every L ∈ W with d(L) ≤ 2r and every q ∈ L we have

spt(〈T,p,Φ(q)〉) ⊂
{
y ∈ R2+n : |Φ(q)− y| ≤ Cm

1/4
0 d(L)

γ0/2−β2`(L)1+β2
}
.

(iv) 〈T,p, p〉 = Q JpK for every p ∈ Φ(Γ) ∩C2r \ {0}.

The main idea is now to use the graphs of the πL approximations of Definition 17.6 and
reparametrize them as maps on the normal bundle of M over a suitable region. These
maps will be the model for the approximation of the current T over the corresponding
Whitney region L. This part is not substantially different from the similar one in [21] and
similar estimates lead to the following approximation result

Definition 19.3 (M-normal approximation). Let r be as in Corollary 19.2 and define

(U) U := p−1(C2r ∩BQ).

An M-normal approximation of T is given by a pair (K, F ) such that
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(A1) F : C2r ∩M → AQ(U) is Lipschitz and takes the form F (x) =
∑

i Jx+Ni(x)K,
with Ni(x) ⊥ TxM and x+Ni(x) ∈ Σ for every x and i.

(A2) K ⊂M is closed, contains Φ
(
Γ ∩C2r) and TF p−1(K) = T p−1(K).

The map N =
∑

i JNiK :M∩C2r → AQ(R2+n) is the normal part of F .

In the definition above it is not required that the map F approximates efficiently the
current outside the set Φ(Γ). However, all the maps constructed will approximate T with
a high degree of accuracy in each Whitney region: such estimates are detailed in the next
theorem. In order to simplify the notation, we will use ‖N |V‖C0 (or ‖N |V‖0) to denote the
number supx∈V G(N(x), Q J0K) = supx∈V |N(x)|.

Theorem 19.4 (Local estimates for theM-normal approximation, cf. [24, Theorem 4.3]).
Let r be as in Corollary 19.2 and U as in Definition 19.3. Then there is an M-normal
approximation (K, F ) such that the following estimates hold on every Whitney region L
associated to L ∈ W with d(L) ≤ r:

Lip(N |L) ≤ Cmβ0

0 d(L)β0 γ0 `(L)β0γ0 and ‖N |L‖C0 ≤ Cm
1/4
0 d(L)

γ0/2−β2`(L)1+β2 , (124)

|L \ K|+ ‖TF − T‖(p−1(L)) ≤ Cm1+β0

0 d(L)(1+β0)(2γ0−2+2δ1) `(L)2+(1+β0)(2−2δ1), (125)∫
L
|DN |2 ≤ Cm0 d(L)2γ0−2+2δ1 `(L)4−2δ1 . (126)

Moreover, for every Borel V ⊂ L, we have∫
V
|η ◦N | ≤ Cm0d(L)2(1+β0)γ0−2−β2 `(L)5+β2/4

+ Cm
1/2+β0

0 d(L)2β0γ0+γ0−1−β2 `(L)1+β2

∫
V
G
(
N,Q Jη ◦NK

)
. (127)

The constant C = C(M0, N0, Ce, Ch) does not depend on ε2.

20. Splitting before tilting and proof of Theorem 13.3

We have now achieved our branched center manifoldM and the map N , which is simply
a conformal reparametrization of the map N in Theorem 19.4. It remains to show that N
satisfies all the estimates in Theorem 13.3. The strategy is to use the local estimates in
Theorem 19.4 and sum them over the different Whitney regions. There are however two
fundamental issues that we need to address:

(B) The estimates in Theorem 19.4 are in terms of the two parameters d(L) and `(L),
whereas we need to control them appropriately with integral quantities involving
either |N | or |DN |. If we ignore for the moment the squares of type (NN), we
could take advantage of the stopping conditions (HT) and (EX) to get appropriate
bounds in terms of the height and the excess of the current in the balls BL. In turn
we hope to use the approximation theorem again to say that the latter quantities
can be compared to the L2 norm of N over L and the Dirichlet energy of N over L.
The squares of type (NN) will then be treated observing that they must be close
to some square of type (EX).
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(S) The estimates in Theorem 13.3 are in terms of the quantities D(r) and F(r), which
are integrals over geodetic balls Br(0) ⊂ B. If a Whitney regions L falls partly in
Br(0) and partly in the complement of Br(0), we then run into troubles when we try
to use the idea in (B). A crucial point is that we can control the L2 norm of N and
the Dirichlet norm of N over the regions L with corresponding integral quantities
in any nearby smaller regions with comparable size. For squares of type (HT) this
is a consequence of a refined “uniform separation estimate”, first shown in [21] for
area minimizing currents, which must be extended also to our almost minimizing
settings. For squares of type (EX) the arguments are more subtle and they are
based on what we call splitting before tilting phenomenon, which is exploited in
[21] as well and carefully explained in [17]. In a nutshell, the reason is that the
current T is close to the graph of a Dir-minimizer which has a nontrivial separation
among its sheets. Such maps have the property that their Dirichlet energy on the
domain of definition is comparable to the Dirichlet energy in any smaller region
of comparable size. The information that the Dir-minimizing approximation is
nontrivial comes from the usual De Giorgi-type decay of the excess which would
result from being close to a Q copy of a classical harmonic function: such decay is
incompatible with the stopping condition (EX)!

We collect here the corresponding precise statements. The first statement gives the
needed uniform “separation” of sheets which occur in regions where the (HT) condition
stops the Whitney refining procedure.

Proposition 20.1 (Separation, cf. [24, Proposition 4.4]). There is a dimensional constant
C] > 0 with the following property. Assume the hypotheses of Theorem 19.4, and in
addition C4

h ≥ C]Ce. If ε2 is sufficiently small, then the following conclusions hold for
every L ∈ Wh with d(L) ≤ r :

(S1) Θ(TL, p) ≤ Q− 1 for every p ∈ B16rL(pL).
(S2) L ∩H = ∅ for every H ∈ Wn with `(H) ≤ 1

2
`(L).

(S3) G
(
N(x), Q Jη ◦N(x)K

)
≥ 1

4
Chm

1/4
0 d(L)γ0/2−β2`(L)1+β2 ∀x ∈ Φ(B4`(L)(zL, wL)).

A simple corollary of the previous proposition is the fact that no (NN) square is adjacent
to an (HT) square.

Corollary 20.2 (Domains of influence). For any H ∈ Wn there is a chain L = L0, . . . , Ln =
H such that

(a) L0 ∈ We and Lk ∈ Wn for all k > 0;

(b) Lk ∩ Lk−1 6= ∅ and `(Lk) = `(Lk−1)

2
for all k > 0.

In particular H ⊂ B3
√

2`(L)(zL, wL).

We use this last corollary to partition Wn in “areas of influence” of squares of type (EX).

Definition 20.3 (Domains of influence). We first fix an ordering of the squares in We as
{Ji}i∈N so that their sidelengths do not increase. Then H ∈ Wn belongs to Wn(J0) (the
domain of influence of J0) if there is a chain as in Corollary 20.2 with L0 = J0. Inductively,
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Wn(Jr) is the set of squares H ∈ Wn \∪i<rWn(Ji) for which there is a chain as in Corollary
20.2 with L0 = Jr.

We finally give a precise statement for the splitting before tilting phenomenon in (EX)
squares explained in our discussion above.

Proposition 20.4 (Splitting, cf. [24, Proposition 4.7]). There are positive constants
C1,C2(M0), r̄(M0, N0, Ce) such that, if M0 ≥ C1, Ce ≥ C2(M0), if the hypotheses of Theo-
rem 19.4 hold and ε2 is chosen sufficiently small, then the following holds. If L ∈ We with
d(L) ≤ r̄, q ∈ B with dist(L, q) ≤ 4

√
2 `(L) and Ω := Φ(B`(L)/8(q)), then:

Cem0 d(L)2γ0−2+2δ1`(L)4−2δ1 ≤ `(L)2E(Tl,BL) ≤ C

∫
Ω

|DN |2 , (128)∫
L
|DN |2 ≤ C`(L)2E(T,BL) ≤ C`(L)−2

∫
Ω

|N |2 , (129)

where C = C(M0, N0, Ce, Ch).

Having all these estimates at disposal, Theorem 13.3 follows from a careful covering
argument, which is essentially borrowed from [22].

21. Proof of Theorem 14.1, part I: almost Dir-minimality of N and
Poincaré inequality

The proof of Theorem 14.1, given in [25], is split in six steps, which we will list briefly
in the next paragraph.

(i) First of all we deduce an almost minimizing property for the map N in terms of
its Dirichlet energy, using the Taylor expansion of the area and the fact that the
graph of N coincides with the support of the current T on a rather large set.

(ii) We then exploit the almost minimizing property and compare the Dirichlet energy
of N with that of a suitable extension of its boundary value on any given ball, which
is essentially an adapted version of the centered harmonic extension described in
Section 8.2.

(iii) In the thid step, we use the comparison above and a first variation argument to
derive a suitable Poincaré-type inequality for N .

(iv) We then compute again the first variations of the Dirichlet energy of N and use
the Poincaré inequality to bound efficiently several error terms.

(v) Using the latter bounds, we prove an almost monotonicity property for the fre-
quency function and show the existence and boundedness of its limit, which is
indeed the number I0 of Theorem 14.1. The almost minimality of N and the en-
ergy comparison of Step (ii) will then allow us to conclude an exponential rate of
decay to this limit.

(vi) From the decay of the previous step we capture the asymptotic behavior of N and
show the existence of the map g of Theorem 14.1.

The overall strategy follows the ideas and some of the computations in [10]. However
several adjustments are needed to carry on the proof in the cases (b) and (c) of Theorem
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4.4. In particular, when we show the decay of the frequency function towards its limit, we
need to introduce a suitable modification of the usual frequency function to handle case
(b) of Theorem 4.4.

21.1. The almost minimizing property. Recall the maps N := N ◦ Ψ−1 and F :=∑Q
i=1 Jp+Ni(p)K. In order to state the almost minimizing property of N we introduce an

appropriate notion of competitor.

Definition 21.1. A Lipschitz map L : Br → AQ(Rn+2) is called a competitor for N in the
ball Br if

(a) L|∂Br = N |∂Br ;
(b) spt(G(z, w)) ⊂ Σ for all (z, w) ∈ Br, where G(z, w) :=

∑Q
j=1 JΨ(z, w) + Lj(z, w)K.

We are now ready to state the almost minimizing property for N . We use the notation
pTpΣ for the orthogonal projection on the tangent space to Σ at p. We recall that, given
our choice of coordinates, pT0Σ is the projection on R2+n̄ × {0}. Since this projection will
be used several times, we will denote it by p0. By the C3,ε regularity of Σ, there exists a
map Ψ0 ∈ C3,ε(R2+n̄,Rl) such that

Ψ0(0) = 0 , DΨ0(0) = 0 and Gr(Ψ0) = Σ .

Next, for each function L satisfying Condition (b) in Definition 21.1 we consider the map
L̄ := p0 ◦ L, which is a multivalued L̄ : B→ AQ(R2+n̄). We observe that it is possible to
determine L from L̄. In particular, fix coordinates (ξ, η) ∈ R2+n̄ × Rl and let L =

∑
JLiK,

L̄ =
∑

JL̄iK, where L̄i = p0 ◦ Li. Then the formula relating Li and L̄i is

Li(z, w) =
(

L̄i(z, w),Ψ0

(
p0(Ψ(z, w)) + L̄i(z, w)

)
−Ψ0(p0(Ψ(z, w))

)
. (130)

Proposition 21.2 (Energy comparison, cf. [25, Proposition 3.2]). There exists a constant
C21.2 > 0 such that the following holds. If r ∈ (0, 1) and L : Br → AQ(R2+n) is a Lipschitz
competitor for N with ‖L‖∞ ≤ r and Lip(L) ≤ C−1

21.2, then∫
Br

|DN |2 ≤ (1 + C21.2 r)

∫
Br

|DL̄|2 + C21.2 Err1(N , Br)

+ C21.2 Err2(L, Br) + C21.2 r
2D′(r) , (131)

where L̄ := p0 ◦ L and the the error terms Err1(N , Br), Err2(L, Br) are given by the
following expressions:

Err1(N , Br) = Λη0(r) D(r) + F(r) + H(r) +m
1/2
0 r1+γ0

∫
∂Br

|η ◦ N | (132)

and

Err2(L, Br) = m
1/2
0

∫
Br

|z|γ0−1|η ◦ L| . (133)
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21.2. Centered harmonic competitor. The most natural choice for the competitor L is
the centered harmonic extension of the boundary value N |∂Br . Following the ideas of [10]
we estimate carefully the energy of such competitor. The computations follow then closely
those of Section 9.5: combined with the Proposition 21.2 we then conclude the following
estimates.

Proposition 21.3 (Cf. [25, Proposition 4.1]). There are constants C > 0, σ > 0 such
that, for every r ∈ (0, 1) there exists a competitor L : Br → AQ(R2+n) for N with the
following additional properties:

(i) Lip(L) ≤ C−1
21.2, ‖L‖0 ≤ Cr.

(ii) The following estimates hold:∫
Br

|DL̄|2 ≤ C r

∫
∂Br

|DN̄ |2 ≤ CrD′(r) , (134)∫
Br

|z|γ0−1|η ◦ L| ≤ C rγ0

∫
∂Br

|η ◦ N |+ C H(r) . (135)

(iii) For every a > 0 there exists b0 > 0 such that, for all b ∈ (0, b0), the following
estimate holds:

(2 a+ b)

∫
Br

|DL̄|2 ≤ r

∫
∂Br

|DτN |2 +
a (a+ b)

r

∫
∂Br

|N |2 + Cr1+σD′(r) . (136)

Using this competitor in Proposition 21.2, we then infer the following corollary.

Corollary 21.4. For every r ∈ (0, 1) the following inequality holds

D(r) ≤ C rD′(r) + C H(r) + C F(r) + Cm
1/2
0 rγ0

∫
∂Br

|η ◦ N | . (137)

For every a > 0 there exists b0 > 0 such that, for all b ∈ (0, b0) and all r ∈]0, 1[

D(r) ≤ (1 + Cr)

[
r

(2 a+ b)

∫
∂Br

|DτN |2 +
a (a+ b)

r (2 a+ b)
H(r)

]
+ C EQM(r) + Cr1+σD′(r) ,

(138)

with

EQM(r) ≤ Λ(r)η0D(r) + F(r) + H(r) +m
1/2
0 rγ0

∫
∂Br

|η ◦ N | .

21.3. Outer variations and the Poincaré inequality. In the third step, we employ
the first variations of the area functional on T in conjunction with the estimates of the
previous section to derive the following Poincaré inequality:

Theorem 21.5 (Poincaré inequality, cf. [25, Proposition 5.1]). There exists a constant
C21.5 > 0 such that if r is sufficiently small, then

H(r) ≤ C21.5 rD(r) . (139)
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We record however the two main tools used to prove Theorem 21.5. They are the suitable
modifications of similar computations used to derive the monotonicity of the frequency
function in the case of Dir-minimizers. The first identity is the elementary formula which
gives the derivative of H. In order to state it we introduce the quantity

E(r) :=

∫
∂Br

Q∑
j=1

〈N j, DνN j〉 . (140)

Lemma 21.6. H is a Lipschitz function and the following identity holds for a.e. r ∈ (0, 1)

H′(r) =
H(r)

r
+ 2 E(r) . (141)

The second identity is a consequence of the first variations of T under specific vector
fields, which we call “outer variations”: such variations “stretch” the normal bundle ofM
suitably and they are defined using the map N . They are therefore the obvious counterparts
of the outer variations used to derive the monotonicity of the frequency function for Dir-
minimizers, see Section 8.3.

In the case of semicalibrated currents it is convenient to modify the Dirichlet energy
suitably to gain a new quantity which enjoys better estimates. Thus, from now on Ω will
denote D in the cases (a) and (c) of Theorem 4.4, whereas in the case (b) it will be given
by

Ω(r) :=D(r) + L(r)

:=D(r) +

∫
Ψ(Br)

Q∑
i=1

〈ξ1(p) ∧Dξ2Ni(p) ∧Ni(p) +Dξ1Ni(p) ∧ ξ2(p) ∧Ni(p), dω(p)〉 dp .

Proposition 21.7 (Outer variations, cf. [25, Proposition 5.3]). There exist constants
C21.7 > 0 and κ > 0 such that, if r > 0 is small enough, then the inequality

|Ω(r)− E(r)| ≤ C21.7 EOV (r) (142)

holds with

EOV (r) = Λ(r)κ
(
D(r) +

H(r)

r
+ rD′(r)

)
+ F(r) + r1+γ0

d

dr
‖T −TF‖(p−1(Ψ(Br))) .

(143)

Moreover

|L(r)| ≤Cm1/2
0 r2−γ0D(r) + Cm

1/2
0 F(r). (144)

22. Proof of Theorem 14.1, part II: inner variations and decay of the
frequency function

22.1. Inner variations. Using the Poincaré inequality in Theorem 21.5, we can give very
simple estimates of the error terms in the “inner variations” of the current T . The latter
correspond to deformations of T along appropriate vector fields which are tangent toM and
therefore they are the obvious analog of the inner variations used to derive the monotonicity
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of the frequency function for Dir-minimizers, see Section 8.3. In order to state our main
conclusion we need to introduce yet another quantity

G(r) :=

∫
∂Br

|DνN |2 . (145)

Proposition 22.1 (Inner Variations, cf. [25, Theorem 6.1]). There exist constants C22.1 >
0 and η > 0 such that, if r > 0 is small enough, than the following holds

|D′(r)− 2 G(r)| ≤ C EIV (r) , (146)

where

EIV (r) = r2η−1D(r) + D(r)η D′(r) +
m

1/2
0

r1−γ0

∫
∂Br

|η ◦ N (z, w)|

+
d

dr
‖T −TF‖(p−1(Ψ(Br))) . (147)

The next lemma summarizes then all the estimates achieved so far.

Lemma 22.2. There exist constant C22.2 > 0 and η > 0 such that for every r sufficiently
small the following holds:

F(r) + rF′(r) ≤C22.2 r
γ0D(r) (148)

|L(r)| ≤C22.2 rD(r) (149)

|L′(r)| ≤C22.2 (H(r) D′(r))
1/2

(150)

EOV ≤C22.2 D1+η(r) + C22.2 F(r) + C22.2rD
η(r)D′(r) + C22.2 r EBP (r), (151)

EIV (r) ≤C22.2 r
2η−1D(r) + C22.2 D(r)η D′(r) + C22.2 EBP (r), (152)

where

EBP (r) :=
m

1/2
0

r1−γ0

∫
∂Br

|η ◦ N |+ d

dr
‖T −TF‖(p−1(Ψ(Br)))

Moreover, for every a > 0 there exist constants b0(a), C(a) > 0 such that

D(r) ≤ rD′(r)

2(2 a+ b)
+
a(a+ b) H(r)

r(2 a+ b)
+ C(a) r EIV (r) ∀ b < b0(a). (153)

An important corollary of the previous lemma is the following

Corollary 22.3. There exists a constant C22.3 > 0 such that, if η is the constant of Lemma

22.2, then for every 0 ≤ γ < η and r sufficiently small, the nonnegative functions EIV (r)
rγ D(r)

EOV (r)
r1+γD(r)

are both integrable. Moreover, if we define the functions

ΣIV (r) :=

∫ r

0

EIV (s)

sγ D(s)
ds , (154)

ΣOV (r) :=

∫ r

0

EOV (s)

sγ D(s)
ds , (155)

Σ(r) :=ΣIV (r) + ΣOV (r) , (156)
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then

Σ(r) ≤ C22.3 r
η−γ . (157)

22.2. Decay of the frequency function. We now have the tools needed to study the
asymptotic behavior of the normal approximation N . First of all we prove the approximate
monotonicity of the frequency function and derive appropriate decay estimates.

For every r ∈ (0, 1) such that H(r) > 0, we set Ī(r) := rΩ(r)
H(r)

where we recall that

Ω(r) :=

{
D(r) in the cases (a) and (b) of Theorem 4.4;
D(r) + L(r) in case (c).

Furthermore we define K̄(r) := Ī(r)−1 whenever Ω(r) 6= 0. By (149) there exists r0 > 0
such that

1

2
D(r) ≤ (1− C r)D(r) ≤ Ω(r) ≤ (1 + C r)D(r) ≤ 2 D(r) ∀r ≤ r0 . (158)

Having fixed r0, K̄(r) is well defined whenever D(r) > 0 and hence, by the Poincaré
inequality, whenever Ī(r) is defined. Moreover, if for some ρ ≤ r0 K̄(ρ) is not well defined,
that is Ω(ρ) = 0, then obviously Ω(r) = D(r) = 0 for every r ≤ ρ.

We are now ready to state the first important monotonicity estimate. From now on we
assume of having fixed a γ

Theorem 22.4. There exists a constant C22.4 > 0 with the following property: if D(r) > 0
for some r ≤ r0, then (setting γ = 0 in (154) and (155)) the function

K̄(r) exp(−4r − 4ΣIV (r))− 4 ΣOV (r) (159)

is monotone non-increasing on any interval [a, b] where D is nowhere 0. In particular,
either there is r̄ > 0 such that D(r̄) = 0 or K̄ is well-defined on ]0, r0[ and the limit
K0 := limr→0 K̄(r) exists.

A fundamental consequence of Theorem 22.4 is the following dichotomy.

Corollary 22.5. There exists r̄ > 0 such that

(A) either K̄(r) is well-defined for every r ∈]0, r0[, the limit

K0 := lim
r↓0

K̄(r) (160)

is positive and thus there is a constant C and a radius r̄ such that

C−1 rD(r) ≤ H(r) ≤ C rD(r) ∀ r ∈]0, r̄[ ; (161)

(B) or T p−1(Ψ(Br̄)) = Q JΨ(Br̄)K for some positive r̄.

In turn, using the above dichotomy we can show

Theorem 22.6 (Decay of the frequency function, cf. [25, Theorem 7.3]). Assume that
condition (i) in Theorem 14.1 fails. Then the frequency Ī(r) is well-defined for every
sufficiently small r and its limit I0 = limr→0 Ī(r) = K−1

0 exists and it is finite and positive.
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Moreover there exist constants λ,C22.6, H0, D0 > 0 such that, for every r sufficiently small
the following holds:∣∣I(r)− I0

∣∣+

∣∣∣∣H(r)

r2I0+1
−H0

∣∣∣∣+

∣∣∣∣D(r)

r2I0
−D0

∣∣∣∣ ≤ C22.6 r
λ . (162)

22.3. Uniqueness of the tangent map and conclusion. As already remarked for Dir-
minimizers, as a consequence of the decay estimate in Theorem 22.6 we can show that
suitable rescalings of the normal approximation N converge to a unique limiting profile.
To this aim we consider for every r ∈ (0, 1) the functions fr : ∂B1 → AQ1(R2+n) given by

fr(z, w) :=
N (ir(z, w))

rI0
,

where we recall that ir(z, w) =
(
rz, r1/Q̄w

)
. We recall also that T0M = R2 × {0}, and

T0Σ = R2 × Rn̄ × {0}. In the following, with a slight abuse of notation, we write Rn̄ for
the subspace {0} × Rn̄ × {0}.

The final step in the proof of Theorem 14.1 is then the following proposition.

Proposition 22.7 (Uniqueness of the tangent map, cf. [25, Proposition 8.1]). Assume
alternative (i) in Theorem 14.1 fails and let I0 and λ be the positive numbers of Theorem
22.6. Then I0 > 1 and there exists a function f0 : ∂B1 → AQ(Rn̄) such that

(i) η ◦ f0 = 0 and f0 6≡ Q1 J0K;
(ii) for every r sufficiently small

G(fr(z, w), f0(z, w)) ≤ C r
λ/16 ∀ (z, w) ∈ ∂B1 ; (163)

(iii) the I0-homogeneous extension g(z, w) := |z|I0f0

(
z
|z| ,

w
|w|

)
is nontrivial and Dir-

minimizing.

In particular, by (iii) Im(g) \ {0} ⊂ R2+n is a real analytic submanifold.

Theorem 14.1 follows immediately from Proposition 22.7 and Theorem 22.6.
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