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DEPENDENCE AMONG CHAPTERS

Below is a chart of the main lines of dependence of chapters on prior chapters. The dashed lines indicate helpful motivation but no logical dependence. Apart from that, particular examples may make use of information from earlier chapters that is not indicated by the chart. Appendix B is used in problems at the ends of Chapters IV, VI, and VIII, and it is used also in Section IX.6.
PREFACE TO THE SECOND EDITION

In the years since publication of the first edition of Basic Real Analysis, many readers have reacted to the book by sending comments, suggestions, and corrections. People appreciated the overall comprehensive nature of the book, associating this feature in part with the large number of problems that develop so many sidelights and applications of the theory. Some people wondered whether a way might be found for a revision to include some minimal treatment of Stokes’s Theorem and complex analysis, despite the reservations I expressed in the original preface about including these topics.

Along with the general comments and specific suggestions were corrections, well over a hundred in all, that needed to be addressed in any revision. Many of the corrections were of minor matters, yet readers should not have to cope with errors along with new material. Fortunately no results in the first edition needed to be deleted or seriously modified, and additional results and problems could be included without renumbering.

For the first edition, the author granted a publishing license to Birkhäuser Boston that was limited to print media, leaving the question of electronic publication unresolved. A major change with the second edition is that the question of electronic publication has now been resolved, and a PDF file, called the “digital second edition,” is being made freely available to everyone worldwide for personal use. This file may be downloaded from the author’s own Web page and from elsewhere.

The main changes to the first edition of Basic Real Analysis are as follows:

- A careful treatment of arc length, line integrals, and Green’s Theorem for the plane has been added at the end of Chapter III. These aspects of Stokes’s Theorem can be handled by the same kinds of techniques of real analysis as in the first edition. Treatment of aspects of Stokes’s Theorem in higher dimensions would require a great deal more geometry, for reasons given in Section III.13, and that more general treatment has not been included.

- The core of a first course in complex analysis has been included as Appendix B. Emphasis is on those aspects of elementary complex analysis that are useful as tools in real analysis. The appendix includes more than 80 problems, and some standard topics in complex analysis are developed in these problems. The treatment assumes parts of Chapters I–III as a prerequisite. How the appendix fits into the plan of the book is explained in the Guide for the Reader.
• A new section in Chapter IX proves and applies the Riesz–Thorin Convexity
Theorem, a fundamental result about $L^p$ spaces that takes advantage of ele-
mentary complex analysis.
• About 20 problems have been added at the ends of Chapters I–XII. Chiefly these
are of three kinds: some illustrate the new topics of arc length, line integrals,
and Green’s Theorem; some make use of elementary complex analysis as
in Appendix B to shed further light on results and problems in the various
chapters; and some relate to the topic of Banach spaces in Chapter XII.
• The corrections sent by readers and by reviewers have been made. The most
significant such correction was a revision to the proof of Zorn’s Lemma, the
earlier proof having had a gap.

The material in Appendix B is designed as the text of part of a first course in
complex analysis. I taught such a course myself on one occasion. A course in
complex analysis invariably begins with some preliminary material, and that can
be taken from Chapters I to III; details appear in the Guide to the Reader. Appendix
B forms the core of the course, dealing with results having an analytic flavor,
including the part of the theory due to Cauchy. The topic of conformal mapping,
which has a more geometric flavor, has been omitted, and some instructors might
feel obliged to include something on this topic in the course. Appendix B states
the Riemann Mapping Theorem at one point but does not prove it; all the tools
needed for its proof, however, are present in the appendix and its problems. Often
an instructor will end a first course in complex analysis with material on infinite
series and products of functions, or of aspects of the theory of special functions,
or on analytic continuation. Supplementary notes on any such topics would be
necessary.

It was Benjamin Levitt, Birkhäuser mathematics editor in New York, who
encouraged the writing of this second edition, who made a number of suggestions
about pursuing it, and who passed along comments from several anonymous
referees about the strengths and weaknesses of the book. I am especially grateful
to those readers who have sent me comments over the years. Many of the
corrections that were made were kindly sent to me either by S. H. Kim of South
Korea or by Jacques Larochelle of Canada. The correction to the proof of Theorem
1.35 was kindly sent by Glenn Jia of China. The long correction to the proof of
Zorn’s Lemma resulted from a discussion with Qiu Ruyue. The typesetting was
done by the program Textures using $\textit{AMSTeX}$, and the figures were drawn with
Mathematica.

Just as with the first edition, I invite corrections and other comments from
readers. For as long as I am able, I plan to point to a list of known corrections

A. W. KNAPP

February 2016
This book and its companion volume, Advanced Real Analysis, systematically develop concepts and tools in real analysis that are vital to every mathematician, whether pure or applied, aspiring or established. The two books together contain what the young mathematician needs to know about real analysis in order to communicate well with colleagues in all branches of mathematics.

The books are written as textbooks, and their primary audience is students who are learning the material for the first time and who are planning a career in which they will use advanced mathematics professionally. Much of the material in the books corresponds to normal course work. Nevertheless, it is often the case that core mathematics curricula, time-limited as they are, do not include all the topics that one might like. Thus the book includes important topics that may be skipped in required courses but that the professional mathematician will ultimately want to learn by self-study.

The content of the required courses at each university reflects expectations of what students need before beginning specialized study and work on a thesis. These expectations vary from country to country and from university to university. Even so, there seems to be a rough consensus about what mathematics a plenary lecturer at a broad international or national meeting may take as known by the audience. The tables of contents of the two books represent my own understanding of what that degree of knowledge is for real analysis today.

Key topics and features of Basic Real Analysis are as follows:

- Early chapters treat the fundamentals of real variables, sequences and series of functions, the theory of Fourier series for the Riemann integral, metric spaces, and the theoretical underpinnings of multivariable calculus and ordinary differential equations.
- Subsequent chapters develop the Lebesgue theory in Euclidean and abstract spaces, Fourier series and the Fourier transform for the Lebesgue integral, point-set topology, measure theory in locally compact Hausdorff spaces, and the basics of Hilbert and Banach spaces.
- The subjects of Fourier series and harmonic functions are used as recurring motivation for a number of theoretical developments.
- The development proceeds from the particular to the general, often introducing examples well before a theory that incorporates them.
More than 300 problems at the ends of chapters illuminate aspects of the

text, develop related topics, and point to additional applications. A separate

55-page section “Hints for Solutions of Problems” at the end of the book gives
detailed hints for most of the problems, together with complete solutions for

many.

Beyond a standard calculus sequence in one and several variables, the most

important prerequisite for using Basic Real Analysis is that the reader already

know what a proof is, how to read a proof, and how to write a proof. This

knowledge typically is obtained from honors calculus courses, or from a course

in linear algebra, or from a first junior-senior course in real variables. In addition,
it is assumed that the reader is comfortable with a modest amount of linear algebra,
including row reduction of matrices, vector spaces and bases, and the associated

geometry. A passing acquaintance with the notions of group, subgroup, and

quotient is helpful as well.

Chapters I–IV are appropriate for a single rigorous real-variables course and

may be used in either of two ways. For students who have learned about proofs
from honors calculus or linear algebra, these chapters offer a full treatment of real
variables, leaving out only the more familiar parts near the beginning—such as

elementary manipulations with limits, convergence tests for infinite series with

positive scalar terms, and routine facts about continuity and differentiability. For

students who have learned about proofs from a first junior-senior course in real
variables, these chapters are appropriate for a second such course that begins with

Riemann integration and sequences and series of functions; in this case the first

section of Chapter I will be a review of some of the more difficult foundational

theorems, and the course can conclude with an introduction to the Lebesgue

integral from Chapter V if time permits.

Chapters V through XII treat Lebesgue integration in various settings, as well

as introductions to the Euclidean Fourier transform and to functional analysis.

Typically this material is taught at the graduate level in the United States, fre-

quently in one of three ways: The first way does Lebesgue integration in Euclidean

and abstract settings and goes on to consider the Euclidean Fourier transform in

some detail; this corresponds to Chapters V–VIII. A second way does Lebesgue

integration in Euclidean and abstract settings, treats \( L^p \) spaces and integration on

locally compact Hausdorff spaces, and concludes with an introduction to Hilbert

and Banach spaces; this corresponds to Chapters V–VII, part of IX, and XI–XII.

A third way combines an introduction to the Lebesgue integral and the Euclidean

Fourier transform with some of the subject of partial differential equations; this

corresponds to some portion of Chapters V–VI and VIII, followed by chapters

from the companion volume, Advanced Real Analysis.

In my own teaching, I have most often built one course around Chapters I–IV

and another around Chapters V–VII, part of IX, and XI–XII. I have normally
assigned the easier sections of Chapters II and X as outside reading, indicating the date when the lectures would begin to use that material.

More detailed information about how the book may be used with courses may be deduced from the chart “Dependence among Chapters” on page xiv and the section “Guide to the Reader” on pages xv–xvii.

The problems at the ends of chapters are an important part of the book. Some of them are really theorems, some are examples showing the degree to which hypotheses can be stretched, and a few are just exercises. The reader gets no indication which problems are of which type, nor of which ones are relatively easy. Each problem can be solved with tools developed up to that point in the book, plus any additional prerequisites that are noted.

Two omissions from the pair of books are of note. One is any treatment of Stokes’s Theorem and differential forms. Although there is some advantage, when studying these topics, in having the Lebesgue integral available and in having developed an attitude that integration can be defined by means of suitable linear functionals, the topic of Stokes’s Theorem seems to fit better in a book about geometry and topology, rather than in a book about real analysis.

The other omission concerns the use of complex analysis. It is tempting to try to combine real analysis and complex analysis into a single subject, but my own experience is that this combination does not work well at the level of Basic Real Analysis, only at the level of Advanced Real Analysis.

Almost all of the mathematics in the two books is at least forty years old, and I make no claim that any result is new. The books are a distillation of lecture notes from a 35-year period of my own learning and teaching. Sometimes a problem at the end of a chapter or an approach to the exposition may not be a standard one, but no attempt has been made to identify such problems and approaches. In the reverse direction it is possible that my early lecture notes have directly quoted some source without proper attribution. As an attempt to rectify any difficulties of this kind, I have included a section of “Acknowledgments” on pages xix–xx of this volume to identify the main sources, as far as I can reconstruct them, for those original lecture notes.

I am grateful to Ann Kostant and Steven Krantz for encouraging this project and for making many suggestions about pursuing it, and to Susan Knapp and David Kramer for helping with the readability. The typesetting was by \textsc{AMS-\LaTeX}, and the figures were drawn with Mathematica.

I invite corrections and other comments from readers. I plan to maintain a list of known corrections on my own Web page.

A. W. KNAPP

May 2005
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GUIDE FOR THE READER

This section is intended to help the reader find out what parts of each chapter are most important and how the chapters are interrelated. Further information of this kind is contained in the abstracts that begin each of the chapters.

The book pays attention to certain recurring themes in real analysis, allowing a person to see how these themes arise in increasingly sophisticated ways. Examples are the role of interchanges of limits in theorems, the need for certain explicit formulas in the foundations of subject areas, the role of compactness and completeness in existence theorems, and the approach of handling nice functions first and then passing to general functions.

All of these themes are introduced in Chapter I, and already at that stage they interact in subtle ways. For example, a natural investigation of interchanges of limits in Sections 2–3 leads to the discovery of Ascoli’s Theorem, which is a fundamental compactness tool for proving existence results. Ascoli’s Theorem is proved by the “Cantor diagonal process,” which has other applications to compactness questions and does not get fully explained until Chapter X. The consequence is that, no matter where in the book a reader plans to start, everyone will be helped by at least leafing through Chapter I.

The remainder of this section is an overview of individual chapters and groups of chapters.

Chapter I. Every section of this chapter plays a role in setting up matters for later chapters. No knowledge of metric spaces is assumed anywhere in the chapter. Section 1 will be a review for anyone who has already had a course in real-variable theory; the section shows how compactness and completeness address all the difficult theorems whose proofs are often skipped in calculus. Section 2 begins the development of real-variable theory at the point of sequences and series of functions. It contains interchange results that turn out to be special cases of the main theorems of Chapter V. Sections 8–9 introduce the approach of handling nice functions before general functions, and Section 10 introduces Fourier series, which provided a great deal of motivation historically for the development of real analysis and are used in this book in that same way. Fourier series are somewhat limited in the setting of Chapter I because one encounters no class of functions, other than infinitely differentiable ones, that corresponds exactly to some class of Fourier coefficients; as a result Fourier series, with Riemann integration in use,
are not particularly useful for constructing new functions from old ones. This defect will be fixed with the aid of the Lebesgue integral in Chapter VI.

Chapter II. Now that continuity and convergence have been addressed on the line, this chapter establishes a framework for these questions in higher-dimensional Euclidean space and other settings. There is no point in ad hoc definitions for each setting, and metric spaces handle many such settings at once. Chapter X later will enlarge the framework from metric spaces to “topological spaces.” Sections 1–6 of Chapter II are routine. Section 7, on compactness and completeness, is the core. The Baire Category Theorem in Section 9 is not used outside of Chapter II until Chapter XII, and it may therefore be skipped temporarily. Section 10 contains the Stone–Weierstrass Theorem, which is a fundamental approximation tool. Section 11 is used in some of the problems but is not otherwise used in the book.

Chapter III. This chapter does for the several-variable theory what Chapter I has done for the one-variable theory. The main results are the Inverse and Implicit Function Theorems in Section 6 and the change-of-variables formula for multiple integrals in Section 10. The change-of-variables formula has to be regarded as only a preliminary version, since what it directly accomplishes for the change to polar coordinates still needs supplementing; this difficulty will be repaired in Chapter VI with the aid of the Lebesgue integral. Section 4, on exponentials of matrices, may be skipped if linear systems of ordinary differential equations are going to be skipped in Chapter IV. Sections 11–13 contain a careful treatment of arc length, line integrals, and Green’s Theorem for the plane. These sections emphasize properties of parametrized curves that are unchanged when the curve is reparametrized; length is an example. An important point to bear in mind is that two curves are always reparametrizations of each other if they have the same image in the plane and they are both traced out in one-one fashion. This theory is tidier if carried out in the context of Lebesgue integration, but its placement in the text soon after Riemann integration is traditional. The difficulty with using Riemann integrals arises already in the standard proof of Green’s Theorem for a circle, which parametrizes each quarter of the circle twice, once with \( y \) in terms of \( x \) and once with \( x \) in terms of \( y \). The problem is that in each of these parametrizations, the derivative of the one variable with respect to the other is unbounded, and thus arc length is not given by a Riemann integral. Some of the problems at the end of the chapter introduce harmonic functions; harmonic functions will be combined with Fourier series in problems in later chapters to motivate and illustrate some of the development.

Chapter IV provides theoretical underpinnings for the material in a traditional undergraduate course in ordinary differential equations. Nothing later in the book is logically dependent on Chapter IV; however, Chapter XII includes a discussion of orthogonal systems of functions, and the examples of these that arise in Chapter
IV are helpful as motivation. Some people shy away from differential equations and might wish to treat Chapter IV only lightly, or perhaps not at all. The subject is nevertheless of great importance, and Chapter IV is the beginning of it. A minimal treatment of Chapter IV might involve Sections 1–2 and Section 8, all of which visibly continue the themes begun in Chapter I.

Chapters V–VI treat the core of measure theory—including the basic convergence theorems for integrals, the development of Lebesgue measure in one and several variables, Fubini’s Theorem, the metric spaces $L^1$ and $L^2$ and $L^\infty$, and the use of maximal theorems for getting at differentiation of integrals and other theorems concerning almost-everywhere convergence. In Chapter V Lebesgue measure in one dimension is introduced right away, so that one immediately has the most important example at hand. The fundamental Extension Theorem for getting measures to be defined on $\sigma$-rings and $\sigma$-algebras is stated when needed but is proved only after the basic convergence theorems for integrals have been proved; the proof in Sections 5–6 may be skipped on first reading. Section 7, on Fubini’s Theorem, is a powerful result about interchange of integrals. At the same time that it justifies interchange, it also constructs a “double integral”; consequently the section prepares the way for the construction in Chapter VI of $n$-dimensional Lebesgue measure from 1-dimensional Lebesgue measure. Section 10 introduces normed linear spaces along with the examples of $L^1$ and $L^2$ and $L^\infty$, and it goes on to establish some properties of all normed linear spaces. Chapter VI fleshes out measure theory as it applies to Euclidean space in more than one dimension. Of special note is the Lebesgue-integration version in Section 5 of the change-of-variables formula for multiple integrals and the Riesz–Fischer Theorem in Section 7. The latter characterizes square-integrable periodic functions by their Fourier coefficients and makes the subject of Fourier series useful in constructing functions. Differentiation of integrals in approached in Section 6 of Chapter VI as a problem of estimating finiteness of a quantity, rather than its smallness; the device is the Hardy–Littlewood Maximal Theorem, and the approach becomes a routine way of approaching almost-everywhere convergence theorems. Sections 8–10 are of somewhat less importance and may be omitted if time is short; Section 10 is applied only in Section IX.6.

Chapters VII–IX are continuations of measure theory that are largely independent of each other. Chapter VII contains the traditional proof of the differentiation of integrals on the line via differentiation of monotone functions. No later chapter is logically dependent on Chapter VII; the material is included only because of its historical importance and its usefulness as motivation for the Radon–Nikodym Theorem in Chapter IX. Chapter VIII is an introduction to the Fourier transform in Euclidean space. Its core consists of the first four sections, and the rest may be considered as optional if Section IX.6 is to be omitted. Chapter IX concerns $L^p$ spaces for $1 \leq p \leq \infty$; only Section 6 makes use of material from Chapter VIII.
Chapter X develops, at the latest possible time in the book, the necessary part of point-set topology that goes beyond metric spaces. Emphasis is on product and quotient spaces, and on Urysohn’s Lemma concerning the construction of real-valued functions on normal spaces.

Chapter XI contains one more continuation of measure theory, namely special features of measures on locally compact Hausdorff spaces. It provides an example beyond $L^p$ spaces in which one can usefully identify the dual of a particular normed linear space. These chapters depend on Chapter X and on the first five sections of Chapter IX but do not depend on Chapters VII–VIII.

Chapter XII is a brief introduction to functional analysis, particularly to Hilbert spaces, Banach spaces, and linear operators on them. The main topics are the geometry of Hilbert space and the three main theorems about Banach spaces.

Appendix B is the core of a first course in complex analysis. The prerequisites from real analysis for reading this appendix consist of Sections 1–7 of Chapter I, Section 1–8 of Chapter II, and Sections 1–3, 5–6, and 11–12 of Chapter III; Section 6 of Chapter III is used only lightly. According to the plan of the book, it is possible to read the text of Chapters I–XII without using any of Appendix B, but results of Appendix B are applied in problems at the end of Chapters IV, VI, and VIII, as well as in one spot in Section IX.6, in order to illustrate the interplay between real analysis and complex analysis. The problems at the end of Appendix B are extensive and are of particular importance, since the topics of linear fractional transformations, normal families, and the relationship between harmonic functions and analytic functions are developed there and not otherwise in the book.
## STANDARD NOTATION

<table>
<thead>
<tr>
<th>Item</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>S</td>
</tr>
<tr>
<td>$\emptyset$</td>
<td>empty set</td>
</tr>
<tr>
<td>${x \in E</td>
<td>P}$</td>
</tr>
<tr>
<td>$E^c$</td>
<td>complement of the set $E$</td>
</tr>
<tr>
<td>$E \cup F$, $E \cap F$, $E - F$</td>
<td>union, intersection, difference of sets</td>
</tr>
<tr>
<td>$\bigcup \alpha E_\alpha$, $\bigcap \alpha E_\alpha$</td>
<td>union, intersection of the sets $E_\alpha$</td>
</tr>
<tr>
<td>$E \subseteq F$, $E \supseteq F$</td>
<td>$E$ is contained in $F$, $E$ contains $F$</td>
</tr>
<tr>
<td>$E \times F$, $\bigotimes_{s \in S} X_s$</td>
<td>products of sets</td>
</tr>
<tr>
<td>$(a_1, \ldots, a_n)$, ${a_1, \ldots, a_n}$</td>
<td>ordered $n$-tuple, unordered $n$-tuple</td>
</tr>
<tr>
<td>$f : E \rightarrow F$, $x \mapsto f(x)$</td>
<td>function, effect of function</td>
</tr>
<tr>
<td>$f \circ g$, $f</td>
<td>_E$</td>
</tr>
<tr>
<td>$f(\cdot, y)$</td>
<td>the function $x \mapsto f(x, y)$</td>
</tr>
<tr>
<td>$f(E)$, $f^{-1}(E)$</td>
<td>direct and inverse image of a set</td>
</tr>
<tr>
<td>$\delta_{ij}$</td>
<td>Kronecker delta: $1$ if $i = j$, $0$ if $i \neq j$</td>
</tr>
<tr>
<td>$\binom{n}{k}$</td>
<td>binomial coefficient</td>
</tr>
<tr>
<td>$n$ positive, $n$ negative</td>
<td>$n &gt; 0$, $n &lt; 0$</td>
</tr>
<tr>
<td>$\mathbb{Z}$, $\mathbb{Q}$, $\mathbb{R}$, $\mathbb{C}$</td>
<td>integers, rationals, reals, complex numbers</td>
</tr>
<tr>
<td>$\max$ (and similarly $\min$)</td>
<td>maximum of finite subset of a totally ordered set</td>
</tr>
<tr>
<td>$\sum$ or $\prod$</td>
<td>sum or product, possibly with a limit operation</td>
</tr>
<tr>
<td>countable</td>
<td>finite or in one-one correspondence with $\mathbb{Z}$</td>
</tr>
<tr>
<td>$[x]$</td>
<td>greatest integer $\leq x$ if $x$ is real</td>
</tr>
<tr>
<td>Re $z$, Im $z$</td>
<td>real and imaginary parts of complex $z$</td>
</tr>
<tr>
<td>$\bar{z}$</td>
<td>complex conjugate of $z$</td>
</tr>
<tr>
<td>$</td>
<td>z</td>
</tr>
<tr>
<td>$1$</td>
<td>multiplicative identity</td>
</tr>
<tr>
<td>$1$ or $I$</td>
<td>identity matrix or operator</td>
</tr>
<tr>
<td>$\dim V$</td>
<td>dimension of vector space</td>
</tr>
<tr>
<td>$\mathbb{R}^n$, $\mathbb{C}^n$</td>
<td>spaces of column vectors</td>
</tr>
<tr>
<td>$\det A$</td>
<td>determinant of $A$</td>
</tr>
<tr>
<td>$A^T$</td>
<td>transpose of $A$</td>
</tr>
<tr>
<td>$\text{diag}(a_1, \ldots, a_n)$</td>
<td>diagonal matrix</td>
</tr>
<tr>
<td>$\cong$</td>
<td>is isomorphic to, is equivalent to</td>
</tr>
</tbody>
</table>
Basic Real Analysis
CHAPTER I

Theory of Calculus in One Real Variable

Abstract. This chapter, beginning with Section 2, develops the topic of sequences and series of functions, especially of functions of one variable. An important part of the treatment is an introduction to the problem of interchange of limits, both theoretically and practically. This problem plays a role repeatedly in real analysis, but its visibility decreases as more and more results are developed for handling it in various situations. Fourier series are introduced in this chapter and are carried along throughout the book as a motivating example for a number of problems in real analysis.

Section 1 makes contact with the core of a first undergraduate course in real-variable theory. Some material from such a course is repeated here in order to establish notation and a point of view. Omitted material is summarized at the end of the section, and some of it is discussed in a little more detail in Appendix A at the end of the book. The point of view being established is the use of defining properties of the real number system to prove the Bolzano–Weierstrass Theorem, followed by the use of that theorem to prove some of the difficult theorems that are usually assumed in a one-variable calculus course. The treatment makes use of the extended real-number system, in order to allow sup and inf to be defined for any nonempty set of reals and to allow lim sup and lim inf to be meaningful for any sequence.

Sections 2–3 introduce the problem of interchange of limits. They show how certain concrete problems can be viewed in this way, and they give a way of thinking about all such interchanges in a common framework. A positive result affirms such an interchange under suitable hypotheses of monotonicity. This positive result is by way of introduction to the topic in Section 3 of uniform convergence and the role of uniform convergence in continuity and differentiation.

Section 4 gives a careful development of the Riemann integral for real-valued functions of one variable, establishing existence of Riemann integrals for bounded functions that are discontinuous at only finitely many points, basic properties of the integral, the Fundamental Theorem of Calculus for continuous integrands, the change-of-variables formula, and other results. Section 5 examines complex-valued functions, pointing out the extent to which the results for real-valued functions in the first four sections extend to complex-valued functions.

Section 6 is a short treatment of the version of Taylor’s Theorem in which the remainder is given by an integral. Section 7 takes up power series and uses them to define the elementary transcendental functions and establish their properties. The power series expansion of $(1 + x)^p$ for arbitrary complex $p$ is studied carefully. Section 8 introduces Cesàro and Abel summability, which play a role in the subject of Fourier series. A converse theorem to Abel’s theorem is used to exhibit the function $|x|$ as the uniform limit of polynomials on $[-1, 1]$. The Weierstrass Approximation Theorem of Section 9 generalizes this example and establishes that every continuous complex-valued function on a closed bounded interval is the uniform limit of polynomials.

Section 10 introduces Fourier series in one variable in the context of the Riemann integral. The main theorems of the section are a convergence result for continuously differentiable functions, Bessel’s inequality, the Riemann–Lebesgue Lemma, Fejér’s Theorem, and Parseval’s Theorem.
1. Review of Real Numbers, Sequences, Continuity

This section reviews some material that is normally included in an undergraduate course in real analysis. The emphasis will be on a rigorous proof of the Bolzano–Weierstrass Theorem and its use to prove some of the difficult theorems that are usually assumed in a one-variable calculus course. We shall skip over some easier aspects of an undergraduate course in real analysis that fit logically at the end of this section. A list of such topics appears at the end of the section.

The system of real numbers \( \mathbb{R} \) may be constructed out of the system of rational numbers \( \mathbb{Q} \), and we take this construction as known. The formal definition is that a real number is a cut of rational numbers, i.e., a subset of rational numbers that is neither \( \mathbb{Q} \) nor the empty set, has no largest element, and contains all rational numbers less than any rational that it contains. The idea of the construction is as follows: Each rational number \( q \) determines a cut \( q^* \), namely the set of all rationals less than \( q \). Under the identification of \( \mathbb{Q} \) with a subset of \( \mathbb{R} \), the cut defining a real number consists of all rational numbers less than the given real number.

The set of cuts gets a natural ordering, given by inclusion. In place of \( \subseteq \), we write \( \leq \). For any two cuts \( r \) and \( s \), we have \( r \leq s \) or \( s \leq r \), and if both occur, then \( r = s \). We can then define \( <, \geq, \) and \( > \) in the expected way. The positive cuts \( r \) are those with \( 0^* < r \), and the negative cuts are those with \( r < 0^* \).

Once cuts and their ordering are in place, one can go about defining the usual operations of arithmetic and proving that \( \mathbb{R} \) with these operations satisfies the familiar associative, commutative, and distributive laws, and that these interact with inequalities in the usual ways. The definitions of addition and subtraction are easy: the sum or difference of two cuts is simply the set of sums or differences of the rationals from the respective cuts. For multiplication and reciprocals one has to take signs into account. For example, the product of two positive cuts consists of all products of positive rationals from the two cuts, as well as 0 and all negative rationals. After these definitions and the proofs of the usual arithmetic operations are complete, it is customary to write 0 and 1 in place of \( 0^* \) and \( 1^* \).

An upper bound for a nonempty subset \( E \) of \( \mathbb{R} \) is a real number \( M \) such that \( x \leq M \) for all \( x \) in \( E \). If the nonempty set \( E \) has an upper bound, we can take the cuts that \( E \) consists of and form their union. This turns out to be a cut, it is an upper bound for \( E \), and it is \( \leq \) all upper bounds for \( E \). We can summarize this result as a theorem.

**Theorem 1.1.** Any nonempty subset \( E \) of \( \mathbb{R} \) with an upper bound has a least upper bound.

The least upper bound is necessarily unique, and the notation for it is \( \sup_{x \in E} x \) or \( \sup \{ x \mid x \in E \} \), “sup” being an abbreviation for the Latin word “supremum,”
the largest. Of course, the least upper bound for a set \( E \) with an upper bound need not be in \( E \); for example, the supremum of the negative rationals is 0, which is not negative.

A lower bound for a nonempty set \( E \) of \( \mathbb{R} \) is a real number \( m \) such that \( x \geq m \) for all \( x \in E \). If \( m \) is a lower bound for \( E \), then \( -m \) is an upper bound for the set \( -E \) of negatives of members of \( E \). Thus \( -E \) has an upper bound, and Theorem 1.1 shows that it has a least upper bound \( \sup_{x \in -E} x \). Then \( -x \) is a greatest lower bound for \( E \). This greatest lower bound is denoted by \( \inf_{y \in E} y \) or \( \inf \{ y \mid y \in E \} \), “inf” being an abbreviation for “infimum.” We can summarize as follows.

**Corollary 1.2.** Any nonempty subset \( E \) of \( \mathbb{R} \) with a lower bound has a greatest lower bound.

A subset of \( \mathbb{R} \) is said to be bounded if it has an upper bound and a lower bound. Let us introduce notation and terminology for intervals of \( \mathbb{R} \), first treating the bounded ones.\(^1\) Let \( a \) and \( b \) be real numbers with \( a \leq b \). The open interval from \( a \) to \( b \) is the set \( (a, b) = \{ x \in \mathbb{R} \mid a < x < b \} \), the closed interval is the set \( [a, b] = \{ x \in \mathbb{R} \mid a \leq x \leq b \} \), and the half-open intervals are the sets \( [a, b) = \{ x \in \mathbb{R} \mid a \leq x < b \} \) and \( (a, b] = \{ x \in \mathbb{R} \mid a < x \leq b \} \). Each of the above intervals is indeed bounded, having \( a \) as a lower bound and \( b \) as an upper bound. These intervals are nonempty when \( a < b \) or when the interval is \( [a, b] \) with \( a = b \), and in these cases the least upper bound is \( b \) and the greatest lower bound is \( a \).

Open sets in \( \mathbb{R} \) are defined to be arbitrary unions of open bounded intervals, and a closed set is any set whose complement in \( \mathbb{R} \) is open. A set \( E \) is open if and only if for each \( x \in E \), there is an open interval \( (a, b) \) such that \( x \in (a, b) \subseteq E \). In this case we of course have \( a < x < b \). If we put \( \epsilon = \min \{ x - a, b - x \} \), then we see that \( x \) lies in the subset \( (x - \epsilon, x + \epsilon) \) of \( (a, b) \). The open interval \( (x - \epsilon, x + \epsilon) \) equals \( \{ y \in \mathbb{R} \mid |y - x| < \epsilon \} \). Thus an open set in \( \mathbb{R} \) is any set \( E \) such that for each \( x \in E \), there is a number \( \epsilon > 0 \) such that \( \{ y \in \mathbb{R} \mid |y - x| < \epsilon \} \) lies in \( E \). A limit point \( x \) of a subset \( F \) of \( \mathbb{R} \) is a point of \( \mathbb{R} \) such that any open interval containing \( x \) meets \( F \) in a point other than \( x \). For example, the set \( [a, b) \cup \{ b + 1 \} \) has \( [a, b] \) as its set of limit points. A subset of \( \mathbb{R} \) is closed if and only if it contains all its limit points.

Now let us turn to unbounded intervals. To provide notation for these, we shall make use of the two symbols \( +\infty \) and \( -\infty \) that will shortly be defined to be “extended real numbers.” If \( a \) is in \( \mathbb{R} \), then the subsets \( (a, +\infty) = \{ x \in \mathbb{R} \mid a < x \} \), \( (-\infty, a) = \{ x \in \mathbb{R} \mid x < a \} \), \( (-\infty, +\infty) = \mathbb{R} \), \( [a, +\infty) = \{ x \in \mathbb{R} \mid a \leq x \} \), and \( (a, +\infty) = \{ x \in \mathbb{R} \mid x \leq a \} \) are defined to be intervals, and they are all unbounded. The first three are open sets of \( \mathbb{R} \) and are considered to be open

\(^1\)Bounded intervals are called “finite intervals” by some authors.
intervals, while the last three are closed sets and are considered to be closed intervals. Specifically the middle set \( \mathbb{R} \) is both open and closed.

One important consequence of Theorem 1.1 is the **archimedean property** of \( \mathbb{R} \), as follows.

**Corollary 1.3.** If \( a \) and \( b \) are real numbers with \( a > 0 \), then there exists an integer \( n \) with \( na > b \).

**Proof.** If, on the contrary, \( na \leq b \) for all integers \( n \), then \( b \) is an upper bound for the set of all \( na \). Let \( M \) be the least upper bound of the set \{\( na \) | \( n \) is an integer\}. Using that \( a \) is positive, we find that \( a^{-1}M \) is a least upper bound for the integers. Thus \( n \leq a^{-1}M \) for all integers \( n \), and there is no smaller upper bound. However, the smaller number \( a^{-1}M - 1 \) must be an upper bound, since saying \( n \leq a^{-1}M \) for all integers is the same as saying \( n - 1 \leq a^{-1}M - 1 \) for all integers. We arrive at a contradiction, and we conclude that there is some integer \( n \) with \( na > b \). \( \square \)

The archimedean property enables one to see, for example, that any two distinct real numbers have a rational number lying between them. We prove this consequence as Corollary 1.5 after isolating one step as Corollary 1.4.

**Corollary 1.4.** If \( c \) is a real number, then there exists an integer \( n \) such that \( n \leq c < n + 1 \).

**Proof.** Corollary 1.3 with \( a = 1 \) and \( b = c \) shows that there is an integer \( M \) with \( M > c \), and Corollary 1.3 with \( a = 1 \) and \( b = -c \) shows that there is an integer \( m \) with \( m > -c \). Then \(-m < c < M\), and it follows that there exists a greatest integer \( n \) with \( n \leq c \). This \( n \) must have the property that \( c < n + 1 \), and the corollary follows. \( \square \)

**Corollary 1.5.** If \( x \) and \( y \) are real numbers with \( x < y \), then there exists a rational number \( r \) with \( x < r < y \).

**Proof.** By Corollary 1.3 with \( a = y - x \) and \( b = 1 \), there is an integer \( N \) such that \( N(y - x) > 1 \). This integer \( N \) has to be positive. Then \( \frac{1}{N} < y - x \). By Corollary 1.4 with \( c = Nx \), there exists an integer \( n \) with \( n \leq Nx < n + 1 \), hence with \( \frac{n}{N} \leq x < \frac{n+1}{N} \). Adding the inequalities \( \frac{n}{N} \leq x \) and \( \frac{1}{N} < y - x \) yields \( \frac{n+1}{N} < y \). Thus \( x < \frac{n+1}{N} < y \), and the rational number \( r = \frac{n+1}{N} \) has the required properties. \( \square \)

A **sequence** in a set \( S \) is a function from a certain kind of subset of integers into \( S \). It will be assumed that the set of integers is nonempty, consists of consecutive integers, and contains no largest integer. In particular the domain of any sequence is infinite. Usually the set of integers is either all nonnegative integers or all
positive integers. Sometimes the set of integers is all integers, and the sequence in this case is often called “doubly infinite.” The value of a sequence \( f \) at the integer \( n \) is normally written \( f_n \) rather than \( f(n) \), and the sequence itself may be denoted by an expression like \( \{f_n\}_{n \geq 1} \), in which the outer subscript indicates the domain.

A subsequence of a sequence \( f \) with domain \( \{m, m+1, \ldots \} \) is a composition \( f \circ n \), where \( f \) is a sequence and \( n \) is a sequence in the domain of \( f \) such that \( n_k < n_{k+1} \) for all \( k \). For example, if \( \{a_n\}_{n \geq 1} \) is a sequence, then \( \{a_{2k}\}_{k \geq 1} \) is the subsequence in which the function \( n \) is given by \( n_k = 2k \). The domain of a subsequence, by our definition, is always infinite.

A sequence \( a_n \) in \( \mathbb{R} \) is convergent, or convergent in \( \mathbb{R} \), if there exists a real number \( a \) such that for each \( \epsilon > 0 \), there is an integer \( N \) with \( |a_n - a| < \epsilon \) for all \( n \geq N \). The number \( a \) is necessarily unique and is called the limit of the sequence. Depending on how much information about the sequence is unambiguous, we may write \( \lim_{n \to \infty} a_n = a \) or \( \lim_{n} a_n = a \) or \( \lim_{\substack{n \to \infty \\atop a_n \to a}} a_n = a \) or \( a_n \to a \). We also say \( a_n \) tends to \( a \) as \( n \) tends to infinity or \( \infty \).

A sequence in \( \mathbb{R} \) is called monotone increasing if \( a_n \leq a_{n+1} \) for all \( n \) in the domain, monotone decreasing if \( a_n \geq a_{n+1} \) for all \( n \) in the domain, monotone if it is monotone increasing or monotone decreasing.

**Corollary 1.6.** Any bounded monotone sequence in \( \mathbb{R} \) converges. If the sequence is monotone increasing, then the limit is the least upper bound of the image in \( \mathbb{R} \) of the sequence. If the sequence is monotone decreasing, the limit is the greatest lower bound of the image.

**Remark.** Often it is Corollary 1.6, rather than the existence of least upper bounds, that is taken for granted in an elementary calculus course. The reason is that the statement of Corollary 1.6 tends for calculus students to be easier to understand than the statement of the least upper bound property. Problem 1 at the end of the chapter asks for a derivation of the least-upper-bound property from Corollary 1.6.

**Proof.** Suppose that \( \{a_n\} \) is monotone increasing and bounded. Let \( a = \sup a_n \), the existence of the supremum being ensured by Theorem 1.1, and let \( \epsilon > 0 \) be given. If there were no integer \( N \) with \( a_N > a - \epsilon \), then \( a - \epsilon \) would be a smaller upper bound, contradiction. Thus such an \( N \) exists. For that \( N \), \( n \geq N \) implies \( a - \epsilon < a_N \leq a_n \leq a < a + \epsilon \). Thus \( n \geq N \) implies \( |a_n - a| < \epsilon \).

Since \( \epsilon \) is arbitrary, \( \lim_{n \to \infty} a_n = a \). If the given sequence \( \{a_n\} \) is monotone decreasing, we argue similarly with \( a = \inf a_n \).

In working with sup and inf, it will be quite convenient to use the notation \( \sup_{x \in E} x \) even when \( E \) is nonempty but not bounded above, and to use the notation
inf_{x \in E} x even when $E$ is nonempty but not bounded below. We introduce symbols $+\infty$ and $-\infty$, plus and minus infinity, for this purpose and extend the definitions of $\sup_{x \in E} x$ and $\inf_{x \in E} x$ to all nonempty subsets $E$ of $\mathbb{R}$ by taking

$$
\sup_{x \in E} x = +\infty \quad \text{if } E \text{ has no upper bound,}
$$
$$
\inf_{x \in E} x = -\infty \quad \text{if } E \text{ has no lower bound.}
$$

To work effectively with these new pieces of notation, we shall enlarge $\mathbb{R}$ to a set $\mathbb{R}^*$ called the **extended real numbers** by defining

$$
\mathbb{R}^* = \mathbb{R} \cup \{+\infty\} \cup \{-\infty\}.
$$

An ordering on $\mathbb{R}^*$ is defined by taking $-\infty < r < +\infty$ for every member $r$ of $\mathbb{R}$ and by retaining the usual ordering within $\mathbb{R}$. It is immediate from this definition that

$$
\inf_{x \in E} x \leq \sup_{x \in E} x
$$

if $E$ is any nonempty subset of $\mathbb{R}$. In fact, we can enlarge the definitions of $\inf_{x \in E} x$ and $\sup_{x \in E} x$ in obvious fashion to include the case that $E$ is any nonempty subset of $\mathbb{R}^*$, and we still have $\inf \leq \sup$. With the ordering in place, we can unambiguously speak of **open intervals** $(a, b)$, **closed intervals** $[a, b]$, and **half-open intervals** $[a, b)$ and $(a, b]$ in $\mathbb{R}^*$ even if $a$ or $b$ is infinite. Under our definitions the intervals of $\mathbb{R}$ are the intervals of $\mathbb{R}^*$ that are subsets of $\mathbb{R}$, even if $a$ or $b$ is infinite. If no special mention is made whether an interval lies in $\mathbb{R}$ or $\mathbb{R}^*$, it is usually assumed to lie in $\mathbb{R}$.

The next step is to extend the operations of arithmetic to $\mathbb{R}^*$. It is important not to try to make such operations be everywhere defined, lest the distributive laws fail. Letting $r$ denote any member of $\mathbb{R}$ and $a$ and $b$ be any members of $\mathbb{R}^*$, we make the following new definitions:

**Multiplication:**

$$
\begin{align*}
 r(+\infty) &= (+\infty)r = \begin{cases} +\infty & \text{if } r > 0, \\
 0 & \text{if } r = 0, \\
 -\infty & \text{if } r < 0, 
\end{cases} \\
 r(-\infty) &= (-\infty)r = \begin{cases} -\infty & \text{if } r > 0, \\
 0 & \text{if } r = 0, \\
 +\infty & \text{if } r < 0, 
\end{cases} \\
 (+\infty)(+\infty) &= (-\infty)(-\infty) = +\infty, \\
 (+\infty)(-\infty) &= (-\infty)(+\infty) = -\infty.
\end{align*}
$$
Addition: \[ r + (+\infty) = (+\infty) + r = +\infty, \]
\[ r + (-\infty) = (-\infty) + r = -\infty, \]
\[ (+\infty) + (+\infty) = +\infty, \]
\[ (-\infty) + (-\infty) = -\infty. \]

Subtraction: \[ a - b = a + (-b) \] whenever the right side is defined.

Division: \[ a/b = 0 \quad \text{if } a \in \mathbb{R} \text{ and } b \text{ is } \pm\infty, \]
\[ a/b = b^{-1}a \quad \text{if } b \in \mathbb{R} \text{ with } b \neq 0 \text{ and } a \text{ is } \pm\infty. \]

The only surprise in the list is that 0 times anything is 0. This definition will be important to us when we get to measure theory, starting in Chapter V.

It is now a simple matter to define convergence of a sequence in \( \mathbb{R}^* \). The cases that need addressing are that the sequence is in \( \mathbb{R} \) and that the limit is \( +\infty \) or \( -\infty \). We say that a sequence \( \{a_n\} \) in \( \mathbb{R} \) tends to \( +\infty \) if for any positive number \( M \), there exists an integer \( N \) such that \( a_n \geq M \) for all \( n \geq N \). The sequence tends to \( -\infty \) if for any negative number \( -M \), there exists an integer \( N \) such that \( a_n \leq -M \) for all \( n \geq N \). It is important to indicate whether convergence/divergence of a sequence is being discussed in \( \mathbb{R} \) or in \( \mathbb{R}^* \). The default setting is \( \mathbb{R} \), in keeping with standard terminology in calculus. Thus, for example, we say that the sequence \( \{n\}_{n \geq 1} \) diverges, but it converges in \( \mathbb{R}^* \) (to \( +\infty \)).

With our new definitions every monotone sequence converges in \( \mathbb{R}^* \).

For a sequence \( \{a_n\} \) in \( \mathbb{R} \) or even in \( \mathbb{R}^* \), we now introduce members \( \limsup_n a_n \) and \( \liminf_n a_n \) of \( \mathbb{R}^* \). These will always be defined, and thus we can apply the operations \( \limsup \) and \( \liminf \) to any sequence in \( \mathbb{R}^* \). For the case of \( \limsup \) we define \( b_n = \sup_{k \geq n} a_k \) as a sequence in \( \mathbb{R}^* \). The sequence \( \{b_n\} \) is monotone decreasing. Thus it converges to \( \inf_n b_n \) in \( \mathbb{R}^* \). We define\[2\]
\[ \limsup_n a_n = \inf_{n} \sup_{k \geq n} a_k \]
as a member of \( \mathbb{R}^* \), and we define
\[ \liminf_n a_n = \sup_{n} \inf_{k \geq n} a_k \]
as a member of \( \mathbb{R}^* \). Let us underscore that \( \limsup_n a_n \) and \( \liminf_n a_n \) always exist. However, one or both may be \( \pm\infty \) even if \( a_n \) is in \( \mathbb{R} \) for every \( n \).

**Proposition 1.7.** The operations \( \limsup \) and \( \liminf \) on sequences \( \{a_n\} \) and \( \{b_n\} \) in \( \mathbb{R}^* \) have the following properties:

(a) if \( a_n \leq b_n \) for all \( n \), then \( \limsup a_n \leq \limsup b_n \) and \( \liminf a_n \leq \liminf b_n \).

\[2\]The notation \( \lim \) was at one time used for \( \limsup \), and \( \lim \) was used for \( \liminf \).
(b) \( \lim \inf a_n \leq \lim \sup a_n \),

(c) \( \{a_n\} \) has a subsequence converging in \( \mathbb{R}^* \) to \( \lim \sup a_n \) and another subsequence converging in \( \mathbb{R}^* \) to \( \lim \inf a_n \),

(d) \( \lim \sup a_n \) is the supremum of all subsequential limits of \( \{a_n\} \) in \( \mathbb{R}^* \), and \( \lim \inf a_n \) is the infimum of all subsequential limits of \( \{a_n\} \) in \( \mathbb{R}^* \).

(e) if \( \lim \sup a_n < +\infty \), then \( \lim \sup a_n \) is the infimum of all extended real numbers \( a \) such that \( a_n \geq a \) for only finitely many \( n \), and if \( \lim \inf a_n > -\infty \), then \( \lim \inf a_n \) is the supremum of all extended real numbers \( a \) such that \( a_n \leq a \) for only finitely many \( n \).

(f) the sequence \( \{a_n\} \) in \( \mathbb{R}^* \) converges in \( \mathbb{R}^* \) if and only if \( \lim \inf a_n = \lim \sup a_n \), and in this case the limit is the common value of \( \lim \inf a_n \) and \( \lim \sup a_n \).

**Remark.** It is enough to prove the results about \( \lim \sup \), since \( \lim \inf a_n = -\lim \sup(-a_n) \).

**Proofs for \( \lim \sup \)**

(a) From \( a_l \leq b_l \) for all \( l \), we have \( a_l \leq \sup_{k \geq n} b_k \) if \( l \geq n \). Hence \( \sup_{k \geq n} a_l \leq \sup_{k \geq n} b_k \). Then (a) follows by taking the limit on \( n \).

(b) This follows by taking the limit on \( n \) of the inequality \( \inf_{k \geq n} a_k \leq \sup_{k \geq n} a_k \).

(c) We divide matters into cases. The main case is that \( a = \lim \sup a_n \) is in \( \mathbb{R} \). Inductively, for each \( l \geq 1 \), choose \( N \geq n_{l-1} \) such that \( |\sup_{k \geq N} a_k - a| < l^{-1} \). Then choose \( n_l > n_{l-1} \) such that \( |a_{n_l} - \sup_{k \geq n} a_k| < l^{-1} \). Together these inequalities imply \( |a_{n_l} - a| < 2l^{-1} \) for all \( l \), and thus \( \lim_{l \to \infty} a_{n_l} = a \). The second case is that \( a = \lim \sup a_n \) equals \( +\infty \). Since \( \sup_{k \geq n} a_k \) is monotone decreasing in \( n \), we must have \( \sup_{k \geq n} a_k = +\infty \) for all \( n \). Inductively for \( l \geq 1 \), we can choose \( n_l > n_{l-1} \) such that \( a_{n_l} \geq l \). Then \( \lim_{l \to \infty} a_{n_l} = +\infty \). The third case is that \( a = \lim \sup a_n \) equals \( -\infty \). The sequence \( b_n = \sup_{k \geq n} a_k \) is monotone decreasing to \( -\infty \). Inductively for \( l \geq 1 \), choose \( n_l > n_{l-1} \) such that \( b_{n_l} \leq -l \). Then \( a_{n_l} \leq b_{n_l} \leq -l \), and \( \lim_{l \to \infty} a_{n_l} = -\infty \).

(d) By (c), \( \lim \sup a_n \) is one subsequential limit. Let \( a = \lim_{k \to \infty} a_{n_k} \) be another subsequential limit. Put \( b_n = \sup_{l \geq n} a_l \). Then \( \{b_n\} \) converges to \( \lim \sup a_n \) in \( \mathbb{R}^* \), and the same thing is true of every subsequence. Since \( a_{n_k} \leq \sup_{l \geq n_k} a_l = b_{n_k} \) for all \( k \), we can let \( k \) tend to infinity and obtain \( a = \lim_{k \to \infty} a_{n_k} \leq \lim_{k \to \infty} b_{n_k} = \lim \sup a_n \).

(e) Since \( \lim \sup a_n < +\infty \), we have \( \sup_{k \geq n} a_k < +\infty \) for \( n \) greater than or equal to some \( N \). For this \( N \) and any \( a > \sup_{k \geq N} a_k \), we then have \( a_n \geq a \) only finitely often. Thus there exists \( a \in \mathbb{R} \) such that \( a_n \geq a \) for only finitely many \( n \). On the other hand, if \( a' \) is a real number < \( \lim \sup a_n \), then (c) shows that \( a_n \geq a' \) for infinitely many \( n \). Hence

\[
\lim \sup a_n \leq \inf \{a \mid a_n \geq a \text{ for only finitely many } n \}.
\]
Arguing by contradiction, suppose that \(<\) holds in this inequality, and let \(a''\) be a real number strictly in between the two sides of the inequality. Then \(\sup_{k \geq n} a_k < a''\) for \(n\) large enough, and so \(a_n \geq a''\) only finitely often. But then \(a''\) is in the set

\[
\{a \mid a_n \geq a \text{ for only finitely many } n\},
\]

and the statement that \(a''\) is less than the infimum of this set gives a contradiction.

(f) If \(\{a_n\}\) converges in \(\mathbb{R}^*\), then (c) forces \(\liminf a_n = \limsup a_n\). Conversely suppose \(\liminf a_n = \limsup a_n\), and let \(a\) be the common value of \(\liminf a_n\) and \(\limsup a_n\). The main case is that \(a\) is in \(\mathbb{R}\). Let \(\epsilon > 0\) be given. By (e), \(a_n \geq a + \epsilon\) only finitely often, and \(a_n \leq a - \epsilon\) only finitely often. Thus \(|a_n - a| < \epsilon\) for all \(n\) sufficiently large. In other words, \(\lim_{n \to \infty} a_n = a\) as asserted. The other cases are that \(a = +\infty\) or \(a = -\infty\), and they are completely analogous to each other. Suppose for definiteness that \(a = +\infty\). Since \(\liminf a_n = +\infty\), the monotone increasing sequence \(b_n = \inf_{k \geq n} a_k\) converges in \(\mathbb{R}^*\) to \(+\infty\). Given \(M\), choose \(N\) such that \(b_n \geq M\) for \(n \geq N\). Then also \(a_n \geq M\) for \(n \geq N\), and \(a_n\) converges in \(\mathbb{R}^*\) to \(+\infty\). This completes the proof.

With Proposition 1.7 as a tool, we can now prove the Bolzano–Weierstrass Theorem. The remainder of the section will consist of applications of this theorem, showing that Cauchy sequences in \(\mathbb{R}\) converge in \(\mathbb{R}\), that continuous functions on closed bounded intervals of \(\mathbb{R}\) are uniformly continuous, that continuous functions on closed bounded intervals are bounded and assume their maximum and minimum values, and that continuous functions on closed intervals take on all intermediate values.

**Theorem 1.8** (Bolzano–Weierstrass). Every bounded sequence in \(\mathbb{R}\) has a convergent subsequence with limit in \(\mathbb{R}\).

**Proof.** If the given bounded sequence is \(\{a_n\}\), form the subsequence noted in Proposition 1.7c that converges in \(\mathbb{R}^*\) to \(\limsup a_n\). All quantities arising in the formation of \(\limsup a_n\) are in \(\mathbb{R}\), since \(\{a_n\}\) is bounded, and thus the limit is in \(\mathbb{R}\).

A sequence \(\{a_n\}\) in \(\mathbb{R}\) is called a **Cauchy sequence** if for any \(\epsilon > 0\), there exists an \(N\) such that \(|a_n - a_m| < \epsilon\) for all \(n\) and \(m\) that are \(\geq N\).

**Example.** Every convergent sequence in \(\mathbb{R}\) with limit in \(\mathbb{R}\) is Cauchy. In fact, let \(a = \lim a_n\), and let \(\epsilon > 0\) be given. Choose \(N\) such that \(n \geq N\) implies \(|a_n - a| < \epsilon\). Then \(n, m \geq N\) implies

\[
|a_n - a_m| \leq |a_n - a| + |a - a_m| < \epsilon + \epsilon = 2\epsilon.
\]

Hence the sequence is Cauchy.
In the above example and elsewhere in this book, we allow ourselves the luxury of having our final bound come out as a fixed multiple $M \varepsilon$ of $\varepsilon$, rather than $\varepsilon$ itself. Strictly speaking, we should have introduced $\varepsilon' = \varepsilon / M$ and aimed for $\varepsilon'$ rather than $\varepsilon$. Then our final bound would have been $M \varepsilon' = \varepsilon$. Since the technique for adjusting a proof in this way is always the same, we shall not add these extra steps in the future unless there would otherwise be a possibility of confusion.

This convention suggests a handy piece of terminology—that a proof as in the above example, in which $M = 2$, is a “$2\varepsilon$ proof.” That name conveys a great deal of information about the proof, saying that one should expect two contributions to the final estimate and that the final bound will be $2\varepsilon$.

**Theorem 1.9** (Cauchy criterion). Every Cauchy sequence in $\mathbb{R}$ converges to a limit in $\mathbb{R}$.

**Proof.** Let $\{a_n\}$ be Cauchy in $\mathbb{R}$. First let us see that $\{a_n\}$ is bounded. In fact, for $\varepsilon = 1$, choose $N$ such that $n, m \geq N$ implies $|a_n - a_m| < 1$. Then $|a_n| \leq |a_N| + 1$ for $m \geq N$, and $M = \max\{|a_1|, \ldots, |a_{N-1}|, |a_N| + 1\}$ is a common bound for all $|a_n|$

Since $\{a_n\}$ is bounded, it has a convergent subsequence $\{a_{n_k}\}$, say with limit $a$, by the Bolzano–Weierstrass Theorem. The subsequential limit has to satisfy $|a| \leq M$ within $\mathbb{R}^e$, and thus $a$ is in $\mathbb{R}$.

Finally let us see that $\lim a_n = a$. In fact, if $\varepsilon > 0$ is given, choose $N$ such that $n_k \geq N$ implies $|a_{n_k} - a| < \varepsilon$. Also, choose $N' \geq N$ such that $n, m \geq N'$ implies $|a_n - a_m| < \varepsilon$. If $n \geq N'$, then any $n_k \geq N'$ has $|a_{n_k} - a_n| < \varepsilon$, and hence

$$|a_n - a| \leq |a_{n_k} - a_n| + |a_n - a| < \varepsilon + \varepsilon = 2\varepsilon.$$  

This completes the proof. \hfill $\square$

Let $f$ be a function with domain an interval and with range in $\mathbb{R}$. The interval is allowed to be unbounded, but it is required to be a subset of $\mathbb{R}$. We say that $f$ is **continuous** at a point $x_0$ of the domain of $f$ within $\mathbb{R}$ if for each $\varepsilon > 0$, there is some $\delta > 0$ such that all $x$ in the domain of $f$ that satisfy $|x - x_0| < \delta$ have $|f(x) - f(x_0)| < \varepsilon$. This notion is sometimes abbreviated as $\lim_{x \to x_0} f(x) = f(x_0)$. Alternatively, one may say that $f(x)$ tends to $f(x_0)$ as $x$ tends to $x_0$, and one may write $f(x) \to f(x_0)$ as $x \to x_0$.

A mathematically equivalent definition is that $f$ is continuous at $x_0$ if whenever a sequence has $x_n \to x_0$ within the domain interval, then $f(x_n) \to f(x_0)$. This latter version of continuity will be shown in Section II.4 to be equivalent to the former version, given in terms of continuous limits, in greater generality than just for $\mathbb{R}$, and thus we shall not stop to prove the equivalence now. We say that $f$ is **continuous** if it is continuous at all points of its domain.
We say that a function $f$ as above is **uniformly continuous** on its domain if for any $\varepsilon > 0$, there is some $\delta > 0$ such that $|f(x) - f(x_0)| < \varepsilon$ whenever $x$ and $x_0$ are in the domain interval and $|x - x_0| < \delta$. (In other words, the condition for the continuity to be uniform is that $\delta$ can always be chosen independently of $x_0$.)

**Example.** The function $f(x) = x^2$ is continuous on $(-\infty, +\infty)$, but it is not uniformly continuous. In fact, it is not uniformly continuous on $[1, +\infty)$. Assuming the contrary, choose $\delta$ for $\varepsilon = 1$. Then we must have $|(x + \frac{\delta}{2})^2 - x^2| < 1$ for all $x \geq 1$. But $|(x + \frac{\delta}{2})^2 - x^2| = \delta x + \frac{\delta^2}{4} \geq \delta$, and this is $\geq 1$ for $x \geq \delta^{-1}$.

**Theorem 1.10.** A continuous function $f$ from a closed bounded interval $[a, b]$ into $\mathbb{R}$ is uniformly continuous.

**Proof.** Fix $\varepsilon > 0$. For $x_0$ in the domain of $f$, the continuity of $f$ at $x_0$ means that it makes sense to define

$$\delta_{x_0}(\varepsilon) = \min \left\{ 1, \sup \left\{ \delta' > 0 \mid |x - x_0| < \delta' \text{ and } x \text{ in the domain of } f \text{ imply } |f(x) - f(x_0)| < \varepsilon \right\} \right\}.$$  

If $|x - x_0| < \delta_{x_0}(\varepsilon)$, then $|f(x) - f(x_0)| < \varepsilon$. Put $\delta(\varepsilon) = \inf_{x_0 \in [a, b]} \delta_{x_0}(\varepsilon)$.

Let us see that it is enough to prove that $\delta(\varepsilon) > 0$. If $x$ and $y$ are in $[a, b]$ with $|x - y| < \delta(\varepsilon)$, then $|x - y| < \delta(\varepsilon) \leq \delta_y(\varepsilon)$. Hence $|f(x) - f(y)| < \varepsilon$ as required.

Thus we are to prove that $\delta(\varepsilon) > 0$. If $\delta(\varepsilon) = 0$, then, for each integer $n > 0$, we can choose $x_n$ such that $\delta_{x_n}(\varepsilon) < \frac{\varepsilon}{n}$. By the Bolzano–Weierstrass Theorem, there is a convergent subsequence, say with $x_{n_k} \to x'$. Along this subsequence, $\delta_{x_{n_k}}(\varepsilon) \to 0$. Fix $k$ large enough so that $|x_{n_k} - x'| < \frac{\varepsilon}{2}\delta_{x'}(\frac{\varepsilon}{2})$. Then $|f(x_{n_k}) - f(x')| < \frac{\varepsilon}{2}$. Also, $|x - x_{n_k}| < \frac{1}{2}\delta_{x'}(\frac{\varepsilon}{2})$ implies

$$|x - x'| \leq |x - x_{n_k}| + |x_{n_k} - x'| < \frac{1}{2}\delta_{x'}(\frac{\varepsilon}{2}) + \frac{1}{2}\delta_{x'}(\frac{\varepsilon}{2}) = \delta_{x'}(\frac{\varepsilon}{2}),$$

so that $|f(x) - f(x')| < \frac{\varepsilon}{2}$ and

$$|f(x_{n_k}) - f(x)| \leq |f(x_{n_k}) - f(x')| + |f(x') - f(x)| < \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon.$$

Consequently our arbitrary large fixed $k$ has $\delta_{x_{n_k}} \geq \frac{1}{2}\delta_{x'}(\frac{\varepsilon}{2})$, and the sequence $\{\delta_{x_{n_k}}(\varepsilon)\}$ cannot be tending to $0$. \hfill $\square$

**Theorem 1.11.** A continuous function $f$ from a closed bounded interval $[a, b]$ into $\mathbb{R}$ is bounded and takes on maximum and minimum values.

**Proof.** Let $c = \sup_{x \in [a, b]} f(x)$ in $\mathbb{R}^*$. Choose a sequence $x_n$ in $[a, b]$ with $f(x_n)$ increasing to $c$. By the Bolzano–Weierstrass Theorem, $\{x_n\}$ has a convergent subsequence, say $x_{n_k} \to x'$. By continuity, $f(x_{n_k}) \to f(x')$. Then $f(x') = c$, and $c$ is a finite maximum. The proof for a finite minimum is similar. \hfill $\square$
Theorem 1.12 (Intermediate Value Theorem). Let \( a < b \) be real numbers, and let \( f : [a, b] \to \mathbb{R} \) be continuous. Then \( f \), in the interval \([a, b]\), takes on all values between \( f(a) \) and \( f(b) \).

Remark. The proof below, which uses the Bolzano–Weierstrass Theorem, does not make absolutely clear what aspects of the structure of \( \mathbb{R} \) are essential to the argument. A conceptually clearer proof will be given in Section II.8 and will bring out that the essential property of the interval \([a, b]\) is its “connectedness” in a sense to be defined in that section.

Proof. Let \( f(a) = \alpha \) and \( f(b) = \beta \), and let \( \gamma \) be between \( \alpha \) and \( \beta \). We may assume that \( \gamma \) is in fact strictly between \( \alpha \) and \( \beta \). Possibly by replacing \( f \) by \(-f\), we may assume that also \( \alpha < \beta \). Let

\[ A = \{ x \in [a, b] \mid f(x) \leq \gamma \} \quad \text{and} \quad B = \{ x \in [a, b] \mid f(x) \geq \gamma \}. \]

These sets are nonempty, since \( a \) is in \( A \) and \( b \) is in \( B \), and \( f \) is bounded as a result of Theorem 1.11. Thus the numbers \( \gamma_1 = \sup \{ f(x) \mid x \in A \} \) and \( \gamma_2 = \inf \{ f(x) \mid x \in B \} \) are well defined and have \( \gamma_1 \leq \gamma \leq \gamma_2 \).

If \( \gamma_1 = \gamma \), then we can find a sequence \( \{x_n\} \) in \( A \) such that \( f(x_n) \) converges to \( \gamma \). Using the Bolzano–Weierstrass Theorem, we can find a convergent subsequence \( \{x_{n_k}\} \) of \( \{x_n\} \), say with limit \( x_0 \). By continuity of \( f \), \( f(x_{n_k}) \) converges to \( f(x_0) \). Then \( f(x_0) = \gamma_1 = \gamma \), and we are done. Arguing by contradiction, we may therefore assume that \( \gamma_1 < \gamma \). Similarly we may assume that \( \gamma < \gamma_2 \), but we do not need to do so.

Let \( \epsilon = \gamma_2 - \gamma_1 \), and choose, by Theorem 1.10 and uniform continuity, \( \delta > 0 \) such that \( |x_1 - x_2| < \delta \) implies \( |f(x_1) - f(x_2)| < \epsilon \) whenever \( x_1 \) and \( x_2 \) both lie in \([a, b]\). Then choose an integer \( n \) such that \( 2^{-n}(b-a) < \delta \), and consider the value of \( f \) at the points \( p_k = a + k2^{-n}(b-a) \) for \( 0 \leq k \leq 2^n \). Since \( p_{k+1} - p_k = 2^{-n}(b-a) < \delta \), we have \( |f(p_{k+1}) - f(p_k)| < \epsilon = \gamma_2 - \gamma_1 \).

Consequently if \( f(p_k) \leq \gamma_1 \), then

\[ f(p_{k+1}) \leq f(p_k) + |f(p_{k+1}) - f(p_k)| < f(p_k) + (\gamma_2 - \gamma_1) = \gamma_2, \]

and hence \( f(p_{k+1}) \leq \gamma_1 \). Now \( f(p_0) = f(a) = \alpha \leq \gamma_1 \). Thus induction shows that \( f(p_k) \leq \gamma_1 \) for all \( k \leq 2^n \). However, for \( k = 2^n \), we have \( p_{2^n} = b \), and \( f(b) = \beta \geq \gamma > \gamma_1 \), and we have arrived at a contradiction. \( \square \)

Further Topics. Here a number of other topics of an undergraduate course in real-variable theory fit well logically. Among these are countable vs. uncountable sets, infinite series and tests for their convergence, the fact that every rearrangement of an infinite series of positive terms has the same sum, special sequences, derivatives, the Mean Value Theorem as in Section A2 of Appendix A, and continuity and differentiability of inverse functions as in Section A3 of Appendix A. We shall not stop here to review these topics, which are treated in many books. One such book is Rudin’s Principles of Mathematical Analysis, the relevant chapters being 1 to 5. In Chapter 2 of that book, only the first few pages are needed; they are the ones where countable and uncountable sets are discussed.
2. Interchange of Limits

Let \( \{b_{ij}\} \) be a doubly indexed sequence of real numbers. It is natural to ask for the extent to which
\[
\lim_{i} \lim_{j} b_{ij} = \lim_{j} \lim_{i} b_{ij},
\]
more specifically to ask how to tell, in an expression involving iterated limits, whether we can interchange the order of the two limit operations. We can view matters conveniently in terms of an infinite matrix
\[
\begin{pmatrix}
b_{11} & b_{12} & \cdots \\
b_{21} & b_{22} & \cdots \\
\vdots & \vdots & \ddots
\end{pmatrix}.
\]
The left-hand iterated limit, namely \( \lim_i \lim_j b_{ij} \), is obtained by forming the limit of each row, assembling the results, and then taking the limit of the row limits down through the rows. The right-hand iterated limit, namely \( \lim_j \lim_i b_{ij} \), is obtained by forming the limit of each column, assembling the results, and then taking the limit of the column limits through the columns. If we use the particular infinite matrix
\[
\begin{pmatrix}
1 & 1 & 1 & \cdots \\
0 & 1 & 1 & \cdots \\
0 & 0 & 1 & \cdots \\
\vdots & \vdots & \ddots
\end{pmatrix},
\]
then we see that the first iterated limit depends only on the part of the matrix above the main diagonal, while the second iterated limit depends only on the part of the matrix below the main diagonal. Thus the two iterated limits in general have no reason at all to be related. In the specific matrix that we have just considered, they are 1 and 0, respectively. Let us consider some examples along the same lines but with an analytic flavor.

**Examples.**

1. Let \( b_{ij} = \frac{j}{i + j} \). Then \( \lim_i \lim_j b_{ij} = 1 \), while \( \lim_j \lim_i b_{ij} = 0 \).

2. Let \( F_n \) be a continuous real-valued function on \( \mathbb{R} \), and suppose that \( F(x) = \lim F_n(x) \) exists for every \( x \). Is \( F \) continuous? This is the same kind of question. It asks whether \( \lim_{n \to \infty} F(t) = F(x) \), hence whether
\[
\lim_{l \to x} \lim_{n \to \infty} F_n(t) = \lim_{n \to \infty} \lim_{l \to x} F_n(t).
\]
If we take \( f_k(x) = \frac{x^2}{(1+x^2)^k} \) for \( k \geq 0 \) and define \( F_n(x) = \sum_{k=0}^{n} f_k(x) \), then each \( F_n \) is continuous. The sequence of functions \( \{F_n\} \) has a pointwise limit \( F(x) = \sum_{k=0}^{\infty} \frac{x^2}{(1+x^2)^k} \). The series is a geometric series, and we can easily calculate explicitly the partial sums and the limit function. The latter is
\[
F(x) = \begin{cases} 
0 & \text{if } x = 0 \\
1 + x^2 & \text{if } x \neq 0.
\end{cases}
\]

It is apparent that the limit function is discontinuous.

(3) Let \( \{f_n\} \) be a sequence of differentiable functions, and suppose that \( f(x) = \lim f_n(x) \) exists for every \( x \) and is differentiable. Is \( \lim f'_n(x) = f'(x) \)? This question comes down to whether
\[
\lim_{n \to \infty} \lim_{t \to x} \frac{f_n(t) - f_n(x)}{t - x} = \lim_{t \to x} \lim_{n \to \infty} \frac{f_n(t) - f_n(x)}{t - x}.
\]

An example where the answer is negative uses the sine and cosine functions, which are undefined in the rigorous development until Section 7 on power series. The example has \( f_n(x) = \frac{\sin nx}{\sqrt{n}} \) for \( n \geq 1 \). Then \( \lim_n f_n(x) = 0 \), so that \( f(x) = 0 \) and \( f'(x) = 0 \). Also, \( f'_n(x) = \sqrt{n} \cos nx \), so that \( f'_n(0) = \sqrt{n} \) does not tend to 0 = \( f'(0) \).

Yet we know many examples from calculus where an interchange of limits is valid. For example, in calculus of two variables, the first partial derivatives of nice functions—polynomials, for example—can be computed in either order with the same result, and double integrals of continuous functions over a rectangle can be calculated as iterated integrals in either order with the same result. Positive theorems about interchanging limits are usually based on some kind of uniform behavior, in a sense that we take up in the next section. A number of positive results of this kind ultimately come down to the following general theorem about doubly indexed sequences that are monotone increasing in each variable. In Section 3 we shall examine the mechanism of this theorem closely: the proof shows that the equality in question is \( \sup_i \sup_j b_{ij} = \sup_j \sup_i b_{ij} \) and that it holds because both sides equal \( \sup_{i,j} b_{ij} \).

**Theorem 1.13.** Let \( b_{ij} \) be members of \( \mathbb{R}^* \) that are \( \geq 0 \) for all \( i \) and \( j \). Suppose that \( b_{ij} \) is monotone increasing in \( i \), for each \( j \), and is monotone increasing in \( j \), for each \( i \). Then
\[
\lim_{i \to j} \lim_{j \to i} b_{ij} = \lim_{j \to i} \lim_{i \to j} b_{ij},
\]
with all the indicated limits existing in \( \mathbb{R}^* \).
3. Uniform Convergence

PROOF. Put \( L_i = \lim_j b_{ij} \) and \( L'_j = \lim_i b_{ij} \). These limits exist in \( \mathbb{R}^* \), since the sequences in question are monotone. Then \( L_i \leq L_{i+1} \) and \( L'_j \leq L'_{j+1} \), and thus

\[
L = \lim_i L_i \quad \text{and} \quad L' = \lim_j L'_j
\]

both exist in \( \mathbb{R}^* \). Arguing by contradiction, suppose that \( L < L' \). Then we can choose \( j_0 \) such that \( L'_{j_0} > L \). Since \( L'_j = \lim_i b_{ij} \), we can choose \( i_0 \) such that \( b_{i_0,j_0} > L \). Then we have \( L < b_{i_0,j_0} \leq L_{i_0} \leq L \), contradiction. Similarly the assumption \( L' < L \) leads to a contradiction. We conclude that \( L = L' \).

\( \square \)

Corollary 1.14. If \( a_{ij} \) are members of \( \mathbb{R}^* \) that are \( \geq 0 \) and are monotone increasing in \( j \) for each \( i \), then

\[
\lim_j \sum_i a_{ij} = \sum_i \lim_j a_{ij}
\]

in \( \mathbb{R}^* \), the limits existing.

REMARK. This result will be generalized by the Monotone Convergence Theorem when we study abstract measure theory in Chapter V.

PROOF. Put \( b_{ij} = \sum_{i=1}^j a_{ij} \) in Theorem 1.13. \( \square \)

Corollary 1.15. If \( c_{ij} \) are members of \( \mathbb{R}^* \) that are \( \geq 0 \) for all \( i \) and \( j \), then

\[
\sum_i \sum_j c_{ij} = \sum_j \sum_i c_{ij}
\]

in \( \mathbb{R}^* \), the limits existing.

REMARK. This result will be generalized by Fubini’s Theorem when we study abstract measure theory in Chapter V.

PROOF. This follows from Corollary 1.14. \( \square \)

3. Uniform Convergence

Let us examine more closely what is happening in the proof of Theorem 1.13, in which it is proved that iterated limits can be interchanged under certain hypotheses of monotonicity. One of the iterated limits is \( L = \lim_i \lim_j b_{ij} \), and the claim is that \( L \) is approached as \( i \) and \( j \) tend to infinity jointly. In terms of a matrix whose
entries are the various \( b_{ij} \)'s, the pictorial assertion is that all the terms far down
and to the right are close to \( L \):

\[
\begin{array}{cccc}
\cdots & \cdots & \cdots & \\
\cdots & \text{All terms here} & \text{are close to } L \\
\end{array}
\]

To see this claim, let us choose a row limit \( L_{i_0} \) that is close to \( L \) and then take an
entry \( b_{i_0 j_0} \) that is close to \( L_{i_0} \). Then \( b_{i_0 j_0} \) is close to \( L \), and all terms down and to
the right from there are even closer because of the hypothesis of monotonicity.

To relate this behavior to something uniform, suppose that \( L < +\infty \), and let
some \( \epsilon > 0 \) be given. We have just seen that we can arrange to have \( |L - b_{ij}| < \epsilon \)
whenever \( i \geq i_0 \) and \( j \geq j_0 \). Then \( |L_i - b_{ij}| < \epsilon \) whenever \( i \geq i_0 \), provided
\( j \geq j_0 \). Also, we have \( \lim_{j} b_{ij} = L_i \) for \( i = 1, 2, \ldots, i_0 - 1 \). Thus \( |L_i - b_{ij}| < \epsilon \)
for all \( i \), provided \( j \geq j_0' \), where \( j_0' \) is some larger index than \( j_0 \). This is the
notion of uniform convergence that we shall define precisely in a moment: an
expression with a parameter (\( i \) in our case) has a limit (on the variable \( j \) in our
case) with an estimate independent of the parameter. We can visualize matters as in
the following matrix:

\[
\begin{array}{ccc}
\cdots & j & j_0' \\
\cdots & \text{All terms here} & \text{are close to } L_i \\
\end{array}
\]

The vertical dividing line occurs when the column index \( j \) is equal to \( j_0' \), and all
terms to the right of this line are close to their respective row limits \( L_i \).

Let us see the effect of this situation on the problem of interchange of limits.

The above diagram forces all the terms in the shaded part of

\[
\begin{array}{cccc}
\cdots & \cdots & \cdots & \\
\cdots & \text{All terms here} & \text{are close to } L_i \\
\end{array}
\]

to be close to one number if \( \lim L_i \) exists, i.e., if the row limits are tending to a
limit. If the other iterated limit exists, then it must be this same number. Thus
the interchange of limits is valid under these circumstances.

Actually, we can get by with less. If, in the displayed diagram above, we
assume that all the column limits \( L_i' \) exist, then it appears that all the column
limits with \( j \geq j_0' \) have to be close to the \( L_i \)'s. From this we can deduce that the
column limits have a limit \( L' \) and that the row limits \( L_j \) must tend to the limit of
the column limits. In other words, the convergence of the rows in a suitable
uniform fashion and the convergence of the columns together imply that both
iterated limits exist and they are equal. We shall state this result rigorously as Proposition 1.16, which will become a prototype for applications later in this section.

Let $S$ be a nonempty set, and let $f$ and $f_n$, for integers $n \geq 1$, be functions from $S$ to $\mathbb{R}$. We say that $f_n(x)$ converges to $f(x)$ uniformly for $x$ in $S$ if for any $\epsilon > 0$, there is an integer $N$ such that $n \geq N$ implies $|f_n(x) - f(x)| < \epsilon$ for all $x$ in $S$. It is equivalent to say that $\sup_{x \in S} |f_n(x) - f(x)|$ tends to 0 as $n$ tends to infinity.

**Proposition 1.16.** Let $b_{ij}$ be real numbers for $i \geq 1$ and $j \geq 1$. Suppose that

(i) $L_i = \lim_{j \to \infty} b_{ij}$ exists in $\mathbb{R}$ uniformly in $i$, and

(ii) $L'_j = \lim_{i \to \infty} b_{ij}$ exists in $\mathbb{R}$ for each $j$.

Then

(a) $L = \lim_{i \to \infty} L_i$ exists in $\mathbb{R}$,

(b) $L' = \lim_{j \to \infty} L'_j$ exists in $\mathbb{R}$,

(c) $L = L'$,

(d) the double limit on $i$ and $j$ of $b_{ij}$ exists and equals the common value of the iterated limits $L$ and $L'$, i.e., for each $\epsilon > 0$, there exist $i_0$ and $j_0$ such that $|b_{ij} - L| < \epsilon$ whenever $i \geq i_0$ and $j \geq j_0$,

(e) $L'_j = \lim_{i \to \infty} b_{ij}$ exists in $\mathbb{R}$ uniformly in $j$.

**Remark.** In applications we shall sometimes have extra information, typically the validity of (a) or (b). According to the statement of the proposition, however, the conclusions are valid without using this extra information as an additional hypothesis.

**Proof.** Let $\epsilon > 0$ be given. By (i), choose $j_0$ such that $|b_{ij} - L_i| < \epsilon$ for all $i$ whenever $j \geq j_0$. With $j \geq j_0$ fixed, (ii) says that $|b_{ij} - L'_j| < \epsilon$ whenever $i$ is $\geq$ some $i_0 = i_0(j)$. For $j \geq j_0$ and $i \geq i_0(j)$, we then have

$$|L_i - L'_j| \leq |L_i - b_{ij}| + |b_{ij} - L'_j| < \epsilon + \epsilon = 2\epsilon.$$

If $j' \geq j_0$ and $i \geq i_0(j')$, we similarly have $|L_i - L'_{j'}| < 2\epsilon$. Hence if $j \geq j_0$, $j' \geq j_0$, and $i \geq \max\{i_0(j), i_0(j')\}$, then

$$|L'_j - L'_{j'}| \leq |L'_j - L_i| + |L_i - L'_{j'}| < 2\epsilon + 2\epsilon = 4\epsilon.$$

In other words, $\{L'_j\}$ is a Cauchy sequence. By Theorem 1.9, $L' = \lim_{j \to \infty} L'_j$ exists in $\mathbb{R}$. This proves (b).

Passing to the limit in our inequality, we have $|L'_j - L'| \leq 4\epsilon$ when $j \geq j_0$ and in particular when $j = j_0$. If $i \geq i_0(j_0)$, then we saw that $|b_{ij_0} - L_i| < \epsilon$ and $|b_{ij_0} - L'_{j_0}| < \epsilon$. Hence $i \geq i_0(j_0)$ implies

$$|L_i - L'| \leq |L_i - b_{ij_0}| + |b_{ij_0} - L'_{j_0}| + |L'_{j_0} - L'| < \epsilon + \epsilon + 4\epsilon = 6\epsilon.$$
Since \( \epsilon \) is arbitrary, \( L = \lim_i L_i \) exists and equals \( L' \). This proves (a) and (c).

Since \( \lim_i L_i = L \), choose \( i_1 \) such that \( |L_i - L| < \epsilon \) whenever \( i \geq i_1 \). If \( i \geq i_1 \) and \( j \geq j_0 \), we then have

\[
|b_{ij} - L| \leq |b_{ij} - L_i| + |L_i - L| < \epsilon + \epsilon = 2\epsilon.
\]

This proves (d).

Let \( i_1 \) and \( j_0 \) be as in the previous paragraph. We have seen that \( |L'_j - L'_j| < 4\epsilon \) for \( j \geq j_0 \). By (b), \( |L'_j - L'| \leq 4\epsilon \) whenever \( j \geq j_0 \). Hence (c) and the inequality of the previous paragraph give

\[
|b_{ij} - L'_j| \leq |b_{ij} - L| + |L - L'| + |L' - L'_j| < 2\epsilon + 0 + 4\epsilon = 6\epsilon
\]

whenever \( i \geq i_1 \) and \( j \geq j_0 \). By (ii), choose \( i_2 \geq i_1 \) such that \( |b_{ij} - L'_j| < 6\epsilon \) whenever \( j \in \{1, \ldots, j_0 - 1\} \) and \( i \geq i_2 \). Then \( i \geq i_2 \) implies \( |b_{ij} - L'_j| < 6\epsilon \) for all \( j \) whenever \( i \geq i_2 \).

In checking for uniform convergence, we often do not have access to explicit expressions for limiting values. One device for dealing with the problem is a uniform version of the Cauchy criterion. Let \( S \) be a nonempty set, and let \( \{f_n\}_{n \geq 1} \) be a sequence of functions from \( S \) to \( \mathbb{R} \). We say that \( \{f_n(x)\} \) is uniform Cauchy for \( x \in S \) if for any \( \epsilon > 0 \), there is an integer \( N \) such that \( n \geq N \) and \( m \geq N \) together imply \( |f_n(x) - f_m(x)| < \epsilon \) for all \( x \) in \( S \).

**Proposition 1.17** (uniform Cauchy criterion). A sequence \( \{f_n\} \) of functions from a nonempty set \( S \) to \( \mathbb{R} \) is uniformly Cauchy if and only if it is uniformly convergent.

**Proof.** If \( \{f_n\} \) is uniformly convergent to \( f \), we use a \( 2\epsilon \) argument, just as in the example before Theorem 1.9: Given \( \epsilon > 0 \), choose \( N \) such that \( n \geq N \) implies \( |f_n(x) - f(x)| < \epsilon \). Then \( n \geq N \) and \( m \geq N \) together imply

\[
|f_n(x) - f_m(x)| \leq |f_n(x) - f(x)| + |f(x) - f_m(x)| < \epsilon + \epsilon = 2\epsilon.
\]

Thus \( \{f_n\} \) is uniformly Cauchy.

Conversely suppose that \( \{f_n\} \) is uniformly Cauchy. Then \( \{f_n(x)\} \) is Cauchy for each \( x \). Theorem 1.9 therefore shows that there exists a function \( f : S \to \mathbb{R} \) such that \( \lim_n f_n(x) = f(x) \) for each \( x \). We prove that the convergence is uniform. Given \( \epsilon > 0 \), choose \( N \), as is possible since \( \{f_n\} \) is uniformly Cauchy, such that \( n \geq N \) and \( m \geq N \) together imply \( |f_n(x) - f_m(x)| < \epsilon \). Letting \( m \) tend to \( \infty \) shows that \( |f_n(x) - f(x)| \leq \epsilon \) for \( n \geq N \). Hence \( \lim_n f_n(x) = f(x) \) uniformly for \( x \) in \( S \).
3. Uniform Convergence

In practice, uniform convergence often arises with infinite series of functions, and then the definition and results about uniform convergence are to be applied to the sequence of partial sums. If the series is \( \sum_{k=1}^{\infty} a_k(x) \), one wants \( |\sum_{k=m}^{n} a_k(x)| \) to be small for all \( m \) and \( n \) sufficiently large. Some of the standard tests for convergence of series of numbers yield tests for uniform convergence of series of functions just by introducing a parameter and ensuring that the estimates do not depend on the parameter. We give two clear-cut examples. One is the uniform alternating series test or Leibniz test, given in Corollary 1.18. A generalization is the handy test given in Corollary 1.19.

**Corollary 1.18.** If for each \( x \) in a nonempty set \( S \), \( \{a_n(x)\}_{n \geq 1} \) is a monotone decreasing sequence of nonnegative real numbers such that \( \lim_{n} a_n(x) = 0 \) uniformly in \( x \), then \( \sum_{n=1}^{\infty} (-1)^n a_n(x) \) converges uniformly.

**Proof.** The hypotheses are such that \( |\sum_{k=m}^{n} (-1)^k a_k(x)| \leq \sup_x |a_m(x)| \) whenever \( n \geq m \), and the uniform convergence is immediate from the uniform Cauchy criterion.

**Corollary 1.19.** If for each \( x \) in a nonempty set \( S \), \( \{a_n(x)\}_{n \geq 1} \) is a monotone decreasing sequence of nonnegative real numbers such that \( \lim_{n} a_n(x) = 0 \) uniformly in \( x \) and if \( \{b_n(x)\}_{n \geq 1} \) is a sequence of real-valued functions on \( S \) whose partial sums \( B_n(x) = \sum_{k=1}^{n} b_k(x) \) have \( |B_n(x)| \leq M \) for some \( M \) and all \( n \) and \( x \), then \( \sum_{n=1}^{\infty} a_n(x)b_n(x) \) converges uniformly.

**Proof.** If \( n \geq m \), summation by parts gives

\[
\sum_{k=m}^{n} a_k(x)b_k(x) = \sum_{k=m}^{n-1} B_k(x)(a_k(x) - a_{k+1}(x)) + B_n(x)a_n(x) - B_{m-1}(x)a_m(x),
\]

as one can check by expanding out the right side. Let \( \epsilon > 0 \) be given, and choose \( N \) such that \( a_k(x) \leq \epsilon \) for all \( x \) whenever \( k \geq N \). If \( n \geq m \geq N \), then

\[
|\sum_{k=m}^{n} a_k(x)b_k(x)| \leq \sum_{k=m}^{n-1} |B_k(x)|(a_k(x) - a_{k+1}(x)) + M\epsilon + M\epsilon \\
\leq M \sum_{k=m}^{n-1} (a_k(x) - a_{k+1}(x)) + 2M\epsilon \\
\leq Ma_m(x) + 2M\epsilon \\
\leq 3M\epsilon,
\]

and the uniform convergence is immediate from the uniform Cauchy criterion.
A third consequence can be considered as a uniform version of the result that absolute convergence implies convergence. In practice it tends to be fairly easy to apply, but it applies only in the simplest situations.

**Proposition 1.20** (Weierstrass $M$ test). Let $S$ be a nonempty set, and let $\{f_n\}$ be a sequence of real-valued functions on $S$ such that $|f_n(x)| \leq M_n$ for all $x$ in $S$. Suppose that $\sum_n M_n < +\infty$. Then $\sum_{n=1}^{\infty} f_n(x)$ converges uniformly for $x$ in $S$.

**Proof.** If $n \geq m \geq N$, then $|\sum_{k=m}^{n} f_k(x)| \leq \sum_{k=m}^{n} |f_k(x)| \leq \sum_{k=m}^{n} M_k$, and the right side tends to 0 uniformly in $x$ as $N$ tends to infinity. Therefore the result follows from the uniform Cauchy criterion. \qed

**Examples.**

(1) The series

$$\sum_{n=1}^{\infty} \frac{1}{n^2} x^n$$

converges uniformly for $-1 \leq x \leq 1$ by the Weierstrass $M$ test with $M_n = 1/n^2$.

(2) The series

$$\sum_{n=1}^{\infty} (-1)^n \frac{x^2 + n}{n^2}$$

converges uniformly for $-1 \leq x \leq 1$, but the $M$ test does not apply. To see that the $M$ test does not apply, we use the smallest possible $M_n$, which is $M_n = \sup_{x} |(-1)^n \frac{x^2 + n}{n^2}| = \frac{n+1}{n^2}$. The series $\sum \frac{n+1}{n^2}$ diverges, and hence the $M$ test cannot apply for any choice of the numbers $M_n$. To see the uniform convergence of the given series, we observe that the terms strictly alternate in sign. Also,

$$\frac{x^2 + n}{n^2} \geq \frac{x^2 + (n + 1)}{(n + 1)^2} \quad \text{because} \quad \frac{x^2}{n^2} \geq \frac{x^2}{(n + 1)^2} \quad \text{and} \quad \frac{1}{n} \geq \frac{1}{n + 1}.$$

Finally

$$\frac{x^2 + n}{n^2} \leq \frac{n + 1}{n^2} \to 0$$

uniformly for $-1 \leq x \leq 1$. Hence the series converges uniformly by the uniform Leibniz test (Corollary 1.18).

Having developed some tools for proving uniform convergence, let us apply the notion of uniform convergence to interchanges of limits involving functions of a real variable. For a point of reference, recall the diagrams of interchanges of limits at the beginning of the section. We take the column index to be $n$ and think
of the row index as a variable $t$, which is tending to $x$. We make assumptions that correspond to (i) and (ii) in Proposition 1.16, namely that $\{f_n(t)\}$ converges uniformly in $t$ as $n$ tends to infinity, say to $f(t)$, and that $f_n(t)$ converges to some limit $f_n(x)$ as $t$ tends to $x$. With $f_n(x)$ defined as this limit, $f_n$ is continuous at $x$. In other words, the assumptions are that the sequence $\{f_n\}$ is uniformly convergent to $f$ and each $f_n$ is continuous.

**Theorem 1.21.** If $\{f_n\}$ is a sequence of real-valued functions on $[a, b]$ that are continuous at $x$ and if $\{f_n\}$ converges to $f$ uniformly, then $f$ is continuous at $x$.

**Remarks.** This is really a consequence of Proposition 1.16 except that one of the indices, namely $t$, is regarded as continuous and not discrete. Actually, there is a subtle simplification here, by comparison with Proposition 1.16, in that $\{f_n(x)\}$ at the limiting parameter $x$ is being assumed to tend to $f(x)$. This corresponds to assuming (b) in the proposition, as well as (i) and (ii). Consequently the proof of the theorem will be considerably simpler than the proof of Proposition 1.16. In fact, the proof will be our first example of a $3\epsilon$ proof. In many applications of Theorem 1.21, the given sequence $\{f_n\}$ is continuous at every $x$, and then the conclusion is that $f$ is continuous at every $x$.

**Proof.** We write

$$|f(t) - f(x)| \leq |f(t) - f_n(t)| + |f_n(t) - f_n(x)| + |f_n(x) - f(x)|.$$  

Given $\epsilon > 0$, choose $N$ large enough so that $|f_n(t) - f(t)| < \epsilon$ for all $t$ whenever $n \geq N$. With such an $n$ fixed, choose some $\delta$ of continuity for the function $f_n$, the point $x$, and the number $\epsilon$. Each term above is then < $\epsilon$, and hence $|f(t) - f(x)| < 3\epsilon$. Since $\epsilon$ is arbitrary, $f$ is continuous at $x$. \qed

Theorem 1.21 in effect uses only conclusion (c) of Proposition 1.16, which concerns the equality of the two iterated limits. Conclusion (d) gives a stronger result, namely that the double limit exists and equals each iterated limit. The strengthened version of Theorem 1.21 is as follows.

**Theorem 1.21’.** If $\{f_n\}$ is a sequence of real-valued functions on $[a, b]$ that are continuous at $x$ and if $\{f_n\}$ converges to $f$ uniformly, then for each $\epsilon > 0$, there exist an integer $N$ and a number $\delta > 0$ such that

$$|f_n(t) - f(x)| < \epsilon$$

whenever $n \geq N$ and $|t - x| < \delta$.

**Proof.** If $\epsilon > 0$ is given, choose $N$ such that $|f_n(t) - f(t)| < \epsilon/2$ for all $t$ whenever $n \geq N$, and choose $\delta$ in the conclusion of Theorem 1.21 such that $|t - x| < \delta$ implies $|f(t) - f(x)| < \epsilon/2$. Then

$$|f_n(t) - f(x)| \leq |f_n(t) - f(t)| + |f(t) - f(x)| < \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon$$

whenever $n \geq N$ and $|t - x| < \delta$. Theorem 1.21’ follows. \qed
In interpreting our diagrams of interchanges of limits to get at the statement of Theorem 1.21, we took the column index to be $n$ and thought of the row index as a variable $t$, which was tending to $x$. It is instructive to see what happens when the roles of $n$ and $t$ are reversed, i.e., when the row index is $n$ and the column index is the variable $t$, which is tending to $x$. Again we have $f_n(t)$ converging to $f(t)$ and $\lim_{t \to x} f_n(t) = f_n(x)$, but the uniformity is different. This time we want the uniformity to be in $n$ as $t$ tends to $x$. This means that the $\delta$ of continuity that corresponds to $\epsilon$ can be taken independent of $n$. This is the notion of “equicontinuity,” and there is a classical theorem about it. The theorem is actually stronger than Proposition 1.16 suggests, since the theorem assumes less than that $f_n(t)$ converges to $f(t)$ for all $t$.

Let $\mathcal{F} = \{f_\alpha \mid \alpha \in A\}$ be a set of real-valued functions on a bounded interval $[a, b]$. We say that $\mathcal{F}$ is **equicontinuous** at $x \in [a, b]$ if for each $\epsilon > 0$, there is some $\delta > 0$ such that $|t - x| < \delta$ implies $|f(t) - f(x)| < \epsilon$ for all $f \in \mathcal{F}$. The set $\mathcal{F}$ of functions is **pointwise bounded** if for each $t \in [a, b]$, there exists a number $M_t$ such that $|f(t)| \leq M_t$ for all $f \in \mathcal{F}$. The set is **uniformly equicontinuous** on $[a, b]$ if it is equicontinuous at each point $x$ and if the $\delta$ can be taken independent of $x$. The set is **uniformly bounded** on $[a, b]$ if it is pointwise bounded at each $t \in [a, b]$ and the bound $M_t$ can be taken independent of $t$.

**Theorem 1.22** (Ascoli’s Theorem). If $\{f_n\}$ is a sequence of real-valued functions on a closed bounded interval $[a, b]$ that is equicontinuous at each point of $[a, b]$ and pointwise bounded on $[a, b]$, then

(a) $\{f_n\}$ is uniformly equicontinuous and uniformly bounded on $[a, b]$,

(b) $\{f_n\}$ has a uniformly convergent subsequence.

**PROOF.** Since each $f_n$ is continuous at each point, we know from Theorems 1.10 and 1.11 that each $f_n$ is uniformly continuous and bounded. The proof of (a) amounts to an argument that the estimates in those theorems can be arranged to apply simultaneously for all $n$.

First consider the question of uniform boundedness. Choose, by Theorem 1.11, some $x_n$ in $[a, b]$ with $|f_n(x_n)|$ equal to $K_n = \sup_{x \in [a, b]} |f_n(x)|$. Then choose a subsequence on which the numbers $K_n$ tend to $\sup_n K_n$ in $\mathbb{R}^\ast$. There will be no loss of generality in assuming that this subsequence is our whole sequence. Apply the Bolzano–Weierstrass Theorem to find a convergent subsequence $\{x_{n_k}\}$ of $\{x_n\}$, say with limit $x_0$. By pointwise boundedness, find $M_{x_0}$ with $|f_n(x_0)| \leq M_{x_0}$ for all $n$. Then choose some $\delta$ of equicontinuity at $x_0$ for $\epsilon = 1$. As soon as $k$ is large enough so that $|x_{n_k} - x_0| < \delta$, we have

$$K_{n_k} = |f_{n_k}(x_{n_k})| \leq |f_{n_k}(x_{n_k}) - f_{n_k}(x_0)| + |f_{n_k}(x_0)| < 1 + M_{x_0}.$$  

Thus $1 + M_{x_0}$ is a uniform bound for the functions $f_n$. 
3. Uniform Convergence

The proof of uniform equicontinuity proceeds in the same spirit but takes longer to write out. Fix \( \epsilon > 0 \). The uniform continuity of \( f_n \) for each \( n \) means that it makes sense to define

\[
\delta_n(\epsilon) = \min \left\{ 1, \sup \left\{ \delta' > 0 \mid |f_n(x) - f_n(y)| < \epsilon \text{ whenever } |x - y| < \delta' \right\} \right\},
\]

and \( x \) and \( y \) are in the domain of \( f_n \).

If \( |x - y| < \delta_n(\epsilon) \), then \( |f_n(x) - f_n(y)| < \epsilon \). Put \( \delta(\epsilon) = \inf_n \delta_n(\epsilon) \). Let us see that it is enough to prove that \( \delta(\epsilon) > 0 \); if \( x \) and \( y \) are in \([a, b]\) with \( |x - y| < \delta(\epsilon) \), then \( |x - y| < \delta(\epsilon) \leq \delta_n(\epsilon) \). Hence \( |f_n(x) - f_n(y)| < \epsilon \) as required.

Thus we are to prove that \( \delta(\epsilon) > 0 \). If \( \delta(\epsilon) = 0 \), then we first choose an increasing sequence \( \{n_k\} \) of positive integers such that \( \delta_{n_k}(\epsilon) < \frac{1}{k} \), and we next choose \( x_{k} \) and \( y_{k} \) in \([a, b]\) with \( |x_k - y_k| < 1/k \) and \( |f_{n_k}(x_k) - f_{n_k}(y_k)| \geq \epsilon \). Applying the Bolzano–Weierstrass Theorem, we obtain a subsequence \( \{x_{k_l}\} \) of \( \{x_k\} \) such that \( \{x_{k_l}\} \) converges, say to \( x_0 \). Then

\[
\limsup_{l} |y_{k_l} - x_0| \leq \limsup_{l} |y_{k_l} - x_{k_l}| + \limsup_{l} |x_{k_l} - x_0| = 0 + 0 = 0,
\]

so that \( \{y_{k_l}\} \) converges to \( x_0 \). Now choose, by equicontinuity at \( x_0 \), a number \( \delta' > 0 \) such that \( |f_n(x) - f_n(x_0)| < \frac{\epsilon}{2} \) for all \( n \) whenever \( |x - x_0| < \delta' \). The convergence of \( \{x_{k_l}\} \) and \( \{y_{k_l}\} \) to \( x_0 \) implies that for large enough \( l \), we have \( |x_{k_l} - x_0| < \delta'/2 \) and \( |y_{k_l} - x_0| < \delta'/2 \). Therefore \( |f_{n_{k_l}}(x_{k_l}) - f_{n_{k_l}}(x_0)| < \frac{\epsilon}{2} \) and \( |f_{n_{k_l}}(y_{k_l}) - f_{n_{k_l}}(x_0)| < \frac{\epsilon}{2} \), from which we conclude that \( |f_{n_{k_l}}(x_{k_l}) - f_{n_{k_l}}(y_{k_l})| < \epsilon \).

But we saw that \( |f_{n_l}(x_k) - f_{n_l}(y_k)| \geq \epsilon \) for all \( k \), and thus we have arrived at a contradiction. This proves the uniform equicontinuity and completes the proof of (a).

To prove (b), we first construct a subsequence of \( \{f_n\} \) that is convergent at every rational point in \([a, b]\). We enumerate the rationals, say as \( x_1, x_2, \ldots \). By the Bolzano–Weierstrass Theorem and the pointwise boundedness, we can find a subsequence of \( \{f_{n_k}\} \) that is convergent at \( x_1 \), a subsequence of the result that is convergent at \( x_2 \), a subsequence of the result that is convergent at \( x_3 \), and so on. The trouble with this process is that each term of our original sequence may disappear at some stage, and then we are left with no terms that address all the rationals. The trick is to form the subsequence \( \{f_{n_k}\} \) of the given \( \{f_n\} \) whose \( k \)-th term is the \( k \)-th term of the \( k \)-th subsequence we constructed. Then the \( k \)-th, \( (k + 1) \)-th, \( (k + 2) \)-th, \ldots terms of \( \{f_{n_k}\} \) all lie in our \( k \)-th constructed subsequence, and hence \( \{f_{n_k}\} \) converges at the first \( k \) points \( x_1, \ldots, x_k \). Since \( k \) is arbitrary, \( \{f_{n_k}\} \) converges at every rational point.

Let us prove that \( \{f_{n_k}\} \) is uniformly Cauchy. Redefining our indices, we may assume that \( n_k = k \) for all \( k \). Let \( \epsilon > 0 \) be given, let \( \delta \) be the number exhibiting uniform equicontinuity, and choose finitely many rationals \( r_1, \ldots, r_l \) in \([a, b]\) such that any member of \([a, b]\) is within \( \delta \) of at least one of
these rationals. Then choose $N$ such that $|f_n(r_j) - f_m(r_j)| < \epsilon$ for $1 \leq j \leq l$ whenever $n$ and $m$ are $\geq N$. If $x$ is in $[a, b]$, let $r(x)$ be an $r_j$ with $|x - r(x)| < \delta$. Whenever $n$ and $m$ are $\geq N$, we then have

$$|f_n(x) - f_m(x)| 
\leq |f_n(x) - f_n(r(x))| + |f_n(r(x)) - f_m(r(x))| + |f_m(r(x)) - f_m(x)| 
< \epsilon + \epsilon + \epsilon = 3\epsilon.$$

Hence $\{f_n\}$ is uniformly Cauchy, and (b) follows from Proposition 1.17. \qed

**Remark.** The construction of the subsequence for which countably many convergence conditions were all satisfied is an important one and is often referred to as a **diagonal process** or as the **Cantor diagonal process**.

**Example.** Let $K$ and $M$ be positive constants, and let $\mathcal{F}$ be the set of continuous real-valued functions $f$ on $[a, b]$ such that $|f(t)| \leq K$ for $a \leq t \leq b$ and such that the derivative $f'(t)$ exists for $a < t < b$ and satisfies $|f'(t)| \leq M$ there. This set of functions is certainly uniformly bounded by $K$, and we show that it is also uniformly equicontinuous. To see the latter, we use the Mean Value Theorem. If $x$ is in the closed interval $[a, b]$ and $t$ is in the open interval $(a, b)$, then there exists $\xi$ depending on $t$ and $x$ such that

$$|f(t) - f(x)| = |f'(\xi)||t - x| \leq M|t - x|.$$

From this inequality it follows that the number $\delta$ of uniform equicontinuity for $\epsilon$ and $\mathcal{F}$ can be taken to be $\epsilon/M$. The hypotheses of Ascoli’s Theorem are satisfied, and it follows that any sequence of functions in $\mathcal{F}$ has a uniformly convergent subsequence. The estimate of $\delta$ is independent of the uniform bound $K$, yet Ascoli’s Theorem breaks down if there is no bound at all; for example, the sequence of constant functions with $f_n(x) = n$ is uniformly equicontinuous but has no convergent subsequence.

We turn now to the problem of interchange of derivative and limit. The two indices again will be an integer $n$ that is tending to infinity and a parameter $t$ that is tending to $x$. Proposition 1.16 takes away all the surprise in the statement of the theorem, and it tells us the steps to follow in a proof. What the proposition suggests is that the general entry in our interchange diagram should be whatever quantity we want to take an iterated limit of in either order. Thus we expect not a theorem about a general entry $f_n(t)$, but instead a theorem about a general entry $f_n(t) - f_n(x)$. The limit on $n$ gives us $\frac{f(t) - f(x)}{t - x}$ for a limiting function $f$, and then the limit as $t \to x$ gives us $f'(x)$. In the other order the limit as $t \to x$
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gives us $f'_n(x)$, and then we are to consider the limit on $n$. If Proposition 1.16 is to be a guide, we are to assume that the convergence in one variable is uniform in the other. The proposition also suggests that if we have existence of each row limit and each column limit, then uniform convergence when one variable occurs first is equivalent to uniform convergence when the other variable occurs first. Thus we should assume whichever is easier to verify.

**Theorem 1.23.** Suppose that $\{f_n\}$ is a sequence of real-valued functions continuous for $a \leq t \leq b$ and differentiable for $a < t < b$ such that $\{f'_n\}$ converges uniformly for $a < t < b$ and $\{f_n(x_0)\}$ converges in $\mathbb{R}$ for some $x_0$ with $a \leq x_0 \leq b$. Then $\{f_n\}$ converges uniformly for $a \leq t \leq b$ to a function $f$, and $f'(x) = \lim_n f'_n(x)$ for $a < x < b$, with the derivative and the limit existing.

**Remarks.** The convergence of $\{f(x_0)\}$ cannot be dropped completely as a hypothesis because $f_n(t) = n$ would otherwise provide a counterexample. In practice, $\{f_n\}$ will be known in advance to be uniformly convergent. However, uniform convergence of $\{f_n\}$ is not enough by itself, as was shown by the example $f_n(x) = \frac{\sin nx}{\sqrt{n}}$ in Section 2.

**Proof.** The first step is to apply the Mean Value Theorem to $f_n - f_m$, estimate $f'_n - f'_m$, and use the convergence of $\{f_n(x_0)\}$ to obtain the existence of the limit function $f$. The Mean Value Theorem produces some $\xi$ strictly between $t$ and $x_0$ such that

$$f_n(t) - f_m(t) = (f_n(x_0) - f_m(x_0)) + (t - x_0)(f'_n(\xi) - f'_m(\xi)).$$

Our hypotheses allow us to conclude that $\{f_n\}$ is uniformly Cauchy, and thus $\{f_n\}$ converges uniformly to a limit function $f$ by Proposition 1.17.

The second step is to apply the Mean Value Theorem again to $f_n - f_m$, this time to see that

$$\varphi_n(t) = \frac{f_n(t) - f_n(x)}{t - x}$$

converges uniformly in $t$ (for $t \neq x$) as $n$ tends to infinity, the limit being $\varphi(t) = \frac{f(t) - f(x)}{t - x}$. In fact, the Mean Value Theorem produces some $\xi$ strictly between $t$ and $x$ such that

$$\varphi_n(t) - \varphi_m(t) = \frac{[f_n(t) - f_m(t)] - [f_n(x) - f_m(x)]}{t - x} = f'_n(\xi) - f'_m(\xi),$$

and the right side tends to 0 uniformly as $n$ and $m$ tend to infinity. Therefore $\{\varphi_n(t)\}$ is uniformly Cauchy for $t \neq x$, and Proposition 1.17 shows that it is uniformly convergent.
The third step is to extend the definition of $\varphi$ to $x$ by $\varphi_n(x) = f_n'(x)$ and then to see that $\varphi_n$ is continuous at $x$ and Theorem 1.21 applies. In fact, the definition of $\varphi_n(t)$ is as the difference quotient for the derivative of $f_n$ at $x$, and thus $\varphi_n(t) \to f_n'(x) = \varphi_n(x)$. Hence $\varphi_n$ is continuous at $x$. We saw in the second step that $\varphi_n(t)$ is uniformly convergent for $t \neq x$, and we are given that $\varphi_n(x) = f_n'(x)$ is convergent. Therefore $\varphi_n(t)$ is uniformly convergent for all $t$ with

$$\lim \varphi_n(t) = \begin{cases} \frac{f(t) - f(x)}{t - x} & \text{for } t \neq x, \\ \lim f_n'(x) & \text{for } t = x. \end{cases}$$

Theorem 1.21 says that the limiting function $\lim \varphi_n(t)$ is continuous at $x$. Thus

$$\lim_{t \to x} \frac{f(t) - f(x)}{t - x} = \lim_n f_n'(x).$$

In other words, $f$ is differentiable at $x$ and $f'(x) = \lim_n f_n'(x)$.

\[ \square \]

4. Riemann Integral

This section contains a careful but limited development of the Riemann integral in one variable. The reader is assumed to have a familiarity with Riemann sums at the level of a calculus course. The objective in this section is to prove that bounded functions with only finitely many discontinuities are Riemann integrable, to address the interchange-of-limits problem that arises with a sequence of functions and an integration, to prove the Fundamental Theorem of Calculus in the case of continuous integrand, to prove a change-of-variables formula, and to relate Riemann integrals to general Riemann sums. The Riemann integral in several variables will be treated in Chapter III, and some of the theorems to be proved in the several-variable case at that time will be results that have not been proved here in the one-variable case. In Chapters VI and VII, in the context of the Lebesgue integral, we shall prove a much more sweeping version of the Fundamental Theorem of Calculus.

First we give the relevant definitions. We work with a function $f : [a, b] \to \mathbb{R}$ with $a \leq b$ in $\mathbb{R}$, and we always assume that $f$ is bounded. A partition $P$ of $[a, b]$ is a subdivision of the interval $[a, b]$ into subintervals, and we write such a partition as

$$a = x_0 \leq x_1 \leq \cdots \leq x_n = b.$$  

The points $x_j$ will be called the subdivision points of the partition, and we may abbreviate the partition as $P = \{x_i\}_{i=0}^n$. In order to permit integration over an interval of zero length, we allow partitions in which two consecutive $x_j$’s are
equal; the **multiplicity** of $x_j$ is the number of times that $x_j$ occurs in the partition.

For the above partition, let

$$
\Delta x_i = x_i - x_{i-1}, \quad \mu(P) = \text{mesh} \text{ of } P = \max_i \Delta x_i,
$$

$$
M_i = \sup_{x_{i-1} \leq x \leq x_i} f(x), \quad m_i = \inf_{x_{i-1} \leq x \leq x_i} f(x).
$$

Put

$$
U(P, f) = \sum_{i=1}^n M_i \Delta x_i = \text{upper Riemann sum for } P,
$$

$$
L(P, f) = \sum_{i=1}^n m_i \Delta x_i = \text{lower Riemann sum for } P,
$$

$$
\int_a^b f \, dx = \inf_P U(P, f) = \text{upper Riemann integral of } f,
$$

$$
\int_a^b f \, dx = \sup_P L(P, f) = \text{lower Riemann integral of } f.
$$

We say that $f$ is **Riemann integrable** on $[a, b]$ if

$$
\int_a^b f \, dx = \int_a^b f \, dx,
$$

and in this case we write $\int_a^b f \, dx$ for the common value of these two numbers. We write $\mathcal{R}[a, b]$ for the set of Riemann integrable functions on $[a, b]$.

If $f \geq 0$, an upper Riemann sum for $f$ may be visualized in the traditional way as the sum of the areas of rectangles with bases $[x_{i-1}, x_i]$ and with heights just sufficient to rise above the graph of $f$ on the interval $[x_{i-1}, x_i]$, and a lower sum may be visualized similarly, using rectangles as large as possible so that they lie below the graph.

**Examples.**

1. Suppose $f(x) = c$ for $a \leq x \leq b$. No matter what partition $P$ is used, we have $M_i = c$ and $m_i = c$. Therefore $U(P, f) = L(P, f) = c(b - a)$, $\int_a^b f \, dx = \int_a^b f \, dx = c(b - a)$, and $f$ is Riemann integrable on $[a, b]$ with $\int_a^b f \, dx = c(b - a)$.

2. Let $[a, b]$ be arbitrary with $a < b$, and let $f$ be 1 on the rationals and 0 on the irrationals. This $f$ is discontinuous at every point of $[a, b]$. No matter what partition is used, we have $M_i = 1$ and $m_i = 0$ whenever $\Delta x_i > 0$. Therefore $U(P, f) = b - a$ and $L(P, f) = 0$. Hence $\int_a^b f \, dx = b - a$ and $\int_a^b f \, dx = 0$, and $f$ is not Riemann integrable.
Let us work toward a proof that continuous functions are Riemann integrable. We shall use some elementary properties of upper and lower Riemann sums along with Theorem 1.10, which says that a continuous function on \([a, b]\) is uniformly continuous.

**Lemma 1.24.** Suppose that \(f : [a, b] \to \mathbb{R}\) has \(m \leq f(x) \leq M\) for all \(x\) in \([a, b]\). Then

\[
m(b - a) \leq L(P, f) \leq U(P, f) \leq M(b - a),
\]

\[
m(b - a) \leq \int_a^b f \, dx \leq M(b - a),
\]

\[
m(b - a) \leq \int_a^b f \, dx \leq M(b - a).
\]

**Proof.** The first conclusion follows from the computation

\[
m(b - a) = \sum_{i=1}^n m_i \Delta x_i \leq L(P, f) = \sum_{i=1}^n m_i \Delta x_i
\]

\[
\leq \sum_{i=1}^n M_i \Delta x_i = U(P, f) \leq \sum_{i=1}^n M_i \Delta x_i = M(b - a).
\]

If we concentrate on the first, third, and last members of the above inequalities and take the supremum on \(P\), then we obtain the second conclusion. Similarly if we concentrate on the first, sixth, and last members of the above inequalities and take the infimum on \(P\), then we obtain the third conclusion.

A **refinement** of the partition \(P\) is a partition \(P^*\) containing all the subdivision points of \(P\), with at least their same multiplicities. If \(P_1\) and \(P_2\) are two partitions, then \(P_1\) and \(P_2\) have at least one common refinement: one such common refinement is obtained by taking the union of the subdivision points from each and repeating each such point with the maximum of the multiplicities with which it occurs in \(P_1\) and \(P_2\). We use this notion in order to prove a second lemma.

**Lemma 1.25.** Let \(f : [a, b] \to \mathbb{R}\) satisfy \(m \leq f(x) \leq M\) for all \(x\) in \([a, b]\). Then

(a) \(L(P, f) \leq L(P^*, f)\) and \(U(P^*, f) \leq U(P, f)\) whenever \(P\) is a partition of \([a, b]\) and \(P^*\) is a refinement,

(b) \(L(P_1, f) \leq U(P_2, f)\) whenever \(P_1\) and \(P_2\) are partitions of \([a, b]\),

(c) \(\int_a^b f \, dx \leq \int_a^b f \, dx\),
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\( \int_a^b f \, dx - \int^b_a f \, dx \leq (M - m)(b - a) \),

(e) the function \( f \) is Riemann integrable on \([a, b]\) if and only if for each \( \epsilon > 0 \), there exists a partition \( P \) with \( U(P, f) - L(P, f) < \epsilon \).

**Proof.** In (a), it is enough to handle the case in which \( P^* \) is obtained from \( P \) by including one additional point, say \( x^* \) between \( x_{i-1} \) and \( x_i \). The only possible difference between \( L(P, f) \) and \( L(P^*, f) \) comes from \([x_{i-1}, x_i]\), and there we have

\[
\inf_{x \in [x_{i-1}, x_i]} f(x) (x_i - x_{i-1}) = \inf_{x \in [x_{i-1}, x_i]} f(x) (x_i - x^*) + \inf_{x \in [x^*, x_i]} f(x) (x^* - x_{i-1}) \leq \inf_{x \in [x_{i-1}, x^*]} f(x) (x_i - x_{i-1}) + \inf_{x \in [x^*, x_i]} f(x) (x^* - x_{i-1}) .
\]

Hence \( L(P, f) \leq L(P^*, f) \), and similarly \( U(P^*, f) \leq U(P, f) \). This proves (a).

Let \( P^* \) be a common refinement of \( P_1 \) and \( P_2 \). Combining (a) with Lemma 1.24 gives

\[ L(P_1, f) \leq L(P^*, f) \leq U(P^*, f) \leq U(P_2, f) . \]

This proves (b). Conclusion (c) follows by taking the supremum on \( P_1 \) and then the infimum on \( P_2 \), and conclusion (d) follows by subtracting the second conclusion of Lemma 1.24 from the third.

For (e), we have

\[ L(P_1, f) \leq \int_a^b f \, dx \leq \int_a^b f \, dx \leq U(P_2, f) \]

for any partitions \( P_1 \) and \( P_2 \) of \([a, b]\). Riemann integrability means that the center two members of this inequality are equal. If they are not equal, then there certainly can exist no \( P \) with \( U(P, f) - L(P, f) < \epsilon \) if \( \epsilon = \int_a^b f \, dx - \int_a^b f \, dx \). On the other hand, equality of the center two members, together with the definitions of the lower and upper Riemann integrals, means that for each \( \epsilon > 0 \), we can choose \( P_1 \) and \( P_2 \) with \( U(P_2, f) - L(P_1, f) < \epsilon \). Letting \( P \) be a common refinement of \( P_1 \) and \( P_2 \) and applying (a), we see that \( U(P, f) - L(P, f) < \epsilon \). This proves (e).

\[ \square \]

**Theorem 1.26.** If \( f : [a, b] \to \mathbb{R} \) is continuous on \([a, b]\), then \( f \) is Riemann integrable on \([a, b]\).

**Proof.** From Theorem 1.10 we know that \( f \) is uniformly continuous on \([a, b]\). Given \( \epsilon > 0 \), we can therefore choose some number \( \delta > 0 \) corresponding to \( f \) and \( \epsilon \) on \([a, b]\). Let \( P = \{x_i\}_{i=0}^n \) be a partition on \([a, b]\) of mesh \( \mu(P) < \delta \). On any
subinterval \([x_{i-1}, x_i]\) corresponding to \(P\), we have \(m_i = f(\xi_i)\) and \(M_i = f(\eta_i)\) for some \(\xi_i\) and \(\eta_i\) in \([x_{i-1}, x_i]\), by Theorem 1.11. Since \(|\eta_i - \xi_i| \leq |x_i - x_{i-1}| = \Delta x_i \leq \mu(P) < \delta\), we obtain \(M_i - m_i = f(\eta_i) - f(\xi_i) < \epsilon\). Therefore

\[
U(P, f) - L(P, f) = \sum_{i=1}^{n} (M_i - m_i) \Delta x_i \leq \epsilon \sum_{i=1}^{n} \Delta x_i = \epsilon (b - a),
\]

and the theorem follows from Lemma 1.25e. \(\square\)

We shall improve upon Theorem 1.26 by allowing finitely many points of discontinuity, but we need to do some additional work beforehand.

**Lemma 1.27.** If \(f\) is bounded on \([a, b]\) and \(a \leq c \leq b\), then \(\int_{a}^{b} f \, dx = \int_{a}^{c} f \, dx + \int_{c}^{b} f \, dx\), and similarly for \(f^b\). Consequently \(f\) is in \(\mathcal{R}[a, b]\) if and only if \(f\) is in both \(\mathcal{R}[a, c]\) and \(\mathcal{R}[c, b]\), and in this case,

\[
\int_{a}^{b} f \, dx = \int_{a}^{c} f \, dx + \int_{c}^{b} f \, dx.
\]

**Remarks.** After one is done developing the Riemann integral and its properties, it is customary to adopt the convention that \(\int_{a}^{b} f \, dx = -\int_{a}^{b} f \, dx\) when \(b < a\). One of the places that this convention is particularly helpful is in applying the displayed formula of Lemma 1.27: the formula is then valid for all real \(a, b, c\) without the assumption that \(a, b, c\) are ordered in a particular way.

**Proof.** If \(P_1\) and \(P_2\) are partitions of \([a, c]\) and \([c, b]\), respectively, let \(P\) be their “union,” which is obtained by using all the subdivision points \(\neq c\) of each partition, together with \(c\) itself. The multiplicity of \(c\) in \(P\) is to be the larger of the numbers of times \(c\) occurs in \(P_1\) and \(P_2\). This \(P\) is a partition of \([a, b]\). Then

\[
\int_{a}^{b} f \, dx \leq U(P, f) = U(P_1, f) + U(P_2, f).
\]

Taking the infimum over \(P_1\) and then the infimum over \(P_2\), we obtain

\[
\int_{a}^{b} f \, dx \leq \int_{a}^{c} f \, dx + \int_{c}^{b} f \, dx.
\]

For the reverse inequality, let \(\epsilon > 0\) be given, and choose a partition \(P\) of \([a, b]\) with \(U(P, f) - \int_{a}^{b} f \, dx < \epsilon\). Let \(P^*\) be the refinement of \(P\) obtained by adjoining \(c\) to \(P\) if \(c\) is not a subdivision point of \(P\) or by using \(P\) itself if \(c\) is a
subdivision point of \( P \). Lemma 1.25a gives \( U(P^*, f) - \int_a^b f \, dx < \epsilon \). Because \( c \) is a subdivision point of \( P^* \), the subdivision points \( \le c \) give us a partition \( P_1 \) of \([a, c]\) and the subdivision points \( \ge c \) give us a partition \( P_2 \) of \([c, b]\). Moreover, \( P^* \) is the union of \( P_1 \) and \( P_2 \). Then we have

\[
\int_a^b f \, dx + \epsilon \ge U(P^*, f) = U(P_1, f) + U(P_2, f) \ge \int_a^c f \, dx + \int_c^b f \, dx.
\]

Since \( \epsilon \) is arbitrary, the lemma follows.

\[ \square \]

**Lemma 1.28.** Suppose that \( f : [a, b] \to \mathbb{R} \) is bounded on \([a, b]\) and that \( a \le c \le b \). If for each \( \delta > 0 \), \( f \) is Riemann integrable on each closed subinterval of \([a, b] \cap \{ x \mid |x - c| \ge \delta \} \), then \( f \) is Riemann integrable on \([a, b]\).

**Proof.** We give the argument when \( a < c < b \), the cases \( c = a \) and \( c = b \) being handled similarly. Since \( f \) is by assumption bounded, find \( m \) and \( M \) with \( m \le f(x) \le M \) for all \( x \in [a, b] \). Choose \( \delta > 0 \) small enough so that \( a < c - \delta < c < c + \delta < b \). To simplify the notation, let us drop “\( f \, dx \)” from all integrals. Since \( f \) is by assumption Riemann integrable on \([a, c - \delta]\) and \([c + \delta, b]\), Lemma 1.27 gives

\[
\int_a^b f \, dx = \int_a^{c-\delta} f \, dx + \int_{c-\delta}^{c+\delta} f \, dx + \int_{c+\delta}^b f \, dx.
\]

\[
= \int_a^{c-\delta} f \, dx + \int_{c-\delta}^{c+\delta} f \, dx + \int_{c+\delta}^b f \, dx + 2\delta(m - M).
\]

Since \( \delta \) is arbitrary, \( \int_a^b f \, dx = \int_a^b f \, dx \). The lemma follows.

\[ \square \]

**Proposition 1.29.** If \( f : [a, b] \to \mathbb{R} \) is bounded on \([a, b]\) and is continuous at all but finitely many points of \([a, b]\), then \( f \) is Riemann integrable on \([a, b]\).

**Remark.** There is no assumption that \( f \) has only jump discontinuities. For example, the proposition applies if \([a, b] = [0, 1]\) and \( f \) is the function with \( f(x) = \sin \frac{1}{x} \) for \( x \neq 0 \) and \( f(0) = 0 \).

**Proof.** By Lemma 1.27 and induction, it is enough to handle the case that \( f \) is discontinuous at exactly one point, say \( c \). Since \( f \) is bounded and is continuous at all points but \( c \), Theorem 1.26 shows that the hypotheses of Lemma 1.28 are satisfied. Therefore Lemma 1.28 shows that \( f \) is Riemann integrable on \([a, b]\).
We shall now work toward a theorem about interchanging limits and integrals. The preliminary step is to obtain some simple properties of Riemann integrals.

**Proposition 1.30.** If \( f, f_1, \) and \( f_2 \) are Riemann integrable on \([a, b]\), then

(a) \( f_1 + f_2 \) is in \( \mathcal{R}[a, b] \) and \( \int_a^b (f_1 + f_2) \, dx = \int_a^b f_1 \, dx + \int_a^b f_2 \, dx \),

(b) \( cf \) is in \( \mathcal{R}[a, b] \) and \( \int_a^b cf \, dx = c \int_a^b f \, dx \) for any real number \( c \),

(c) \( f_1 \leq f_2 \) on \([a, b]\) implies \( \int_a^b f_1 \, dx \leq \int_a^b f_2 \, dx \),

(d) \( m \leq f \leq M \) on \([a, b]\) and \( \varphi : [m, M] \to \mathbb{R} \) continuous imply that \( \varphi \circ f \) is in \( \mathcal{R}[a, b] \),

(e) \( |f| \) is in \( \mathcal{R}[a, b] \), and \( \left| \int_a^b f \, dx \right| \leq \int_a^b |f| \, dx \),

(f) \( f^2 \) and \( f_1, f_2 \) are in \( \mathcal{R}[a, b] \),

(g) \( \sqrt{f} \) is in \( \mathcal{R}[a, b] \) if \( f \geq 0 \) on \([a, b]\),

(h) the function \( g \) with \( g(x) = f(-x) \) is in \( \mathcal{R}[-b, -a] \) and satisfies \( \int_{-a}^{-b} g \, dx = \int_a^b f \, dx \).

**Remark.** The proof of (c) will show, even without the assumption of Riemann integrability, that \( \int_a^b f_1 \, dx \leq \int_a^b f_2 \, dx \) and \( \int_a^b f_1 \, dx \leq \int_a^b f_2 \, dx \). We shall make use of this stronger conclusion later in this section.

**Proof.** For (a), write \( f = f_1 + f_2 \), and let \( P \) be a partition. From

\[
\inf_{x \in [s_{i-1}, x_i]} f_1(x) + \inf_{x \in [s_{i-1}, x_i]} f_2(x) \leq \inf_{x \in [s_{i-1}, x_i]} (f_1 + f_2)(x) = \inf_{x \in [s_{i-1}, x_i]} f(x)
\]

and a similar inequality with the supremum, we obtain

\[
L(P, f_1) + L(P, f_2) \leq L(P, f) \leq U(P, f) \leq U(P, f_1) + U(P, f_2). \tag{*}
\]

Let \( \epsilon > 0 \) be given. By Lemma 1.25e, choose \( P_1 \) and \( P_2 \) with

\[
U(P_1, f_1) - L(P_1, f_1) < \epsilon \quad \text{and} \quad U(P_2, f_2) - L(P_2, f_2) < \epsilon.
\]

If \( P \) is a common refinement of \( P_1 \) and \( P_2 \), then Lemma 1.25a gives

\[
U(P, f_1) - L(P, f_1) < \epsilon \quad \text{and} \quad U(P, f_2) - L(P, f_2) < \epsilon.
\]

Hence

\[
U(P, f_1) \leq \int_a^b f_1 \, dx + \epsilon \leq L(P, f_1) + 2\epsilon,
\]

\[
U(P, f_2) \leq \int_a^b f_2 \, dx + \epsilon \leq L(P, f_2) + 2\epsilon.
\]
and \((*)\) yields \(U(P, f) - L(P, f) \leq 4\epsilon\). Since \(\epsilon\) is arbitrary, Lemma 1.25e shows that \(f\) is in \(\mathcal{R}[a, b]\). From the inequalities for \(U(P, f_1)\) and \(U(P, f_2)\), combined with the last inequality in \((*)\), we see that

\[
\int_a^b f \, dx \leq U(P, f) \leq U(P, f_1) + U(P, f_2) \leq \int_a^b f_1 \, dx + \int_a^b f_2 \, dx + 2\epsilon,
\]

while the first inequality in \((*)\) shows that

\[
\int_a^b f_1 \, dx + \int_a^b f_2 \, dx + 2\epsilon \leq L(P, f_1) + L(P, f_2) + 4\epsilon
\]

\[
\leq L(P, f) + 4\epsilon \leq \int_a^b f \, dx + 4\epsilon.
\]

Since \(\epsilon\) is arbitrary, we obtain \(\int_a^b (f_1 + f_2) \, dx = \int_a^b f_1 \, dx + \int_a^b f_2 \, dx\). This proves (a).

For (b), consider any subinterval \([x_{i-1}, x_i]\) of a partition, and let \(m_i\) and \(M_i\) be the infimum and supremum of \(f\) on this subinterval. Also, let \(m_i'\) and \(M_i'\) be the infimum and supremum of \(cf\) on this subinterval. If \(c \geq 0\), then \(M_i' = cM_i\) and \(m_i' = cm_i\), so that \(U(P, cf) = cU(P, f)\) and \(L(P, cf) = cL(P, f)\). If \(c \leq 0\), then \(M_i' = cm_i\) and \(m_i' = cM_i\), so that \(U(P, cf) = cL(P, f)\) and \(L(P, cf) = cU(P, f)\). In either case, \(U(P, cf) - L(P, cf) = |c|(U(P, f) - L(P, f))\), and (b) follows from Lemma 1.25e.

For (c), we have \(\int_a^b f_1 \, dx \leq U(P, f_1) \leq U(P, f_2)\) for all \(P\). Taking the infimum on \(P\) in the inequality of the first and third members gives \(\int_a^b f_1 \, dx \leq \int_a^b f_2 \, dx\). (Similarly \(\int_a^b f_1 \, dx \leq \int_a^b f_2 \, dx\), but this is not needed under the hypothesis that \(f_1\) and \(f_2\) are Riemann integrable.)

For (d), let \(K = \sup_{t \in [m, M]} |\varphi(t)|\). Let \(\epsilon > 0\) be given, and choose by Theorem 1.10 some \(\delta\) of uniform continuity for \(\varphi\) and \(\epsilon\). Without loss of generality, we may assume that \(\delta \leq \epsilon\). By Lemma 1.25e, choose a partition \(P = \{x_i\}_{i=0}^n\) of \([a, b]\) such that \(U(P, f) - L(P, f) < \delta^2\). On any subinterval \([x_{i-1}, x_i]\) of \(P\), let \(m_i\) and \(M_i\) be the infimum and supremum of \(f\), and let \(m_i'\) and \(M_i'\) be the infimum and supremum of \(\varphi \circ f\). Divide the set of integers \(\{1, \ldots, n\}\) into two subsets—the subset \(A\) of integers \(i\) with \(M_i - m_i < \delta\) and the subset \(B\) of integers \(i\) with \(M_i - m_i \geq \delta\). If \(i\) is in \(A\), then the definition of \(\delta\) makes \(M_i' - m_i' \geq 2\delta\). However, on \(B\) we do have \(M_i - m_i \geq \delta\), and thus

\[
\delta \sum_{i \in B} \Delta x_i \leq \sum_{i \in B} (M_i - m_i) \Delta x_i \leq \sum_{i=1}^n (M_i - m_i) \Delta x_i = U(P, f) - L(P, f) < \delta^2.
\]
Thus \( \sum_{i \in B} \Delta x_i < \delta \) and
\[
U(P, \varphi \circ f) - L(P, \varphi \circ f) = \sum_{i \in A} (M'_i - m'_i) \Delta x_i + \sum_{i \in B} (M'_i - m'_i) \Delta x_i
\leq \varepsilon \sum_{i \in A} \Delta x_i + 2K \sum_{i \in B} \Delta x_i
\leq \varepsilon (b - a) + 2K\delta \leq \varepsilon (b - a) + 2K\varepsilon.
\]
Since \( \varepsilon \) is arbitrary, the Riemann integrability of \( \varphi \circ f \) follows from Lemma 1.25e.

For (e), the first conclusion follows from (d) with \( \varphi(t) = |t| \). For the asserted inequality we have \( f \leq |f| \) and \( -f \leq |f| \), so that (c) and (b) give \( \int_a^b f \, dx \leq \int_a^b |f| \, dx \) and \( -\int_a^b f \, dx \leq \int_a^b |f| \, dx \). Combining these inequalities, we obtain
\[ |\int_a^b f \, dx| \leq \int_a^b |f| \, dx. \]

For (f), the first conclusion follows from (d) with \( \varphi(t) = t^2 \). For the Riemann integrability of \( f_1f_2 \), we use the formula \( f_1f_2 = \frac{1}{2}((f_1 + f_2)^2 - f_1^2 - f_2^2) \) and the earlier parts of the proposition.

Conclusion (g) follows from (d) with \( \varphi(t) = \sqrt{t} \).

For (h), each partition \( P \) of \([a, b] \) yields a natural partition \( P' \) of \([-b, -a] \) by using the negatives of the partition points. When \( P \) and \( P' \) are matched in this way, \( U(P, f) = U(P', g) \) and \( L(P, f) = L(P', g) \). It is immediate that \( f \in \mathcal{R}[a, b] \) implies \( g \in \mathcal{R}[-b, -a] \) and that \( \int_{-b}^{-a} g \, dx = \int_a^b f \, dx \). This completes the proof.

The next topic is the problem of interchange of integral and limit.

**Example.** On the interval \([0, 1]\), define \( f_n(x) \) to be \( n \) for \( 0 < x < 1/n \) and to be \( 0 \) otherwise. Proposition 1.29 shows that \( f_n \) is Riemann integrable, and Lemma 1.27 allows us to see that \( \int_0^1 f_n \, dx = 1 \) for all \( n \). On the other hand, \( \lim_n f_n(x) = 0 \) for all \( x \in [0, 1] \). Since \( \int_0^1 0 \, dx = 0 \), we have \( \int_0^1 f_n \, dx = 1 \neq 0 = \int \lim_n f_n \, dx \).

Thus an interchange of integral and limit is not justified without some additional hypothesis.

**Theorem 1.31.** If \( \{f_n\} \) is a sequence of Riemann integrable functions on \([a, b] \) and if \( \{f_n\} \) converges uniformly to \( f \) on \([a, b] \), then \( f \) is Riemann integrable on \([a, b] \), and \( \lim_n \int_a^b f_n \, dx = \int_a^b f \, dx \).

**Remarks.** Proposition 1.16 suggests considering a “matrix” whose entries are the quantities for which we are computing iterated limits, and these quantities are \( U(P, f_n) \) here. (Alternatively, we could use \( L(P, f_n) \).) The hypothesis of uniformity in the statement of Theorem 1.31, however, concerns \( f_n \), not \( U(P, f_n) \). In fact, the tidy hypothesis on \( f_n \) in the statement of the theorem implies a less intuitive hypothesis on \( U(P, f_n) \) that has not been considered. The proof conceals these details.
4. Riemann Integral

PROOF. Using the uniform Cauchy criterion with $\epsilon = 1$, we see that there exists $N$ such that $|f_n(x)| \leq M_N + 1$ for all $x$ whenever $n \geq N$. It follows from the boundedness of $f_1, \ldots, f_{N-1}$ that the $|f_n|$ are uniformly bounded, say by $M$. Then also $|f(x)| \leq M$ for all $x$. Put $\epsilon_n = \sup_x |f_n(x) - f(x)|$, so that $f_n - \epsilon_n \leq f \leq f_n + \epsilon_n$. Proposition 1.30c and the remark with the proposition, combined with Lemma 1.25c, then yield

$$
\int_a^b (f_n - \epsilon_n) \, dx \leq \int_a^b f \, dx \leq \int_a^b f_n \, dx \leq \int_a^b (f_n + \epsilon_n) \, dx.
$$

Subtracting \( \int_a^b f_n \, dx \) throughout gives \( \int_a^b f \, dx - \int_a^b f_n \, dx \leq 2\epsilon_n \int_a^b f \, dx = 2\epsilon_n (b-a) \) for all $n$. The uniform convergence of \( \{f_n\} \) to $f$ forces $\epsilon_n$ to tend to 0, and thus $f$ is in $\mathcal{R}[a, b]$. The displayed equation, in light of the Riemann integrability of $f$, shows that

$$
\left| \int_a^b f \, dx - \int_a^b f_n \, dx \right| \leq 2\epsilon_n (b-a).
$$

The right side tends to 0, and therefore \( \lim_n \int_a^b f_n \, dx = \int_a^b f \, dx \).

\[ \square \]

EXAMPLE. Let $f : [0, 1] \to \mathbb{R}$ be defined by

$$
f(x) = \begin{cases} 
1/q & \text{if } x \text{ is the rational } p/q \text{ in lowest terms} \\
0 & \text{if } x \text{ is irrational.}
\end{cases}
$$

This function is discontinuous at every rational and is continuous at every irrational. Its Riemann integrability is not settled by Proposition 1.29. Define

$$
f_n(x) = \begin{cases} 
1/q & \text{if } x \text{ is the rational } p/q \text{ in lowest terms, } q \leq n \\
0 & \text{if } x \text{ is the rational } p/q \text{ in lowest terms, } q > n \\
0 & \text{if } x \text{ is irrational.}
\end{cases}
$$

Proposition 1.29 shows that $f_n$ is Riemann integrable, and Lemma 1.27 shows that $\int_0^1 f_n \, dx = 0$. Since $|f_n(x) - f(x)| \leq 1/n$ for all $x$, \( \{f_n\} \) converges uniformly to $f$. By Theorem 1.31, $f$ is Riemann integrable and $\int_0^1 f \, dx = 0$.

**Theorem 1.32** (Fundamental Theorem of Calculus). If $f : [a, b] \to \mathbb{R}$ is continuous, then

(a) the function $G(x) = \int_a^x f \, dt$ is differentiable for $a < x < b$ with derivative $f(x)$, and it is continuous at $a$ and $b$ with $G(a) = 0$,

(b) any continuous function $F$ on $[a, b]$ that is differentiable for $a < x < b$ with derivative $f(x)$ has $\int_a^b f \, dt = F(b) - F(a)$. 

REMARK. The derivative of $G(x)$ on $(a, b)$, namely $f(x)$, has the finite limits $f(a)$ and $f(b)$ at the endpoints of the interval, since $f$ has been assumed to be continuous on $[a, b]$. Thus, in the sense of the last paragraph of Section A2 of Appendix A, $G(x)$ has the continuous derivative $f(x)$ on the closed interval $[a, b]$.

PROOF OF (a). Riemann integrability of $f$ is known from Theorem 1.26. For $h > 0$ small enough to make $x + h < b$, Lemma 1.27 and Proposition 1.30 give

$$\frac{G(x + h) - G(x)}{h} - f(x) = \frac{\int_{-a}^{h} f(t) dt - \int_{-a}^{x} f(t) dt}{h} - f(x)$$

$$= \frac{1}{h} \int_{x}^{x+h} f(t) dt - f(x)$$

$$= \frac{1}{h} \int_{x}^{x+h} [f(t) - f(x)] dt$$

and hence

$$\left| \frac{G(x + h) - G(x)}{h} - f(x) \right| \leq \frac{1}{h} \int_{x}^{x+h} |f(t) - f(x)| dt.$$ 

If $\epsilon > 0$ is given, choose the $\delta$ of continuity for $f$ and $\epsilon$ at $x$. Then $0 < h \leq \delta$ implies that the right side is $\leq \epsilon$. For negative $h$, we instead take $h > 0$ and consider

$$\frac{G(x - h) - G(x)}{-h} - f(x) = \frac{1}{h} \int_{x}^{x-h} f(t) dt - f(x) = \frac{1}{h} \int_{x}^{x} [f(t) - f(x)] dt.$$ 

Then

$$\left| \frac{G(x - h) - G(x)}{-h} - f(x) \right| \leq \frac{1}{|h|} \int_{x}^{x-h} |f(t) - f(x)| dt \leq \epsilon,$$

as required.

PROOF OF (b). The functions $F$ and $G$ are two continuous functions on $[a, b]$ with equal derivative on $(a, b)$. A corollary of the Mean Value Theorem stated in Section A2 of Appendix A implies that $G = F + c$ for some constant $c$. Then

$$\int_{a}^{b} f dt = G(b) - 0 = G(b) - G(a) = F(b) + c - F(a) - c = F(b) - F(a).$$
Corollary 1.33 (integration by parts). Let \( f \) and \( g \) be real-valued functions defined and having a continuous derivative on \([a, b]\). Then

\[
\int_a^b f(x)g'(x) \, dx = \left[ f(x)g(x) \right]_a^b - \int_a^b f'(x)g(x) \, dx.
\]

REMARK. The notion of a continuous derivative at the endpoints of an interval is discussed in the last paragraph of Section A2 of Appendix A.

PROOF. We start from the product rule for differentiation, namely

\[
\frac{d}{dx} [f(x)g(x)] = f(x)g'(x) + f'(x)g(x),
\]

and we apply \( f^b_a \) to both sides. Taking Theorem 1.32 into account, we obtain the desired formula. \( \square \)

Theorem 1.34 (change-of-variables formula). Let \( f \) be Riemann integrable on \([a, b]\), let \( \varphi \) be a continuous strictly increasing function from an interval \([A, B]\) onto \([a, b]\), suppose that the inverse function \( \varphi^{-1} : [a, b] \to [A, B] \) is continuous, and suppose finally that \( \varphi \) is differentiable on \((A, B)\) with uniformly continuous derivative \( \varphi' \). Then the product \((f \circ \varphi)\varphi'\) is Riemann integrable on \([A, B]\), and

\[
\int_a^b f(x) \, dx = \int_A^B f(\varphi(y))\varphi'(y) \, dy.
\]

REMARKS. The uniform continuity of \( \varphi' \) forces \( \varphi' \) to be bounded. If \( \varphi' \) were also assumed positive on \((A, B)\), then the continuity of \( \varphi^{-1} \) on \((a, b)\) would be automatic as a consequence of the proposition in Section A3 of Appendix A. The result in the appendix is not quite good enough for current purposes, and thus we have assumed the continuity of \( \varphi^{-1} \) on \([a, b]\). It will be seen in Section II.7 that the continuity of \( \varphi^{-1} \) on \([a, b]\) is automatic in the statement of Theorem 1.34 and need not be assumed.

PROOF. If \( f \geq 0 \). Given \( \epsilon > 0 \), choose some \( \eta \) of uniform continuity for \( \varphi' \) and \( \epsilon \), and then choose, by Theorem 1.10, some \( \delta \) of uniform continuity for \( \varphi^{-1} \) and \( \eta \). Next choose a partition \( P = \{x_i\}_{i=0}^n \) on \([a, b]\) such that \( U(P, f) - L(P, f) < \epsilon \). Possibly by passing to a refinement of \( P \), we may assume that \( \mu(P) < \delta \). Let \( Q \) be the partition \( \{y_i\}_{i=0}^n \) of \([A, B]\) with \( y_i = \varphi^{-1}(x_i) \). Then \( \mu(Q) < \eta \).

The Mean Value Theorem gives \( \Delta x_i = (\Delta y_i)\varphi'(\xi_i) \) for some \( \xi_i \) between \( y_{i-1} \) and \( y_i \). On \([A, B]\), \( \varphi' \) is bounded; let \( m^*_i \) and \( M^*_i \) be the infimum and supremum of \( \varphi' \) on \([y_{i-1}, y_i]\), so that \( m^*_i \leq \varphi'(\xi_i) \leq M^*_i \) and \( m^*_i \Delta y_i \leq \Delta x_i \leq M^*_i \Delta y_i \). Since \( \mu(Q) < \eta \), we have \( M^*_i - m^*_i \leq \epsilon \). Then we have

\[
\sum M_i m^*_i \Delta y_i \leq \sum M_i \Delta x_i = U(P, f) = \sum M_i \varphi'(\xi_i) \Delta y_i \leq \sum M_i M^*_i \Delta y_i.
\]
Whenever $F$ and $G$ are $\geq 0$ on a common domain and $x$ is in that domain, $(\inf G)F(x) \leq G(x)F(x)$; taking the supremum of both sides gives the inequality $(\inf G)(\sup F) \leq \sup (FG)$. Also, $\sup (FG) \leq \sup (F) \sup (G)$. Applying these inequalities with $G = \varphi'$ and $F = f \circ \varphi$ yields

$$\sum M_i \varphi(x_i) \Delta y_i \leq U(Q, (f \circ \varphi) \varphi') \leq \sum M_i \varphi(x_i) \Delta y_i. $$

Subtraction of the right-hand inequality of the first display and the left-hand inequality of the second display shows that

$$U(P, f) - U(Q, (f \circ \varphi) \varphi') \leq \sum M_i (\varphi(x_i) - \varphi(y_i)) \Delta y_i, \quad (*)$$

while subtraction of the right-hand inequality of the second display and the left-hand inequality of the first display gives

$$U(Q, (f \circ \varphi) \varphi') - U(P, f) \leq \sum M_i (\varphi(x_i) - \varphi(y_i)) \Delta y_i. \quad (**)$$

Suppose that $|f(x)| \leq M$ on $[a, b]$. Then $(*)$ and $(**)$ give

$$|U(P, f) - U(Q, (f \circ \varphi) \varphi')| \leq \sum M_i (\varphi(x_i) - \varphi(y_i)) \Delta y_i \leq \epsilon M(B - A).$$

Similarly

$$|L(P, f) - L(Q, (f \circ \varphi) \varphi')| \leq \epsilon M(B - A),$$

and hence

$$|U(Q, (f \circ \varphi) \varphi') - L(Q, (f \circ \varphi) \varphi')| \leq |U(Q, (f \circ \varphi) \varphi') - U(P, f)| + |U(P, f) - L(P, f)| + |L(P, f) - L(Q, (f \circ \varphi) \varphi')| \leq 2\epsilon M(B - A) + \epsilon.$$

Since $\epsilon$ is arbitrary, Lemma 1.25e shows that $(f \circ \varphi) \varphi'$ is in $\mathcal{R}[A, B]$. Our inequalities imply that

$$|\int_a^b f dx - U(P, f)| \leq \epsilon, \quad |U(P, f) - U(Q, (f \circ \varphi) \varphi')| \leq \epsilon M(B - A),$$

and

$$|U(Q, (f \circ \varphi) \varphi') - \int_a^b \varphi(y) dy| \leq 2\epsilon M(B - A) + \epsilon.$$

Addition shows that $|\int_a^b f dx - \int_a^b (f \circ \varphi) \varphi' dy| \leq 2\epsilon + 3\epsilon M(B - A)$. Since $\epsilon$ is arbitrary, $\int_a^b f dx = \int_a^b (f \circ \varphi) \varphi' dy$. \qed

**Proof for general $f$.** The special case just proved shows that the result holds for $f + c$ for a suitable positive constant $c$, as well as for the constant function $c$. Subtracting the results for $f + c$ and $c$ gives the result for $f$, and the proof is complete. \qed
If \( f \) is Riemann integrable on \([a, b]\), then \( U(P, f) \) and \( L(P, f) \) tend to \( \int_a^b f \, dx \) as \( P \) gets finer by insertion of points. This conclusion tells us nothing about fine-looking partitions like those that are equally spaced with many subdivisions. The next theorem says that the approximating sums tend to \( \int_a^b f \, dx \) just under the assumption that \( \mu(P) \) tends to 0.

Relative to our standard partition \( P = \{x_i\}_{i=0}^n \), let \( t_i \) for \( 1 \leq i \leq n \) satisfy \( x_{i-1} \leq t_i \leq x_i \), and define

\[
S(P, \{t_i\}, f) = \sum_{i=1}^n f(t_i) \Delta x_i.
\]

This is called a Riemann sum of \( f \).

**Theorem 1.35.** If \( f \) is Riemann integrable on \([a, b]\), then

\[
\lim_{\mu(P) \to 0} S(P, \{t_i\}, f) = \int_a^b f \, dx.
\]

Conversely if \( f \) is bounded on \([a, b]\) and if there exists a real number \( r \) such that for any \( \varepsilon > 0 \), there exists some \( \delta > 0 \) for which \( |S(P, \{t_i\}, f) - r| < \varepsilon \) whenever \( \mu(P) < \delta \), then \( f \) is Riemann integrable on \([a, b]\).

**Proof.** For the direct part the function \( f \) is assumed bounded; suppose \( |f(x)| \leq M \) on \([a, b]\). Let \( \varepsilon > 0 \) be given. Choose a partition \( P^* \) of \([a, b]\) with \( U(P^*, f) \leq \int_a^b f \, dx + \varepsilon \). Say \( P^* \) is a partition into \( k \) intervals. Put \( \delta_1 = \frac{\varepsilon}{Mk} \), and suppose that \( P \) is any partition of \([a, b]\) with \( \mu(P) \leq \delta_1 \). In the sum giving \( U(P, f) \), we divide the terms into two types—those from a subinterval of \( P \) that does not lie within one subinterval of \( P^* \) and those from a subinterval of \( P \) that does lie within one subinterval of \( P^* \).

Each subinterval of \( P \) of the first kind has at least one point of \( P^* \) strictly inside it, and the number of such subintervals is therefore \( \leq k - 1 \). Hence the sum of the corresponding terms of \( U(P, f) \) is

\[
\leq (k - 1)M \mu(P) \leq \frac{(k - 1)M \varepsilon}{Mk} \leq \varepsilon.
\]

For the terms of the second kind, fix attention on one subinterval \( I^* \) of \( P^* \) and consider all the subintervals \( I_i \) of \( P \) that are of the second kind and lie within \( I^* \). Let \( |I_i| \) be the length of \( I_i \), and let \( m_i \) be the supremum of \( f \), positive or negative or zero, on \( I_i \). Let \( m \) be the supremum of \( f \) on \( I^* \). Then the contribution of the intervals \( I_i \) to \( U(P, f) \) is \( \sum_i m_i |I_i| \), and term by term this is \( \leq \sum_i m |I_i| = m \sum_i |I_i| \). The intervals \( I_i \) must fill up \( I^* \) except possibly for a
part of \( I^* \) at each end, and each of these two ends has a total length of \( \leq \mu(P) \). Thus the contribution of the intervals \( I_i \) of the second kind inside \( I^* \) to \( U(P, f) \) is
\[
\leq m \sum_i |I_i| = m(|I^*| - \text{left end} - \text{right end}) \\
\leq m|\mathbb{R}| + m|2\mu(P) \leq m|I^*| + (\sup |f|)2\mu(P) \leq m|I^*| + 2\epsilon/k.
\]
On the right side the term \( m|I^*| \) is the term of \( U(P^*, f) \) coming from \( I^* \). Summing over the \( k \) intervals \( I^* \) whose union is \([a, b]\), we see that the contribution to \( U(P, f) \) of all intervals of the second kind is
\[
\leq U(P^*, f) + 2\epsilon.
\]
Thus
\[
U(P, f) \leq \epsilon + U(P^*, f) \leq \int_a^b f \, dx + 3\epsilon.
\]
Similarly we can produce \( \delta_2 \) such that \( \mu(P) \leq \delta_2 \) implies
\[
L(P, f) \geq \int_a^b f \, dx - 3\epsilon.
\]
If \( \delta = \min\{\delta_1, \delta_2\} \) and \( \mu(P) \leq \delta \), then
\[
\int_a^b f \, dx - 3\epsilon \leq L(P, f) \leq S(P, f) \leq U(P, f) \leq \int_a^b f \, dx + 3\epsilon,
\]
and hence \( |S(P, f) - \int_a^b f \, dx| \leq 3\epsilon \).

For the converse let \( \epsilon > 0 \) be given, and choose some \( \delta \) as in the statement of the theorem. Next choose a partition \( P = \{x_i\}_{i=0}^n \) with \( |U(P, f) - \int_a^b f \, dx| < \epsilon \) and \( |\int_a^b f \, dx - L(P, f)| < \epsilon \); possibly by passing to a refinement of \( P \), we may assume without loss of generality that \( \mu(P) < \delta \). Choosing \( \{t_i\}_{i=1}^n \) suitably for the partition \( P \), we can make \( |U(P, f) - S(P, \{t_i\}, f)| < \epsilon \). For a possibly different choice of the set of intermediate points, say \( \{t'_i\} \), we can make \( |S(P, \{t'_i\}, f) - L(P, f)| < \epsilon \). Then
\[
|\int_a^b f \, dx - \int_a^b f \, dx| \leq |U(P, f) - \int_a^b f \, dx| + |U(P, f) - S(P, \{t_i\}, f)| \\
+ |S(P, \{t_i\}, f) - r| + |r - S(P, \{t'_i\}, f)| \\
+ |S(P, \{t'_i\}, f) - L(P, f)| + |L(P, f) - \int_a^b f \, dx| \\
< 6\epsilon.
\]
Since \( \epsilon \) is arbitrary, the Riemann integrability of \( f \) follows from Lemma 1.25e.
\[\square\]
5. Complex-Valued Functions

With integration in hand, one could at this point give rigorous definitions of the logarithm and exponential functions \( \log x \) and \( \exp x \), as well as rigorous but inconvenient definitions of the trigonometric functions \( \sin x \), \( \cos x \), and \( \tan x \). For each of these functions we would obtain a formula for the derivative and other information. We shall not pursue this approach, but we pause to mention the idea.

We put \( \log x = \int_1^x t^{-1} \, dt \) for \( 0 < x < +\infty \) and see that \( \log \) carries \( (0, +\infty) \) one-one onto \( (-\infty, +\infty) \). The function \( \log x \) has derivative \( 1/x \) and satisfies the functional equation \( \log(xy) = \log x + \log y \). The proposition in Section A3 of Appendix A shows that the inverse function \( \exp x \) carries \( (-\infty, +\infty) \) one-one onto \( (0, +\infty) \), is differentiable, and has derivative \( \exp x \). The functional equation of \( \log \) translates into the functional equation \( \exp(a + b) = \exp a \exp b \) for \( \exp \), and we readily derive as a consequence that \( \exp x = e^x \), where \( e = \exp 1 \).

For the trigonometric functions, the starting points with this approach are the definitions \( \arctan x = \int_0^x (1 + t^2)^{-1} \, dt \), \( \arcsin x = \int_0^x (1 - t^2)^{-1/2} \, dt \), and \( \pi = 4 \arctan 1 \).

Instead of using this approach, we shall use power series to define these functions and to obtain their expected properties. We do so in Section 7.

5. Complex-Valued Functions

Complex numbers are taken as known, and their notation and basic properties are reviewed in Section A4 of Appendix A. The point of the present section is to extend some of the results for real-valued functions in earlier sections so that they apply also to complex-valued functions.

The **distance** between two members \( z \) and \( w \) of \( \mathbb{C} \) is defined by \( d(z, w) = |z - w| \). This has the properties

(i) \( d(z_1, z_2) \geq 0 \) with equality if and only if \( z_1 = z_2 \),
(ii) \( d(z_1, z_2) = d(z_2, z_1) \),
(iii) \( d(z_1, z_2) \leq d(z_1, z_3) + d(z_3, z_2) \).

The first two are immediate from the definition, and the third follows from the triangle inequality of Section A4 of the appendix with \( z = z_1 - z_3 \) and \( w = z_3 - z_2 \). For this reason, (iii) is called the **triangle inequality** also.

Convergence of a sequence \( \{z_n\} \) in \( \mathbb{C} \) to \( z \) has two possible interpretations: either \( \{\Re z_n\} \) converges to \( \Re z \) and \( \{\Im z_n\} \) converges to \( \Im z \), or \( d(z_n, z) \) converges to 0 in \( \mathbb{R} \). These interpretations come to the same thing because

\[
\max \{\Re w, \Im w\} \leq |w| \leq \sqrt{2} \max \{\Re w, \Im w\}.
\]

Then it follows that uniform convergence of a sequence of complex-valued functions has two equivalent meanings, so does continuity of a complex-valued
function at a point or everywhere, and so does differentiation of a complex-valued function. We readily check that all the results of Section 3, starting with Proposition 1.16 and ending with Theorem 1.23, extend to be valid for complex-valued functions as well as real-valued functions.

The one point that requires special note in connection with Section 3 is the Mean Value Theorem. This theorem is valid for real-valued functions but not for complex-valued functions. It is possible to give an example now if we again allow ourselves to use the exponential and trigonometric functions before we get to Section 7, where the tools will be available for rigorous definitions. The example is \( f(x) = e^{ix} \) for \( x \in [0, 2\pi] \). This function has \( f(0) = f(2\pi) = 1 \), but the derivative \( f'(x) = ie^{ix} \) is never 0.

The Mean Value Theorem was used in the proof of Theorem 1.23, but the failure of the Mean Value Theorem for complex-valued functions causes us no problem when we seek to extend Theorem 1.23 to complex-valued functions. The reason is that once Theorem 1.23 has been proved for real-valued functions, one simply puts together conclusions about the real and imaginary parts.

Next we examine how the results of Section 4 may be extended to complex-valued functions. Upper and lower Riemann sums, of course, make no sense for a complex-valued function. It is possible to make sense out of general Riemann sums as in Theorem 1.35, but we shall not base a definition on this approach.

Instead, we simply define definite integrals of a function \( f : \mathbb{R} \to \mathbb{C} \) in terms of real and imaginary parts. Define the real and imaginary parts \( u = \Re f \) and \( v = \Im f \) by \( f(x) = u(x) + iv(x) \), and let \( \int_a^b f \, dx = \int_a^b u \, dx + i \int_a^b v \, dx \). We can then redefine the set \( \mathcal{R}[a, b] \) of Riemann integrable functions on \( [a, b] \) to consist of bounded complex-valued functions on \( [a, b] \) whose real and imaginary parts are each Riemann integrable.

Most properties of definite integrals go over to the case of complex-valued functions by inspection; there are two properties that deserve some discussion:

(i) If \( f \) is in \( \mathcal{R}[a, b] \) and \( c \) is complex, then \( cf \) is in \( \mathcal{R}[a, b] \) and \( \int_a^b cf \, dx = c \int_a^b f \, dx \).

(ii) If \( f \) is in \( \mathcal{R}[a, b] \), then \( |f| \) is in \( \mathcal{R}[a, b] \) and \( |\int_a^b f \, dx| \leq \int_a^b |f| \, dx \).

To see (i), write \( f = u + iv \) and \( c = r + is \). Then \( cf = (r + is)(u + iv) = (ru - sv) + i(rv + su) \). The functions \( ru - sv \) and \( rv + su \) are Riemann integrable on \( [a, b] \), and hence so is \( cf \). Then

\[
\int_a^b cf \, dx = \int_a^b (ru - sv) \, dx + i \int_a^b (rv + su) \, dx
\]
\[
= r \int_a^b u \, dx - s \int_a^b v \, dx + ir \int_a^b v \, dx + is \int_a^b u \, dx
\]
\[
= r \int_a^b (u + iv) \, dx + is \int_a^b (u + iv) \, dx = c \int_a^b f \, dx.
\]

To see (ii), let \( f \) be in \( \mathcal{R}[a, b] \). Proposition 1.30 shows successively that
(Re \, f)^2 \text{ and } (Im \, f)^2 \text{ are in } R[a, b], \text{ that is } (Re \, f)^2 + (Im \, f)^2 = |f|^2 \text{ is in } R[a, b], \text{ and that } \sqrt{|f|^2} = |f| \text{ is in } R[a, b]. \text{ For the inequality with } |\int_a^b f \, dx|, \text{ choose } c \in \mathbb{C} \text{ with } |c| = 1 \text{ such that } c \int_a^b f \, dx \text{ is real and nonnegative, i.e., equals } |\int_a^b f \, dx|. \text{ Using (i), we obtain (ii) from }

$$\left| \int_a^b f \, dx \right| = c \int_a^b f \, dx = \int_a^b cf \, dx = \int_a^b \text{Re}(cf) \, dx \leq \int_a^b |cf| \, dx = \int_a^b |f| \, dx.$$ 

Finally we observe that Theorem 1.35 extends to complex-valued functions. The definition of Riemann sum is unchanged, namely $S(P, \{t_i\}, f) = \sum_{i=1}^{n} f(t_i)\Delta x_i$, and the statement of Theorem 1.35 is unchanged except that the number $r$ is now allowed to be complex. The direct part of the extended theorem follows by applying Theorem 1.35 to the real and imaginary parts of $f$ separately. For the converse we use that the inequality $|S(P, \{t_i\}, f) - c| < \varepsilon$ with $c$ complex implies $|S(P, \{t_i\}, \text{Re} \, f) - \text{Re} \, c| < \varepsilon$ and $|S(P, \{t_i\}, \text{Im} \, f) - \text{Im} \, c| < \varepsilon$. Theorem 1.35 for real-valued functions then shows that $\text{Re} \, f$ and $\text{Im} \, f$ are Riemann integrable, and hence so is $f$.

### 6. Taylor’s Theorem with Integral Remainder

There are several forms to the remainder term in the one-variable Taylor’s Theorem for real-valued functions, and the differences already show up in their lowest-order formulations. Let $f$ be given, and, for definiteness, suppose $a < x$. If $o(1)$ denotes a term that tends to 0 as $x$ tends to $a$, three such lowest-order formulas are

\[
\begin{align*}
&f(x) = f(a) + o(1) & \text{if } f \text{ is merely assumed to be continuous}, \\
&f(x) = f(a) + (x - a) f'(\xi) & \text{with } a < \xi < x \text{ if } f \text{ is continuous} \text{ on } [a, x] \text{ and } f' \text{ exists on } (a, x), \\
&f(x) = f(a) + \int_a^x f'(t) \, dt & \text{if } f \text{ and } f' \text{ are continuous on } [a, x].
\end{align*}
\]

The first formula follows directly from the definition of continuity, while the second formula restates the Mean Value Theorem and the third formula restates part of the Fundamental Theorem of Calculus. The hypotheses of the three formulas increase in strength, and so do the conclusions. In practice, Taylor’s Theorem is most often used with functions having derivatives of all orders, and then the strongest hypothesis is satisfied. Thus we state a general theorem corresponding only to the third formula above. It applies to complex-valued functions as well as real-valued functions.
**Theorem 1.36** (Taylor’s Theorem). Let $n$ be an integer $\geq 0$, let $a$ and $x$ be points of $\mathbb{R}$, and let $f$ be a complex-valued function with $n + 1$ continuous derivatives on the closed interval from $a$ to $x$. Then

$$f(x) = f(a) + \frac{f'(a)}{1!} (x - a) + \cdots + \frac{f^{(n)}(a)}{n!} (x - a)^n + R_n(a, x),$$

where

$$R_n(a, x) = \begin{cases} 
\frac{1}{n!} \int_a^x (x - t)^n f^{(n+1)}(t) \, dt & \text{if } a \leq x, \\
-\frac{1}{n!} \int_x^a (x - t)^n f^{(n+1)}(t) \, dt & \text{if } x \leq a.
\end{cases}$$

**Remarks.** The notion of a continuous derivative at the endpoints of an interval is discussed for real-valued functions in the last paragraph of Section A2 of Appendix A and extends immediately to complex-valued functions; iteration of this definition attaches a meaning to continuous higher-order derivatives on a closed interval. Once the convention in the remarks with Lemma 1.27 is adopted, namely that $\int_a^x f \, dt = -\int_x^a f \, dt$ when $x < a$, the formula for the remainder term becomes tidier:

$$R_n(a, x) = \frac{1}{n!} \int_a^x (x - t)^n f^{(n+1)}(t) \, dt,$$

with no assumption that $a \leq x$.

**Proof.** We give the argument when $a \leq x$, the case $x \leq a$ being handled analogously. The proof is by induction on $n$. For $n = 0$, the formula is immediate from the Fundamental Theorem of Calculus (Theorem 1.32b). Assume that the formula holds for $n - 1$. We apply integration by parts (Corollary 1.33) to the remainder term at stage $n - 1$, obtaining

$$\int_a^x (x - t)^{n-1} f^{(n)}(t) \, dt = -\frac{1}{n} \left[ (x - t)^n f^{(n)}(t) \right]_a^x + \frac{1}{n} \int_a^x (x - t)^{n-1} f^{(n+1)}(t) \, dt.$$

Substitution gives

$$R_{n-1}(a, x) = \frac{1}{(n-1)!} \int_a^x (x - t)^{n-1} f^{(n)}(t) \, dt$$

$$= -\frac{1}{n!} \left[ (x - t)^n f^{(n)}(t) \right]_a^x + \frac{1}{n!} \int_a^x (x - t)^{n} f^{(n+1)}(t) \, dt$$

$$= \frac{1}{n!} (x - a)^n f^{(n)}(a) + R_n(a, x),$$

and the induction is complete.\[ \square \]
7. Power Series and Special Functions

A power series is an infinite series of the form \( \sum_{n=0}^{\infty} c_n z^n \). Normally in mathematics, if nothing is said to the contrary, the coefficients \( c_n \) are assumed to be complex and the variable \( z \) is allowed to be complex. However, in the context of real-variable theory, as when forming derivatives of functions defined on intervals, one is interested only in real values of \( z \). In this book the context will generally make clear whether the variable is to be regarded as complex or as real.

One source of power series is the “infinite Taylor series” \( \sum_{n=0}^{\infty} \frac{f^{(n)}(0)x^n}{n!} \) of a function \( f \) having derivatives of all orders, with the remainder terms discarded. In this case the variable is to be real. If the series is convergent at \( x \), the series has sum \( f(x) \) if and only if \( \lim_{n \to \infty} R_n(0, x) = 0 \). Later in this section, we shall see examples both where the limit is identically 0 and where it is nowhere 0 for \( x \neq 0 \).

**Theorem 1.37.** If a power series \( \sum_{n=0}^{\infty} c_n z^n \) is convergent in \( C \) for some complex \( z_0 \) with \( |z_0| = R \) and if \( R' < R \), then \( \sum_{n=0}^{\infty} |c_n z^n| \) is uniformly convergent for complex \( z \) with \( |z| \leq R' \), and so is \( \sum_{n=0}^{\infty} (n+1)|c_{n+1} z^n| \).

**Remarks.** The number

\[
R = \sup \left\{ R' \mid \sum_{n=0}^{\infty} |c_n z^n| \text{ converges for some } z_0 \text{ with } |z_0| = R' \right\}
\]

is called the radius of convergence of \( \sum_{n=0}^{\infty} c_n z^n \). The theorem says that if \( R' < R \), then \( \sum_{n=0}^{\infty} |c_n z^n| \) converges uniformly for \( |z| \leq R' \), and it follows from the uniform Cauchy criterion that \( \sum_{n=0}^{\infty} c_n z^n \) converges uniformly for \( |z| \leq R' \). The definition of \( R \) carries with it the implication that if \( z_0 \) has \( |z_0| > R \), then \( \sum_{n=0}^{\infty} c_n z^n \) diverges.

**Proof.** The theorem is vacuous unless \( R > 0 \). Since \( \sum_{n=0}^{\infty} c_n z^n \) is convergent, the terms \( c_n z^n \) tend to 0. Thus there is some integer \( N \) for which \( |c_n R^n| \leq 1 \) when \( n \geq N \). Fix \( R' < R \). For \( |z| \leq R' \) and \( n \geq N \), we have

\[
|c_n z^n| = |c_n z^n| \left| \frac{z^n}{z_0^n} \right| \leq |c_n| \left| \frac{R^n}{R'} \right| \left| \frac{R^n}{R'} \right| \leq \left( \frac{R'}{R} \right)^n.
\]

Since \( \sum \left( \frac{R'}{R} \right)^n < +\infty \), the Weierstrass M test shows that \( \sum_{n=0}^{\infty} c_n z^n \) converges uniformly for \( |z| \leq R' \).

For the series \( \sum_{n=0}^{\infty} (n+1)|c_{n+1} z^n| \), the inequalities \( |z| \leq R' \) and \( n \geq N \) together imply

\[
|(n+1)c_{n+1} z^n| \leq (n+1)|c_{n+1}| |R^n| \left( \frac{R'}{R} \right)^n \leq (n+1)R^{-1} \left( \frac{R'}{R} \right)^n.
\]
To see that the Weierstrass $M$ test applies here as well, choose $r'$ with $R'/R < r' < 1$ and increase the size of $N$ so that $\frac{n+1}{n} \leq \frac{R}{R'}$ whenever $n \geq N$. For such $n$, the ratio test and the inequality

$$\frac{(n+2)R^{-1}(\frac{R}{R'})^{n+1}}{(n+1)R^{-1}(\frac{R}{R'})^{n}} = \frac{n+2}{n+1} \frac{R'}{R} \leq r'$$

show that $\sum (n+1)R^{-1}(\frac{R}{R'})^{n}$ converges. Thus the Weierstrass $M$ test indeed applies, and the proof is complete. \hfill \Box

**Corollary 1.38.** If $\sum_{n=0}^{\infty} c_n x^n$ converges for $|x| < R$ and the sum of the series for $x$ real is denoted by $f(x)$, then the function $f$ has derivatives of all orders for $|x| < R$. These derivatives are given by term-by-term differentiation of the series for $f$, and each differentiated series converges for $|x| < R$. Moreover, $c_k = \frac{f^{(k)}(0)}{k!}$.

**Remark.** When a function has derivatives of all orders, we say that it is **infinitely differentiable.**

**Proof.** The corollary is vacuous unless $R > 0$. Let $R' < R$. The given series certainly converges at $x = 0$, and Theorem 1.37 shows that the term-by-term differentiated series converges uniformly for $|x| \leq R'$. Thus Theorem 1.23 gives $f'(x) = \sum_{n=0}^{\infty} (n+1)c_{n+1}x^n$ for $|x| < R'$. Since $R' < R$ is arbitrary, $f'(x) = \sum_{n=0}^{\infty} (n+1)c_{n+1}x^n$ for $|x| < R$.

We can iterate this result to obtain the corresponding conclusion for the higher-order derivatives. Evaluating the derivatives at 0, we obtain $f^{(k)}(0) = c_k k!$, as asserted. \hfill \Box

**Corollary 1.39.** If $\sum_{n=0}^{\infty} c_n x^n$ and $\sum_{n=0}^{\infty} d_n x^n$ both converge for $|x| < R$ and if their sums are equal for $x$ real with $|x| < R$, then $c_n = d_n$ for all $n$.

**Proof.** This result is immediate from the formula for the coefficients in Corollary 1.38. \hfill \Box

If $f : \mathbb{R} \rightarrow \mathbb{C}$ is infinitely differentiable near $x = a$, we call the infinite series $\sum_{n=0}^{\infty} \frac{f^{(n)}(a)}{n!} (x - a)^n$ the (infinite) **Taylor series** of $f$. We call a general series $\sum_{n=0}^{\infty} c_n (x - a)^n$ a **power series** about $x = a$; its behavior at $x = a + t$ is the same as the behavior of the series $\sum_{n=0}^{\infty} c_n x^n$ at $x = t$. In applications, one usually adjusts the function $f$ so that Taylor series expansions are about $x = 0$. Thus we shall concentrate largely on power series expansions about $x = 0$. 


7. Power Series and Special Functions

Had we chosen at the end of Section 4 to define \( \log x \) as \( \int_1^x t^{-1} \, dt \) and \( \exp x \) as the inverse function of \( \log x \), we would have found right away that \( \left( \frac{d}{dx} \right)^k \exp x = \exp x \) for all \( k \). Therefore the infinite Taylor series expansion of \( \exp x \) about \( x = 0 \) is \( \sum_{n=0}^\infty \frac{x^n}{n!} \). This fact does not, however, tell us whether \( \exp x \) is the sum of this series. For this purpose we need to examine the remainder. Theorem 1.36 shows that the remainder after the term \( x^n/n! \) is

\[
R_n(0, x) = \frac{1}{n!} \int_0^x (x - t)^n f^{(n+1)}(t) \, dt = \frac{1}{n!} \int_0^x (x - t)^n e^t \, dt.
\]

Between 0 and \( x \), \( e^t \) is bounded by some constant \( M(x) \) depending on \( x \), and thus

\[
|R_n(0, x)| \leq \frac{M(x)}{n!} \int_0^x (x - t)^n \, dt = \frac{M(x)}{(n+1)!} x^{n+1}.
\]

With \( x \) fixed, this tends to 0 as \( n \) tends to infinity, and thus \( \lim_{n \to \infty} R_n(0, x) = 0 \) for each \( x \). The conclusion is that \( \exp x = \sum_{n=0}^\infty \frac{x^n}{n!} \). In a similar fashion one can obtain power series expansions of \( \sin x \) and \( \cos x \) if one starts from definitions of the corresponding inverse functions in terms of Riemann integrals.

Instead of using this approach, we shall define \( \exp x \), \( \sin x \), and \( \cos x \) directly as sums of standard power series. An advantage of using series in the definitions is that this approach allows us to define these functions at an arbitrary complex \( z \), not just at a real \( x \). Thus we define

\[
\exp z = \sum_{n=0}^\infty \frac{z^n}{n!}, \quad \sin z = \sum_{n=0}^\infty \frac{(-1)^n z^{2n+1}}{(2n+1)!}, \quad \cos z = \sum_{n=0}^\infty \frac{(-1)^n z^{2n}}{(2n)!}.
\]

The ratio test shows immediately that these series all converge for all complex \( z \). Inspection of all these series gives us the identity

\[
\exp iz = \cos z + i \sin z.
\]

Corollary 1.38 shows that the functions \( \exp z \), \( \sin z \), and \( \cos z \), when considered as functions of a real variable \( z = x \), are infinitely differentiable with derivatives given by the expected formulas

\[
\frac{d}{dx} \exp x = \exp x, \quad \frac{d}{dx} \sin x = \cos x, \quad \frac{d}{dx} \cos x = -\sin x.
\]

From these formulas it is immediate that \( \frac{d}{dx} (\sin^2 x + \cos^2 x) = 0 \) for all \( x \). Therefore \( \sin^2 x + \cos^2 x \) is constant. Putting \( x = 0 \) shows that the constant is 1. Thus

\[
\sin^2 x + \cos^2 x = 1.
\]

In order to prove that \( \exp x = e^x \), where \( e = \exp 1 \), and to prove other familiar trigonometric identities, we shall do some calculations with power series that are justified by the following theorem.
Theorem 1.40. If \( f(z) = \sum_{n=0}^{\infty} a_n z^n \) and \( g(z) = \sum_{n=0}^{\infty} b_n z^n \) for complex \( z \) with \( |z| < R \), then \( f(z)g(z) = \sum_{n=0}^{\infty} c_n z^n \) for \( |z| < R \), where
\[
c_n = a_n b_0 + a_{n-1} b_1 + \cdots + a_0 b_n.
\]

Remark. In other words, the rule is to multiply the series formally, assuming a kind of infinite distributive law, and reassemble the series by grouping terms with like powers of \( z \). The coefficient \( c_n \) of \( z^n \) in the product comes from all products \( a_k z^k b_l z^l \) for which the total degree is \( n \), i.e., for which \( k + l = n \). Thus \( c_n \) is as indicated.

Proof. The theorem is vacuous unless \( R > 0 \). Fix \( R' < R \). For \( |z| \leq R' \), put \( F(z) = \sum_{n=0}^{\infty} |a_n z^n| \) and \( G(z) = \sum_{n=0}^{\infty} |b_n z^n| \). These series are uniformly convergent for \( |z| \leq R' \) by Theorem 1.37, and also \( |f(z)| \leq F(z) \) and \(|g(z)| \leq G(z)\). By the uniform convergence of the series for \( F \) and \( G \) when \( |z| \leq R' \), there exists \( M < +\infty \) such that \( F(z) \leq M \) and \( G(z) \leq M \) for \( |z| \leq R' \). Given \( \epsilon > 0 \), choose an integer \( N' \) such that \( |z| \leq R' \) implies \( \sum_{n \geq N'} |a_n z^n| < \epsilon \) and \( \sum_{n \geq N'} |b_n z^n| < \epsilon \). If \( |z| \leq R' \) and \( N \geq 2N' \), then
\[
|f(z)g(z) - \sum_{n=0}^{N} c_n z^n| \leq |f(z)g(z) - \left( \sum_{n=0}^{N} a_n z^n \right) \left( \sum_{n=0}^{N} b_n z^n \right) | + \left| \left( \sum_{n=0}^{N} a_n z^n \right) \left( \sum_{n=0}^{N} b_n z^n \right) - \sum_{n=0}^{N} c_n z^n \right|
\]
Call the two terms on the right side \( T_1 \) and \( T_2 \). Then we have
\[
T_1 \leq \left| f(z) - \sum_{n=0}^{N} a_n z^n \right| |g(z)| + \left| \sum_{n=0}^{N} a_n z^n \right| \left| g(z) - \sum_{n=0}^{N} b_n z^n \right| \leq \epsilon G(z) + \epsilon F(z),
\]
and also, with \([N/2]\) denoting the greatest integer in \( N/2 \),
\[
T_2 = \left| \sum_{k+l \geq N} a_k b_l z^{k+l} \right| \leq \sum_{k \geq [N/2]} \sum_{l \leq \max(N,\epsilon)} |a_k z^k| |b_l z^l| \\
\leq \sum_{k=0}^{\infty} \sum_{l=[N/2]}^{N} + \sum_{k=[N/2]}^{\infty} \sum_{l=0}^{\infty} \\
\leq \sum_{k=0}^{\infty} \sum_{l=[N/2]}^{N} + \sum_{k=[N/2]}^{\infty} \sum_{l=0}^{\infty} \\
\leq \epsilon G(z) + \epsilon F(z).
\]
Since \( G(z) \leq M \) and \( F(z) \leq M \) for \( |z| \leq R' \), the total estimate is that \( T_1 + T_2 \leq 4\epsilon M \). Since \( \epsilon \) is arbitrary, we conclude that \( \lim_{n \to \infty} \sum_{n=0}^{N} c_n z^n = f(z)g(z) \) for \( |z| \leq R' \). Since \( R' \) is an arbitrary number \( < R \), we conclude that \( \sum_{n=0}^{\infty} c_n z^n = f(z)g(z) \) for \( |z| < R \).
Corollary 1.41. For any $z$ and $w$ in $\mathbb{C}$, $\exp(z + w) = \exp z \exp w$. Furthermore, $\exp \overline{z} = \overline{\exp z}$.

PROOF. Theorem 1.40 and the infinite radius of convergence allow us to write

$$
\exp z \exp w = \left( \sum_{r=0}^{\infty} \frac{z^r}{r!} \right) \left( \sum_{s=0}^{\infty} \frac{w^s}{s!} \right) = \sum_{r,s} \frac{z^r w^s}{r!s!}
$$

$$
= \sum_{N=0}^{\infty} \sum_{k=0}^{N} \frac{z^k w^{N-k}}{k!(N-k)!} = \sum_{N=0}^{\infty} \frac{1}{N!} \sum_{k=0}^{N} \binom{N}{k} z^k w^{N-k}
$$

$$
= \sum_{N=0}^{\infty} \frac{(z + w)^N}{N!} = \exp(z + w).
$$

For the second formula, write $z = x + iy$. Then

$$
\exp \overline{z} = \exp(x - iy) = \exp x \exp(-iy) = (\exp x)(\cos y - i \sin y)
$$

$$
= (\exp x)(\cos y + i \sin y) = \exp x \exp(iy) = \exp(x + iy) = \overline{\exp z}.
$$

\[\square\]

Corollary 1.42. The exponential function $\exp x$, as a function of a real variable, has the following properties:

(a) $\exp x$ is strictly increasing on $(-\infty, +\infty)$ and is one-one onto $(0, +\infty)$,

(b) $\exp x = e^x$, where $e = \exp 1$,

(c) $\exp x$ has an inverse function, denoted by $\log x$, that is strictly increasing, carries $(0, +\infty)$ one-one onto $(-\infty, +\infty)$, has derivative $1/x$, and satisfies $\log(xy) = \log x + \log y$.

REMARKS. The three facts that $\exp x = e^x$ for $x$ real, $\exp z$ satisfies the functional equation of Corollary 1.41 for $z$ complex, and $e^z$ is previously undefined for $z$ nonreal allow one to define $e^z$ to mean $\exp z$ for all complex $z$. We follow this convention. In particular, $e^{ix} = \exp(ix) = \cos x + i \sin x$.

PROOF. For $x \geq 0$, we certainly have $\exp x \geq 1$. Also, each term of the series for $\exp x$ is strictly increasing for $x \geq 0$, and hence the same thing is true of the sum of the series. From Corollary 1.41, $\exp(-x) \exp x = \exp 0 = 1$, and thus $\exp x$ is strictly increasing for $x \leq 0$ with $0 < \exp x \leq 1$. Putting these statements together, we see that $\exp x$ is strictly increasing and positive on $(-\infty, +\infty)$. Hence it is one-one. This proves part of (a).

Since $\exp x > 0$, it makes sense to consider rational powers of $\exp x$. Iteration of the identity $\exp(z + w) = \exp z \exp w$ shows that $\left( \exp \frac{p x}{q} \right)^q = \exp p x =$
(exp\(x\))^{p/q}, and application of the \(q\)th root function gives exp \(\frac{p}{q}\) = (exp\(x\))^{p/q}. Taking \(x = 1\) yields exp\(p/q\) = \(e^{p/q}\) for all rational \(p/q\). The two functions exp\(x\) and \(e^x\) are continuous functions of a real variable that are equal when \(x\) is rational, and hence they are equal for all \(x\). This proves (b).

From the first two terms of the series for \(\exp 1\), we see that \(e > 2\). Therefore \(e^n > 2^n > n\) for all positive integers \(n\), and \(\exp x\) has arbitrarily large numbers in its image. The Intermediate Value Theorem (Theorem 1.12) then shows that \([1, +\infty)\) is contained in its image. Since \(\exp(-x) \exp x = 1\), the interval \((0, 1]\) is contained in the image as well. Thus \(\exp x\) carries \((-\infty, +\infty)\) onto \((0, +\infty)\). This proves the remainder of (a).

Consequently \(\exp x\) has an inverse function, which is denoted by \(\log x\). Since \(\exp x\) has the continuous everywhere-positive derivative \(\exp x\), the proposition in Section A3 of Appendix A applies and shows that \(\log x\) is differentiable with derivative \(1/\exp(\log x)\). Since \(\exp\) and \(\log\) are inverse functions, \(\exp(\log x) = x\). Thus the derivative of \(\log x\) is \(1/x\).

Finally \(\exp(\log x + \log y) = \exp(\log x) \exp(\log y) = xy\), since \(\exp\) and \(\log\) are inverse functions. Applying \(\log\) to both sides gives \(\log x + \log y = \log(xy)\). This proves (c).

**Corollary 1.43.** The trigonometric functions \(\sin x\) and \(\cos x\), as functions of a real variable, satisfy

(a) \(\sin(x + y) = \sin x \cos y + \cos x \sin y\),
(b) \(\cos(x + y) = \cos x \cos y - \sin x \sin y\).

**Proof.** By Corollary 1.41, \(\cos(x + y) + i \sin(x + y) = e^{i(x+y)} = e^{ix}e^{iy} = (\cos x + i \sin x)(\cos y + i \sin y)\). Multiplying out the right side and equating real and imaginary parts yields the corollary.

The final step in the foundational work with the trigonometric functions is to define \(\pi\) and to establish the role that it plays with trigonometric functions.

**Proposition 1.44.** The function \(\cos x\), with \(x\) real, has a smallest positive \(x_0\) for which \(\cos x_0 = 0\). If \(\pi\) is defined by writing \(x_0 = \pi/2\), then

(a) \(\sin x\) is strictly increasing, hence one-one, from \([0, \frac{\pi}{2}]\) onto \([0, 1]\), and \(\cos x\) is strictly decreasing, hence one-one, from \([0, \frac{\pi}{2}]\) onto \([0, 1]\),
(b) \(\sin(-x) = -\sin x\) and \(\cos(-x) = \cos x\),
(c) \(\sin(x + \frac{\pi}{2}) = \cos x\) and \(\cos(x + \frac{\pi}{2}) = -\sin x\),
(d) \(\sin(x + \pi) = -\sin x\) and \(\cos(x + \pi) = -\cos x\),
(e) \(\sin(x + 2\pi) = \sin x\) and \(\cos(x + 2\pi) = \cos x\).
PROOF. The function $\cos x$ has $\cos 0 = 1$. Arguing by contradiction, suppose that $\cos x$ is nowhere positive for $x > 0$. By the Intermediate Value Theorem (Theorem 1.12), $\cos x > 0$ for $x \geq 0$. Since $\sin x$ is 0 at 0 and has derivative $\cos x$, $\sin x$ is strictly increasing for $x \geq 0$ and is therefore positive for $x > 0$. Since $\cos x$ has derivative $-\sin x$, $\cos x$ is strictly decreasing for $x \geq 0$. Let us form the function $f(x) = (\cos x - \cos 1) + (\sin 1)(x - 1)$. If there is some $x_1 > 1$ with $f(x_1) > 0$, then the Mean Value Theorem produces some $\xi$ with $1 < \xi < x_1$ such that

$$0 < f(x_1) = f(x_1) - f(1) = (x_1 - 1)f'(\xi) = (x_1 - 1)(-\sin \xi + \sin 1) < 0,$$

and we have a contradiction, since $\sin^2 \xi + \cos^2 \xi = 1$ forces $|\sin \xi| \leq 1$. Thus $f(x) \leq 0$ for all $x \geq 1$. In other words, $\cos x \leq \cos 1 - (\sin 1)(x - 1)$ for all $x \geq 1$. For $x$ sufficiently large, $\cos 1 - (\sin 1)(x - 1)$ is negative, and we see that $\cos x$ has to be negative for $x$ sufficiently large. The result is a contradiction, and we conclude that $\cos x$ is 0 for some $x > 0$. Let $x_0$ be the infimum of the nonempty set of positive $x$’s for which $\cos x = 0$. We can find a sequence $\{x_n\}$ with $x_n \rightarrow x_0$ and $\cos x_n = 0$ for all $n$. By continuity $\cos x_0 = 0$. We know that $x_0 \geq 0$, and we must have $x_0 > 0$, since $\cos 0 = 1$. This proves the existence of $x_0$.

Since $\sin x$ has derivative $\cos x$, which is positive for $0 \leq x < \pi/2$, $\sin x$ is strictly increasing for $0 \leq x \leq \pi/2$. From $\sin^2 x + \cos^2 x = 1$, we deduce that $\sin(\pi/2) = 1$. By the Intermediate Value Theorem, $\sin x$ is one-one from $[0, \pi/2]$ onto $[0, 1]$. In similar fashion, $\cos x$ is strictly decreasing and one-one from $[0, \pi/2]$ onto $[0, 1]$. This proves (a).

Conclusion (b) is immediate from the series expansions of $\sin x$ and $\cos x$. Conclusion (c) follows from Corollary 1.43 and the facts that $\sin \frac{\pi}{2} = 1$ and $\cos \frac{\pi}{2} = 0$. Conclusion (d) follows by applying (c) twice, and conclusion (e) follows by applying (d) twice.

**Corollary 1.45.** The function $e^{ix}$, with $x$ real, has $|e^{ix}| = 1$ for all $x$, and $x \mapsto e^{ix}$ is one-one from $[0, 2\pi)$ onto the unit circle of $\mathbb{C}$, i.e., the subset of $\mathbb{C}$ with $|z| = 1$.

**Proof.** We have $|\cos x + i\sin x|^2 = \cos^2 x + \sin^2 x = 1$ and therefore $|e^{ix}| = 1$. If $e^{ix_1} = e^{ix_2}$ with $x_1$ and $x_2$ in $[0, 2\pi)$, then $e^{i(x_1-x_2)} = 1$ with $t = x_1 - x_2$ in $(-2\pi, 2\pi)$. So $\cos t = 1$ and $\sin t = 0$. From Proposition 1.44 we see that the only possibility for $t$ is $t = 0$. Thus $x_1 = x_2 = 0$, and $x \mapsto e^{ix}$ is one-one.

Now let $x + iy$ have $x^2 + y^2 = 1$. First suppose that $x \geq 0$ and $y \geq 0$. Since $0 \leq y \leq 1, it follows that there exists $t \in [0, \pi/2]$ with $\sin t = y$. For this $t$, the numbers $x$ and $\cos t$ are both $\geq 0$ and have square equal to $1 - y^2$. Thus $x = \cos t$ and $e^{it} = x + iy$. For a general $x + iy$ with $x^2 + y^2 = 1$, at least
one of the complex numbers $i^n(x + iy)$ with $0 \leq n \leq 3$ has real and imaginary parts $\geq 0$. Then $i^n(x + iy) = e^{it}$ for some $t$. Since $i = \cos \frac{\pi}{2} + i \sin \frac{\pi}{2} = e^{i\pi/2}$, we see that $x + iy = e^{it} e^{-i\pi/2} = e^{i(t-\pi/2)}$. From $e^{i(t+2\pi)} = e^{it}$, we can adjust $it - i\pi/2$ additively by a multiple of $2\pi i$ so that the result $it'$ lies in $i[0, 2\pi]$, and then $e^{it'} = x + iy$, as required.

**Corollary 1.46.**

(a) The function $\sin x$ carries $(-\frac{\pi}{2}, \frac{\pi}{2})$ onto $(-1, 1)$, has everywhere-positive derivative, and has a differentiable inverse function $\arcsin x$ carrying $(-1, 1)$ one-one onto $(-\frac{\pi}{2}, \frac{\pi}{2})$. The derivative of $\arcsin x$ is $1/\sqrt{1-x^2}$.

(b) The function $\tan x = (\sin x)/(\cos x)$ carries $(-\frac{\pi}{2}, \frac{\pi}{2})$ onto $(-\infty, +\infty)$, has everywhere-positive derivative, and has a differentiable inverse function $\arctan x$ carrying $(-\infty, +\infty)$ one-one onto $(-\frac{\pi}{2}, \frac{\pi}{2})$. The derivative of $\arctan x$ is $1/(1+x^2)$, and $\int_{-1}^{1} (1+x^2)^{-1} \, dx = \pi/2$.

**Proof.** From Proposition 1.44 we see that $d/dx (\sin x) = \cos x$ and $d/dx (\tan x) = (\cos x)^{-2}$. The first of these is everywhere positive because of (a) and (b) in the proposition, and the second is everywhere positive by inspection. The image of $\sin x$ is $(-1, 1)$ by (a) and (b) in the proposition, and also the image of $\tan x$ is $(-\infty, +\infty)$, again by (a) and (b). Application of the proposition in Section A3 of Appendix A yields all the conclusions of the corollary except the formula for $\int_{-1}^{1} (1+x^2)^{-1} \, dx$. This integral is given by $\arctan 1 - \arctan(-1)$ by Theorem 1.32. Since $\tan(\pi/4) = \sin(\pi/4)/\cos(\pi/4)$, in the proposition gives $\tan(\pi/4) = 1$, and hence $\arctan 1 = \pi/4$. In addition, $\tan(-\pi/4) = \frac{-\sin(-\pi/4)}{\cos(-\pi/4)} = -1$, and hence $\arctan(-1) = -\pi/4$. Therefore $\int_{-1}^{1} (1+x^2)^{-1} \, dx = \frac{\pi/4}{(\pi/4)} - (-\pi/4) = \pi/2$. 

A power series, even a Taylor series, may have any radius of convergence in $[0, +\infty]$. Even if the radius of convergence is $> 0$, the series may not converge to the given function. For example, Problems 20–22 at the end of the chapter ask one to verify that the function

$$f(x) = \begin{cases} \frac{e^{-1/x^2}}{x^2} & \text{if } x \neq 0, \\ 0 & \text{if } x = 0, \end{cases}$$

is infinitely differentiable, even at $x = 0$, and has $f^{(n)}(0) = 0$ for all $n$. Thus its infinite Taylor series is identically 0, and the series evidently converges to $f(x)$ only for $x = 0$.

Because of Corollary 1.38, one is not restricted to a rote use of Taylor’s formula in order to compute Taylor series. If we are interested in the Taylor expansion of $f$ about $x = 0$, any power series with a positive radius of convergence that
converges to $f$ on some open interval about $x$ has to be the Taylor expansion of $f$. A simple example is $e^{x^2}$, whose derivatives at $x = 0$ are a chore to compute. However, $e^u = \sum_{n=0}^{\infty} \frac{u^n}{n!}$ for all $u$. If we put $u = x^2$, we obtain $e^{x^2} = \sum_{n=0}^{\infty} \frac{x^{2n}}{n!}$ for all $x$. Therefore this series must be the infinite Taylor series of $e^{x^2}$. Here is a more complicated example.

**Example.** Binomial series. Let $p$ be any complex number, and put $F(x) = (1 + x)^p$ for $-1 < x < 1$. We can compute the $n$th derivative of $F$ by inspection, and we obtain $F^{(n)}(x) = p(p - 1) \cdots (p - n + 1)(1 + x)^{p-n}$. Therefore the infinite Taylor series of $F$ about $x = 0$ is

$$\sum_{n=0}^{\infty} \frac{p(p - 1) \cdots (p - n + 1)}{n!} x^n.$$  

This series reduces to a polynomial if $p$ is a nonnegative integer, and the series is genuinely infinite otherwise. The ratio test shows that the series converges for $|x| < 1$; let $f(x)$ be its sum for $x$ real. The remainder term $R_n(0, x)$ is difficult to estimate, and thus the relationship between the sum $f(x)$ and the original function $(1 + x)^p$ is not immediately apparent. However, we can use Corollary 1.38 to obtain

$$f'(x) = \sum_{n=1}^{\infty} np(p - 1) \cdots (p - n + 1) \frac{x^{n-1}}{n!} = \sum_{n=0}^{\infty} \frac{p(p - 1) \cdots (p - n)}{n!} x^n$$

for $|x| < 1$. We compute $(1 + x)f'(x)$ by multiplying the first series by $x$, the second series by 1, and adding. If we write the constant term separately, the result is

$$(1 + x)f'(x) = p + \sum_{n=1}^{\infty} \frac{p(p - 1) \cdots (p - n + 1)[n + (p - n)]}{n!} x^n = pf(x).$$

Therefore

$$\frac{d}{dx} [(1 + x)^{-p} f(x)] = -p(1 + x)^{-p-1} f(x) + (1 + x)^{-p} f'(x) = (1 + x)^{-p-1} [-pf(x) + (1 + x)f'(x)] = 0,$$

and $(1 + x)^{-p} f(x)$ has to be constant for $|x| < 1$. From the series whose sum is $f(x)$, we see that $f(0) = 1$, and hence the constant is 1. Thus $f(x) = (1 + x)^p$, and we have established the binomial series expansion

$$(1 + x)^p = \sum_{n=0}^{\infty} \frac{p(p - 1) \cdots (p - n + 1)}{n!} x^n$$

for $-1 < x < 1$.
8. Summability

Summability refers to an operation on a sequence of complex numbers to make it more likely that the sequence will converge. The subject is of interest particularly with Fourier series, where the ordinary partial sums may not converge even at points where the given function is continuous.

Let \( \{s_n\}_{n \geq 0} \) be a sequence in \( \mathbb{C} \), and define its sequence of Cesàro sums, or arithmetic means, to be given by

\[
\sigma_n = \frac{s_0 + s_1 + \cdots + s_n}{n+1}
\]

for \( n \geq 0 \). If \( \lim_n \sigma_n = \sigma \) exists in \( \mathbb{C} \), we say that \( \{s_n\} \) is Cesàro summable to the limit \( \sigma \). For example the sequence with \( s_n = (-1)^n \) for \( n \geq 0 \) is not convergent, but it is Cesàro summable to the limit 0 because \( \sigma_n = 0 \) for all odd \( n \) and is \( \frac{1}{n+1} \) for all even \( n \).

**Theorem 1.47.** If a complex sequence \( \{s_n\}_{n \geq 0} \) is convergent in \( \mathbb{C} \) to the limit \( s \), then \( \{s_n\} \) is Cesàro summable to the limit \( s \).

**Remark.** The argument is a 2\( \epsilon \) proof, and two things are affecting \( \sigma_n \). For \( k \) small and fixed, the contribution of \( s_k \) to \( \sigma_n \) is \( s_k/(n+1) \) and is tending to 0. For \( k \) large, any \( s_k \) is close to \( s \), and the average of such terms is close to \( s \).

**Proof.** Let \( \epsilon > 0 \) be given, and choose \( N_1 \) such that \( k \geq N_1 \) implies \( |s_k - s| < \epsilon \). If \( n \geq N_1 \), then

\[
\sigma_n - s = \frac{(s_0 - s) + \cdots + (s_{N_1} - s)}{n+1} + \frac{(s_{N_1+1} - s) + \cdots + (s_n - s)}{n+1},
\]

so that

\[
|\sigma_n - s| \leq \frac{\left| s_0 \right| + \cdots + \left| s_{N_1} \right| + (N_1 + 1)|s|}{n+1} + \frac{n-N_1}{n+1} \epsilon
\]

\[
\leq \frac{\left| s_0 \right| + \cdots + \left| s_{N_1} \right| + (N_1 + 1)|s|}{n+1} + \epsilon.
\]

The numerator of the first term is fixed, and thus we can choose \( N \geq N_1 \) large enough so that the first term is \( < \epsilon \) whenever \( n \geq N \). If \( n \geq N \), then we see that \( |\sigma_n - s| < 2\epsilon \). Since \( \epsilon \) is arbitrary, the theorem follows.

Next let \( \{a_n\}_{n \geq 0} \) be a complex sequence, and let \( \{s_n\}_{n \geq 0} \) be the sequence of partial sums with \( s_n = \sum_{k=0}^{n} a_k \). Form the power series \( \sigma_r = \sum_{n=0}^{\infty} a_n r^n \). We say that the sequence \( \{s_n\} \) of partial sums is Abel summable to the limit \( s \) in \( \mathbb{C} \).
8. Summability

if \( \lim_{r \to 1} \sigma_r = s \), i.e., if for each \( \epsilon > 0 \), there is some \( r_0 \) such that \( r_0 \leq r < 1 \) implies that \( |\sigma_r - s| < \epsilon \). For example, take \( a_k = (-1)^k \), so that \( s_n \) equals 1 if \( n \) is even and equals 0 if \( n \) is odd. The sequence \( \{s_n\} \) of partial sums is divergent. The \( r \)-th Abel sum \( \sigma_r \) is given by the geometric series \( \sum_{k=0}^{\infty} (-1)^k r^k \) with sum \( 1/(1+r) \). Letting \( r \) increase to 1, we see that \( \{s_n\} \) is Abel summable with limit \( \frac{1}{2} \).

**Theorem 1.48** (Abel’s Theorem). Let \( \{a_n\}_{n \geq 0} \) be a complex sequence, and let \( \{s_n\}_{n \geq 0} \) be the sequence of partial sums with \( s_n = \sum_{k=0}^{n} a_k \). If \( \{s_n\}_{n \geq 0} \) is convergent in \( \mathbb{C} \) to the limit \( s \), then \( \{s_n\} \) is Abel summable to the limit \( s \).

**Remark.** The proof will proceed along the same lines as in the previous case. It is first necessary to express the Abel sums \( \sigma_r \) in terms of the \( s_k \)’s.

**Proof.** Since \( \{s_n\} \) converges, \( \{s_n\} \) and \( \{a_n\} \) are bounded, and thus \( \sum_{n=0}^{\infty} s_n r^n \) and \( \sum_{k=0}^{\infty} a_k r^k \) are absolutely convergent for \( 0 \leq r < 1 \). With \( s_{-1} = 0 \), write

\[
\sigma_r = \sum_{n=0}^{\infty} a_n r^n = \sum_{n=0}^{\infty} (s_n - s_{n-1}) r^n = \sum_{n=0}^{\infty} s_n r^n - \sum_{n=0}^{\infty} s_n r^{n+1}
\]

\[
= (1 - r) \sum_{n=0}^{\infty} s_n r^n = (1 - r) \sum_{k=0}^{N} r^k s_k + \sum_{k=N+1}^{\infty} (1 - r) r^k s_k.
\]

Let \( \epsilon > 0 \) be given, and choose \( N \) such that \( k \geq N \) implies \( |s_k - s| < \epsilon \). Then

\[
|\sigma_r - s| \leq (1 - r) \sum_{k=0}^{N} (|s_k| + |s|) + \sum_{k=N+1}^{\infty} (1 - r) r^k |s_k - s|
\]

\[
\leq (1 - r) \sum_{k=0}^{N} (|s_k| + |s|) + (1 - r) \sum_{k=N+1}^{\infty} r^k \epsilon
\]

\[
\leq (1 - r) \sum_{k=0}^{N} (|s_k| + |s|) + \epsilon.
\]

With \( N \) fixed, the coefficient of \( (1 - r) \) in the first term is fixed, and thus we can choose \( r_0 \) close enough to 1 so that the first term is \( < \epsilon \) whenever \( r_0 \leq r < 1 \). If \( r_0 \leq r < 1 \), we see that \( |\sigma_r - s| < 2\epsilon \). Since \( \epsilon \) is arbitrary, the theorem follows. \( \square \)

**Example.** For \( |x| < 1 \), the geometric series \( \sum_{n=0}^{\infty} (-1)^n x^n \) converges and has sum \( (1 + x)^{-1} \). The Fundamental Theorem of Calculus gives \( \log(1 + x) = \int_0^x \frac{1}{1+t} \, dt = \int_0^x \sum_{n=0}^{\infty} (-1)^n r^n \, dt \) for \( |x| < 1 \), and Theorem 1.31 allows us to interchange sum and integral as long as \( |x| < 1 \). Consequently

\[
\log(1 + x) = \sum_{n=0}^{\infty} \frac{(-1)^n x^{n+1}}{n+1}
\]
for $|x| < 1$. The sequence of partial sums on the right converges for $x = 1$ by the Leibniz test, and Theorem 1.48 says that the Abel sums must converge to the same limit. But the Abel sums have limit $\lim_{x \uparrow 1} \log(1 + x) = \log 2$, since $\log(1 + x)$ is continuous for $x > 0$. Thus Abel’s Theorem has given us a rigorous proof of the familiar identity

$$\sum_{n=0}^{\infty} \frac{(-1)^n}{n + 1} = \log 2.$$

Theorems 1.47 and 1.48, which say that one kind of convergence always implies another, are called Abelian theorems. Converse results, saying that the second kind of convergence implies the first under an additional hypothesis, are called Tauberian theorems. These tend to be harder to prove. We give two examples of Tauberian theorems; the first one will be applied immediately to yield an important special case of the main theorem of Section 9; the second one will be used in Chapter VI to prove a deep theorem about pointwise convergence of Fourier series.

**Proposition 1.49.** Let $\{a_n\}_{n \geq 0}$ be a numerical sequence with all terms $\geq 0$, and let $\{s_n\}_{n \geq 0}$ be the sequence of partial sums with $s_n = \sum_{k=0}^{n} a_k$. If $\{s_n\}_{n \geq 0}$ is Abel summable in $\mathbb{R}$ to the limit $s$, then $\{s_n\}$ is convergent to the limit $s$.

**Proof.** Let $\{r_j\}_{j \geq 0}$ be a sequence increasing to the limit 1. Since $a_n r_j^n \geq 0$ is nonnegative and since it is monotone increasing in $j$ for each $n$, Corollary 1.14 applies and gives $\lim_j \sum_{n=0}^{\infty} a_n r_j^n = \sum_{n=0}^{\infty} \lim_j a_n r_j^n$, the limits existing in $\mathbb{R}^*$. The left side is the (finite) limit $s$ of the Abel sums, and the right side is $\lim s_n$, which Corollary 1.14 is asserting exists. \(\square\)

**Example.** The binomial series expansion in Section 7 shows, for any complex $p$, that $(1 - r)^p$ is given for $-1 < r < 1$ by the absolutely convergent series

$$(1 - r)^p = 1 + \sum_{n=1}^{\infty} (-1)^n \frac{p(p - 1) \cdots (p - n + 1)}{n!} r^n.$$

For $p$ real with $0 < p < 1$, inspection shows that all the coefficients in the sum on the right are $\leq 0$. Therefore

$$1 - (1 - r)^p = \sum_{n=1}^{\infty} (-1)^{n+1} \frac{p(p - 1) \cdots (p - n + 1)}{n!} r^n \quad (\ast)$$

has all coefficients $\geq 0$ if $0 < p < 1$. For $0 \leq r < 1$, the sum of the series is $1 - (1 - r)^p$ and is $\geq 0$. The fact that $\lim_{r \uparrow 1} [1 - (1 - r)^p] = 1$ means that the
sequence of partial sums \( s_n = \sum_{k=1}^{n} (-1)^{k+1} \frac{p(p-1)-\cdots-(p-k+1)}{k!} \) is Abel summable to 1. Proposition 1.49 shows that the series (\( \ast \)) is convergent with sum 1 at \( r = 1 \), and the Weierstrass \( M \) test shows that (\( \ast \)) converges uniformly for \(-1 \leq r \leq 1\) to \( 1 - (1 - r)^{p} \). If we now take \( p = \frac{1}{2} \), we have

\[
(1 - r)^{1/2} = 1 - \sum_{n=1}^{\infty} (-1)^{n+1} \frac{\frac{1}{2}(-\frac{1}{2})(-\frac{3}{2}) \cdots (\frac{3}{2} - n)}{n!} r^n
\]

\[
= \sum_{n=1}^{\infty} (-1)^{n+1} \frac{\frac{1}{2}(-\frac{1}{2})(-\frac{3}{2}) \cdots (\frac{3}{2} - n)}{n!} r^n
\]

\[
- \sum_{n=1}^{\infty} (-1)^{n+1} \frac{\frac{1}{2}(-\frac{1}{2})(-\frac{3}{2}) \cdots (\frac{3}{2} - n)}{n!} r^n
\]

\[
= \sum_{n=1}^{\infty} (-1)^{n+1} \frac{\frac{1}{2}(-\frac{1}{2})(-\frac{3}{2}) \cdots (\frac{3}{2} - n)}{n!} (1 - r^n),
\]

the series on the right being uniformly convergent for \(-1 \leq r \leq 1\). Putting \( r = 1 - x^2 \) therefore gives

\[
|x| = \sqrt{x^2} = \sum_{n=1}^{\infty} (-1)^{n+1} \frac{\frac{1}{2}(-\frac{1}{2})(-\frac{3}{2}) \cdots (\frac{3}{2} - n)}{n!} (1 - (1 - x^2)^n),
\]

the series on the right being uniformly convergent for \(-1 \leq x \leq 1\). Consequently \( |x| \) is the uniform limit of a sequence of polynomials on \([-1, 1]\), and all these polynomials are in fact 0 at \( x = 0 \).

**Proposition 1.50.** Let \( \{a_n\}_{n \geq 0} \) be a complex sequence, and let \( \{s_n\}_{n \geq 0} \) be the sequence of partial sums with \( s_n = \sum_{k=0}^{n} a_k \). If \( \{s_n\} \) is Cesàro summable to the limit \( s \) in \( \mathbb{C} \) and if the sequence \( \{|na_n|\} \) is bounded, then \( \{s_n\} \) is convergent and the limit is \( s \). The rate of convergence depends only on the bound for \( |na_n| \) and the rate of convergence of the Cesàro sums.

**Remark.** In our application in Chapter VI to pointwise convergence of Fourier series, the sequence of partial sums will be of the form \( \{s_n(x)\} \), depending on a parameter \( x \), and the statement about the rate of convergence will enable us to see that the convergence of \( \{s_n(x)\} \) is uniform in \( x \) under suitable hypotheses.

**Proof.** Let \( \{s_n\} \) be the sequence of partial sums of \( \{a_n\} \), and choose \( M \) such that \( |na_n| \leq M \) for all \( n \). The first step is to establish a useful formula for \( s_n - \sigma_n \). Let \( m \) be any integer with \( 0 \leq m < n \). We start from the trivial identity

\[-(n - m)\sigma_m = (m + 1)\sigma_n - (n + 1)\sigma_n, \]

add \( (n - m)s_n \) to both sides, and regroup...
\[(n-m)(s_n - \sigma_n) = (m+1)\sigma_n - s_0 - \cdots - s_m + (n-m)s_n - s_{m+1} - \cdots - s_n\]

\[= (m+1)(\sigma_n - \sigma_m) + \sum_{j=m+1}^{n} (s_n - s_j),\]

Dividing by \((n-m)\) yields

\[s_n - \sigma_n = \frac{m+1}{n-m} (\sigma_n - \sigma_m) + \frac{1}{n-m} \sum_{j=m+1}^{n} (s_n - s_j),\]

which is the identity from which the estimates begin.

For \(m + 1 \leq j \leq n\), we have

\[|s_n - s_j| \leq |a_n| + |a_{n-1}| + \cdots + |a_{j+1}| \leq \frac{M}{n} + \frac{M}{n-1} + \cdots + \frac{M}{j+1} \leq \frac{(n-j)M}{j+1} \leq \frac{(n-m-1)M}{m+2}.\]

Substituting into our identity yields

\[|s_n - \sigma_n| \leq \frac{m+1}{n-m} |\sigma_n - \sigma_m| + \frac{(n-m-1)M}{m+2}.\]

Let \(\epsilon > 0\) be given, and choose \(N\) such that \(|a_k - s| \leq \epsilon^2\) whenever \(k \geq N\). We may assume that \(\epsilon < \frac{1}{2}\) and \(N \geq 4\). With \(\epsilon\) fixed and with \(n\) fixed to be \(\geq 2N\), define \(m\) to be the unique integer with

\[m \geq \frac{n-\epsilon}{1+\epsilon} < m+1.\]

Then \(0 \leq m < n\), and our inequality for \(|s_n - \sigma_n|\) applies. From the left inequality \(m \leq \frac{n-\epsilon}{1+\epsilon}\) defining \(m\), we obtain \(m + m\epsilon \leq n - \epsilon\) and hence \((m+1)\epsilon \leq n - m\) and \(\frac{m+1}{n-m} \leq \epsilon^{-1}\). From the right inequality \(\frac{n-\epsilon}{1+\epsilon} < m + 1\) defining \(m\), we obtain \(n - \epsilon < m + 1 + m\epsilon + \epsilon\) and hence \(n - m - 1 < \epsilon(m + 2)\) and \(\frac{n-m-1}{m+2} < \epsilon\).

Thus our main inequality becomes

\[|s_n - \sigma_n| \leq \epsilon^{-1} |\sigma_n - \sigma_m| + M\epsilon.\]

To handle \(\sigma_m\), we need to bound \(m\) below. We have seen that \(n - m - 1 < \epsilon(m + 2)\), and we have assumed that \(\epsilon < \frac{1}{4}\). Then \(n - m - 1 < \frac{1}{2}(m + 2)\), and this simplifies to \(m > \frac{2n}{3} - \frac{4}{3}\), which is \(\geq \frac{5}{3}\) if \(n \geq 8\), thus certainly if \(N \geq 4\). In other words, \(N \geq 4\) and \(n \geq 2N\) makes \(m \geq \frac{5}{2} \geq N\). Therefore \(|\sigma_m - s| < \epsilon^2\), and \(|\sigma_n - \sigma_m| < 2\epsilon^2\). Substituting into our main inequality, we obtain

\[|s_n - \sigma_n| < \epsilon^{-1} 2\epsilon^2 + M\epsilon = (M + 2)\epsilon.\]

Since \(\epsilon\) is arbitrary, the proof is complete. \(\square\)
9. Weierstrass Approximation Theorem

We saw as an application of Proposition 1.49 that the function $|x|$ on $[-1, 1]$ is the uniform limit of an explicit sequence $\{P_n\}$ of polynomials with $P_n(0) = 0$. This is a special case of a theorem of Weierstrass that any continuous complex-valued function on a bounded interval $[a, b]$ is the uniform limit of polynomials on the interval.

The device for proving the Weierstrass theorem for a general continuous complex-valued function is to construct the approximating polynomials as the result of a smoothing process, known as the use of an “approximate identity.” The idea of an approximate identity is an important one in analysis and will occur several times in this book. If $f$ is the given function, the smoothing is achieved by “convolution”

$$\int f(x - t)\varphi(t)\,dt$$

of $f$ with some function $\varphi$, the integrals being taken over some particular intervals. The resulting function of $x$ from the convolution turns out to be as “smooth” as the smoother of $f$ and $\varphi$. In the case of the Weierstrass theorem, the function $\varphi$ will be a polynomial, and we shall arrange parameters so that the convolution will automatically be a polynomial.

To see how a polynomial $\int f(x - t)\varphi(t)\,dt$ might approximate $f$, one can think of $\varphi$ as some kind of mass distribution; the mass is all nonnegative if $\varphi \geq 0$. The integration produces a function of $x$ that is the “average” of translates $x \mapsto f(x - t)$ of $f$, the average being computed according to the mass distribution $\varphi$. If $\varphi$ has total mass 1, i.e., total integral 1, and most of the mass is concentrated near $t = 0$, then $f$ is being replaced essentially by an average of its translates, most of the translates being rather close to $f$, and we can expect the result to be close to $f$.

For the Weierstrass theorem, we use a single starting $\varphi_1$ at stage 1, namely $c_1(1 - x^2)$ on $[-1, 1]$ with $c_1$ chosen so that the total integral is 1. The graph of $\varphi_1$ is a familiar inverted parabola, with the appearance of a bump centered at the origin. The function at stage $n$ is $c_n(1 - x^2)^n$, with $c_n$ chosen so that the total integral is 1. Graphs for $n = 3$ and $n = 30$ appear in Figure 1.1. The bump near the origin appears to be more pronounced at $n$ increases, and what we need to do is to translate the above motivation into a proof.

**Lemma 1.51.** If $c_n$ is chosen so that $c_n \int_{-1}^{1} (1 - x^2)^n\,dx = 1$, then $c_n \leq e \sqrt{n}$ for $n$ sufficiently large.
PROOF. We have
\[ c_n^{-1} = \int_{-1}^{1} (1 - x^2)^n \, dx \geq \int_{-1}^{1/\sqrt{n}} (1 - x^2)^n \, dx = 2 \int_{0}^{1/\sqrt{n}} (1 - x^2)^n \, dx \]
\[ \geq 2 \int_{0}^{1/\sqrt{n}} (1 - \frac{1}{n})^n \, dx = 2(1 - \frac{1}{n})^{n/\sqrt{n}}. \]
Since \((1 - \frac{1}{n})^n \to e^{-1}\), we have \((1 - \frac{1}{n})^n \geq \frac{1}{2} e^{-1}\) for \(n\) large enough (actually for \(n \geq 2\)). Therefore \(c_n^{-1} \geq e^{-1}/\sqrt{n}\) for \(n\) large enough, and hence \(c_n \leq e\sqrt{n}\) for \(n\) large enough. This proves the lemma.

Let \(\varphi_n(x) = c_n (1 - x^2)^n\) on \([-1, 1]\), with \(c_n\) as in the lemma. The polynomials \(\varphi_n\) have the following properties:
(i) \(\varphi_n(x) \geq 0\),
(ii) \(\int_{-1}^{1} \varphi_n(x) \, dx = 1\),
(iii) for any \(\delta > 0\), \(\sup \{|\varphi_n(x)| \delta \leq x \leq 1\}\) tends to 0 as \(n\) tends to infinity.

Lemma 1.51 is used to verify (iii): the quantity
\[ \sup \{|\varphi_n(x)| \delta \leq x \leq 1\} = c_n (1 - \delta^2)^n \]
tends to 0 because \(\lim_{n} \sqrt{n}(1 - \delta^2)^n = 0\). A function with the above three properties will be called an \textbf{approximate identity} on \([-1, 1]\).

\textbf{Theorem 1.52} (Weierstrass Approximation Theorem). Any complex-valued continuous function on a bounded interval \([a, b]\) is the uniform limit of a sequence of polynomials.

PROOF. In order to arrange for the convolution to be a polynomial, we need to make some preliminary normalizations. Approximating \(f(x)\) on \([a, b]\) by \(P(x)\) uniformly within \(\epsilon\) is the same as approximating \(f(x + a)\) on \([0, b - a]\) by \(P(x + a)\) uniformly within \(\epsilon\), and approximating \(g(x)\) on \([0, c]\) uniformly by
$Q(x)$ is the same as approximating $g(cx)$ uniformly by $Q(cx)$. Thus we may assume without loss of generality that $[a, b] = [0, 1]$. 

If $h : [0, 1] \to \mathbb{C}$ is continuous and if $r$ is the function defined by $r(x) = h(x) - h(0) - [h(1) - h(0)]x$, then $r$ is continuous with $r(0) = r(1) = 0$. Approximating $h(x)$ on $[0, 1]$ uniformly by $R(x)$ is the same as approximating $r(x)$ on $[0, 1]$ uniformly by $R(x) - h(0) - [h(1) - h(0)]x$. Thus we may assume without loss of generality that the function to be approximated has value 0 at 0 and 1.

Let $f : [0, 1] \to \mathbb{C}$ be a given continuous function with $f(0) = f(1) = 0$; the function $f$ is uniformly continuous by Theorem 1.10. We extend $f$ to the whole line by making it be 0 outside $[0, 1]$, and the uniform continuity is maintained. Now let $\varphi_n$ be the polynomial above, and put $P_n(x) = \int_{-1}^{1} f(x - t) \varphi_n(t) \, dt$.

Let us see that $P_n$ is a polynomial. By our definition of the extended $f$, the integrand is 0 for a particular $x \in [0, 1]$ unless $t$ is in $[x - 1, x]$ as well as $[-1, 1]$. We change variables, replacing $t$ by $s + x$ and making use of Theorem 1.34, and the integral becomes $P_n(x) = \int f(-s) \varphi_n(s + x) \, ds$, the integral being taken for $s$ in $[-1, 0] \cap [-1 - x, 1 - x]$. Since $x$ is in $[0, 1]$, the condition on $s$ is that $s$ is in $[-1, 0]$. Thus $P_n(x) = \int_{-1}^{0} f(-s)(s + x) \, ds$. In this integral, $\varphi_n(x)$ is a linear combination of monomials $x^k$, and $x^k$ itself contributes $\int_{-1}^{0} f(-s)(s + x)^k \, ds$, which expands out to be a polynomial in $x$. Thus $P_n(x)$ is a polynomial in $x$.

By property (ii) of $\varphi_n$, we have

$$P_n(x) - f(x) = \int_{-1}^{1} f(x - t) \varphi_n(t) \, dt - f(x) = \int_{-1}^{1} [f(x - t) - f(x)] \varphi_n(t) \, dt.$$ 

Then property (i) gives

$$|P_n(x) - f(x)| \leq \int_{-1}^{1} |f(x - t) - f(x)| |\varphi_n(t)| \, dt$$

$$= \int_{-\delta}^{\delta} |f(x - t) - f(x)| \varphi_n(t) \, dt + \left( \int_{-1}^{-\delta} + \int_{1}^{\delta} \right) |f(x - t) - f(x)| \varphi_n(t) \, dt,$$

and two further uses of property (ii) show that this is

$$\leq \sup_{|t| \leq \delta} |f(x - t) - f(x)| \left( \sup_{y \in [0, 1]} |f(y)| \right) \left( \sup_{\delta \leq |t| \leq 1} \varphi_n(t) \right).$$

Given $\epsilon > 0$, we choose some $\delta$ of uniform continuity for $f$ and $\epsilon$, and then the first term is $\leq \epsilon$. With $\delta$ fixed, we use property (iii) of $\varphi_n$ and the boundedness of $f$, given by Theorem 1.11, to produce an integer $N$ such that the second term is $< \epsilon$ for $n \geq N$. Then $n \geq N$ implies that the displayed expression is $< 2\epsilon$. Since $\epsilon$ is arbitrary, $P_n$ converges uniformly to $f$. $\square$
10. Fourier Series

A trigonometric series is a series of the form \( \sum_{n=-\infty}^{\infty} c_n e^{i n x} \) with complex coefficients. The individual terms of the series thus form a doubly infinite sequence, but the sequence of partial sums is always understood to be the sequence \( \{ s_N \}_{N=0}^{\infty} \) with \( s_N(x) = \sum_{n=-N}^{N} c_n e^{i n x} \). Such a series may also be written as

\[
\frac{a_0}{2} + \sum_{n=1}^{\infty} (a_n \cos nx + b_n \sin nx)
\]

by putting

\[
\begin{align*}
e^{inx} &= \cos nx + i \sin nx \\
e^{-inx} &= \cos nx - i \sin nx
\end{align*}
\]

for \( n > 0 \),

\[
c_0 = \frac{1}{2}a_0, \quad c_n = \frac{1}{2}(a_n - i b_n), \quad \text{and} \quad c_{-n} = \frac{1}{2}(a_n + i b_n) \quad \text{for} \quad n > 0.
\]

Historically the notation with the \( a_n \)'s and \( b_n \)'s was introduced first, but the use of complex exponentials has become quite common. Nowadays the notation with \( a_n \)'s and \( b_n \)'s tends to be used only when a function \( f \) under investigation is real-valued or when all the cosine terms are absent (i.e., \( f \) is odd) or all the sine terms are absent (i.e., \( f \) is even).

Power series enable us to enlarge our repertory of explicit functions, and the same thing is true of trigonometric series. Just as the coefficients of a power series whose sum is a function \( f \) have to be those arising from Taylor’s formula for \( f \), the coefficients of a trigonometric series formed from a function have to arise from specific formulas. Let us run through the relevant formal computation: First we observe that the partial sums have to be periodic with period \( 2\pi \). The question then is the extent to which a complex-valued periodic function \( f \) on the real line can be given by a trigonometric series. Suppose that

\[
f(x) = \sum_{n=-\infty}^{\infty} c_n e^{i n x}.
\]

Multiply by \( e^{-ikx} \) and integrate to get

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} f(x) e^{-ikx} \, dx = \frac{1}{2\pi} \int_{-\pi}^{\pi} \sum_{n=-\infty}^{\infty} c_n e^{i n x} e^{-ikx} \, dx.
\]

If we can interchange the order of the integration and the infinite sum, e.g., if the trigonometric series is uniformly convergent to \( f(x) \), the right side is

\[
= \sum_{n=-\infty}^{\infty} c_n \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{i nx} e^{-ikx} \, dx = \sum_{n=-\infty}^{\infty} c_n \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{i(n-k)x} \, dx = c_k
\]
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because

\[ \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{imx} \, dx = \begin{cases} 1 & \text{if } m = 0, \\ 0 & \text{if } m \neq 0. \end{cases} \]

Let \( f \) be Riemann integrable on \([-\pi, \pi]\), and regard \( f \) as periodic on \( \mathbb{R} \). The trigonometric series \( \sum_{n=-\infty}^{\infty} c_ne^{inx} \) with

\[ c_n = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x)e^{-inx} \, dx \]

is called the Fourier series of \( f \). We write

\[ f(x) \sim \sum_{n=-\infty}^{\infty} c_ne^{inx} \quad \text{and} \quad s_N(f; x) = \sum_{n=-N}^{N} c_ne^{inx}. \]

The numbers \( c_n \) are the Fourier coefficients of \( f \), and the functions \( s_N(f; x) \) are the partial sums of the Fourier series. The symbol \( \sim \) is to be read as “has Fourier series,” nothing more, at least initially. The formulas for the coefficients when the Fourier series is written with sines and cosines are

\[ a_n = \frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \cos nx \, dx \quad \text{for } n \geq 0, \]

\[ b_n = \frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \sin nx \, dx \quad \text{for } n \geq 1. \]

In applications one encounters periodic functions of periods other than \( 2\pi \). If \( f \) is periodic of period \( 2l \), then the Fourier series of \( f \) is

\[ f(x) \sim \sum_{n=-\infty}^{\infty} c_ne^{in\pi x/l} \]

with \( c_n = (2l)^{-1} \int_{-l}^{l} f(x)e^{-in\pi x/l} \, dx \). The formula for the series written with sines and cosines is

\[ f(x) \sim a_0/2 + \sum_{n=1}^{\infty} (a_n \cos(n\pi x / l) + b_n \sin(n\pi x / l)) \]

with

\[ a_n = l^{-1} \int_{-l}^{l} f(x) \cos(n\pi x / l) \, dx \quad \text{and} \quad b_n = l^{-1} \int_{-l}^{l} f(x) \sin(n\pi x / l) \, dx. \]

In the present section of the text, we shall assume that our periodic functions have period \( 2\pi \).

The result implicit in the formal computation above is that if \( f(x) \) is the sum of a uniformly convergent trigonometric series, then the trigonometric series is the Fourier series of \( f \), by Theorem 1.31.

We ask two questions: When does a general Fourier series converge? If the Fourier series converges, to what extent does the sum represent \( f \)? We begin with an illuminating example that brings together a number of techniques from this chapter.
EXAMPLE. As in the example following Theorem 1.48, we have
\[
\log \left( \frac{1}{1-x} \right) = x + \frac{1}{2}x^2 + \frac{1}{3}x^3 + \cdots \quad \text{for } -1 < x < 1.
\]
We would like to extend this identity to complex \( z \) with \( |z| < 1 \) but do not want just now to attack the problem of making sense out of log as a function of a complex variable. What we do is apply exp to both sides and obtain an identity for which both sides make sense when the real \( x \) is replaced by a complex \( z \):
\[
\exp \left( z + \frac{1}{2}z^2 + \frac{1}{3}z^3 + \cdots \right) = \frac{1}{1-z} \quad \text{for } |z| < 1.
\]
In fact, this identity is valid for \( z \) complex with \( |z| < 1 \), and Problems 30–35 at the end of the chapter lead to a proof of it using only real analysis.\(^3\) Corollary 1.45 allows us to write \( z = re^{i\theta} \) and \( z + \frac{1}{2}z^2 + \frac{1}{3}z^3 + \cdots = \rho e^{i\psi} \). Equating real and imaginary parts of the latter equation gives us
\[
\rho \cos \varphi = \sum_{n=1}^{\infty} \frac{r^n \cos n\theta}{n} \quad \text{and} \quad \rho \sin \varphi = \sum_{n=1}^{\infty} \frac{r^n \sin n\theta}{n}.
\]
We shall compute the left sides of these displayed equations in another way. We have
\[
e^{\rho \cos \varphi} e^{i\rho \sin \varphi} = \exp(\rho \cos \varphi + i\rho \sin \varphi) = \exp(\rho e^{i\psi}) = (1 - z)^{-1}
\]
and therefore also \( e^{\rho \cos \varphi} e^{-i\rho \sin \varphi} = (1 - \bar{z})^{-1} \). Thus
\[
e^{2\rho \cos \varphi} = (1-z)^{-1}(1-\bar{z})^{-1} = (1-re^{i\theta})^{-1}(1-re^{-i\theta})^{-1} = (1-2r \cos \theta + r^2)^{-1}.
\]
Taking log of both sides gives \( 2\rho \cos \varphi = \log \left( (1 - 2r \cos \theta + r^2)^{-1} \right) \), and thus we have
\[
\frac{1}{2} \log \left( \frac{1}{1 - 2r \cos \theta + r^2} \right) = \sum_{n=1}^{\infty} \frac{r^n \cos n\theta}{n}.
\]
Handling \( \rho \sin \varphi \) is a little harder. From \( e^{\rho \cos \varphi} e^{i\rho \sin \varphi} = (1 - z)^{-1} \), we have \( e^{i\rho \sin \varphi} = (1-z)^{-1}/|1-z|^{-1} = (1-\bar{z})/(1-|z|) = \frac{1-r \cos \theta}{|1-z|} + i \frac{r \sin \theta}{|1-z|} \), and hence
\[
\cos(\rho \sin \varphi) = \frac{1 - r \cos \theta}{|1-z|} \quad \text{and} \quad \sin(\rho \sin \varphi) = \frac{r \sin \theta}{|1-z|}.
\]
Thus \( \tan(\rho \sin \varphi) = r \sin \theta/(1 - r \cos \theta) \). Since \( 1 - r \cos \theta > 0 \), \( \cos(\rho \sin \varphi) \) is > 0, and \( \rho \sin \varphi = \arctan \left( (r \sin \theta)/(1 - r \cos \theta) \right) + 2\pi N(r, \theta) \) for some integer

\(^3\) A proof using elementary complex analysis appears as an example in Section B8 of Appendix B and is considerably shorter.
\( N(r, \theta) \) depending on \( r \) and \( \theta \). Hence

\[
\arctan \left( \frac{r \sin \theta}{1 - r \cos \theta} \right) + 2\pi N(r, \theta) = \sum_{n=1}^{\infty} \frac{r^n \sin n\theta}{n}.
\]

For fixed \( r \), the first term on the left is continuous in \( \theta \), and the series on the right is uniformly convergent by the Weierstrass \( M \) test. By Theorem 1.21 the right side is continuous in \( \theta \). Thus \( N(r, \theta) \) is continuous in \( \theta \) for fixed \( r \); since \( N(r, 0) = 0 \), \( N(r, \theta) = 0 \) for all \( r \) and \( \theta \). We conclude that

\[
\arctan \left( \frac{r \sin \theta}{1 - r \cos \theta} \right) = \sum_{n=1}^{\infty} \frac{r^n \sin n\theta}{n}.
\]  

Problem 15 at the end of the chapter observes that the partial sums \( \sum_{n=1}^{N} \cos n\theta \) and \( \sum_{n=1}^{N} \sin n\theta \) are uniformly bounded on any set \( \epsilon \leq \theta < \frac{\pi}{2} - \epsilon \) if \( \epsilon > 0 \). Corollary 1.19 therefore shows that the series

\[
\sum_{n=1}^{\infty} \frac{\cos n\theta}{n} \quad \text{and} \quad \sum_{n=1}^{\infty} \frac{\sin n\theta}{n}
\]

are uniformly convergent for \( \epsilon \leq \theta < \frac{\pi}{2} - \epsilon \) if \( \epsilon > 0 \). Abel’s Theorem (Theorem 1.48) shows that each of these series is therefore Abel summable with the same limit. We can tell what the latter limits are from (*) and (**) and, thus we conclude that

\[
\frac{1}{2} \log \left( \frac{1}{2 - 2 \cos \theta} \right) = \sum_{n=1}^{\infty} \frac{\cos n\theta}{n}
\]

and

\[
\arctan \left( \frac{\sin \theta}{1 - \cos \theta} \right) = \sum_{n=1}^{\infty} \frac{\sin n\theta}{n},
\]

The sum of the series with the cosine terms is unbounded near \( \theta = 0 \), and Riemann integration is not meaningful with it. We shall not be able to analyze this series further until we can treat the left side in Chapter VI by means of Lebesgue integration. The sum of the series with the sine terms is written in a way that stresses its periodicity. On the interval \([-\pi, \pi]\), we can rewrite its left side as \( \frac{1}{2}(-\pi - \theta) \) for \( -\pi \leq \theta < 0 \) for \( \theta = 0 \), and \( \frac{1}{2}(\pi - \theta) \) for \( 0 < \theta \leq \pi \). The expression for the left side is nicer on the interval \((0, 2\pi)\), and there we have

\[
\frac{1}{2}(\pi - \theta) = \sum_{n=1}^{\infty} \frac{\sin n\theta}{n} \quad \text{for} \quad 0 < \theta < 2\pi.
\]

The function \( \frac{1}{2}(\pi - \theta) \) is bounded on \((0, 2\pi)\), and we can readily compute its Fourier coefficients from the formula \( b_n = \pi^{-1} \int_{0}^{2\pi} \frac{1}{2}(\pi - \theta) \sin n\theta \, d\theta \), using integration by parts (Corollary 1.33). The result is that \( b_n = 1/n \). Hence the displayed series is the Fourier series. Graphs of some of the partial sums appear in Figure 1.2.
The sawtooth function in the above example has a discontinuity, and yet its Fourier series converges to it pointwise. The recognition of the remarkable potential that Fourier series have for representing discontinuous functions dates to Joseph Fourier himself and caused many of Fourier’s contemporaries to doubt the validity of his work.

Although the above Fourier series converges to the function, it cannot do so uniformly, as a consequence of Theorem 1.21. In any such situation the Fourier coefficients cannot decrease rapidly, and a decrease of order $1/n$ is the best that one gets for a nice function with a jump discontinuity.

This example points to a general heuristic principle contrasting how power series and trigonometric series behave: whereas Taylor series converge very rapidly and may not converge to the function, Fourier series are inclined to converge rather slowly and they are more likely to converge to the function.

We come to convergence results in a moment. First we establish some elementary properties of them. Taking the absolute value of $c_n$ in the definition of Fourier coefficient, we obtain the trivial bound $|c_n| \leq \frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x)| \, dx$.

**Theorem 1.53.** Let $f$ be in $\mathcal{R}[-\pi, \pi]$. Among all choices of $d_{-N}, \ldots, d_N$, the expression

$$\frac{1}{2\pi} \int_{-\pi}^{\pi} \left| f(x) - \sum_{n=-N}^{N} d_n e^{inx} \right|^2 \, dx$$

is minimized uniquely by choosing $d_n$, for all $n$ with $|n| \leq N$, to be the Fourier
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The coefficient $c_n = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x)e^{-inx} \, dx$. The minimum value is

$$\frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x)|^2 \, dx - \sum_{n=-N}^{N} |c_n|^2.$$ 

**Proof.** Put $d_n = c_n + \varepsilon_n$. Then

$$\frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x)|^2 \, dx = \frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x)|^2 \, dx - \frac{1}{2\pi} 2 \Re \sum_{n=-N}^{N} d_n \bar{d}_n f(x)e^{-inx} \, dx$$

$$+ \frac{1}{2\pi} \int_{-\pi}^{\pi} \sum_{m,n=-N}^{N} d_m \bar{d}_n e^{i(m-n)x} \, dx$$

$$= \frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x)|^2 \, dx - 2 \Re \sum_{n=-N}^{N} c_n \bar{d}_n + \sum_{n=-N}^{N} |d_n|^2$$

$$= \left( \frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x)|^2 \, dx \right) - \left( 2 \Re \sum_{n=-N}^{N} c_n \bar{d}_n + 2 \Re \sum_{n=-N}^{N} c_n \bar{e}_n \right)$$

$$+ \left( \sum_{n=-N}^{N} |c_n|^2 + \sum_{n=-N}^{N} |\varepsilon_n|^2 \right)$$

$$= \frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x)|^2 \, dx - \sum_{n=-N}^{N} |c_n|^2 + \sum_{n=-N}^{N} |\varepsilon_n|^2.$$ 

The result follows. \qed

**Corollary 1.54** (Bessel’s inequality). Let $f$ be in $\mathcal{R}[-\pi, \pi]$, and let $f(x) \sim \sum_{n=-\infty}^{\infty} c_n e^{inx}$. Then

$$\sum_{n=-\infty}^{\infty} |c_n|^2 \leq \frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x)|^2 \, dx.$$ 

In particular, $\sum_{n=-\infty}^{\infty} |c_n|^2$ is finite.

**Remark.** In terms of the coefficients $a_n$ and $b_n$, the corresponding result is

$$\frac{|a_0|^2}{2} + \sum_{n=1}^{\infty} (|a_n|^2 + |b_n|^2) \leq \frac{1}{\pi} \int_{-\pi}^{\pi} |f(x)|^2 \, dx.$$ 

**Proof.** Theorem 1.53 shows that the minimum value of a certain nonnegative quantity depending on $N$ is $\frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x)|^2 \, dx - \sum_{n=-N}^{N} |c_n|^2$. Thus, for any $N$, $\sum_{n=-N}^{N} |c_n|^2 \leq \frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x)|^2 \, dx$. Letting $N$ tend to infinity, we obtain the corollary. \qed

**Corollary 1.55** (Riemann–Lebesgue Lemma). If $f$ is in $\mathcal{R}[-\pi, \pi]$ and has Fourier coefficients $\{c_n\}_{n=-\infty}^{\infty}$, then $\lim_{|n| \to \infty} c_n = 0$.

**Remark.** This improves on the inequality $|c_n| \leq \frac{1}{\pi} \int_{-\pi}^{\pi} |f(x)| \, dx$ observed above, which shows, by means of an explicit estimate, that $\{c_n\}$ is a bounded sequence.

**Proof.** This is immediate from Corollary 1.54. \qed
We now turn to convergence results. First it is necessary to clarify terms like “continuous” and “differentiable” in the context of Fourier series of functions on \([-\pi, \pi]\). Each term of a Fourier series is defined on all of \(\mathbb{R}\) and is periodic with period \(2\pi\) and is really given as the restriction to \([-\pi, \pi]\) of this periodic function. Thus it makes sense to regard a general function in the same way if one wants to form its Fourier series: a function \(f\) is extended to all of \(\mathbb{R}\) so as to be periodic with period \(2\pi\), and if we consider \(f\) on \([-\pi, \pi]\), it is really the restriction to \([-\pi, \pi]\) that we are considering.

In particular, it makes sense to insist that \(f(-\pi) = f(\pi)\); if \(f\) does not have this property initially, one or both of these endpoint values will have to be adjusted, but that adjustment will not affect any Fourier coefficients. Similarly continuity of \(f\) will refer to continuity of the extended function on all of \(\mathbb{R}\), and similarly for differentiability.

That being said, let us take up the matter of integration by parts for the functions we are considering. The scope of integration by parts in Corollary 1.33 was limited to a pair of functions \(f\) and \(g\) that have a continuous first derivative. In the context of Fourier series, it is the periodic extensions that are to have these properties, and then the integration-by-parts formula simplifies. Namely,

\[
\int_{-\pi}^{\pi} f(x)g'(x) \, dx = \left[ f(x)g(x) \right]_{-\pi}^{\pi} - \int_{-\pi}^{\pi} f'(x)g(x) \, dx
\]

i.e., the integrated term drops out because of the assumed periodicity.

The simplest convergence result for Fourier series is that a periodic function (of period \(2\pi\)) with two continuous derivatives has a uniformly convergent Fourier series. To prove this, we take \(n \neq 0\) and use the above integration-by-parts formula twice to obtain

\[
c_n = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x)e^{inx} \, dx = -\frac{1}{2\pi} \left( \frac{1}{-in} \right) \int_{-\pi}^{\pi} f'(x)e^{-inx} \, dx
\]

\[
= \frac{1}{2\pi} \left( \frac{1}{-in} \right)^2 \int_{-\pi}^{\pi} f''(x)e^{-inx} \, dx.
\]

Then \(|c_n e^{inx}| = |c_n| \leq C/n^2\), where \(C = \frac{1}{2\pi} \int_{-\pi}^{\pi} |f''(x)| \, dx\), and the Fourier series converges uniformly by the Weierstrass \(M\) test. The argument does not say that the convergence is to \(f\), but that fact will be proved in Theorem 1.57 below.

Adjusting the proof just given, we can prove a sharper convergence result.

**Proposition 1.56.** If \(f\) is periodic (of period \(2\pi\)) and has one continuous derivative, then the Fourier series of \(f\) converges uniformly.
PROOF. As in the above argument, \( c_n = -\frac{1}{2\pi} \left( \frac{1}{-in} \right) \int_{-\pi}^{\pi} f'(x)e^{-inx} \, dx \), and this equals \( \frac{1}{in} d_n \), where \( d_n \) is the \( n \)th Fourier coefficient of the continuous function \( f' \). In the computation that follows, we use the classical Schwarz inequality (as in Section A5 of Appendix A) for finite sums and pass to the limit in order to get the first inequality, and then we use Bessel’s inequality (Corollary 1.54) to get the second inequality:

\[
\sum_{n \neq 0} |c_n| = \sum_{n \neq 0} |inc_n| \frac{1}{|n|} = \sum_{n \neq 0} \frac{1}{|n|} |d_n| \leq \left( \sum_{n \neq 0} \frac{1}{n^2} \right)^{1/2} \left( \sum_{n \neq 0} |d_n|^2 \right)^{1/2}
\leq \left( \sum_{n \neq 0} \frac{1}{n^2} \right)^{1/2} \left( \frac{1}{2\pi} \int_{-\pi}^{\pi} |f'(x)|^2 \, dx \right)^{1/2}.
\]

The right side is finite, and the proposition follows from the Weierstrass \( M \) test.

The fact that the convergence in Proposition 1.56 is actually to \( f \) will follow from Dini’s test, which is Theorem 1.57 below. We first derive some simple formulas. The \textbf{Dirichlet kernel} is the periodic function of period \( 2\pi \) defined by

\[
D_N(x) = \sum_{n=-N}^{N} e^{inx} = \frac{\sin ((N + \frac{1}{2})x)}{\sin \frac{1}{2}x},
\]

the second equality following from the formula for the sum of a geometric series. For a periodic function \( f \) of period \( 2\pi \), the partial sums of the Fourier series of \( f \) are given by

\[
s_N(f; x) = \sum_{n=-N}^{N} \left( \frac{1}{2\pi} \int_{-\pi}^{\pi} f(t)e^{-int} \, dt \right) e^{inx}
= \frac{1}{2\pi} \int_{-\pi}^{\pi} f(t) \sum_{n=-N}^{N} e^{inx} \, dt
= \frac{1}{2\pi} \int_{-\pi}^{\pi} f(t) \sum_{n=-N}^{N} e^{inx} \, dt
= \frac{1}{2\pi} \int_{-\pi}^{\pi} f(t) \sum_{n=-N}^{N} e^{inx} \, dt
= \frac{1}{2\pi} \int_{-\pi}^{\pi} f(t) D_N(x-t) \, dt
= \frac{1}{2\pi} \int_{-\pi}^{\pi} f(t) \left( \sum_{n=-N}^{N} e^{inx} \right) \, dt
= \frac{1}{2\pi} \int_{-\pi}^{\pi} f(t) \sum_{n=-N}^{N} e^{inx} \, dt
= \frac{1}{2\pi} \int_{-\pi}^{\pi} f(t) \sum_{n=-N}^{N} e^{inx} \, dt
= \frac{1}{2\pi} \int_{-\pi}^{\pi} f(t) D_N(x-t) \, dt
= \frac{1}{2\pi} \int_{-\pi}^{\pi} f(t) D_N(x) \, dt,
\]

the last two steps following from the changes of variables \( t \mapsto x + s \) (Theorem 1.34) and \( s \mapsto -s \) (Proposition 1.30h) and from the periodicity of \( f \) and \( D_N \).
This is the kind of convolution integral that occurred in the previous section. Term-by-term integration shows that \( \frac{1}{2\pi} \int_{-\pi}^{\pi} D_N(x) \, dx = 1 \). However, \( D_N \) is not an approximate identity, not being everywhere \( \geq 0 \). Figure 1.3 shows the graph of \( D_N \) for \( N = 30 \). Although \( D_N(x) \) looks small in the graph away from \( x = 0 \), it is small only as a percentage of \( D_N(0) \); \( D_N(x) \) does not have \( \lim_{N \to \infty} D_N(x) \) equal to 0 for \( x \neq 0 \). Thus \( D_N(x) \) fails in a second way to be an approximate identity. The failure of \( D_N \) to be an approximate identity is what makes the subject of convergence of Fourier series so subtle.

**Theorem 1.57** (Dini’s test). Let \( f : \mathbb{R} \to \mathbb{C} \) be periodic of period \( 2\pi \) and Riemann integrable on \([−\pi, \pi]\). Fix \( x \) in \([−\pi, \pi]\). If there are constants \( \delta > 0 \) and \( M < +\infty \) such that

\[
|f(x + t) - f(x)| \leq M|t| \quad \text{for } |t| < \delta,
\]

then \( \lim_{N \to \infty} s_N(f; x) = f(x) \).

**Remark.** This condition is satisfied if \( f \) is differentiable at \( x \). Thus the convergence of the Fourier series in Proposition 1.56 is to the original function \( f \). By contrast, the Dini condition is not satisfied at \( x = 0 \) for the continuous periodic extension of the function \( f(x) = |x|^{1/2} \) defined on \([−\pi, \pi]\).

**Proof.** With \( x \) fixed, let

\[
g(t) = \begin{cases} 
    \frac{f(x - t) - f(x)}{\sin t/2} & \text{for } 0 < |t| \leq \pi, \\
    0 & \text{for } t = 0.
\end{cases}
\]

Proposition 1.30d shows that \( (\sin t/2)^{-1} \) is Riemann integrable on \( \epsilon \leq |t| \leq \pi \) for any \( \epsilon > 0 \), and hence so is \( g(t) \). Since \( g(t) \) is bounded near \( t = 0 \), Lemma 1.28
shows that \( g(t) \) is Riemann integrable on \([-\pi, \pi]\). Since \( \frac{1}{2\pi} \int_{-\pi}^{\pi} D_N(x) \, dx = 1 \), we have
\[
s_N(f;x) - f(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x-t) \frac{\sin((N + \frac{1}{2})t)}{\sin \frac{1}{2}t} \, dt - \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x) \frac{\sin((N + \frac{1}{2})t)}{\sin \frac{1}{2}t} \, dt
\]
\[
= \frac{1}{2\pi} \int_{-\pi}^{\pi} g(t) \sin((N + \frac{1}{2})t) \, dt
\]
\[
= \frac{1}{2\pi} \int_{-\pi}^{\pi} \left[ g(t) \cos \frac{t}{2} \right] \sin Nt \, dt + \frac{1}{2\pi} \int_{-\pi}^{\pi} \left[ g(t) \sin \frac{t}{2} \right] \cos Nt \, dt,
\]
and both terms on the right side tend to 0 with \( N \) by the Riemann–Lebesgue Lemma (Corollary 1.55).

Dini’s test (Theorem 1.57) has implications for “localization” of the convergence of Fourier series. Suppose that \( f = g \) on an open interval \( I \), and suppose that the Fourier series of \( f \) converges to \( f \) on \( I \). Then Dini’s test shows that the Fourier series of \( f - g \) converges to 0 on \( I \), and hence the Fourier series of \( g \) converges to \( g \) on \( I \). For example, \( f \) could be a function with a continuous derivative everywhere, and \( g \) could have discontinuities outside the open interval \( I \). For \( f \), the proof of Proposition 1.56 shows that \( \sum |c_n| < +\infty \). But for \( g \), the Fourier series cannot converge so rapidly because the sum of a uniformly convergent series of continuous functions has to be continuous. Thus the two series locally have the same sum, but their qualitative behavior is quite different.

Next let us address the question of the extent to which the Fourier series of \( f \) uniquely determines \( f \). Our first result in this direction will be that if \( f \) and \( g \) are Riemann integrable and have the same respective Fourier coefficients, then \( f(x) = g(x) \) at every point of continuity of both \( f \) and \( g \). It may look as if some sharpening of Dini’s test might apply just under the assumption of continuity of the function, and then this uniqueness result would be trivial. However, as we shall see in Chapter XII, the Fourier series of a continuous function need not converge to the function at particular points, and there can be no such sharpening of Dini’s test. Instead, we shall handle the uniqueness question in a more indirect fashion.

The technique is to use an approximate identity, as in the proof of the Weierstrass Approximation Theorem in Section 9. Although the partial sums of the Fourier series of a continuous function need not converge at every point, the Cesàro sums do converge. To get at this fact, we shall examine the Fejér kernel
\[
K_N(x) = \frac{1}{N+1} \sum_{n=0}^{N} D_n(x).
\]
The \( N \)th Cesàro sum of \( s_n(f; x) \) is given by \( \frac{1}{N+1} \sum_{n=0}^{N} s_n(f; x) = \frac{1}{N+1} \int_{-\pi}^{\pi} K_N(x-t) f(t) \, dt \) because

\[
\frac{1}{N+1} \sum_{n=0}^{N} s_n(f; x) = \frac{1}{N+1} \int_{-\pi}^{\pi} D_n(x-t) f(t) \, dt = \frac{1}{2\pi} \int_{-\pi}^{\pi} K_N(x-t) f(t) \, dt.
\]

The remarkable fact is that the Fejér kernel is an approximate identity even though the Dirichlet kernel is not, and the result will be that the Cesàro sums of a Fourier series converge in every way that they have any hope of converging.

**Lemma 1.58.** The Fejér kernel is given by

\[
K_N(x) = \frac{1}{N+1} \frac{1 - \cos(N+1)x}{1 - \cos x}.
\]

**Proof.** We show by induction on \( N \) that the values of \( K_N(x) \) in the definition and in the lemma are equal. For \( N = 0 \), we have \( K_0(x) = D_0(x) = 1 = \frac{1-\cos x}{1-\cos x} \) as required. Assume the equality for \( N - 1 \). Then

\[
(N+1)K_N(x) = \sum_{n=0}^{N} D_n(x) = NK_{N-1}(x) + D_N(x)
\]

\[
= \frac{1 - \cos Nx}{1 - \cos x} + \frac{\sin ((N + \frac{1}{2})x)}{\sin \frac{1}{2}x} \cdot \frac{\sin \frac{1}{2}x}{\sin \frac{1}{2}x} \quad \text{by induction}
\]

\[
= \frac{1 - \cos Nx + 2 \sin ((N + \frac{1}{2})x) \sin \frac{1}{2}x}{1 - \cos x}
\]

\[
= \frac{1 - \cos Nx - \left[ \cos ((N + \frac{1}{2})x + \frac{1}{2}x) - \cos ((N + \frac{1}{2})x - \frac{1}{2}x) \right]}{1 - \cos x}
\]

\[
= \frac{1 - \cos(N + 1)x}{1 - \cos x},
\]

as required. \( \square \)

In line with the definition of approximate identity in Section 9, we are to show that \( K_N(x) \) has the following properties:

(i) \( K_N(x) \geq 0 \),

(ii) \( \frac{1}{2\pi} \int_{-\pi}^{\pi} K_N(x) \, dx = 1 \),

(iii) for any \( \delta > 0 \), \( \sup_{|x| \leq \delta} K_N(x) \) tends to 0 as \( N \) tends to infinity.

Property (i) follows from Lemma 1.58, since \( \cos x \leq 1 \) everywhere; property (ii) follows from the definition of \( K_N(x) \) and the linearity of the integral, since \( \frac{1}{2\pi} \int_{-\pi}^{\pi} D_n(x) \, dx = 1 \) for all \( n \); and property (iii) follows from Lemma 1.58, since \( 1 - \cos(N + 1)x \leq 2 \) everywhere and \( 1 - \cos x \geq 1 - \cos \delta \) if \( \delta \leq |x| \leq \pi \).
Theorem 1.59 (Fejér’s Theorem). Let \( f : \mathbb{R} \to \mathbb{C} \) be periodic of period \( 2\pi \) and Riemann integrable on \([-\pi, \pi]\). If \( f \) is continuous at a point \( x_0 \) in \([-\pi, \pi]\), then
\[
\lim_{N \to \infty} \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x) K_N(x_0 - x) \, dx = f(x_0).
\]
If \( f \) is uniformly continuous on a subset \( E \) of \([-\pi, \pi]\), then the convergence is uniform for \( x_0 \) in \( E \).

Proof. Choose \( M \) such that \(|f(x)| \leq M\) for all \( x \). By (ii) and then (i),

\[
\left| \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x) K_N(x_0 - x) \, dx - f(x_0) \right|
\]

\[
= \left| \frac{1}{2\pi} \int_{-\pi}^{\pi} [f(x) - f(x_0)] K_N(x_0 - x) \, dx \right|
\]

\[
\leq \frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x) - f(x_0)| K_N(x_0 - x) \, dx
\]

\[
\leq \frac{1}{2\pi} \int_{|x-x_0| \leq \delta} |f(x) - f(x_0)| K_N(x_0 - x) \, dx
\]

\[
+ \frac{1}{2\pi} \int_{\delta \leq |x-x_0| \leq \pi} 2M \left( \sup_{\delta \leq |t| \leq \pi} K_N(t) \right) \, dx
\]

\[
\leq \frac{1}{2\pi} \int_{|x-x_0| \leq \delta} |f(x) - f(x_0)| K_N(x_0 - x) \, dx + 2M \sup_{\delta \leq |t| \leq \pi} K_N(t).
\]

Given \( \epsilon > 0 \), choose some \( \delta \) for \( \epsilon \) and continuity of \( f \) at \( x_0 \) or for \( \epsilon \) and uniform continuity of \( f \) on \( E \). In the first term on the right side, we then have \(|f(x) - f(x_0)| \leq \epsilon\) on the set where \(|x-x_0| \leq \delta\). Thus use of (i) and (ii) shows that the above expression is

\[
\leq \epsilon + 2M \sup_{\delta \leq |t| \leq \pi} K_N(t).
\]

With \( \delta \) fixed, property (iii) shows that the right side is \( < 2\epsilon \) if \( N \) is sufficiently large, and the theorem follows.

Corollary 1.60 (uniqueness theorem). Let \( f : \mathbb{R} \to \mathbb{C} \) and \( g : \mathbb{R} \to \mathbb{C} \) be periodic of period \( 2\pi \) and Riemann integrable on \([-\pi, \pi]\). If \( f \) and \( g \) have the same respective Fourier coefficients, then \( f(x) = g(x) \) at every point of continuity of both \( f \) and \( g \).

Remark. The fact that \( f \) and \( g \) have the same Fourier coefficients means that \( s_n(f; x) = s_n(g; x) \) for all \( n \), hence that

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} D_n(x - t) f(t) \, dt = \frac{1}{2\pi} \int_{-\pi}^{\pi} D_n(x - t) g(t) \, dt
\]
for all \( n \). Then the same formula applies with \( D_n \) replaced by its Cesàro sums \( K_N \).

**Proof.** Apply Theorem 1.59 to \( f - g \) at a point \( x_0 \) of continuity of both \( f \) and \( g \). 

Our second result about uniqueness will improve on Corollary 1.60, saying that any Riemann integrable function with all Fourier coefficients 0 is basically the 0 function—at least in the sense that any definite integral in which it is a factor of the integrand is 0. We shall prove this improved result as a consequence of Parseval’s Theorem, which says that equality holds in Bessel’s inequality. The proof of Parseval’s Theorem will be preceded by an example and some lemmas.

**Theorem 1.61** (Parseval’s Theorem). Let \( f : \mathbb{R} \to \mathbb{C} \) be periodic of period \( 2\pi \) and Riemann integrable on \([−\pi, \pi] \). If \( f(x) \sim \sum_{n=−\infty}^{\infty} c_n e^{inx} \), then

\[
\lim_{N \to \infty} \frac{1}{2\pi} \int_{−\pi}^{\pi} |f(x) − s_N(f; x)|^2 \, dx = 0
\]

and

\[
\frac{1}{2\pi} \int_{−\pi}^{\pi} |f(x)|^2 \, dx = \sum_{n=−\infty}^{\infty} |c_n|^2.
\]

**Remark.** In terms of the coefficients \( a_n \) and \( b_n \), the corresponding result is

\[
\frac{1}{\pi} \int_{−\pi}^{\pi} |f(x)|^2 \, dx = \frac{|a_0|^2}{2} + \sum_{n=1}^{\infty} (|a_n|^2 + |b_n|^2).
\]

**Example.** We saw near the beginning of this section that the periodic function \( f \) given by \( f(x) = \frac{1}{2}(\pi - x) \) on \((0, 2\pi)\) has \( f(x) \sim \sum_{n=1}^{\infty} \frac{\sin nx}{n} \). The formulation of Parseval’s Theorem as in the remark, but with the interval \((0, 2\pi)\) replacing the interval \([−\pi, \pi)\), says that \( \sum_{n=1}^{\infty} \frac{1}{n^2} = \frac{1}{\pi} \int_{0}^{2\pi} |\frac{1}{2}(\pi - x)|^2 \, dx \). The right side is \( \frac{1}{4\pi^2} \int_{−\pi}^{\pi} x^2 \, dx = \frac{2\pi^3/3}{4\pi} = \frac{\pi^2}{6} \). Thus

\[
\sum_{n=1}^{\infty} \frac{1}{n^2} = \frac{\pi^2}{6}.
\]

This formula was discovered by Euler by other means before the work of Fourier.
For the purposes of the lemmas and the proof of Parseval’s Theorem, let us introduce a “Hermitian inner product” on \( \mathcal{R}[-\pi, \pi] \) by the definition
\[
(f, g)_2 = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x)g(x) \, dx,
\]
as well as a “norm” defined by
\[
\|f\|_2 = (f, f)_2^{1/2} = \left( \frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x)|^2 \, dx \right)^{1/2},
\]
and a “distance function” defined by
\[
d_2(f, g) = \|f - g\|_2 = \left( \frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x) - g(x)|^2 \, dx \right)^{1/2}.
\]
The role of the function \( d_2 \) will become clearer in Chapter II, where “distance functions” of this kind will be studied extensively.

**Lemma 1.62.** If \( f \) is in \( \mathcal{R}[-\pi, \pi] \) and \( \int_{-\pi}^{\pi} |f(x)|^2 \, dx = 0 \), then \( \int_{-\pi}^{\pi} f(x) \, dx = 0 \) and also \( \int_{-\pi}^{\pi} f(x)g(x) \, dx = 0 \) for all \( g \in \mathcal{R}[-\pi, \pi] \).

**Proof.** Write \( M = \sup_{x \in [-\pi, \pi]} |f(x)| \), and let \( \epsilon > 0 \) be given. Choose a partition \( P = \{x_i\}_{i=0}^{n} \) with \( U(P, |f|^2) < \epsilon^3 \), i.e.,
\[
\sum_{i=1}^{n} \left( \sup_{x \in [x_{i-1}, x_i)} |f(x)|^2 \right) \Delta x_i \leq \epsilon^3.
\]
Divide the indices from 1 to \( n \) into two subsets, \( A \) and \( B \), with
\[
A = \left\{ i \mid \sup_{x \in [x_{i-1}, x_i]} |f(x)| \geq \epsilon \right\} \quad \text{and} \quad B = \left\{ i \mid \sup_{x \in [x_{i-1}, x_i]} |f(x)| < \epsilon \right\}.
\]
The sum of the contributions from indices \( i \in A \) to \( U(P, |f|^2) \) is \( \geq \epsilon^2 \sum_{i \in A} \Delta x_i \), and thus \( \sum_{i \in A} \Delta x_i \leq \epsilon \). Hence \( \sum_{i \in A} \left( \sup_{x \in [x_{i-1}, x_i]} |f(x)| \right) \Delta x_i \leq M \epsilon \). Also, \( \sum_{i \in B} \left( \sup_{x \in [x_{i-1}, x_i]} |f(x)| \right) \Delta x_i \leq 2\pi \epsilon \). Therefore \( U(P, |f|) \leq (2\pi + M) \epsilon \). Since \( \epsilon \) is arbitrary, \( \int_{-\pi}^{\pi} |f(x)| \, dx = 0 \). This proves the first conclusion.

For the second conclusion it follows from the boundedness of \( |g| \), say by \( M' \), that
\[
\left| \int_{-\pi}^{\pi} f(x)g(x) \, dx \right| \leq \frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x)||g(x)| \, dx \leq M' \int_{-\pi}^{\pi} |f(x)| \, dx = 0. \quad \Box
\]

---

4The term “Hermitian inner product” will be defined precisely in Section II.1. The form \((f, g)_2 = 0\) comes close to being one, but it fails to meet all the conditions because \((f, f)_2 = 0\) is possible without \( f = 0 \).
Lemma 1.63 (Schwarz inequality). If \( f \) and \( g \) are in \( \mathcal{R}[-\pi, \pi] \), then
\[
|\langle f, g \rangle| \leq \|f\|_2 \|g\|_2.
\]

Remark. Compare this result with the version of the Schwarz inequality in Section A5 of Appendix A. This kind of inequality is put into a broader setting in Section II.1.

Proof. If \( \|g\|_2 = 0 \), then Lemma 1.62 shows that \( \langle f, g \rangle = 0 \) for all \( f \). Thus the lemma is valid in this case. If \( \|g\|_2 \neq 0 \), then we have
\[
0 \leq \|f - \|g\|_2^{-2}(f, g)_2\|g\|_2^2 = (f - \|g\|_2^{-2}(f, g)_2 g, f - \|g\|_2^{-2}(f, g)_2 g)_2
\]
\[
= \|f\|_2^2 - 2\|g\|_2^{-2}(f, g)_2 \|g\|_2^2 = \|f\|_2^2 - \|g\|_2^{-2}(f, g)_2 \|g\|_2^2.
\]
and the lemma follows in this case as well.

Lemma 1.64 (triangle inequality). If \( f, g, \) and \( h \) are in \( \mathcal{R}[-\pi, \pi] \), then
\[
d_2(f, h) \leq d_2(f, g) + d_2(g, h).
\]

Proof. For any two such functions \( F \) and \( G \), Lemma 1.63 gives
\[
\|F + G\|_2^2 = (F + G, F + G)_2 = (F, F)_2 + (F, G)_2 + (G, F)_2 + (G, G)_2
\]
\[
= \|F\|_2^2 + 2\text{Re}(F, G)_2 + \|G\|_2^2
\]
\[
\leq \|F\|_2^2 + 2\|F\|_2\|G\|_2 + \|G\|_2^2 = (\|F\|_2 + \|G\|_2)^2.
\]
Taking the square root of both sides and substituting \( F = f - g \) and \( G = g - h \), we obtain the lemma.

Lemma 1.65. Let \( f : \mathbb{R} \to \mathbb{C} \) be periodic of period \( 2\pi \) and Riemann integrable on \([−\pi, \pi]\), and let \( \epsilon > 0 \) be given. Then there exists a continuous periodic \( g : \mathbb{R} \to \mathbb{C} \) of period \( 2\pi \) such that \( \|f - g\|_2 < \epsilon \).

Proof. Because of Lemma 1.64, we may assume that \( f \) is real-valued and is not identically 0. Define \( M = \sup_{t \in [−\pi, \pi]} |f(t)| \) > 0, let \( \epsilon > 0 \) be given, and let \( P = \{x_i\}_{i=0}^n \) be a partition to be specified. Using \( P \), we form the function \( g \) defined by
\[
g(t) = \frac{x_i - t}{\Delta x_i} f(x_{i-1}) + \frac{t - x_{i-1}}{\Delta x_i} f(x_i) \quad \text{for} \ x_{i-1} \leq t \leq x_i.
\]
The graph of \( g \) interpolates the points \((x_i, f(x_i))\), \(0 \leq i \leq n\), by line segments. Fix attention on a particular \([x_{i-1}, x_i]\), and let \( I = \inf_{t \in [x_{i-1}, x_i]} f(t) \) and \( S = \sup_{t \in [x_{i-1}, x_i]} f(t) \). For \( t \in [x_{i-1}, x_i] \), we have \( I \leq g(t) \leq S \). At a single
point \( t \) in this interval, \( f(t) \geq g(t) \) implies \( I \leq g(t) \leq f(t) \leq S \), while \( g(t) \geq f(t) \) implies \( I \leq f(t) \leq g(t) \leq S \). Thus in either case we have \( |f(t) - g(t)| \leq S - I \). Taking the supremum over \( t \) in the interval and summing on \( i \), we obtain \( U(P, |f - g|) \leq U(P, f) - L(P, f) \).

Since \( |f - g| \leq |f - g| \), we have

\[
\sup_{t \in [x_{i-1}, x_i]} |f(t) - g(t)|^2 \leq \sup_{t \in [x_{i-1}, x_i]} |f(t) - g(t)| \sup_{t \in [x_{i-1}, x_i]} |f(t) - g(t)| \\
\leq 2M \sup_{t \in [x_{i-1}, x_i]} |f(t) - g(t)|
\]

for \( 1 \leq i \leq n \). Summing on \( i \) gives \( U(P, |f - g|^2) \leq 2M(U(P, f) - L(P, f)) \).

Now we can specify \( P \); it is to be any partition for which \( U(P, f) - L(P, f) \leq \epsilon^2/(2M) \) and no \( \Delta x_i \) is 0. Then

\[
0 \leq \frac{1}{2\pi} \int_{-\pi}^{\pi} |f(t) - g(t)|^2 dt \leq \frac{1}{2\pi} U(P, |f - g|^2) \\
\leq 2M \frac{1}{2\pi} (U(P, f) - L(P, f)) \leq \epsilon^2/(2\pi) < \epsilon^2,
\]

as required.

\[ \square \]

**Proof of Theorem 1.61.** Given \( \epsilon > 0 \), choose by Lemma 1.65 a continuous periodic \( g \) with \( \|f - g\|_2 < \epsilon \). Write \( g(x) = \sum_{n=-\infty}^{\infty} c_n e^{inx} \), and put \( g_N(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} K_N(x - t)g(t) dt \), where \( K_N \) is the Fejér kernel. Fejér’s Theorem (Theorem 1.59) gives \( \sup_{x \in [-\pi, \pi]} |g(x) - g_N(x)| < \epsilon \) for \( N \) sufficiently large. Since any Riemann integrable \( h \) has \( \|h\|_2 \leq \sup_{x \in [-\pi, \pi]} |h(x)| \), we obtain \( \|g - g_N\|_2 < \epsilon \) for \( N \) sufficiently large. Fixing such an \( N \) and substituting from the definition of \( K_N \), we have

\[
g_N(x) = \frac{1}{N+1} \sum_{n=0}^{N} \frac{1}{2\pi} \int_{-\pi}^{\pi} D_n(x - t)g(t) dt \\
= \frac{1}{N+1} \sum_{n=0}^{N} \sum_{k=-n}^{n} c_k e^{iks} = \sum_{n=-N}^{N} d_n e^{inx}
\]

for suitable constants \( d_n \). Theorem 1.53 and Lemma 1.64 then give

\[
\left( \frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x)|^2 dx - \sum_{n=-N}^{N} |c_n|^2 \right)^{1/2} = \left\| f - \sum_{n=-N}^{N} c_n e^{inx} \right\|_2 \\
\leq \left\| f - \sum_{n=-N}^{N} d_n e^{inx} \right\|_2 = \left\| f - g_N \right\|_2 \\
\leq \left\| f - g \right\|_2 + \left\| g - g_N \right\|_2 < \epsilon + \epsilon = 2\epsilon,
\]

and the result follows. \[ \square \]
Corollary 1.66 (uniqueness theorem). Let \( f : \mathbb{R} \to \mathbb{C} \) be periodic of period \( 2\pi \) and Riemann integrable on \([−\pi, \pi]\). If \( f \) has all Fourier coefficients 0, then \( \int_{−\pi}^{\pi} |f(x)| \, dx = 0 \) and \( \int_{−\pi}^{\pi} f(x)g(x) \, dx = 0 \) for every member \( g \) of \( \mathcal{R}[−\pi, \pi] \).

PROOF. If \( f \) has all Fourier coefficients 0, then \( \int_{−\pi}^{\pi} |f(x)|^2 \, dx = 0 \) by Theorem 1.61. Application of Lemma 1.62 completes the proof of the corollary. \( \square \)

It is natural to ask which sequences \( \{c_n\} \) with \( \sum |c_n|^2 \) finite are the sequences of Fourier coefficients of some \( f \in \mathcal{R}[−\pi, \pi] \). To see that this is a difficult question, one has only to compare the two series \( \sum_{n=1}^{\infty} n^{-1} \sin nx \) and \( \sum_{n=1}^{\infty} n^{-1} \cos nx \) studied at the beginning of this section. The first series comes from a function in \( \mathcal{R}[−\pi, \pi] \), but a little argument shows that the second does not. It was an early triumph of Lebesgue integration that this question has an elegant answer when the Riemann integral is replaced by the Lebesgue integral: the answer when the Lebesgue integral is used is given by the Riesz–Fischer Theorem in Chapter VI, namely, any sequence with \( \sum |c_n|^2 \) finite is the sequence of Fourier coefficients of a square-integrable function.

11. Problems

1. (a) Derive the archimedean property (Corollary 1.3) from the convergence of bounded monotone increasing sequences (Corollary 1.6).

(b) Using (a), derive the least-upper-bound property (Theorem 1.1) from the convergence of bounded monotone increasing sequences (Corollary 1.6).

2. According to Newton’s method, to find numerical approximations to \( \sqrt{a} \) when \( a > 0 \), one can set \( x_0 = 1 \) and define \( x_{n+1} = \frac{1}{2}(x_n^2 + a)/x_n \) for \( n \geq 0 \). Prove that \( \{x_n\} \) converges and that the limit is \( \sqrt{a} \).

3. Find \( \limsup a_n \) and \( \liminf a_n \) when \( a_n \) is defined by \( a_1 = 0, a_{2n} = \frac{1}{2}a_{2n−1}, a_{2n+1} = \frac{1}{2} + a_{2n} \). Prove that your answers are correct.

4. For any two sequences \( \{a_n\} \) and \( \{b_n\} \) in \( \mathbb{R} \), prove that \( \limsup (a_n + b_n) \leq \limsup a_n + \limsup b_n \), provided the two terms on the right side are not \( +\infty \) and \( −\infty \) in some order.

5. Which of the following limits exist uniformly for \( 0 \leq x \leq 1 \): (i) \( \lim_{n \to \infty} x^n \), (ii) \( \lim_{n \to \infty} x^n/n \), (iii) \( \lim_{n \to \infty} \sum_{k=1}^{n} x^k/k \)? Supply proofs for those that do converge uniformly. For the other ones, prove anyway that there is uniform convergence on any interval \( 0 \leq x \leq 1 − \epsilon \), where \( \epsilon > 0 \).

6. Let \( a_n(x) = (-1)^n x^n (1 − x) \) on \([0, 1]\). Show that \( \sum_{n=0}^{\infty} a_n(x) \) converges uniformly and that \( \sum_{n=0}^{\infty} |a_n(x)| \) converges pointwise but not uniformly.
7. **(Dini’s Theorem)** Suppose that \( f_n : [a, b] \to \mathbb{R} \) is continuous and that 
\( f_1 \leq f_2 \leq f_3 \leq \cdots \). Suppose also that \( f(x) = \lim f_n(x) \) is continuous and is nowhere \( +\infty \). Use the Bolzano–Weierstrass Theorem (Theorem 1.8) to prove that \( f_n \) converges to \( f \) uniformly for \( a \leq x \leq b \).

8. Prove that
\[
x - \frac{x^3}{3!} + \frac{x^5}{5!} - \frac{x^7}{7!} + \frac{x^9}{9!} - \frac{x^{11}}{11!} + \frac{x^{13}}{13!} - \frac{x^{15}}{15!} < \sin x
\]
for all \( x > 0 \).

9. Let \( f : (-\infty, +\infty) \to \mathbb{R} \) be infinitely differentiable with \( |f^{(n)}(x)| \leq 1 \) for all \( n \) and \( x \). Use Taylor’s Theorem (Theorem 1.36) to prove that
\[
f(x) = \sum_{n=0}^{\infty} \frac{f^{(n)}(0)}{n!} x^n
\]
for all \( x \).

10. **(Helly’s Selection Principle)** Suppose that \( \{F_n\} \) is a sequence of nondecreasing functions on \([−1, 1]\) with \( 0 \leq F_n(x) \leq 1 \) for all \( n \) and \( x \). Using a diagonal process twice, prove that there is a subsequence \( \{F_{n_k}\} \) that converges pointwise on \([−1, 1]\).

11. Prove that the radius of convergence of \( \sum_{n=0}^{\infty} a_n x^n \) is \( 1 / \limsup \sqrt[|a_n|] \).

12. Find a power series expansion for each of the following functions, and find the radius of convergence:
   (a) \( 1/(1-x)^2 = \frac{d}{dx}(1-x)^{-1} \),
   (b) \( \log(1-x) = -\int_0^x \frac{dt}{1-t} \),
   (c) \( 1/(1+x^2) \),
   (d) \( \arctan x = \int_0^x \frac{dt}{1+t^2} \).

13. Prove, along the lines of the proof of Corollary 1.46a, that \( \cos x \) has an inverse function \( \arccos x \) defined for \( -1 < x < 1 \) and that the inverse function is differentiable. Find an explicit formula for the derivative of \( \arccos x \). Relate \( \arccos x \) to \( \arcsin x \) when \( -1 < x < 1 \).

14. State and prove uniform versions of Abel’s Theorem (Theorem 1.48) and of the corresponding theorem about Cesàro sums (Theorem 1.47), the uniformity being with respect to a parameter \( x \).

15. Prove that the partial sums \( \sum_{n=1}^{N} \cos n \theta \) and \( \sum_{n=1}^{N} \sin n \theta \) are uniformly bounded on any set \( \epsilon \leq \theta < 2\pi - \epsilon \) if \( \epsilon > 0 \).

16. Verify the following calculations of Fourier series:
   (a) \( f(x) = \begin{cases} +1 & \text{for } 0 < x < \pi \\ -1 & \text{for } -\pi < x < 0 \end{cases} \) has \( f(x) \sim 4 \pi \sum_{n=1}^{\infty} \frac{\sin(2n-1)x}{2n-1} \).
(b) \( f(x) = e^{-ix} \) on \((0, 2\pi)\) has \( f(x) \sim \frac{e^{-i\pi \alpha}}{\pi} \sum_{n=-\infty}^{\infty} \frac{e^{inx}}{n + \alpha} \), provided \( \alpha \) is not an integer.

17. Combining Parseval’s Theorem (Theorem 1.61) with the results of Problem 16, prove the following identities:

(a) \( \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} = \frac{\pi^2}{8}. \)

(b) \( \sum_{n=-\infty}^{\infty} \frac{1}{|n + \alpha|^2} = \frac{\pi^2}{\sin^2 \pi \alpha}. \)

Problems 18–19 identify the continuous functions \( f : \mathbb{R} \to \mathbb{C} \) with \( f(x) f(y) = f(x+y) \) for all \( x \) and \( y \) as the 0 function and the functions \( f(x) = e^{ix} \), using two different kinds of techniques from the chapter.

18. Put \( F(x) = \int_0^x f(t) \, dt \). Find an equation satisfied by \( F \), and use it to show that \( f \) is differentiable everywhere. Then show that \( f'(y) = f'(0) f(y) \), and deduce the form of \( f \).

19. Proceed without using integration. Using continuity, find \( x_0 > 0 \) such that the expression \( |f(x) - 1| \) is suitably small when \( |x| \leq |x_0| \). Show that \( f(2^{-k} x_0) \) is then uniquely determined in terms of \( f(x_0) \) for all \( k \geq 0 \). If \( f \) is not identically 0, use \( x_0 \) to define \( c \). Then verify that \( f(x) = e^{cx} \) for all \( x \).

Problems 20–22 construct a nonzero infinitely differentiable function \( f : \mathbb{R} \to \mathbb{R} \) having all derivatives equal to 0 at one point.

20. Let \( P(x) \) and \( Q(x) \) be two polynomials with \( Q \) not the zero polynomial. Prove that

\[
\lim_{x \to 0} \frac{P(x)}{Q(x)} e^{-1/x^2} = 0.
\]

21. With \( P \) and \( Q \) as in the previous problem, use the Mean Value Theorem to prove that the function \( g : \mathbb{R} \to \mathbb{R} \) with

\[
g(x) = \begin{cases} 
P(x) & \text{for } x \neq 0, \\
\frac{P(x)}{Q(x)} e^{-1/x^2} & \text{for } x = 0,
\end{cases}
\]

has \( g'(0) = 0 \) and that \( g' \) is continuous.

22. Prove that the function \( f : \mathbb{R} \to \mathbb{R} \) with

\[
f(x) = \begin{cases} 
e^{-1/x^2} & \text{for } x \neq 0, \\
0 & \text{for } x = 0,
\end{cases}
\]

is infinitely differentiable with derivatives of all orders equal to 0 at \( x = 0 \).

Problems 23–26 concern a generalization of Cesàro and Abel summability. A **Silverman–Toeplitz summability method** refers to the following construction: One starts with a system \( \{M_{ij}\}_{i,j \geq 0} \) of nonnegative real numbers with the two properties...
that (i) $\sum_j M_{ij} = 1$ for all $i$ and (ii) $\lim_{n \to \infty} M_{ij} = 0$ for all $j$. The method associates to a complex sequence $\{s_n\}_{n \geq 0}$ the complex sequence $\{t_n\}_{n \geq 0}$ with $t_i = \sum_{j \geq 0} M_{ij} s_j$ as if the process were multiplication by the infinite square matrix $\{M_{ij}\}$ on infinite column vectors.

23. Prove that if $\{s_n\}$ is a convergent sequence with limit $s$, then the corresponding sequence $\{t_n\}$ produced by a Silverman–Toeplitz summability method converges and has limit $s$.

24. Exhibit specific matrices $\{M_{ij}\}$ that produce the effects of Cesàro and Abel summability, the latter along a sequence $r_i$ increasing to 1.

25. Let $r_i$ be a sequence increasing to 1, and define $M_{ij} = (j + 1)(r_i)^j (1 - r_i)^2$. Show that $\{M_{ij}\}$ defines a Silverman–Toeplitz summability method.

26. Using the system $\{M_{ij}\}$ in the previous problem, prove the following: if a bounded sequence $\{s_n\}$ is not necessarily convergent but is Cesàro summable to a limit $\sigma$, then $\{s_n\}$ is Abel summable to the same limit $\sigma$.

Problems 27–29 concern the Poisson kernel, which plays the same role for Abel sums of Fourier series that the Fejér kernel plays for Cesàro sums. For $0 \leq r < 1$, define the Poisson kernel $P_r(\varphi)$ to be the $r^{th}$ Abel sum of the Dirichlet kernel $D_n(\varphi) = 1 + \sum_{k=1}^{n} (e^{ik\varphi} + e^{-ik\varphi})$. In the terminology of Section 8 this means that $a_0 = 1$ and $a_k = e^{ik\varphi} + e^{-ik\varphi}$ for $k \geq 1$, so that the sequence of partial sums $\sum_{k=0}^{n} a_k$ exactly the sequence whose $n^{th}$ term is $D_n(\varphi)$. The $r^{th}$ Abel sum $\sum_{n=0}^{\infty} a_n r^n$ is therefore the expression

$$P_r(\varphi) = \sum_{n=-\infty}^{\infty} r^n e^{in\varphi}.$$

27. For $f$ in $\mathcal{R}[-\pi, \pi]$, verify that the $r^{th}$ Abel sum of $s_n(f; \varphi)$ is given by the expression $\frac{1}{2\pi} \int_{-\pi}^{\pi} P_r(\varphi - \varphi) f(\varphi) d\varphi$.

28. Verify that $P_r(\varphi) = \frac{1 - r^2}{1 - 2r \cos \varphi + r^2}$. Deduce that $P_r(\varphi)$ has the following properties:

(i) $P_r(\varphi) \geq 0$,
(ii) $\frac{1}{2\pi} \int_{-\pi}^{\pi} P_r(\varphi) d\varphi = 1$,
(iii) for any $\delta > 0$, sup$_{\delta \leq |\varphi| \leq \pi} P_r(\varphi)$ tends to 0 as $r$ increases to 1.

29. Let $f : \mathbb{R} \to \mathbb{C}$ be periodic of period $2\pi$ and Riemann integrable on $[-\pi, \pi]$.

(a) Prove that if $f$ is continuous at a point $\theta_0$ in $[-\pi, \pi]$, then

$$\lim_{r \to 0} \frac{1}{2\pi} \int_{-\pi}^{\pi} P_r(\theta_0 - \varphi) f(\varphi) d\varphi = f(\theta_0).$$

(b) Prove that if $f$ is uniformly continuous on a subset $E$ of $[-\pi, \pi]$, then the convergence in (a) is uniform for $\theta_0$ in $E$. 

11. Problems
I. Theory of Calculus in One Real Variable

Problems 30–35 lead to a proof without complex analysis (and in particular without the complex logarithm) that \( \exp (z + \frac{1}{2}z^2 + \frac{1}{3}z^3 + \cdots) = 1/(1 - z) \) for all complex \( z \) with \(|z| < 1\). (For the easy proof via elementary complex analysis, see Section B8 of Appendix B.)

30. Suppose that \( R > 0 \), that \( f_k(x) = \sum_{n=0}^{\infty} c_{n,k}x^n \) is convergent for \(|x| < R\), that \( c_{n,k} \geq 0 \) for all \( n \) and \( k \), and that \( \lim_{k \to \infty} f_k(x) = f(x) \) uniformly for \(|x| \leq r\) whenever \( r < R \). Prove for each \( r < R \) that some subsequence \( \{f_{k_l}\} \) of \( \{f_k\} \) has \( \lim_{l \to \infty} f_{k_l}(x) \) existing uniformly for \(|x| \leq r\).

31. In the setting of the previous problem, prove that \( f \) is infinitely differentiable for \(|x| < R\).

32. In the setting of the previous two problems, use Taylor’s Theorem to show that \( f(x) \) is the sum of its infinite Taylor series for \(|x| < R\).

33. If \( 0 \leq r < 1 \), prove for \(|z| \leq r\) that \( \left| \frac{1}{N}z^N + \frac{1}{N+1}z^{N+1} + \cdots \right| \leq r^N/(1-r) \), and deduce that \( \exp \left( \frac{1}{N}z^N + \frac{1}{N+1}z^{N+1} + \cdots \right) \) converges to 1 uniformly for \(|z| \leq r\).

34. Why is it true that if a power series \( \sum_{n=0}^{\infty} c_nz^n \) with complex coefficients sums to 0 for all real \( z \) with \(|z| < R\), then it sums to 0 for all complex \( z \) with \(|z| < R\)?

35. Prove that \( \exp (z + \frac{1}{2}z^2 + \frac{1}{3}z^3 + \cdots) = 1/(1 - z) \) for all complex \( z \) with \(|z| < 1\).
CHAPTER II

Metric Spaces

Abstract. This chapter is about metric spaces, an abstract generalization of the real line that allows discussion of open and closed sets, limits, convergence, continuity, and similar properties. The usual distance function for the real line becomes an example of a metric. The other notions are defined in terms of the metric. The advantage of the generalization is that proofs of certain properties of the real line immediately go over to all other examples.

Section 1 gives the definition of metric space and open set, and it lists a number of important examples, including Euclidean spaces and certain spaces of functions.

Sections 2 through 4 develop properties of open and closed sets, continuity, and convergence of sequences that are simple generalizations of known facts about \( \mathbb{R} \).

Section 5 shows how a subset of a metric space can be made into a metric space so that the restriction of a continuous function from the whole space to the subset remains continuous. It also shows that three natural metrics for the product of two metric spaces lead to the same open sets, continuous functions, and convergent sequences.

Section 6 shows that any metric space is "Hausdorff," "regular," and "normal," and it goes on to exhibit three different countability hypotheses about a metric space as equivalent. A metric space with these properties is called "separable."

Section 7 concerns compactness and completeness. A metric space is defined to be "compact" if every open cover has a finite subcover. This property is equivalent to the condition that every sequence has a convergent subsequence. The Heine–Borel Theorem says that the compact sets of \( \mathbb{R}^n \) are exactly the closed bounded sets. A number of the results early in Chapter I that were proved by the Bolzano–Weierstrass Theorem in the context of the real line are seen to extend to any compact metric space. A metric space is "complete" if every Cauchy sequence is convergent. A metric space is compact if and only if it is complete and "totally bounded."

Section 8 concerns connectedness, which is an abstraction of the property of an interval of the line that accounts for the Intermediate Value Theorem.

Section 9 proves a fundamental result known as the Baire Category Theorem. A sample consequence of the theorem is that the pointwise limit of a sequence of continuous complex-valued functions on a complete metric space must have points where it is continuous.

Section 10 studies the spaces of real-valued and complex-valued continuous functions on a compact metric space. A generalization of Ascoli’s Theorem from the setting of Chapter I provides a characterization of compact sets in either of these spaces of continuous functions. A generalization of the Weierstrass Approximation Theorem, known as the Stone–Weierstrass Theorem, gives sufficient conditions for a subalgebra of either of these spaces of continuous functions to be dense. One consequence is that these spaces of continuous functions are separable.

Section 11 constructs the "completion" of a metric space out of Cauchy sequences in the given space. The result is a complete metric space and a distance-preserving map of the given metric space into the completion such that the image is dense.
1. Definition and Examples

Let $X$ be a nonempty set. A function $d$ from $X \times X$, the set of ordered pairs of members of $X$, to the real numbers is a metric, or distance function, if

(i) $d(x, y) \geq 0$ always, with equality if and only if $x = y$,
(ii) $d(x, y) = d(y, x)$ for all $x$ and $y$ in $X$,
(iii) $d(x, y) \leq d(x, z) + d(z, y)$ for all $x$, $y$, and $z$, the triangle inequality.

In this case the pair $(X, d)$ is called a metric space.

The real line $\mathbb{R}^1$ with metric $d(x, y) = |x - y|$ is the motivating example. Properties (i) and (ii) are apparent, and property (iii) is readily verified one case at a time according as $z$ is less than both $x$ and $y$, $z$ is between $x$ and $y$, or $z$ is greater than both $x$ and $y$.

We come to further examples in a moment. Particularly in the case that $X$ is a space of functions, a space may turn out to be almost a metric space but not to satisfy the condition that $d(x, y) = 0$ implies $x = y$. Accordingly we introduce a weakened version of (i) as

(i') $d(x, y) \geq 0$ and $d(x, x) = 0$ always,

and we say that a function $d$ from $X \times X$ to the real numbers is a pseudometric if (i'), (ii), and (iii) hold. In this case, $(X, d)$ is called a pseudometric space.

Let $(X, d)$ be a pseudometric space. If $r > 0$, the open ball of radius $r$ and center $x$, denoted by $B(r; x)$, is the set of points at distance less than $r$ from $x$, namely

$$B(r; x) = \{ y \in X \mid d(x, y) < r \}.$$

The name “ball” will be appropriate in Euclidean space in dimension three, which is part of the Example 1 below, and “ball” is adopted for the corresponding notion in a general pseudometric space.

A subset $U$ of $X$ is open if for each $x$ in $U$ and some sufficiently small $r > 0$, the open ball $B(r; x)$ is contained in $U$. For the line the open balls in the above sense are just the bounded open intervals, and the open sets in the above sense are the usual open sets in the sense of Chapter I.

**Lemma 2.1.** In any pseudometric space $(X, d)$, every open ball is an open set. The open sets are exactly all possible unions of open balls.

**PROOF.** Let an open ball $B(r; x)$ be given. If $y$ is in $B(r; x)$, then the open ball $B(r - d(x, y), y)$ has center $y$ and positive radius; we show that it is contained in $B(r; x)$. In fact, if $z$ is in $B(r - d(x, y), y)$, then the triangle inequality gives

$$d(x, z) \leq d(x, y) + d(y, z) < d(x, y) + (r - d(x, y)) = r,$$

and the containment follows.
For the second assertion it follows from the definition of open set that every open set is the union of open balls. In the reverse direction, let $U$ be a union of open balls. If $y$ is in $U$, then $y$ lies in one of these balls, say in $B(r; x)$. We have just shown that some open ball $B(s; y)$ is contained in $B(r; x)$, and $B(r; x)$ is contained in $U$. Thus $B(s; y)$ is contained in $U$, and $U$ is open. 

\[\square\]

**Examples.**

(1) **Euclidean space** $\mathbb{R}^n$. Fix an integer $n > 0$. Let $\mathbb{R}^n$ be the space of all $n$-tuples of real numbers $x = (x_1, \ldots, x_n)$. We define addition of $n$-tuples componentwise, and we define scalar multiplication by $cx = (cx_1, \ldots, cx_n)$ for real $c$. Following the normal convention in linear algebra, we identify this space with the real vector space, also denoted by $\mathbb{R}^n$, of all $n$-component column vectors of real numbers $x = \begin{pmatrix} x_1 \\ \vdots \\ x_n \end{pmatrix}$. Generalizing the notion of absolute value when $n = 1$, we let $|x| = \left( \sum_{j=1}^n x_j^2 \right)^{1/2}$ for $x = (x_1, \ldots, x_n)$ in $\mathbb{R}^n$. The quantity $|x|$ is the **Euclidean norm** of $x$. The Euclidean norm satisfies the properties

(a) $|x| \geq 0$ always, with equality if and only if $x$ equals the zero tuple $0 = (0, \ldots, 0)$,

(b) $|cx| = |c||x|$ for all $x$ and for all real $c$,

(c) $|x + y| \leq |x| + |y|$ for all $x$ and $y$.

Properties (a) and (b) are apparent, but (c) requires proof. The proof makes use of the familiar dot product, given by $x \cdot y = \sum_{j=1}^n x_j y_j$ if $x = (x_1, \ldots, x_n)$ and $y = (y_1, \ldots, y_n)$. In terms of dot product, the Euclidean norm is nothing more than $|x| = (x \cdot x)^{1/2}$. The dot product satisfies the important inequality $|x \cdot y| \leq |x||y|$, known as the **Schwarz inequality** and proved for this context in Section A5 of Appendix A at the end of the book. A more general version of the Schwarz inequality will be stated and proved in Lemma 2.2 below. The Schwarz inequality implies (c) above because we then have

$$|x+y|^2 = (x+y) \cdot (x+y) = x \cdot x + 2(x \cdot y) + y \cdot y$$

$$= |x|^2 + 2(x \cdot y) + |y|^2 \leq |x|^2 + 2|x||y| + |y|^2 = (|x| + |y|)^2.$$ 

We make $X = \mathbb{R}^n$ into a metric space $(X, d)$ by defining

$$d(x, y) = |x - y|.$$ 

Properties (i) and (ii) of a metric are immediate from (a) and (b), respectively; property (iii) follows from (c) in the form $|a + b| \leq |a| + |b|$ if we substitute $a = x - z$ and $b = z - y$. For $n = 1$, this example reduces to the line as
discussed above. For $n = 2$, open balls are geometric open disks, while for $n = 3$, open balls are geometric open balls. For any $n$, the open sets in the metric space coincide with the open sets as defined in calculus of several variables.

(2) **Complex Euclidean space** $\mathbb{C}^n$. The space $\mathbb{C}$ of complex numbers, with distance function $d(z, w) = |z - w|$ as in Section I.5, can be seen in two ways to be a metric space. One way was carried out in Section I.5 and directly uses the properties of the absolute value function $|z|$ in Section A4 of Appendix A. The other way is to identify $z = x + iy$ with the member $(x, y)$ of $\mathbb{R}^2$, and then the absolute value $|z|$ equals the Euclidean norm $|(x, y)|$ in the sense of Example 1; hence the construction of Example 1 makes the set of complex numbers into a metric space. More generally the complex vector space $\mathbb{C}^n$ of $n$-tuples

$$z = (z_1, \ldots, z_n) = (x_1, \ldots, x_n) + i(y_1, \ldots, y_n) = x + iy$$

becomes a metric space in two equivalent ways. One way is to define the norm $|z| = (\sum_{j=1}^{n} |z_j|^2)^{1/2}$ as a generalization of the Euclidean norm for $\mathbb{R}^n$; then we put $d(z, w) = |z - w|$. The argument that $d$ satisfies the triangle inequality is a variant of the one for $\mathbb{R}^n$: The object for $\mathbb{C}^n$ that generalizes the dot product for $\mathbb{R}^n$ is the **Hermitian inner product**

$$(z, w) = \left((z_1, \ldots, z_n), (w_1, \ldots, w_n)\right) = \sum_{j=1}^{n} z_j \overline{w_j}.$$  

The **Euclidean norm** is given in terms of this expression by $|z| = (z, z)^{1/2}$, and the version of the Schwarz inequality in Section A5 of Appendix A is general enough to show that $|(z, w)| \leq |z||w|$. The same argument as for Example 1 shows that the norm satisfies the triangle inequality, and then it follows that $d$ satisfies the triangle inequality. The other way to view $\mathbb{C}^n$ as a metric space is to identify $\mathbb{C}^n$ with $\mathbb{R}^{2n}$ by $(z_1, \ldots, z_n) \mapsto (x_1, \ldots, x_n, y_1, \ldots, y_n)$ and then to use the metric on $\mathbb{R}^{2n}$ from Example 1. This is the same metric, since $\sum_{j=1}^{n} |z_j|^2 = \sum_{j=1}^{n} x_j^2 + \sum_{j=1}^{n} y_j^2$. We still get the same metric if we instead use the identification $(z_1, \ldots, z_n) \mapsto (x_1, y_1, \ldots, x_n, y_n)$. With either identification the Hermitian inner product $(z, w)$ for $\mathbb{C}^n$ corresponds to the ordinary dot product for $\mathbb{R}^{2n}$.

(3) System $\mathbb{R}^*$ of extended real numbers. The function $f(x) = x/(1 + x)$ carries $[0, +\infty)$ into $[0, +1)$ and has $g(y) = y/(1 - y)$ as a two-sided inverse. Therefore $f$ is one-one and onto. We can extend $f$ so that it carries $(-\infty, +\infty)$ one-one onto $(-1, +1)$ by putting $f(x) = x/(1 + |x|)$. We can extend $f$ further by putting $f(-\infty) = -1$ and $f(+\infty) = +1$, and then $f$ carries $[-\infty, +\infty]$, i.e., all of $\mathbb{R}^*$, one-one onto $[-1, +1]$. The function $f$ is nondecreasing on $[-\infty, +\infty]$. For $x$ and $x'$ in $\mathbb{R}^*$, let

$$d(x, x') = |f(x) - f(x')|. $$
We shall show that $d$ is a metric. By inspection, $d$ satisfies properties (i) and (ii) of a metric, and we are to prove the triangle inequality (iii), namely that
\[ d(x, x') \leq d(x, x'') + d(x'', x'). \]
The critical fact is that $f$ is nondecreasing. Since $d$ satisfies (ii), we may assume that $x \leq x'$, and then
\[ d(x, x') = f(x') - f(x). \]
We divide the proof into three cases, depending on the location of $x''$ relative to $x$ and $x'$. The first case is that $x'' \leq x$, and then
\[ d(x, x'') + d(x'', x') = f(x) - f(x''') + f(x') - f(x''). \]
Thus the question is whether
\[ f(x') - f(x) \leq f(x) - f(x'') + f(x') - f(x''), \]
and then
\[ 2f(x') \leq 2f(x). \]
This inequality holds, since $f$ is nondecreasing. The second case is that $x \leq x'' \leq x'$, and then
\[ d(x, x'') + d(x'', x') = f(x'') - f(x) + f(x') - f(x'') = f(x') - f(x). \]
Hence equality holds in the triangle inequality. The third case is that $x' \leq x''$, and then
\[ d(x, x'') + d(x'', x') = f(x'') - f(x) + f(x') - f(x''). \]
The triangle inequality comes down to the question whether
\[ 2f(x') \leq 2f(x''). \]
This inequality holds, since $f$ is nondecreasing. We conclude that $(\mathbb{R}^*, d)$ is a metric space. It is not hard to see that the open balls in $\mathbb{R}^*$ are all intervals $(a, b)$, $[-\infty, b)$, $(a, +\infty]$, and $[\infty, +\infty]$ with $-\infty \leq a < b \leq +\infty$. Each of these open balls in $\mathbb{R}^*$ intersects $\mathbb{R}$ in an ordinary open interval, bounded or unbounded. The open sets in $\mathbb{R}$ therefore coincide with the intersections of $\mathbb{R}$ with the open sets of $\mathbb{R}^*$. 

1. Definition and Examples
II. Metric Spaces

(4) Bounded functions in the uniform metric. Let $S$ be a nonempty set, and let $X = B(S)$ be the set of all “scalar”-valued functions $f$ on $S$ that are bounded in the sense that $|f(s)| \leq M$ for all $s \in S$ and for a constant $M$ depending on $f$. The scalars are allowed to be the members of $\mathbb{R}$ or the members of $\mathbb{C}$, and it will ordinarily make no difference which one is understood. If it does make a difference, we shall write $B(S, \mathbb{R})$ or $B(S, \mathbb{C})$ to be explicit about the range. For $f$ and $g$ in $B(S)$, let

$$d(f, g) = \sup_{s \in S} |f(s) - g(s)|.$$ 

It is easy to verify that $(X, d)$ is a metric space. Let us not lose sight of the fact that the members of $X$ are functions. When we discuss convergence of sequences in a metric space, we shall see that a sequence of functions in this $X$ converges if and only if the sequence of functions converges uniformly on $S$.

(5) Generalization of Example 4. We can replace the range $\mathbb{R}$ or $\mathbb{C}$ of the functions in Example 4 by any metric space $(\mathbb{R}, \rho)$. Fix a point $r_0$ in the range $\mathbb{R}$. A function $f : S \to \mathbb{R}$ is bounded if $\rho(f(s), r_0) \leq M$ for all $s$ and for some $M$ depending on $f$. This definition is independent of the choice of $r_0$ because $\rho$ is assumed to satisfy the triangle inequality. If we let $X$ be the space of all such bounded functions from $S$ to $\mathbb{R}$, we can make $X$ into a metric space by defining

$$d(f, g) = \sup_{s \in S} \rho(f(s), g(s)).$$

(6) Sequence space $\ell^2$. This is the space of all sequences $\{c_n\}_{n=\infty}^{\infty}$ of scalars with $\sum |c_n|^2 < \infty$. A metric is given by

$$d(\{c_n\}, \{d_n\}) = \left( \sum_{n=-\infty}^{\infty} |c_n - d_n|^2 \right)^{1/2}.$$ 

In the case of complex scalars, this example arises as a natural space containing all systems of Fourier coefficients of Riemann integrable functions on $[-\pi, \pi]$, in the sense of Chapter I. Proving the triangle inequality involves arguing as in Examples 1 and 2 above and then letting the number of terms tend to infinity. The role of the dot product is played by $\langle \{c_n\}, \{d_n\} \rangle = \sum_{n=-\infty}^{\infty} c_n \overline{d_n}$.

(7) Indiscrete space. If $X$ is any nonempty set and if $d(x, y) = 0$ for all $x$ and $y$, then $d$ is a pseudometric and the only open sets are $X$ and the empty set $\emptyset$. If $X$ contains more than one element, then $d$ is not a metric.

(8) Discrete metric. If $X$ is any nonempty set and if

$$d(x, y) = \begin{cases} 1 & \text{if } x \neq y, \\ 0 & \text{if } x = y, \end{cases}$$

then $d$ is a metric, and every subset of $X$ is open.
(9) Let $S$ be a nonempty set, fix an integer $n > 0$, and let $X$ be the set of $n$-tuples of members of $S$. For $n$-tuples $x = (x_1, \ldots, x_n)$ and $y = (y_1, \ldots, y_n)$, define

$$d(x, y) = \#\{ j \mid x_j \neq y_j \},$$

the number of components in which $x$ and $y$ differ. Then $(X, d)$ is a metric space. The proof of the triangle inequality requires a little argument, but we leave that for Problem 1 at the end of the chapter. Every subset of $X$ is open, just as with the discrete metric in Example 8.

(10) **Hedgehog space.** Let $X = \mathbb{R}^2$, and single out the origin for special attention. Let $d$ be the metric of Euclidean space, and define

$$\rho(x, y) = \begin{cases} d(x, y) & \text{if } x \text{ and } y \text{ are on the same ray from } 0, \\ d(x, 0) + d(0, y) & \text{otherwise.} \end{cases}$$

Then $\rho$ is a metric. Every open set in $(X, d)$ is open in $(X, \rho)$, but a set like the one in Figure 2.1 is open in $(X, \rho)$ but not in $(X, d)$.

**Figure 2.1.** An open set centered at the origin in the hedgehog space.

(11) **Hilbert cube.** Let $X$ be the set of all sequences $\{x_m\}_{m \geq 1}$ of real numbers satisfying $0 \leq x_m \leq 1$ for all $m$, and put

$$d(\{x_m\}, \{y_m\}) = \sum_{m=1}^{\infty} 2^{-m} |x_m - y_m|.$$ 

Then $(X, d)$ is a metric space. To verify the triangle inequality, we can argue as follows: Let $\{x_m\}, \{y_m\}, \text{ and } \{z_m\}$ be in $X$. For each $m$, we have

$$2^{-m} |x_m - y_m| \leq 2^{-m} |x_m - z_m| + 2^{-m} |z_m - y_m|.$$ 

Thus

$$\sum_{m=1}^{N} 2^{-m} |x_m - y_m| \leq \sum_{m=1}^{N} 2^{-m} |x_m - z_m| + \sum_{m=1}^{N} 2^{-m} |z_m - y_m| \leq \sum_{m=1}^{\infty} 2^{-m} |x_m - z_m| + \sum_{m=1}^{\infty} 2^{-m} |z_m - y_m|$$

for each $N$. Letting $N$ tend to infinity yields the desired inequality.
(12) $L^1$ metric on Riemann integrable functions. Fix a nontrivial bounded interval $[a, b]$ of the line, let $X$ be the set of all Riemann integrable complex-valued functions on $[a, b]$ in the sense of Chapter I, and define

$$d_1(f, g) = \int_a^b |f(x) - g(x)| \, dx$$

for $f$ and $g$ in $X$. Then $(X, d_1)$ is a pseudometric space. It can happen that $\int_a^b |f(x) - g(x)| \, dx = 0$ without $f = g$; for example, $f$ could differ from $g$ at a single point. Therefore $d_1$ is not a metric.

(13) $L^2$ metric on complex-valued $\mathbb{R}[-\pi, \pi]$. This example arose in the discussion of Fourier series in Section I.10, and it was convenient to include a factor $\frac{1}{2\pi}$ in front of integrals. Let $X = \mathbb{R}[-\pi, \pi]$, and define

$$d_2(f, g) = \left( \frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x) - g(x)|^2 \, dx \right)^{1/2}.$$ 

Then $(X, d_2)$ is a pseudometric metric space. The triangle inequality was proved in Lemma 1.64 using the version of the Schwarz inequality in Lemma 1.63; that version of the Schwarz inequality needed a special argument given in Lemma 1.62 in order to handle functions $f$ whose norm satisfies $\|f\|_2 = 0$.

The constructions of metric spaces in Examples 1, 2, 6, and 13 are sufficiently similar to warrant abstracting what was involved. We start with a real or complex vector space $V$, possibly infinite-dimensional, and with a generalization $(\cdot, \cdot)$ of dot product. This generalization is a function from $V \times V$ to $\mathbb{R}$ in the case that $V$ is real, and it is a function from $V \times V$ to $\mathbb{C}$ in the case that $V$ is complex. We shall write the scalars as if they are complex, but only real scalars are to be used if the vector space is real. The function is written $(\cdot, \cdot)$ and is assumed to satisfy the following properties:

(i) it is linear in the first variable, i.e., $(x_1 + x_2, y) = (x_1, y) + (x_2, y)$ and $(cx, y) = c(x, y),$

(ii) it is conjugate linear in the second variable, i.e., $(x, y_1 + y_2) = (x, y_1) + (x, y_2)$ and $(x, cy) = \bar{c}(x, y),$

(iii) it is symmetric in the real case and Hermitian symmetric in the complex case, i.e., $(y, x) = (x, y),$

(iv) it is definite, i.e., $(x, x) > 0$ if $x \neq 0$.

The form $(\cdot, \cdot)$ is called an inner product if $V$ is real or complex and is often called also a Hermitian inner product if $V$ is complex; in either case, $V$ with the form is called an inner-product space. Two vectors $x$ and $y$ with $(x, y) = 0$ are said to be orthogonal; the notion of orthogonality generalizes perpendicularity in the case of the dot product.
For either kind of scalars, we define \( \|x\| = (x, x)^{1/2} \), and the function \( \| \cdot \| \) is called the associated norm. We shall see shortly that a version of the Schwarz inequality is valid in this generality, the proof being no more complicated than the one in Section A.5 of Appendix A.

In many cases in practice, item (iv) is replaced by the weaker condition that

(iv') \((\cdot, \cdot)\) is semidefinite, i.e., \((x, x) \geq 0\) if \(x \neq 0\).

This was what happened in Example 13 above. In order to have a name for this kind of space, let us call \(V\) with the semidefinite form \((\cdot, \cdot)\) a pseudo inner-product space. It is still meaningful to speak of orthogonality. It is still meaningful also to define \(\|x\| = (x, x)^{1/2}\), and this is called the pseudonorm for the space. The Schwarz inequality is still valid, but its proof is more complicated than for an inner-product space. The extra complication was handled by Lemma 1.62 in the case of Example 13 in order to obtain a little extra information; the general argument proceeds along different lines.

**Lemma 2.2** (Schwarz inequality). Let \(V\) be a pseudo inner-product space with form \((\cdot, \cdot)\). If \(x\) and \(y\) are in \(V\), then \(|(x, y)| \leq \|x\| \|y\|\).

**PROOF.** First suppose that \(\|y\| \neq 0\). Then

\[
0 \leq \|x - \|y\|^{-2}(x, y)y\|^2 = \left( (x - \|y\|^{-2}(x, y)y), (x - \|y\|^{-2}(x, y)y) \right)
\]

\[
= \|x\|^2 - 2\|y\|^{-2}(x, y)^2 + \|y\|^{-4}(x, y)^2\|y\|^2 = \|x\|^2 - \|y\|^{-2}(x, y)^2,
\]

and the inequality follows in this case.

Next suppose that \(\|y\| = 0\). It is enough to prove that \((x, y) = 0\) for all \(x\). If \(c\) is a real scalar, we have

\[
\|x + cy\|^2 = (x + cy, x + cy) = \|x\|^2 + 2\text{Re}(x, cy) + |c|^2\|y\|^2 = \|x\|^2 + 2c\text{Re}(x, y).
\]

The left side is \(\geq 0\) as \(c\) varies, but the right side can be \(< 0\) unless \(\text{Re}(x, y) = 0\). Thus we must have \(\text{Re}(x, y) = 0\) for all \(x\). Replacing \(x\) by \(ix\) gives us \(\text{Im}(x, y) = -\text{Re}(ix, y) = -\text{Re}(ix, y)\), and this we have just shown is \(0\) for all \(x\). Thus \(\text{Re}(x, y) = \text{Im}(x, y) = 0\), and \((x, y) = 0\).

**Proposition 2.3** (triangle inequality). If \(V\) is a pseudo inner-product space with form \((\cdot, \cdot)\) and pseudonorm \(\| \cdot \|\), then the pseudonorm satisfies

(a) \(\|x\| \geq 0\) for all \(x \in V\),

(b) \(\|cx\| = |c|\|x\|\) for all scalars \(c\) and all \(x \in V\),

(c) \(\|x + y\| \leq \|x\| + \|y\|\) for all \(x\) and \(y\) in \(V\).

Moreover, the definition \(d(x, y) = \|x - y\|\) makes \(V\) into a pseudometric space. The space \(V\) is a metric space if the pseudo inner-product space is an inner-product space.
II. Metric Spaces

PROOF. Properties (a) and (b) of the pseudonorm are immediate, and (c) follows because
\[ \|x + y\|^2 = (x + y, x + y) = (x, x) + 2\text{Re}(x, y) + (y, y) \]
\[ = \|x\|^2 + 2\text{Re}(x, y) + \|y\|^2 \leq \|x\|^2 + 2\|x\|\|y\| + \|y\|^2 = (\|x\| + \|y\|)^2. \]
Putting \(x = a - c\) and \(y = c - b\) gives \(d(a, b) \leq d(a, c) + d(c, b)\), and thus \(d\) satisfies the triangle inequality for a pseudometric. The other properties of a pseudometric are immediate from (a) and (b). If the form is definite and \(d(f, g) = 0\), then \((f - g, f - g) = 0\) and hence the definiteness yields \(f - g = 0\).

EXAMPLES, CONTINUED.

14) Let us take double integrals of continuous functions of nice subsets of \(\mathbb{R}^2\) as known. (The detailed study of general Riemann integrals in several variables occurs in Chapter III.) Let \(V\) be the complex vector space of all power series \(F(z) = \sum_{n=0}^{\infty} c_n z^n\) with infinite radius of convergence. Since any such \(F(z)\) is bounded on the open unit disk \(D = \{z \in \mathbb{C} \mid |z| < 1\}\), the form \((F, G) = \int_D F(z)\overline{G(z)} \, dx \, dy\) is meaningful and makes \(V\) into an inner-product space. The proposition shows that \(V\) becomes a metric space with metric given by \(d(F, G) = (\int_D |F(z) - G(z)|^2 \, dx \, dy)^{1/2}\).

2. Open Sets and Closed Sets

In this section we generalize the Euclidean notions of open set, closed set, neighborhood, interior, limit point, and closure so that they make sense for all pseudometric spaces, and we prove elementary properties relating these metric-space notions. In working with metric spaces and pseudometric spaces, it is often helpful to draw pictures as if the space in question were \(\mathbb{R}^2\), even computing distances that are right for \(\mathbb{R}^2\). We shall do that in the case of the first lemma but not afterward in this section. Let \((X, d)\) be a pseudometric space.

Lemma 2.4. If \(z\) is in the intersection of open balls \(B(r; x)\) and \(B(s; y)\), then there exists some \(t > 0\) such that the open ball \(B(t; z)\) is contained in that intersection. Consequently the intersection of two open balls is open.

REMARK. Figure 2.2 shows what \(B(t; z)\) looks like in the metric space \(\mathbb{R}^2\).

PROOF. Take \(t = \min\{r - d(x, z), s - d(y, z)\}\). If \(w\) is in \(B(t; z)\), then the triangle inequality gives
\[ d(x, w) \leq d(x, z) + d(z, w) < d(x, z) + t \leq d(x, z) + (r - d(x, z)) = r, \]
and hence \(w\) is in \(B(r; x)\). Similarly \(w\) is in \(B(s; y)\). \(\square\)
2. Open Sets and Closed Sets

**Proposition 2.5.** The open sets of $X$ have the properties that

(a) $X$ and the empty set $\emptyset$ are open,
(b) an arbitrary union of open sets is open,
(c) any finite intersection of open sets is open.

**Proof.** We know from Lemma 2.1 that a set is open if and only if it is the union of open balls. Then (b) is immediate, and (a) follows, since $X$ is the union of all open balls and $\emptyset$ is an empty union. For (c), it is enough to prove that $U \cap V$ is open if $U$ and $V$ are open. Write $U = \bigcup_{\alpha} B_{\alpha}$ and $V = \bigcup_{\beta} B_{\beta}$ as unions of open balls. Then $U \cap V = \bigcup_{\alpha, \beta} (B_{\alpha} \cap B_{\beta})$, and Lemma 2.4 shows that $U \cap V$ is exhibited as the union of open balls. Thus $U \cap V$ is open. \qed

A **neighborhood** of a point in $X$ is any set that contains an open set containing the point. A **open neighborhood** is a neighborhood that is an open set.\(^1\) A **neighborhood** of a subset $E$ of $X$ is a set that is a neighborhood of each point of $E$. If $A$ is a subset of $X$, then the set $A^o$ of all points $x$ in $A$ for which $A$ is a neighborhood of $x$ is called the **interior** of $A$. For example, the interior of the half-open interval $[a, b)$ of the real line is the open interval $(a, b)$.

**Proposition 2.6.** The interior of a subset $A$ of $X$ is the union of all open sets contained in $A$; that is, it is the largest open set contained in $A$.

**Proof.** Suppose that $U \subseteq A$ is open. If $x$ is in $U$, then $U$ is an open neighborhood of $x$, and hence $A$ is a neighborhood of $x$. Thus $x$ is in $A^o$, and $A^o$ contains the union of all open sets contained in $A$. For the reverse inclusion, let $x$ be in $A^o$. Then $A$ is a neighborhood of $x$, and there exists an open subset $U$ of $A$ containing $x$. So $x$ is contained in the union of all open sets contained in $A$. \qed

**Corollary 2.7.** A subset $A$ of $X$ is open if and only if $A = A^o$.

A subset $F$ of $X$ is **closed** if its complement is open. Every closed interval of the real line is closed. A half-open interval $[a, b)$ on the real line is neither open nor closed if $a$ and $b$ are both finite.

---

\(^1\)Some authors use the term “neighborhood” to mean what is here called “open neighborhood.”
Proposition 2.8. The closed sets of $X$ have the properties that
(a) $X$ and the empty set $\emptyset$ are closed,
(b) an arbitrary intersection of closed sets is closed,
(c) any finite union of closed sets is closed.

PROOF. This result follows from Proposition 2.5 by taking complements. In (a), the complements of $X$ and $\emptyset$ are $\emptyset$ and $X$, respectively. For (b) and (c), we use the formulas $(\bigcap_{\alpha} F_{\alpha})^{c} = \bigcup_{\alpha} F_{\alpha}^{c}$ and $(\bigcup_{\alpha} F_{\alpha})^{c} = \bigcap_{\alpha} F_{\alpha}^{c}$ for the complements of intersections and unions.

If $A$ is a subset of $X$, then $x$ in $X$ is a limit point of $A$ if each neighborhood of $x$ contains a point of $A$ distinct from $x$. The closure $\overline{A}$ of $A$ is the union of $A$ with the set of all limit points of $A$. For example, the limit points of the set $[a, b) \cup \{b + 1\}$ on the real line are the points of the closed interval $[a, b]$, and the closure of the set is $[a, b] \cup \{b + 1\}$.

Proposition 2.9. A subset $A$ of $X$ is closed if and only if it contains all its limit points.

PROOF. Suppose $A$ is closed, so that $A^{c}$ is open. If $x$ is in $A^{c}$, then $A^{c}$ is an open neighborhood of $x$ disjoint from $A$, so that $x$ cannot be a limit point of $A$. Thus all limit points of $A$ lie in $A$. In the reverse direction suppose that $A$ contains all its limit points. If $x$ is in $A^{c}$, then $x$ is not a limit point of $A$, and hence there exists an open neighborhood of $x$ lying completely in $A^{c}$. Since $x$ is arbitrary, $A^{c}$ is open, and thus $A$ is closed.

Proposition 2.10. The closure $A^{cl}$ of a subset $A$ of $X$ is closed. The closure of $A$ is the intersection of all closed sets containing $A$; that is, it is the smallest closed set containing $A$.

PROOF. We shall apply Proposition 2.9. If $x$ is given as a limit point of $A^{cl}$, we are to see that $x$ is in $A^{cl}$. Assume the contrary. Then $x$ is not in $A$, and $x$ is not a limit point of $A$. Because of the latter condition, there exists an open neighborhood $U$ of $x$ that does not meet $A$ except possibly in $x$. Because of the former condition, $U$ does not meet $A$ at all. Since $x$ is a limit point of $A^{cl}$, $U$ contains a point $y$ of $A^{cl}$. Since $U$ does not meet $A$, $y$ has to be a limit point of $A$. Since $U$ is an open neighborhood of $y$, $U$ has to contain a point of $A$, and we have a contradiction. We conclude that $x$ is in $A^{cl}$, and Proposition 2.9 shows that $A^{cl}$ is closed.

Any closed set $F$ containing $A$ contains all its limit points, by Proposition 2.9, and hence contains all the limit points of $A$. Thus $F \supseteq A^{cl}$. Since $A^{cl}$

\[ \text{Some authors write } \overline{A} \text{ instead of } A^{cl} \text{ for the closure of } A. \]
itself is a closed set containing \( A \), it follows that \( A^{\text{cl}} \) is the smallest closed set containing \( A \).

**Corollary 2.11.** A subset \( A \) of \( X \) is closed if and only if \( A = A^{\text{cl}} \). Consequently \((A^{\text{cl}})^{\text{cl}} = A^{\text{cl}} \) for any subset \( A \) of \( X \).

Two remarks are in order. The first remark is that the proofs of all the results from Proposition 2.6 through Corollary 2.11 use only that the family of open subsets of \( X \) satisfies properties (a), (b), and (c) in Proposition 2.5 and do not actually depend on the precise definition of “open set.” This observation will be of importance to us in Chapter X, when properties (a), (b), and (c) will be taken as an axiomatic definition of a “topology” of open sets for \( X \), and then all the results from Proposition 2.6 through Corollary 2.11 will still be valid.

The second remark is that the mathematics of pseudometric spaces can always be reduced to the mathematics of metric spaces, and we shall normally therefore work only with metric spaces. The device for this reduction is given in the next proposition, which uses the notion of an equivalence relation. Equivalence relations are taken as known but are reviewed in Section A6 of Appendix A.

**Proposition 2.12.** Let \((X, d)\) be a pseudometric space. If members \( x \) and \( y \) of \( X \) are called equivalent whenever \( d(x, y) = 0 \), then the result is an equivalence relation. Denote by \([x]\) the equivalence class of \( x \) and by \( X_0 \) the set of all equivalence classes. The definition \( d_0([x], [y]) = d(x, y) \) consistently defines a function \( d_0 : X_0 \times X_0 \to \mathbb{R} \), and \((X_0, d_0)\) is a metric space. A subset \( A \) is open in \( X \) if and only if two conditions are satisfied: \( A \) is a union of equivalence classes, and the set \( A_0 \) of such classes is an open subset of \( X_0 \).

**Proof.** The reflexive, symmetric, and transitive properties of the relation “equivalent” are immediate from the defining properties of a metric. Let \( x \) and \( x' \) be equivalent, and let \( y \) and \( y' \) be equivalent. Then

\[
d(x, y) \leq d(x, x') + d(x', y') + d(y', y) = 0 + d(x', y') + 0 = d(x', y'),
\]

and similarly

\[
d(x', y') \leq d(x, y).
\]

Thus \( d(x, y) = d(x', y') \), and \( d_0 \) is well defined. The properties showing that \( d_0 \) is a metric are immediate from the corresponding properties for \( d \).

Next let \( x \) be in an open set \( A \), and let \( x' \) be equivalent to \( x \). Since \( A \) is open, some open ball \( B(r; x) \) is contained in \( A \). Since \( x' \) has \( d(x, x') = 0 \), \( x' \) lies in \( B(r; x) \). Thus \( x' \) lies in \( A \), and \( A \) is the union of equivalence classes.

Finally let \( A \) be any union of equivalence classes, and let \( A_0 \) be the set of those classes. If \( x \) is in \( A \), then the set of points in some equivalence class lying in \( B(r; [x]) \) is just \( B(r; x) \), and it follows that \( A \) is open in \( X \) if and only if \( A_0 \) is open in \( X_0 \).
3. Continuous Functions

Before we discuss continuous functions between metric spaces, let us take note of some properties of inverse images for abstract functions as listed in Section A1 of Appendix A. If \( f : X \rightarrow Y \) is a function between two sets \( X \) and \( Y \) and \( E \) is a subset of \( Y \), we denote by \( f^{-1}(E) \) the inverse image of \( E \) under \( f \), i.e., \( \{ x \in X \mid f(x) \in E \} \). The properties are that inverse images of functions respect unions, intersections, and complements.

Let \( (X, d) \) and \( (Y, \rho) \) be metric spaces. A function \( f : X \rightarrow Y \) is **continuous at a point** \( x \in X \) if for each \( \epsilon > 0 \), there is a \( \delta > 0 \) such that \( \rho(f(x), f(y)) < \epsilon \) whenever \( d(x, y) < \delta \). This definition is consistent with the definition when \( (X, d) \) and \( (Y, \rho) \) are both equal to \( \mathbb{R} \) with the usual metric.

**Proposition 2.13.** If \( (X, d) \) and \( (Y, \rho) \) are metric spaces, then a function \( f : X \rightarrow Y \) is continuous at the point \( x \in X \) if and only if for any open neighborhood \( V \) of \( f(x) \) in \( Y \), there is a neighborhood \( U \) of \( x \) such that \( f(U) \subseteq V \).

**Proof.** Let \( f \) be continuous at \( x \) and let \( V \) be given. Choose \( \epsilon > 0 \) such that \( B(\epsilon; f(x)) \) is contained in \( V \), and choose \( \delta > 0 \) such that \( \rho(f(x), f(y)) < \epsilon \) whenever \( d(x, y) < \delta \). Then \( y \in B(\delta; x) \) implies \( f(y) \in B(\epsilon; f(x)) \subseteq V \). Thus \( U = B(\delta; x) \) has \( f(U) \subseteq V \).

Conversely suppose that \( f \) satisfies the condition in the statement of the proposition. Let \( \epsilon > 0 \) be given, and choose a neighborhood \( U \) of \( x \) such that \( f(U) \subseteq B(\epsilon; f(x)) \). Since \( U \) is a neighborhood of \( x \), we can find an open ball \( B(\delta; x) \) lying in \( U \). Then \( f(B(\delta; x)) \subseteq B(\epsilon; f(x)) \), and hence \( \rho(f(x), f(y)) < \epsilon \) whenever \( d(x, y) < \delta \). \( \square \)

**Corollary 2.14.** Let \( f : X \rightarrow Y \) and \( g : Y \rightarrow Z \) be functions between metric spaces. If \( f \) is continuous at \( x \) and \( g \) is continuous at \( f(x) \), then the composition \( g \circ f \), given by \( (g \circ f)(y) = g(f(y)) \), is continuous at \( x \).

**Proof.** Let \( W \) be an open neighborhood of \( g(f(x)) \). By continuity of \( g \) at \( f(x) \), we can choose a neighborhood \( V \) of \( f(x) \) such that \( g(V) \subseteq W \). Possibly by passing to a subset of \( V \), we may assume that \( V \) is an open neighborhood of \( f(x) \). By continuity of \( f \) at \( x \), we can choose a neighborhood \( U \) of \( x \) such that \( f(U) \subseteq V \). Then \( g(f(U)) \subseteq W \). Taking Proposition 2.13 into account, we see that \( g \circ f \) is continuous at \( x \). \( \square \)

**Proposition 2.15.** If \( (X, d) \) and \( (Y, \rho) \) are metric spaces and \( f \) is a function from \( X \) into \( Y \), then the following are equivalent:

(a) the function \( f \) is continuous at every point of \( X \),
(b) the inverse image under \( f \) of every open set in \( Y \) is open in \( X \),
(c) the inverse image under \( f \) of every closed set in \( Y \) is closed in \( X \).
A function \( f : X \to Y \) that is continuous at every point of \( X \), as in Proposition 2.15, will simply be said to be \textbf{continuous}. A function \( f : X \to Y \) is a \textbf{homeomorphism} if \( f \) is continuous, if \( f \) is one-one and onto, and if \( f^{-1} : Y \to X \) is continuous. The relation “is homeomorphic to” is an equivalence relation. Namely, the identity function shows that the relation is reflexive, the symmetry of the relation is built into the definition, and the transitivity follows from Corollary 2.14.

If \( (X, d) \) is a metric space and if \( A \) is a nonempty subset of \( X \), then the \textbf{distance} from \( x \) to \( A \), denoted by \( D(x, A) \), is defined by

\[
D(x, A) = \inf_{y \in A} d(x, y).
\]

\textbf{Proposition 2.16}. Let \( A \) be a fixed nonempty subset of a metric space \( (X, d) \). Then the real-valued function \( f \) defined on \( X \) by \( f(x) = D(x, A) \) is continuous.

\textbf{PROOF}. If \( x \) and \( y \) are in \( X \) and \( z \) is in \( A \), then the triangle inequality gives

\[
D(x, A) \leq d(x, z) \leq d(x, y) + d(y, z).
\]

Taking the infimum over \( z \) gives \( D(x, A) \leq d(x, y) + D(y, A) \). Reversing the roles of \( x \) and \( y \), we obtain \( D(y, A) \leq d(x, y) + D(x, A) \), since \( d(y, x) = d(x, y) \). Therefore

\[
|f(x) - f(y)| = |D(x, A) - D(y, A)| \leq d(x, y).
\]

Fix \( x \), let \( \epsilon > 0 \) be given, and take \( \delta = \epsilon \). If \( d(x, y) < \delta = \epsilon \), then our inequality gives us \(|f(x) - f(y)| < \epsilon \). Hence \( f \) is continuous at \( x \). Since \( x \) is arbitrary, \( f \) is continuous. \( \square \)

\textbf{Corollary 2.17}. If \( (X, d) \) is a metric space, then the real-valued function \( d(x, y) \) for fixed \( y \) is continuous in \( x \).

\textbf{PROOF}. This is the special case of the proposition in which \( A \) is the set \( \{y\} \). \( \square \)
II. Metric Spaces

**Corollary 2.18.** Let \((X, d)\) be a metric space, and let \(x\) be in \(X\). Then the closed ball \(\{y \in X \mid d(x, y) \leq r\}\) is a closed set.

**Remark.** Nevertheless, the closed ball is not necessarily the closure of the open ball \(B(r; x) = \{y \in X \mid d(x, y) < r\}\). A counterexample is provided by any open ball of radius 1 in a space with the discrete metric.

**Proof.** If \(f(y) = d(x, y)\), the set in question is \(f^{-1}([0, r])\). Corollary 2.17 says that \(f\) is continuous, and the equivalence of (a) and (c) in Proposition 2.15 shows that the set in question is closed.

**Proposition 2.19.** If \(A\) is a nonempty subset of a metric space \((X, d)\), then \(A^{\text{cl}} = \{x \mid D(x, A) = 0\}\).

**Proof.** The set \(\{x \mid D(x, A) = 0\}\) is closed by Propositions 2.16 and 2.15, and it contains \(A\). By Proposition 2.10 it contains \(A^{\text{cl}}\). For the reverse inclusion, suppose \(x\) is not in \(A^{\text{cl}}\), hence that \(x\) is not in \(A\) and \(x\) is not a limit point of \(A\). These conditions imply that there is some \(\epsilon > 0\) such that \(B(\epsilon; x)\) is disjoint from \(A\), hence that \(d(x, y) \geq \epsilon\) for all \(y\) in \(A\). Taking the infimum over \(y\) gives \(D(x, A) \geq \epsilon > 0\). Hence \(D(x, A) \neq 0\).

4. Sequences and Convergence

For a set \(S\), we have already defined in Section I.1 the notion of a sequence in \(S\) as a function from a certain kind of subset of integers into \(S\). In this section we work with sequences in metric spaces.

A sequence \(\{x_n\}\) in a metric space \((X, d)\) is **eventually in** a subset \(A\) of \(X\) if there is an integer \(N\) such that \(x_n\) is in \(A\) whenever \(n \geq N\). The sequence \(\{x_n\}\) **converges** to a point \(x\) in \(X\) if the sequence is eventually in each neighborhood of \(x\). It is apparent that if \(\{x_n\}\) converges to \(x\), then so does every subsequence \(\{x_{n_k}\}\).

**Proposition 2.20.** If \((X, d)\) is a metric space, then no sequence in \(X\) can converge to more than one point.

**Proof.** Suppose on the contrary that \(\{x_n\}\) converges to distinct points \(x\) and \(y\). The number \(m = d(x, y)\) is then \(> 0\). By the assumed convergence, \(x_n\) lies in both open balls \(B(\frac{m}{2}; x)\) and \(B(\frac{m}{2}; y)\) if \(n\) is large enough. Thus \(x_n\) lies in the intersection of these balls. But this intersection is empty, since the presence of a point \(z\) in both balls would mean that \(d(x, y) \leq d(x, z) + d(z, y) < \frac{m}{2} + \frac{m}{2} = m\), contradiction.
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If a sequence \( \{x_n\} \) in a metric space \((X, d)\) converges to \(x\), we shall call \(x\) the limit of the sequence and write \(\lim_{n \to \infty} x_n = x\) or \(\lim_n x_n = x\) or \(\lim x_n = x\) or \(x_n \to x\). A sequence has at most one limit, by Proposition 2.20. If the definition of convergence is extended to pseudometric spaces, then sequences need not have unique limits.

Let us identify convergent sequences in some of the examples of metric spaces in Section 1.

**Examples of Convergence in Metric Spaces.**

(0) The real line. On \(\mathbb{R}\) with the usual metric, the convergent sequences are the sequences convergent in the usual sense of Section I.1.

(1) Euclidean space \(\mathbb{R}^n\). Here the metric is given by

\[
d(x, y) = \left( \sum_{k=1}^{n} (x_k - y_k)^2 \right)^{1/2}
\]

if \(x = (x_1, \ldots, x_n)\) and \(y = (y_1, \ldots, y_n)\). Another metric \(d'(x, y)\) is given by

\[
d'(x, y) = \max_{1 \leq k \leq n} |x_k - y_k|,
\]

and we readily check that

\[
d'(x, y) \leq d(x, y) \leq \sqrt{n} d'(x, y).
\]

From this inequality it follows that the convergent sequences in \((\mathbb{R}^n, d)\) are the same as the convergent sequences in \((\mathbb{R}^n, d')\). On the other hand, the definition of \(d'\) as a maximum means that we have convergence in \((\mathbb{R}^n, d')\) if and only if we have ordinary convergence in each entry. Thus convergence of a sequence of vectors in \((\mathbb{R}^n, d)\) means convergence in the \(k\)th entry for all \(k\) with \(1 \leq k \leq n\).

(2) Complex Euclidean space \(\mathbb{C}^n\). As a metric space, \(\mathbb{C}^n\) gets identified with \(\mathbb{R}^{2n}\). Thus a sequence of vectors in \(\mathbb{C}^n\) converges if and only if it converges entry by entry.

(3) Extended real line \(\mathbb{R}^*\). Here the metric is given by \(d(x, y) = |f(x) - f(y)|\) with \(f(x) = x/(1 + |x|)\) if \(x\) is in \(\mathbb{R}\), \(f(-\infty) = -1\), and \(f(+\infty) = +1\). We saw in Section 1 that the intersections with \(\mathbb{R}\) of the open balls of \(\mathbb{R}^*\) are the open intervals in \(\mathbb{R}\). Thus convergence of a sequence in \(\mathbb{R}^*\) to a point \(x\) in \(\mathbb{R}\) means that the sequence is eventually in \((-\infty, +\infty)\) and thereafter is an ordinary convergent sequence in \(\mathbb{R}\). Convergence to \(+\infty\) of a sequence \(\{x_n\}\) means that for each real number \(M\), there is an integer \(N\) such that \(x_n \geq M\) whenever \(n \geq N\). Convergence to \(-\infty\) is analogous.
II. Metric Spaces

(4) Bounded scalar-valued functions on \( S \) in the uniform metric. A sequence \( \{ f_n \} \) in \( B(S) \) converges in the uniform metric on \( B(S) \) if and only if \( \{ f_n \} \) converges uniformly, in the sense below, to some member \( f \) of \( B(S) \). The definition of \textbf{uniform convergence} here is the natural generalization of the one in Section I.3: \( \{ f_n \} \) converges to \( f \) uniformly if for each \( \varepsilon > 0 \), there is an integer \( N \) such that \( n \geq N \) implies \( |f_n(s) - f(s)| < \varepsilon \) for all \( s \) simultaneously. An important fact in this case is that the sequence \( \{ f_n \} \) is \textbf{uniformly bounded}, i.e., that there exists a real number \( M \) such that \( |f_n(s)| \leq M \) for all \( n \) and \( s \). In fact, choose some integer \( N \) for \( \varepsilon = 1 \). Then the triangle inequality gives

\[
|f_n(s)| \leq |f_n(s) - f(s)| + |f(s) - f_N(s)| + |f_N(s)| \leq 2 + |f_N(s)|
\]

for all \( n \) if \( n \geq N \), so that \( M \) can be taken to be \( \max_{1 \leq n \leq N} \{ \sup_{s \in S} |f_n(s)| \} + 2 \).

(5) Bounded functions from \( S \) into a metric space \((R, \rho)\). Convergence here is the expected generalization of \textbf{uniform convergence}: \( \{ f_n \} \) converges to \( f \) uniformly if for each \( \varepsilon > 0 \), there is an integer \( N \) such that \( n \geq N \) implies \( \rho(f_n(s), f(s)) < \varepsilon \) for all \( s \) simultaneously. As in Example 4, a uniformly convergent sequence of bounded functions is \textbf{uniformly bounded} in the sense that \( \rho(f_n(s), r_0) \leq M \) for all \( n \) and \( s \), \( M \) being some real number. Here \( r_0 \) is any fixed member of \( R \).

(7) Indiscrete space \( X \). The function \( d(x, y) \) in this case is a pseudometric, not a metric, unless \( X \) has only one point. Every sequence in \( X \) converges to every point in \( X \).

(8) Discrete metric. Convergence of a sequence \( \{ x_n \} \) in a space \( X \) with the discrete metric means that \( \{ x_n \} \) is eventually constant.

(11) Hilbert cube. For each \( n \), let \( \{ x_m \}_{m=1}^\infty \) be a member of the Hilbert cube, and write \( x_{mn} \) for the \( m \)th term of the \( n \)th sequence. As \( n \) varies, the sequence of sequences converges if and only if \( \lim_n x_{mn} \) exists for each \( m \).

(12) \( L^1 \) metric on Riemann integrable functions. The function \( d(f, g) \) defined in this case is a pseudometric, not a metric. Convergence in the corresponding metric space as in Proposition 2.12 therefore really means a certain kind of \textbf{convergence of equivalence classes}: If \( \{ f_n \} \) and \( f \) are given, the sequence of classes \( [f_n] \) converges to the class \( [f] \) if and only if \( \lim_n \int_a^b |f_n(x) - f(x)| \, dx = 0 \). The use of classes in the notation is rather cumbersome and not very helpful, and consequently it is common practice to treat the \( L^1 \) space as a metric space and to work with its members as if they were functions rather than equivalence classes. We return to this point in Chapter V.

Let us elaborate a little on Examples 4 and 5, concerning the space \( B(S) \) of bounded scalar-valued functions on a set \( S \) or, more generally, the space of bounded functions from \( S \) into a metric space \((R, \rho)\). Suppose that \( S \) has
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the additional structure of a metric space \((S, d)\). We let \(C(S)\) be the subset of \(B(S)\) consisting of bounded continuous functions on \(S\), and we write \(C(S, \mathbb{R})\) or \(C(S, \mathbb{C})\) if we want to be explicit about the range. More generally we consider the space of bounded continuous functions from \(S\) into the metric space \(R\). All of these are metric spaces in their own right.

**Proposition 2.21.** Let \((S, d)\) and \((R, \rho)\) be metric spaces, let \(x_0\) be in \(S\), and let \(f_n : S \to R\) be a sequence of bounded functions from \(S\) into \(R\) that converge uniformly to \(f : S \to R\) and are continuous at \(x_0\). Then \(f\) is continuous at \(x_0\).

In particular, the uniform limit of continuous functions is continuous.

**PROOF.** For \(x\) in \(S\), we write

\[
\rho(f(x), f(x_0)) \leq \rho(f(x), f_n(x)) + \rho(f_n(x), f_n(x_0)) + \rho(f_n(x_0), f(x_0)).
\]

Given \(\epsilon > 0\), we choose an integer \(N\) by the uniform convergence such that the first and third terms on the right side are < \(\epsilon\) for \(n \geq N\). With \(N\) fixed, we choose \(\delta > 0\) by the continuity of \(f_N\) at \(x_0\) such that \(\rho(f_N(x), f_N(x_0)) < \epsilon\) whenever \(d(x, x_0) < \delta\). Then the displayed inequality shows that \(d(x, x_0) < \delta\) implies \(\rho(f(x), f(x_0)) < 3\epsilon\), and the proposition follows.

We conclude this section with some elementary results involving convergence of sequences in metric spaces.

**Proposition 2.22.** If \((X, d)\) is a metric space, then

(a) for any subset \(A\) of \(X\) and limit point \(x\) of \(A\), there exists a sequence in \(A - \{x\}\) converging to \(x\),

(b) any convergent sequence in \(X\) with limit \(x \in X\) either has infinite image, with \(x\) as a limit point of the image, or else is eventually constantly equal to \(x\).

**REMARK.** This result and the first corollary below are used frequently—and often without specific reference.

**PROOF OF (a).** For each \(n \geq 1\), the open ball \(B(1/n; x)\) is an open neighborhood of \(x\) and must contain a point \(x_n\) of \(A\) distinct from the limit point \(x\). Then \(d(x_n, x) < 1/n\), and thus \(\lim x_n = x\). Hence \(\{x_n\}\) is the required sequence.

**PROOF OF (b).** Suppose that \(\{x_n\}\) converges to \(x\) and has infinite image. By discarding the terms equal to \(x\), we obtain a subsequence \(\{x_{n_k}\}\) with limit \(x\). If \(U\) is an open neighborhood of \(x\), then \(\{x_{n_k}\}\) is eventually in \(U\), by the assumed convergence. Since no term of the subsequence equals \(x\), \(U\) contains a member of the image of \(\{x_n\}\) different from \(x\). Thus \(x\) is a limit point of the image of \(\{x_n\}\).
Now suppose that \( \{x_n\} \) converges to \( x \) and has finite image \( \{p_1, \ldots, p_r\} \). If \( x_n \) is equal to some particular \( p_{j_0} \) for infinitely many \( n \), then \( \{x_n\} \) has an infinite subsequence converging to \( p_{j_0} \). Since \( \{x_n\} \) converges to \( x \), every convergent subsequence converges to \( x \). Therefore \( p_{j_0} = x \). For \( j \neq j_0 \), only finitely many \( x_n \) can then equal \( p_j \), and it follows that \( \{x_n\} \) is eventually constantly equal to \( p_{j_0} = x \). \( \square \)

**Corollary 2.23.** If \((X, d)\) is a metric space, then a subset \( F \) of \( X \) is closed if and only if every convergent sequence in \( F \) has its limit in \( F \).

**Proof.** Suppose that \( F \) is closed and \( \{x_n\} \) is a convergent sequence in \( F \) with limit \( x \). By Proposition 2.22b, either \( x \) is in the image of the sequence or \( x \) is a limit point of the sequence. In either case, \( x \) is in \( F \); thus the limit of any convergent sequence in \( F \) is in \( F \).

Conversely suppose every convergent sequence in \( F \) has its limit in \( F \). If \( x \) is a limit point of \( F \), then Proposition 2.22a produces a sequence in \( F - \{x\} \) converging to \( x \). By assumption, the limit \( x \) is in \( F \). Therefore \( F \) contains all its limit points and is closed. \( \square \)

**Corollary 2.24.** If \((S, d)\) is a metric space, then the set \( C(S) \) of bounded continuous scalar-valued functions on \( S \) is a closed subset of the metric space \( B(S) \) of all bounded scalar-valued functions on \( S \).

**Proof.** Proposition 2.21 shows for any sequence in \( C(S) \) convergent in \( B(S) \) that the limit is actually in \( C(S) \). By Corollary 2.23, \( C(S) \) is closed in \( B(S) \). \( \square \)

**Proposition 2.25.** Let \( f : X \to Y \) be a function between metric spaces. Then \( f \) is continuous at a point \( x \) in \( X \) if and only if whenever \( \{x_n\} \) is a convergent sequence in \( X \) with limit \( x \), then \( \{f(x_n)\} \) is convergent in \( Y \) with limit \( f(x) \).

**Remark.** In the special case of domain and range \( \mathbb{R} \), this result was mentioned in Section I.1 after the definition of continuity. We deferred the proof of the special case until now to avoid repetition.

**Proof.** Suppose that \( f \) is continuous at \( x \) and that \( \{x_n\} \) is a convergent sequence in \( X \) with limit \( x \). Let \( V \) be any open neighborhood of \( f(x) \). By continuity, there exists an open neighborhood \( U \) of \( x \) such that \( f(U) \subseteq V \). Since \( x_n \to x \), there exists \( N \) such that \( x_n \) is in \( U \) whenever \( n \geq N \). Then \( f(x_n) \) is in \( f(U) \subseteq V \) whenever \( n \geq N \). Hence \( \{f(x_n)\} \) converges to \( f(x) \).

Conversely suppose that \( x_n \to x \) always implies \( f(x_n) \to f(x) \). We are to show that \( f \) is continuous. Let \( V \) be an open neighborhood of \( f(x) \). We are to show that some open neighborhood of \( x \) maps into \( V \) under \( f \). Assuming the contrary, we can find, for each \( n \geq 1 \), some \( x_n \) in \( B(1/n; x) \) such that \( f(x_n) \) is not in \( V \). Then \( x_n \to x \), but the distance of \( f(x_n) \) from \( f(x) \) is bounded away
from 0. Thus $f(x_n)$ cannot converge to $f(x)$. This is a contradiction, and we conclude that some $B(1/n; x)$ maps into $V$ under $f$; since $V$ is arbitrary, $f$ is continuous.

5. Subspaces and Products

When working with functions on the real line, one frequently has to address situations in which the domain of the function is just an open interval or a closed interval, rather than the whole line. When one uses the $\epsilon$-$\delta$ definition of continuity, the subject does not become much more cumbersome, but it can become more cumbersome if one uses some other definition, such as one involving limits. The theory of metric spaces has a device for addressing smaller domains than the whole space—the notion of a subspace—and then the theory of functions on a subspace stands on an equal footing with the theory of functions on the whole space.

Let $(X, d)$ be a metric space, and let $A$ be a nonempty subset of $X$. There is a natural way of making $A$ into a metric space, namely by taking the restriction $d|_{A \times A}$ as a metric for $A$. When we do so, we speak of $A$ as a subspace of $X$. When there is a need to be more specific, we may say that $A$ is a metric subspace of $X$. If $A$ is an open subset of $X$, we may say that $A$ is an open subspace; if $A$ is a closed subset of $X$, we may say that $A$ is a closed subspace.

Proposition 2.26. If $A$ is a subspace of a metric space $(X, d)$, then the open sets of $A$ are exactly all sets $U \cap A$, where $U$ is open in $X$, and the closed sets of $A$ are all sets $F \cap A$, where $F$ is closed in $X$.

Proof. The open balls in $A$ are the intersections with $A$ of the open balls of $X$, and the statement about open sets follows by taking unions. The closed sets of $A$ are the complements within $A$ of all the open sets of $A$, thus all sets of the form $A - (U \cap A)$ with $U$ open in $X$. Since $A - (U \cap A) = A \cap U^c$, the statement about closed sets follows.

Corollary 2.27. If $A$ is a subspace of $(X, d)$ and if $f : X \to Y$ is continuous at a point $a$ of $A$, then the restriction $f|_A$, mapping $A$ into $Y$, is continuous at $a$. Also, $f$ is continuous at $a$ if and only if the function $f_0 : X \to f(X)$ obtained by redefining the range to be the image is continuous at $a$.

Proof. Let $V$ be an open neighborhood of $f(a)$ in $Y$. By continuity of $f$ at $a$ as a function on $X$, choose an open neighborhood $U$ of $a$ in $X$ with $f(U) \subseteq V$. Then $U \cap A$ is an open neighborhood of $a$ in $A$, and $f(U \cap A) \subseteq V$. Hence $f|_A$ is continuous at $a$. 

\[\Box\]
The most general open neighborhood of \( f(a) \) in \( f(X) \) is of the form \( V \cap f(X) \) with \( V \) an open neighborhood of \( f(a) \) in \( Y \). Since \( f^{-1}(V) = f_{0}^{-1}(V \cap f(X)) \), the condition for continuity of \( f_{0} \) at \( a \) is the same as the condition for continuity of \( f \) at \( a \).

We now turn our attention to product spaces. Product spaces are a convenient device for considering functions of several variables.

If \((X, d)\) and \((Y, d')\) are metric spaces, there are several natural ways of making the product set \( X \times Y \), the set of ordered pairs with the first member from \( X \) and the second from \( Y \), into a metric space, but all such ways lead to the same class of open sets and therefore also the same class of convergent sequences. We discussed an instance of this phenomenon in Example 1 of Section 4. For general \( X \) and \( Y \), three such metrics on \( X \times Y \) are

\[
\begin{align*}
\rho_1((x_1, y_1), (x_2, y_2)) &= d(x_1, x_2) + d'(y_1, y_2), \\
\rho_2((x_1, y_1), (x_2, y_2)) &= (d(x_1, x_2)^2 + d'(y_1, y_2)^2)^{1/2}, \\
\rho_\infty((x_1, y_1), (x_2, y_2)) &= \max\{d(x_1, x_2), d'(y_1, y_2)\}.
\end{align*}
\]

Each satisfies the defining properties of a metric. Simple algebra gives

\[
\max\{a, b\} \leq (a^2 + b^2)^{1/2} \leq a + b \leq 2 \max\{a, b\}
\]

whenever \( a \) and \( b \) are nonnegative reals, and therefore

\[
\rho_\infty \leq \rho_2 \leq \rho_1 \leq 2 \rho_\infty.
\]

Let us check that this chain of inequalities implies that the neighborhoods of a point \((x_0, y_0)\) are the same in all three metrics, hence that the open sets are the same in all three metrics. For any \( r > 0 \), the open balls about \((x_0, y_0)\) in the three metrics satisfy

\[
B_1(r; (x_0, y_0)) \subseteq B_2(r; (x_0, y_0)) \subseteq B_\infty(r; (x_0, y_0)) \subseteq B_1(2r; (x_0, y_0)).
\]

The first and second inclusions show that open balls about \((x_0, y_0)\) in the metrics \( \rho_2 \) and \( \rho_\infty \) are neighborhoods of \((x_0, y_0)\) in the metric \( \rho_1 \). Similarly the second and third inclusions show that open balls in the metrics \( \rho_\infty \) and \( \rho_1 \) are neighborhoods in the metric \( \rho_2 \), and the third and first inclusions show that open balls in the metrics \( \rho_1 \) and \( \rho_2 \) are neighborhoods in the metric \( \rho_\infty \).

We shall refer to the metric \( \rho_\infty \) as the **product metric** for \( X \times Y \). If \( X \times Y \) is being regarded as a metric space and no metric has been mentioned, \( \rho_\infty \) is to be understood. But it is worth keeping in mind that \( \rho_1 \) and \( \rho_2 \) yield the same open sets. In the case of Euclidean space, it is the metric \( \rho_2 \) on \( \mathbb{R}^m \times \mathbb{R}^n \) that gives the
Euclidean metric on $\mathbb{R}^{m+n}$; thus the product metric and the Euclidean metric are distinct but yield the same open sets.

A sequence $\{(x_n, y_n)\}$ in the product metric converges to $(x_0, y_0)$ in $X \times Y$ if and only if $\{x_n\}$ converges to $x_0$ and $\{y_n\}$ converges to $y_0$. Since the three metrics on $X \times Y$ yield the same convergent sequences, this statement is valid in the metrics $\rho_1$ and $\rho_2$ as well.

It is an elementary property of the arithmetic operations in $\mathbb{R}$ that if $\{x_n\}$ converges to $x_0$ and $\{y_n\}$ converges to $y_0$, then $\{x_n + y_n\}$ converges to $x_0 + y_0$. Similar statements apply to subtraction, multiplication, maximum, and minimum, and then to absolute value and to division except where division by 0 is involved. Further similar statements apply to those operations on vectors that make sense. Applying Proposition 2.25, we obtain (a) through (e) in the following proposition. Conclusions (a’) through (e’) are proved similarly.

**Proposition 2.28.** The following operations are continuous:

(a) addition and subtraction from $\mathbb{R}^n \times \mathbb{R}^n$ into $\mathbb{R}^n$.

(b) scalar multiplication from $\mathbb{R} \times \mathbb{R}^n$ into $\mathbb{R}^n$.

(c) the map $x \mapsto x^{-1}$ from $\mathbb{R} - \{0\}$ to $\mathbb{R} - \{0\}$.

(d) the map $x \mapsto |x|$ from $\mathbb{R}^n$ to $\mathbb{R}$.

(e) the operations from $\mathbb{R}^2$ to $\mathbb{R}$ of taking the maximum of two real numbers and taking the minimum of two real numbers.

(a’) addition and subtraction from $\mathbb{C}^n \times \mathbb{C}^n$ into $\mathbb{C}^n$.

(b’) scalar multiplication from $\mathbb{C} \times \mathbb{C}^n$ into $\mathbb{C}^n$.

(c’) the map $x \mapsto x^{-1}$ from $\mathbb{C} - \{0\}$ to $\mathbb{C} - \{0\}$.

(d’) the map $x \mapsto |x|$ from $\mathbb{C}^n$ to $\mathbb{R}$.

(e’) the map $x \mapsto \bar{x}$ from $\mathbb{C}$ to $\mathbb{C}$.

**Corollary 2.29.** Let $(X, d)$ be a metric space, and let $f$ and $g$ be continuous functions from $X$ into $\mathbb{R}^n$ or $\mathbb{C}^n$. If $c$ is a scalar, then $f + g$, $cf$, $f - g$, and $|f|$ are continuous. If $n = 1$, then the product $fg$ is continuous, and the function $1/f$ is continuous on the set where $f$ is not zero. If $n = 1$ and the functions take values in $\mathbb{R}$, then $\max\{f, g\}$ and $\min\{f, g\}$ are continuous. If $n = 1$ and the functions take values in $\mathbb{C}$, then the complex conjugate $\bar{f}$ is continuous.

**Remarks.** If $(S, d)$ is a metric space, then it follows that the metric space $C(S)$ of bounded continuous scalar-valued functions on $S$ is a vector space. As such, it is a vector subspace of the metric space $B(S)$ of bounded scalar-valued functions on $S$, and it is a metric subspace as well.  

---

3The word “subspace” can now be used in two senses, that of a metric subspace of a metric space and that of a vector subspace of a vector space. The latter kind of subspace we shall always refer to as a “vector subspace,” retaining the word “vector” for clarity. A “closed vector subspace” of $B(S)$ then has to mean a closed metric subspace that is also a vector subspace.
PROOF. The argument for $f + g$ and for functions with values in $\mathbb{R}^n$ will illustrate matters sufficiently. We set up $x \mapsto f(x) + g(x)$ as a suitable composition, expressing the composition in a diagram:

$$X \xrightarrow{x \mapsto (x, x)} X \times X \xrightarrow{(x, y) \mapsto (f(x), g(y))} \mathbb{R}^n \times \mathbb{R}^n \xrightarrow{(u, v) \mapsto u + v} \mathbb{R}^n.$$  

Each function in the diagram is continuous, the last of them by Proposition 2.28a, and then the composition is continuous by Corollary 2.14.

We conclude this section with one further remark. When $(X, d)$ is a metric space, we saw in Corollary 2.17 that $x \mapsto d(x, y)$ and $y \mapsto d(x, y)$ are continuous functions from $X$ to $\mathbb{R}$. Actually, $(x, y) \mapsto d(x, y)$ is a continuous function from $X \times X$ into $\mathbb{R}$ if we use the product metric. In fact, if $\rho_\infty$ denotes the product metric with $\rho_\infty((x, y), (x_0, y_0)) = \max\{d(x, x_0), d(y, y_0)\}$, then we have $d(x, y) \leq d(x, x_0) + d(x_0, y_0) + d(y_0, y)$ and therefore

$$d(x, y) - d(x_0, y_0) \leq d(x, x_0) + d(y, y_0).$$

Reversing the roles of $(x, y)$ and $(x_0, y_0)$, we see that

$$|d(x, y) - d(x_0, y_0)| \leq d(x, x_0) + d(y, y_0) \leq 2 \max\{d(x, x_0), d(y, y_0)\} = 2 \rho_\infty((x, y), (x_0, y_0)).$$

From this chain of inequalities, it follows that $d$ is continuous with $\delta = \epsilon/2$.

6. Properties of Metric Spaces

This section contains two results about metric spaces. One lists a number of “separation properties” of sets within any metric space. The other concerns the completely different property of “separability,” which is satisfied by some metric spaces and not by others, and it says that separability may be defined in any of three equivalent ways.

**Proposition 2.30** (separation properties). Let $(X, d)$ be a metric space. Then

(a) every one-point subset of $X$ is a closed set, i.e., $X$ is $T_1$,

(b) for any two distinct points $x$ and $y$ of $X$, there are disjoint open sets $U$ and $V$ with $x \in U$ and $y \in V$, i.e., $X$ is **Hausdorff**,

(c) for any point $x \in X$ and any closed set $F \subseteq X$ with $x \notin F$, there are disjoint open sets $U$ and $V$ with $x \in U$ and $F \subseteq V$, i.e., $X$ is **regular**,

(d) for any two disjoint closed subsets $E$ and $F$ of $X$, there are disjoint open sets $U$ and $V$ such that $E \subseteq U$ and $F \subseteq V$, i.e., $X$ is **normal**,

(e) for any two disjoint closed subsets $E$ and $F$ of $X$, there is a continuous function $f : X \to [0, 1]$ such that $f$ is 0 exactly on $E$ and $f$ is 1 exactly on $F$. 


PROOF. For (a), the set \( \{ x \} \) is the intersection of all closed balls \( B(r; x) \) for \( r > 0 \) and hence is closed by Corollary 2.18 and Proposition 2.8b. For (e), the function \( f(x) = D(x; E)/(D(x; E) + D(x; F)) \) is continuous by Proposition 2.16 and Corollary 2.29 and takes on the values 0 and 1 exactly on \( E \) and \( F \), respectively, by Proposition 2.19.

For (d), we need only apply (e) and Proposition 2.15b with \( U = f^{-1}( (-\infty, \frac{1}{2}) ) \) and \( V = f^{-1}( [\frac{1}{2}, +\infty) ) \). Conclusions (a) and (d) imply (c), and conclusions (a) and (c) imply (b). This completes the proof.

A base \( B \) for a metric space \((X, d)\) is a family of open sets such that every open set is a union of members of \( B \). The family of all open balls is an example of a base.

**Proposition 2.31.** If \((X, d)\) is a metric space, then a family \( B \) of subsets of \( X \) is a base for \((X, d)\) if and only if

(a) every member of \( B \) is open and
(b) for each \( x \in X \) and open neighborhood \( U \) of \( x \), there is some member \( B \) of \( B \) such that \( x \) is in \( B \) and \( B \) is contained in \( U \).

PROOF. If \( B \) is a base, then (a) holds by definition of base. If \( U \) is open in \( X \), then \( U = \bigcup \alpha B_\alpha \) for some members \( B_\alpha \) of \( B \), and any such \( B_\alpha \) containing \( x \) can be taken as the set \( B \) in (b).

Conversely suppose that \( B \) satisfies (a) and (b). By (a), each member of \( B \) is open in \( X \). If \( U \) is open in \( X \), we are to show that \( U \) is a union of members of \( B \).

For each \( x \in U \), choose some set \( B = B_\alpha \) as in (b). Then \( U = \bigcup_{x \in U} B_x \), and hence each open set in \( X \) is a union of members of \( B \). Thus \( B \) is a base.

This book uses the word **countable** to mean finite or countably infinite. It is then meaningful to ask whether a particular metric space \((X, d)\) has a countable base. On the real line \( \mathbb{R} \), the open intervals with rational endpoints form a countable base.

A subset \( D \) of \( X \) is **dense in** a subset \( A \) of \( X \) if \( D^{\text{cl}} \supseteq A \); \( D \) is **dense**, or **everywhere dense**, if \( D \) is dense in \( X \). A set \( D \) is dense if and only if there is some point of \( D \) in each nonempty open set of \( X \).

A family \( \mathcal{U} \) of open sets is an **open cover** of \( X \) if the union of the sets in \( \mathcal{U} \) is \( X \). An **open subcover** of \( \mathcal{U} \) is a subfamily of \( \mathcal{U} \) that is itself an open cover.

**Proposition 2.32.** The following three conditions are equivalent for a metric space \((X, d)\):

(a) \( X \) has a countable base,
(b) every open cover of \( X \) has a countable open subcover,
(c) \( X \) has a countable dense subset.
II. Metric Spaces

Proof. If (a) holds, let \( \mathcal{B} = \{ B_n \}_{n \geq 1} \) be a countable base, and let \( \mathcal{U} \) be an open cover of \( X \). Any \( U \in \mathcal{U} \) is the union of the \( B_n \in \mathcal{B} \) with \( B_n \subseteq U \). If \( \mathcal{B}_0 = \{ B_n \in \mathcal{B} \mid B_n \subseteq U \) for some \( U \in \mathcal{U} \), then it follows that \( \bigcup_{B_n \in \mathcal{B}_0} = \bigcup_{U \in \mathcal{U}} U = X \). For each \( B_n \) in \( \mathcal{B}_0 \), select some \( U_n \) in \( \mathcal{U} \) with \( B_n \subseteq U_n \). Then \( \bigcup_{n} U_n \supseteq \bigcup_{B_n \in \mathcal{B}_0} = X \), and \( \{ U_n \} \) is a countable open subcover of \( \mathcal{U} \). Thus (b) holds.

If (b) holds, form, for each fixed \( n \geq 1 \), the open cover of \( X \) consisting of all open balls \( B(1/n; x) \). For that \( n \), let \( \{ B(1/n; x_{mn}) \}_{m \geq 1} \) be a countable open subcover. We shall prove that the set \( D \) of all \( x_{mn} \), with \( m \) and \( n \) arbitrary, is dense in \( X \). It is enough to prove that each nonempty open set in \( X \) contains a member of \( D \), hence to prove, for each \( n \), that each open ball of radius \( 1/n \) contains a member of \( D \). Thus consider \( B(1/n; x) \). Since the open balls \( B(1/n; x_{mn}) \) with \( m \geq 1 \) cover \( X \), \( x \) is in some \( B(1/n; x_{mn}) \). Then that \( x_{mn} \) has \( d(x_{mn}, x) < 1/n \), and hence \( x_{mn} \) is in \( B(1/n; x) \). Thus \( D \) is dense, and (c) holds.

If (c) holds, let \( \{ x_n \}_{n \geq 1} \) be a countable dense set. Form the collection of all open balls centered at some \( x_n \) and having rational radius. Let us use Proposition 2.31 to see that this collection of open sets, which is certainly countable, is a base. Let \( U \) be an open neighborhood of \( x \). We are to see that there is some member \( B \) of our collection such that \( x \) is in \( B \) and \( B \) is contained in \( U \). Since \( U \) is a neighborhood of \( x \), we can find an open ball \( B(r; x) \) such that \( B(r; x) \subseteq U \); we may assume that \( r \) is rational. The given set \( \{ x_n \}_{n \geq 1} \) being dense, some \( x_n \) lies in \( B(r/2; x) \). If \( y \) is in \( B(r/2; x_n) \), then \( d(x, y) \leq d(x, x_n) + d(x_n, y) < \frac{r}{2} + \frac{r}{2} = r \). Hence \( x \) lies in \( B(r/2; x_n) \) and \( B(r/2; x_n) \subseteq B(r; x) \subseteq U \). Since \( r/2 \) is rational, the open ball \( B(r/2; x_n) \) is in our countable collection, and our countable collection is a base. This proves (a).

A metric space satisfying the equivalent conditions of Proposition 2.32 is said to be separable. Among the examples of metric spaces in Section 1, the ones in Examples 1, 2, 3, 6, 8 if \( X \) is countable, 9, 11, 12, 13, and 14 are separable. A countable dense set in Examples 1, 2, and 3 is given by all points with all coordinates rational. In Example 6, one countable dense set consists of all sequences with only finitely many nonzero entries, those being rational, and in Examples 8 and 9, \( X \) itself is a countable dense set. In Example 11, the sequences that are 0 in all but finitely many entries, those being rational, form a countable dense set. In Example 13, the set of finite linear combinations of exponentials \( e^{inx} \) using scalars in \( \mathbb{Q} + i\mathbb{Q} \) is dense as a consequence of Parseval’s equality. In Example 12, when \( [a, b] = [-\pi, \pi] \), the same countable set as for Example 13 is dense by Proposition 2.25 because the sets of functions in Examples 12 and 13 coincide and the inclusion of \( \mathcal{R}[-\pi, \pi] \) relative to \( L^2 \) into \( \mathcal{R}[-\pi, \pi] \) relative to \( L^1 \) is continuous. In Example 14, the set of polynomials with coefficients in \( \mathbb{Q} + i\mathbb{Q} \) is countable and can be shown to be dense.

Example 10 is not separable, and Example 8 is not separable if \( X \) is uncountable.
In Section 6 we introduced the notions of open cover and subcover for a metric space. We call a metric space **compact** if every open cover of the space has a **finite** subcover. A subset $E$ of a metric space $(X, d)$ is **compact** if it is compact as a subspace of the whole space, i.e., if every collection of open sets in $X$ whose union contains $E$ has a finite subcollection whose union contains $E$.

Historically this notion was embodied in the Heine–Borel Theorem, which says that any closed bounded subset of Euclidean space has the property that has just been defined to be compactness. As we shall see in Theorem 2.36 and Corollary 2.37 below, the Heine–Borel Theorem can be proved from the Bolzano–Weierstrass Theorem (Theorem 1.8) and leads to faster, more transparent proofs of some of the consequences of the Bolzano–Weierstrass Theorem. Even more important is that it generalizes beyond metric spaces and produces useful conclusions about certain spaces of functions when statements about pointwise convergence of a sequence of functions are inadequate.

Easily established examples of compact sets are hard to come by. For one example, consider in a metric space $(X, d)$ a convergent sequence $\{x_n\}$ along with its limit $x$. The subset $E = \{x\} \cup \bigcup_n \{x_n\}$ of $X$ is compact. In fact, if $\mathcal{U}$ is an open cover of $E$, some member $U$ of $\mathcal{U}$ has $x$ as an element, and then all but finitely many elements of the sequence must be in $U$ as well. Say that $U$ contains $x$ and all $x_n$ with $n \geq N$. For $1 \leq n < N$, let $U_n$ be a member of $\mathcal{U}$ containing $x_n$. Then $\{U, U_1, \ldots, U_{N-1}\}$ is a finite subcover of $\mathcal{U}$.

It is easier to exhibit noncompact sets. The open interval $(0, 1)$ is not compact, as is seen from the open cover $\{(\frac{1}{n}, 1)\}$. Nor is an infinite discrete space, since one-point sets form an open cover. A subtle dramatic example is the closed unit ball $C$ of the hedgehog space $X$, Example 10 in Section 1; this set is not compact. In fact, the open ball of radius $1/2$ about the origin is an open set in $X$, and so is each open ray from the origin out to infinity. Let $\mathcal{U}$ be this collection of open sets. Then $\mathcal{U}$ is an open cover of $C$. However, no member of $\mathcal{U}$ is superfluous, since for each $U$ in $\mathcal{U}$, there is some point $x$ in $C$ such that $x$ is in $C$ but $x$ is in no other member of $\mathcal{U}$. Thus $\mathcal{U}$ does not contain even a countable subcover.

Let us now work directly toward a proof of the equivalence of compactness and the Bolzano–Weierstrass property in a metric space.

**Proposition 2.33.** A compact metric space is separable.

PROOF. This is immediate from equivalent condition (b) for the definition of separability in Proposition 2.32. □

**Proposition 2.34.** In any metric space $(X, d)$,

(a) every compact subset is closed and bounded and

(b) any closed subset of a compact set is compact.
II. Metric Spaces

PROOF. For (a), let $E$ be a compact subset of $X$, fix $x_0$ in $X$, and let $U_n$ for $n \geq 1$ be the open ball $\{ x \in X \mid d(x_0, x) < n \}$. Then $\{ U_n \}$ is an open cover of $E$. Since the $U_n$’s are nested, the compactness of $E$ implies that $E$ is contained in a single $U_N$ for some $N$. Then every member of $E$ is at distance at most $N$ from $x_0$, and $E$ is bounded.

To see that $E$ is closed, we argue by contradiction. Let $x_0'$ be a limit point of $E$ that is not in $E$. By the Hausdorff property (Proposition 2.30b), we can find, for each $x \in E$, open sets $U_x$ and $V_x$ with $x \in U_x$, $x_0' \in V_x$, and $U_x \cap V_x = \emptyset$. The sets $U_x$ form an open cover of $E$. By compactness let $\{ U_{x_1}, \ldots, U_{x_n} \}$ be a finite subcover. Then $E \subseteq U_{x_1} \cup \cdots \cup U_{x_n}$, which is disjoint from the neighborhood $V_{x_1} \cap \cdots \cap V_{x_n}$ of $x_0'$. Thus $x_0'$ cannot be a limit point of $E$, and we have arrived at a contradiction. This proves (a).

For (b), let $E$ be compact, and let $F$ be a closed subset of $E$. Because of (a), $F$ is a closed subset of $X$. Let $\mathcal{U}$ be an open cover of $F$. Then $\mathcal{U} \cup \{ F^c \}$ is an open cover of $E$. Passing to a finite subcover and discarding $F^c$, we obtain a finite subcover of $F$. Thus $F$ is compact. \hfill \Box

A collection of subsets of a nonempty set is said to have the finite-intersection property if each intersection of finitely many of the subsets is nonempty.

**Proposition 2.35.** A metric space $(X, d)$ is compact if and only if each collection of closed subsets of $X$ with the finite-intersection property has nonempty intersection.

**PROOF.** Closed sets with the finite-intersection property have complements that are open sets, no finite subcollection of which is an open cover. \hfill \Box

**Theorem 2.36.** A metric space $(X, d)$ is compact if and only if every sequence has a convergent subsequence.

**PROOF.** Suppose that $X$ is compact. Arguing by contradiction, suppose that $\{ x_n \}_{n \geq 1}$ is a sequence in $X$ with no convergent subsequence. Put $F = \bigcup_{n=1}^{\infty} \{ x_n \}$. The subset $F$ of $X$ is closed by Corollary 2.23, hence compact by Proposition 2.34b. Since no $x_n$ is a limit point of $F$, there exists an open set $U_n$ in $X$ containing $x_n$ but no other member of $F$. Then $\{ U_n \}_{n \geq 1}$ is an open cover of $F$ with no finite subcover, and we have arrived at a contradiction.

Conversely suppose that every sequence has a convergent subsequence. We first show that $X$ is separable. Fix an integer $n$. There cannot be infinitely many disjoint open balls of radius $1/n$, since otherwise we could find a sequence from among their centers with no convergent subsequence. Thus we can choose a finite disjoint collection of these open balls that is not contained in a larger such finite collection. Let their centers be $x_1, \ldots, x_N$. The claim is that every point of $X$ is
at distance $< 2/n$ from one of these finitely many centers. In fact, if $x \in X$ is given, form $B(\frac{1}{n}; x)$. This must meet some $B(\frac{1}{n}; x_i)$ at a point $y$, and then

$$d(x, x_i) \leq d(x, y) + d(y, x_i) < \frac{1}{n} + \frac{1}{n} = \frac{2}{n}.$$ 

Thus $x$ is at distance $< 2/n$ from one of the finitely many centers, as asserted.

Now let $n$ vary, and let $D$ be the set of all these centers for all $n$. Then every point of $X$ has members of $D$ arbitrarily close to it, and hence $D$ is a countable dense set in $X$. Thus $X$ is separable.

Let $\mathcal{U}$ be an open cover of $X$ having no finite subcover. By the separability and condition (b) in Proposition 2.32, we may assume that $\mathcal{U}$ is countable, say $\mathcal{U} = \{U_1, U_2, \ldots\}$. Since $U_1 \cup U_2 \cup \cdots \cup U_n$ is not a cover, there exists a point $x_n$ not in the union of the first $n$ sets. By hypothesis the sequence $\{x_n\}$ has a convergent subsequence $\{x_{n_k}\}$, say with limit $x$. Since $\mathcal{U}$ is a cover, some member $U_N$ of $\mathcal{U}$ contains $x$. Then $\{x_{n_k}\}$ is eventually in $U_N$, and some $n_k$ with $n_k > N$ has $x_{n_k}$ in $U_N$. But $x_{n_k}$ is not in $U_1 \cup \cdots \cup U_{n_k}$ by construction, and this union contains $U_N$, since $n_k > N$. We have arrived at a contradiction, and we conclude that $\mathcal{U}$ must have had a finite subcover.

**Corollary 2.37** (Heine–Borel Theorem) In Euclidean space $\mathbb{R}^n$, every closed bounded set is compact.

**REMARK.** Conversely we saw in Proposition 2.34a that every compact subset of any metric space is closed and bounded.

**PROOF.** Let $C$ be a closed rectangular solid in $\mathbb{R}^n$, and let $x^{(k)} = (x_1^{(k)}, \ldots, x_n^{(k)})$ be the members of a sequence in $C$. By the Bolzano–Weierstrass Theorem (Theorem 1.8) for $\mathbb{R}^1$, we can find a subsequence convergent in the first coordinate, a subsequence of that convergent in the second coordinate, and so on. Thus $\{x^{(k)}\}$ has a subsequence convergent in $\mathbb{R}^n$. By Corollary 2.23 the limit is in $C$. By Theorem 2.36, $C$ is compact. Applying Corollary 2.34b, we see that every closed bounded subset of $\mathbb{R}^n$ is compact. 

The next few results will show how the use of compactness both simplifies and generalizes some of the theorems proved in Section I.1.

**Proposition 2.38.** Let $(X, d)$ and $(Y, \rho)$ be metric spaces with $X$ compact. If $f : X \rightarrow Y$ is continuous, then $f(X)$ is a compact subset of $Y$.

**PROOF.** If $\{U_a\}$ is an open cover of $f(X)$, then $\{f^{-1}(U_a)\}$ is an open cover of $X$. Let $\{f^{-1}(U_j)\}_{j=1}^n$ be a finite subcover. Then $\{U_j\}_{j=1}^n$ is a finite subcover of $f(X)$. \[\square\]

**Corollary 2.39.** Let $(X, d)$ be a compact metric space, and let $f : X \rightarrow \mathbb{R}$ be a continuous function. Then $f$ attains its maximum and minimum values.
REMARK. Theorem 1.11 was the special case of this result with \( X = [a, b] \). This particular space \( X \) is compact by the Heine–Borel Theorem (Corollary 2.37), and the corollary applies to yield exactly the conclusion of Theorem 1.11.

PROOF. By Proposition 2.38, \( f(X) \) is a compact subset of \( \mathbb{R} \). By Proposition 2.34a, \( f(X) \) is closed and bounded. The supremum and infimum of the members of \( f(X) \) in \( \mathbb{R}^n \) lie in \( \mathbb{R} \), since \( f(X) \) is bounded, and they are limits of sequences in \( f(X) \). Since \( f(X) \) is closed, Proposition 2.23 shows that they must lie in \( f(X) \).

\[ \square \]

**Corollary 2.40.** Let \((X, d)\) and \((Y, \rho)\) be metric spaces with \( X \) compact. If \( f : X \to Y \) is continuous, one-one, and onto, then \( f \) is a homeomorphism.

REMARK. In the hypotheses of the change of variables formula for integrals in \( \mathbb{R}^1 \) (Theorem 1.34), a function \( \varphi : [A, B] \to [a, b] \) was given as strictly increasing, continuous, and onto. Another hypothesis of the theorem was that \( \varphi^{-1} \) was continuous. Corollary 2.40 shows that this last hypothesis was redundant.

PROOF. Let \( E \) be a closed subset of \( X \), and consider \((f^{-1})^{-1}(E) = f(E)\). The set \( E \) is compact by Proposition 2.34b, \( f(E) \) is compact by Proposition 2.38, and \( f(E) \) is closed by Proposition 2.34a. Proposition 2.15b thus shows that \( f^{-1} \) is continuous.

\[ \square \]

If \((X, d)\) and \((Y, \rho)\) are metric spaces, a function \( f : X \to Y \) is **uniformly continuous** if for each \( \epsilon > 0 \), there is some \( \delta > 0 \) such that \( d(x_1, x_2) < \delta \) implies \( \rho(f(x_1), f(x_2)) < \epsilon \). This is the natural generalization of the definition in Section 1.1 for the special case of a real-valued function of a real variable.

**Proposition 2.41.** Let \((X, d)\) and \((Y, \rho)\) be metric spaces with \( X \) compact. If \( f : X \to Y \) is continuous, then \( f \) is uniformly continuous.

REMARK. This result generalizes Theorem 1.10, which is the special case \( X = [a, b] \) and \( Y = \mathbb{R} \).

PROOF. Let \( \epsilon > 0 \) be given. For each \( x \in X \), choose \( \delta_x > 0 \) such that \( d(x', x) < \delta_x \) implies \( \rho(f(x'), f(x)) < \epsilon / 2 \). The open balls \( B(\frac{1}{2}\delta_x; x) \) cover \( X \); let the balls with centers \( x_1, \ldots, x_n \) be a finite subcover. Put \( \delta = \frac{1}{2} \min\{\delta_{x_1}, \ldots, \delta_{x_n}\} \). Now suppose that \( d(x', x) < \delta \). The point \( x \) is in some ball in the finite subcover; suppose \( x \) is in \( B(\frac{1}{2}\delta_{x_j}; x_j) \). Then \( d(x, x_j) < \frac{1}{2}\delta_{x_j} \), so that

\[
 d(x', x_j) \leq d(x', x) + d(x, x_j) < \delta + \frac{1}{2}\delta_{x_j} \leq \delta_{x_j}.
\]

By definition of \( \delta_{x_j} \), \( \rho(f(x'), f(x_j)) < \epsilon / 2 \) and \( \rho(f(x_j), f(x)) < \epsilon / 2 \). Therefore

\[
 \rho(f(x'), f(x)) \leq \rho(f(x'), f(x_j)) + \rho(f(x_j), f(x)) < \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon,
\]

and the proof is complete.

\[ \square \]
One final application of compactness is the Fundamental Theorem of Algebra, which is discussed in Section A8 of Appendix A in the context of properties of polynomials.

**Theorem 2.42** (Fundamental Theorem of Algebra). Every polynomial with complex coefficients and degree \( \geq 1 \) has a complex root.

**Proof.** Let \( P : \mathbb{C} \to \mathbb{C} \) be the function \( P(z) = \sum_{j=0}^{n} a_j z^j \), where \( a_0, \ldots, a_n \) are in \( \mathbb{C} \) with \( a_n \neq 0 \) and with \( n \geq 1 \). We may assume that \( a_n = 1 \). Let \( m = \inf_{z \in \mathbb{C}} |P(z)| \). Since \( P(z) = z^n (1 + a_{n-1} z^{-1} + \cdots + a_1 z^{-(n-1)} + a_0 z^{-n}) \), we have \( \lim_{z \to \infty} P(z)/z^n = 1 \). Thus there exists an \( R \) such that \( |P(z)| \geq \frac{1}{2} |z|^n \) whenever \( |z| \geq R \). Choosing \( R = R_0 \) such that \( \frac{1}{2} R_0^n \geq 2m \), we see that \( |P(z)| \geq 2m \) for \( |z| \geq R_0 \). Consequently \( m = \inf_{|z| \leq R_0} |P(z)| \). The set \( S = \{ z \in \mathbb{C} : |z| \leq R_0 \} \) is compact by the Heine–Borel Theorem (Corollary 2.37), and Corollary 2.39 shows that \( |P(z)| \) attains its minimum on \( S \) at some point \( z_0 \) in \( S \). Then \( |P(z)| \) attains its minimum on \( \mathbb{C} \) at \( z_0 \). We shall show that this minimum value \( m \) is 0.

Assuming the contrary, define \( Q(z) = P(z + z_0)/P(z_0) \), so that \( Q(z) \) is a polynomial of degree \( n \geq 1 \) with \( Q(0) = 1 \) and \( |Q(z)| \geq 1 \) for all \( z \). Write \( Q(z) = 1 + b_k z^k + b_{k+1} z^{k+1} + \cdots + b_n z^n \) with \( b_k \neq 0 \).

Corollary 1.45 produces a real number \( \theta \) such that \( e^{i \theta} b_k = -|b_k| \). For any \( r > 0 \) with \( r^k |b_k| < 1 \), we then have

\[
|1 + b_k r^k e^{i \theta}| = 1 - r^k |b_k|.
\]

For such \( r \) and that \( \theta \), this equality implies that

\[
|Q(r e^{i \theta})| \leq |1 + b_k r^k e^{i \theta}| + r^{k+1} |b_{k+1}| + \cdots + r^n |b_n|
\]

\[
\leq 1 - r^k (|b_k| - r |b_{k+1}| - \cdots - r^{n-k} |b_n|).
\]

For sufficiently small \( r > 0 \), the expression in parentheses on the right side is positive, and then \( |Q(r e^{i \theta})| < 1 \), in contradiction to hypothesis. Thus we must have had \( m = 0 \), and we obtain \( P(z_0) = 0 \). \( \square \)

Another theme discussed in Section I.1 is that Cauchy sequences in \( \mathbb{R}^1 \) are convergent. This convergence was proved in Theorem 1.9 as a consequence of the Bolzano–Weierstrass Theorem. Actually, many sequences in metric spaces of importance in analysis are shown to converge without one’s knowing the limit in advance and without using any compactness, and we therefore isolate the forced convergence of Cauchy sequences as a definition. In a metric space \((X, d)\), a sequence \( \{x_n\} \) is a **Cauchy sequence** if for any \( \epsilon > 0 \), there is some integer \( N \)
such that $d(x_m, x_n) < \epsilon$ whenever $m$ and $n$ are $\geq N$. A familiar $2\epsilon$ argument shows that convergent sequences are Cauchy. Other familiar arguments show that any Cauchy sequence with a convergent subsequence is convergent and that any Cauchy sequence is bounded.

We say that the metric space $(X, d)$ is **complete** if every Cauchy sequence in $X$ converges to a point in $X$. We know that the line $\mathbb{R}^1$ is complete. It follows that $\mathbb{R}^n$ is complete because a Cauchy sequence in $\mathbb{R}^n$ is Cauchy in each coordinate. A nonempty subset $E$ of $X$ is **complete** if $E$ as a subspace is a complete metric space. The next two propositions and corollary give three examples of complete metric spaces.

**Proposition 2.43.** A subset $E$ of a complete metric space $X$ is complete if and only if it is closed.

**Remark.** In particular every closed subset of $\mathbb{R}^n$ is a complete metric space.

**Proof.** Suppose $E$ is closed. Let $\{x_n\}$ be a Cauchy sequence in $E$. Then $\{x_n\}$ is Cauchy in $X$, and the completeness of $X$ implies that $\{x_n\}$ converges, say to some $x \in X$. By Corollary 2.23, $x$ is in $E$. Thus $\{x_n\}$ is convergent in $E$. The converse is immediate from Corollary 2.23. \qed

**Proposition 2.44.** If $S$ is a nonempty set, then the vector space $B(S)$ of bounded scalar-valued functions on $S$, with the uniform metric, is a complete metric space.

**Proof.** Let $\{f_n\}$ be a Cauchy sequence in $B(S)$. Then $\{f_n(x)\}$ is a Cauchy sequence in $\mathbb{C}$ for each $x$ in $S$. Define $f(x) = \lim_n f_n(x)$. For any $\epsilon > 0$, we know that there is an integer $N$ such that $|f_n(x) - f_m(x)| < \epsilon$ whenever $n$ and $m$ are $\geq N$. Taking into account the continuity of the distance function on $\mathbb{C}$, i.e., the continuity of absolute value, we let $m$ tend to infinity and obtain $|f_n(x) - f(x)| \leq \epsilon$ for $n \geq N$. Thus $\{f_n\}$ converges to $f$ in $B(S)$. \qed

**Corollary 2.45.** Let $(S, d)$ be a metric space. Then the vector space $C(S)$ of bounded continuous scalar-valued functions on $S$, with the uniform metric, is a complete metric space.

**Remark.** $C(S)$ was observed to be a vector subspace in the remarks with Corollary 2.29.

**Proof.** The space $B(S)$ is complete by Proposition 2.44, and $C(S)$ is a closed metric subspace by Corollary 2.24. Then $C(S)$ is complete by Proposition 2.43. \qed

Now we shall relate compactness and completeness. A metric space $(X, d)$ is said to be **totally bounded** if for any $\epsilon > 0$, finitely many open balls of radius $\epsilon$ cover $X$. 
Theorem 2.46. A metric space $(X, d)$ is compact if and only if it is totally bounded and complete.

PROOF. Let $(X, d)$ be compact. If $\epsilon > 0$ is given, the open balls $B(\epsilon; x)$ cover $X$. By compactness some finite number of the balls cover $X$. Therefore $X$ is totally bounded. Next let a Cauchy sequence $\{x_n\}$ be given. By Theorem 2.36, $\{x_n\}$ has a convergent subsequence. A Cauchy sequence with a convergent subsequence is necessarily convergent, and it follows that $X$ is complete.

In the reverse direction, let $X$ be totally bounded and complete. Theorem 2.36 shows that it is enough to prove that any sequence $\{x_n\}$ in $X$ has a convergent subsequence. By total boundedness, find finitely many open balls of radius 1 covering $X$. Then infinitely many of the $x_n$’s have to lie in one of these balls, and hence there is a subsequence $\{x_{n_k}\}$ that lies in a single one of these balls of radius 1. Next finitely many open balls of radius 1/2 cover $X$. In the same way there is a subsequence $\{x_{n_{k_j}}\}$ of $\{x_{n_k}\}$ that lies in a single one of these balls of radius 1/2. Continuing in this way, we can find successive subsequences, the $m^{th}$ of which lies in a single ball of radius $1/m$. The Cantor diagonal process, used in the proof of Theorem 1.22, allows us to form a single subsequence $\{x_{j_i}\}$ of $\{x_n\}$ such that for each $m$, $\{x_{j_i}\}$ is eventually in a ball of radius $1/m$. If $\epsilon > 0$ is given, find $m$ such that $1/m < \epsilon$, and let $c_m$ be the center of the ball of radius $1/m$. Choose an integer $N$ such that $x_{j_i}$ lies in $B(1/m; c_m)$ whenever $j_i \geq N$. If $j_i \geq N$ and $j_i \geq N$, then $d(c_m, x_{j_i}) < \epsilon$ and $d(c_m, x_{j_i}) < \epsilon$, whence $d(x_{j_i}, x_{j_i}) < 2\epsilon$. Therefore the subsequence $\{x_{j_i}\}$ is Cauchy. By completeness it converges. Hence $\{x_n\}$ has a convergent subsequence, and the theorem is proved. 

Let $(X, d)$ and $(Y, \rho)$ be metric spaces, and let $f : X \rightarrow Y$ be uniformly continuous. Then $f$ carries Cauchy sequences to Cauchy sequences. In fact, if $\{x_n\}$ is Cauchy in $X$ and if $\epsilon > 0$ is given, choose some $\delta$ of uniform continuity for $f$ and $\epsilon$, and find an integer $N$ such that $d(x_n, x_{n'}) < \delta$ whenever $n$ and $n'$ are $\geq N$. Then $\rho(f(x_n), f(x_{n'})) < \epsilon$ for the same $n$’s and $n'$’s, and hence $\{f(x_n)\}$ is Cauchy.

Proposition 2.47. Let $(X, d)$ and $(Y, \rho)$ be metric spaces with $Y$ complete, let $D$ be a dense subset of $X$, and let $f : D \rightarrow Y$ be uniformly continuous. Then $f$ extends uniquely to a continuous function $F : X \rightarrow Y$, and $F$ is uniformly continuous.

PROOF OF UNIQUENESS. If $x$ is in $X$, apply Proposition 2.22a to choose a sequence $\{x_n\}$ in $D$ with $x_n \rightarrow x$. Continuity of $F$ forces $F(x_n) \rightarrow F(x)$. But $F(x_n) = f(x_n)$ for all $n$. Thus $F(x) = \lim_n f(x_n)$ is forced.

PROOF OF EXISTENCE. If $x$ is in $X$, choose $x_n \in D$ with $x_n \rightarrow x$. Since $\{x_n\}$ is convergent, it is Cauchy. Since $f$ is uniformly continuous, $\{f(x_n)\}$ is
Cauchy. The completeness of $Y$ then allows us to define $F(x) = \lim f(x_n)$, but we must see that $F$ is well defined. For this purpose, suppose also that $\{y_n\}$ is a sequence in $D$ that converges to $x$. Let $\{z_n\}$ be the sequence $x_1, y_1, x_2, y_2, \ldots$. This sequence is Cauchy, and $\{x_n\}$ and $\{y_n\}$ are subsequences of it. Therefore $\lim f(y_n) = \lim f(z_n) = \lim f(x_n)$, and $F(x)$ is well defined.

For the uniform continuity of $F$, let $\epsilon > 0$ be given, and choose some $\delta$ of uniform continuity for $f$ and $\epsilon/3$. Suppose that $x$ and $x'$ are in $X$ with $d(x, x') < \delta/3$. Choose $x_n$ in $D$ with $d(x_n, x) < \delta/3$ and $\rho(f(x_n), F(x)) < \epsilon/3$, and choose $x'_n$ in $D$ with $d(x'_n, x') < \delta/3$ and $\rho(f(x'_n), F(x')) < \epsilon/3$. Then $d(x_n, x'_n) < \delta$ by the triangle inequality, and hence $\rho(f(x_n), f(x'_n)) < \epsilon/3$. Thus $\rho(F(x), F(x')) < \epsilon$ by the triangle inequality.

\[\square\]

8. Connectedness

Although the Intermediate Value Theorem (Theorem 1.12) in Section I.1 was derived from the Bolzano–Weierstrass Theorem, the Intermediate Value Theorem is not to be regarded as a consequence of compactness. Instead, the relevant property is “connectedness,” which we discuss in this section.

A metric space $(X, d)$ is connected if $X$ cannot be written as $X = U \cup V$ with $U$ and $V$ open, disjoint, and nonempty. A subset $E$ of $X$ is connected if $E$ is connected as a subspace of $X$, i.e., if $E$ cannot be written as a disjoint union $(E \cap U) \cup (E \cap V)$ with $U$ and $V$ open in $X$ and with $E \cap U$ and $E \cap V$ both nonempty. The disjointness in this definition is of $E \cap U$ and $E \cap V$; the open sets $U$ and $V$ may have nonempty intersection.

**Proposition 2.48.** The connected subsets of $\mathbb{R}$ are the intervals—open, closed, and half open.

**Proof.** Let $E$ be a connected subset of $\mathbb{R}$, and suppose that there are real numbers $a, b, c$ such that $a < c < b$, $a$ and $b$ are in $E$, and $c$ is not in $E$. Forming the open sets $U = (-\infty, c)$ and $V = (c, +\infty)$ in $\mathbb{R}$, we see that $E$ is the disjoint union of $E \cap U$ and $E \cap V$ and that these two sets are nonempty. Thus $E$ is not connected.

Conversely suppose that $I$ is an open, closed, or half-open interval of $\mathbb{R}$ from $a$ to $b$, with $a \neq b$ but with $a$ or $b$ or both allowed to be infinite. Arguing by contradiction, suppose that $I$ is not connected. Choose open sets $U$ and $V$ in $\mathbb{R}$ such that $I$ is the disjoint union of $I \cap U$ and $I \cap V$ and these two sets are nonempty. Without loss of generality, there exist members $c$ and $c'$ of $I \cap U$ and $I \cap V$, respectively, with $c < c'$. Since $U$ is open and $c$ has to be $< b$, all real numbers $c + \epsilon$ with $\epsilon > 0$ sufficiently small are in $I \cap U$. Let $d = \sup \{x \mid [c, x) \subseteq I \cap U\}$, so that $d > c$. 
8. Connectedness

If \( d < b \), then the fact that \( U \) is open implies that \( d \) is not in \( I \cap U \). Thus \( d \) is in \( I \cap V \). Since \( V \) is open and \( d > a, d - \epsilon \) is in \( I \cap V \) if \( \epsilon > 0 \) is sufficiently small. But then \( d - \epsilon \) is in both \( I \cap U \) and \( I \cap V \) for \( \epsilon \) sufficiently small. This is a contradiction, and we conclude that \( d = b \).

If \( d = b \) is in \( I \cap V \), then the same argument shows that \( b - \epsilon \) is in both \( I \cap U \) and \( I \cap V \) for \( \epsilon \) positive and sufficiently small, and we again have a contradiction. Consequently all points from \( c \) to the right end of \( I \) are in \( I \cap U \). This is again a contradiction, since \( c' \) is known to be in \( I \cap V \).

**Proposition 2.49.** The continuous image of a connected metric space is connected.

**Proof.** Let \((X, d)\) and \((Y, \rho)\) be metric spaces with \(X\) connected, and let \( f : X \to Y \) be continuous. We are to prove that \( f(X) \) is connected. Corollary 2.27 shows that there is no loss of generality in assuming that \( f(X) = Y \), i.e., \( f \) is onto. Arguing by contradiction, suppose that \( Y \) is the union \( Y = U \cup V \) of disjoint nonempty open sets. Then \( X = f^{-1}(U) \cup f^{-1}(V) \) exhibits \( X \) as the disjoint union of nonempty sets, and these sets are open as a consequence of Proposition 2.15a. Thus \( X \) is not connected.

**Corollary 2.50 (Intermediate Value Theorem).** For real-valued functions of a real variable, the continuous image of any interval is an interval.

**Proof.** This is immediate from Propositions 2.48 and 2.49.

Further connected sets beyond those in \( \mathbb{R} \) are typically built from other connected sets. One tool is a path in \( X \), which is a continuous function from a closed bounded interval \([a, b]\) into \( X \). The image of a path is connected by Propositions 2.48 and 2.49. A metric space \((X, d)\) is pathwise connected if for any two points \( x_1 \) and \( x_2 \) in \( X \), there is some path \( p \) from \( x_1 \) to \( x_2 \), i.e., if there is some continuous \( p : [a, b] \to X \) with \( p(a) = x_1 \) and \( p(b) = x_2 \).

A pathwise-connected metric space \((X, d)\) is necessarily connected. In fact, otherwise we could write \( X \) as a disjoint union of two nonempty open sets \( U \) and \( V \). Let \( x_1 \) be in \( U \) and \( x_2 \) be in \( V \), and let \( p : [a, b] \to X \) be a path from \( x_1 \) to \( x_2 \). Then \( p([a, b]) = (p([a, b]) \cap U) \cup (p([a, b]) \cap V) \) exhibits \( p([a, b]) \) as a disjoint union of relatively open sets, and these sets are nonempty, since \( x_1 \) is in the first set and \( x_2 \) is in the second set. Consequently \( p([a, b]) \) is not connected, in contradiction to the fact that the image of any path is connected.

We can view a pathwise-connected metric space as the union of images of paths from a single point to all other points, and such a union is then connected. The following proposition generalizes this construction.
II. Metric Spaces

**Proposition 2.51.** If \((X, d)\) is a metric space and \(\{E_\alpha\}\) is a system of connected subsets of \(X\) with a point \(x_0\) in common, then \(\bigcup_\alpha E_\alpha\) is connected.

**Proof.** Assuming the contrary, find open sets \(U\) and \(V\) in \(X\) such that \(\bigcup_\alpha E_\alpha\) is the disjoint union of its intersections with \(U\) and \(V\) and these two intersections are both nonempty. Say that \(x_0\) is in \(U\). Since \(E_\alpha\) is connected and \(x_0\) is in \(E_\alpha \cap U\), the decomposition \(E_\alpha = (E_\alpha \cap U) \cup (E_\alpha \cap V)\) forces \(E_\alpha \cap V\) to be empty. Then \((\bigcup_\alpha E_\alpha) \cap V = \bigcup_\alpha (E_\alpha \cap V)\) is empty, and we have arrived at a contradiction. \(\square\)

It follows from Proposition 2.51 that the union of all connected subsets of \(X\) that contain \(x_0\) is connected. This set is called the **connected component** of \(x_0\) in \(X\). The metric space \(X\) is the disjoint union of its connected components. The next result implies that these connected components are closed sets.

**Proposition 2.52.** If \((X, d)\) is a metric space and \(E\) is a connected subset of \(X\), then the closure \(E^{cl}\) is connected.

**Proof.** Suppose that \(U\) and \(V\) are open sets in \(X\) such that \(E^{cl}\) is contained in \(U \cup V\) and \(E^{cl} \cap U \cap V\) is empty. We are to prove that \(E^{cl} \cap U\) and \(E^{cl} \cap V\) cannot both be nonempty. Arguing by contradiction, let \(x\) be in \(E^{cl} \cap U\) and let \(y\) be in \(E^{cl} \cap V\). Since \(E\) is connected, \(E \cap U\) and \(E \cap V\) cannot both be nonempty, and thus \(x\) and \(y\) cannot both be in \(E\). Thus at least one of them, say \(x\), is a limit point of \(E\). Since \(U\) is a neighborhood of \(x\), \(U\) contains a point \(e\) of \(E\) different from \(x\). Thus \(e\) is in \(E \cap U\). Since \(y\) cannot then be in \(E \cap V\), \(y\) is a limit point of \(E\). Since \(V\) is a neighborhood of \(y\), \(V\) contains a point \(f\) of \(E\) different from \(y\). Thus \(f\) is in \(E \cap V\), and we have arrived at a contradiction. \(\square\)

**Example.** The graph in \(\mathbb{R}^2\) of \(\sin(1/x)\) for \(0 < x \leq 1\) is pathwise connected, and we have seen that pathwise-connected sets are connected. The closure of this graph consists of the graph together with all points \((0, t)\) for \(-1 \leq t \leq 1\), and this closure is connected by Proposition 2.52. One can show, however, that this closure is not pathwise connected. Thus we obtain an example of a connected set in \(\mathbb{R}^2\) that is not pathwise connected.

9. Baire Category Theorem

A number of deep results in analysis depend critically on the fact that some metric space is complete. Already we have seen that the metric space \(C(S)\) of bounded continuous scalar-valued functions on a metric space is complete, and we shall see as not too hard a consequence in Chapter XII that there exists a continuous periodic function whose Fourier series diverges at a point. One of the features of the Lebesgue integral in Chapter V will be that the metric spaces of integrable
functions and of square-integrable functions, with their natural metrics, are further examples of complete metric spaces. Thus these spaces too are available for applications that make use of completeness.

The main device through which completeness is transformed into a powerful hypothesis is the Baire Category Theorem below. A closed set in a metric space is **nowhere dense** if its interior is empty. Its complement is an open dense set, and conversely the complement of any open dense set is closed nowhere dense.

**EXAMPLE.** A nontrivial example of a closed nowhere dense set is a **Cantor set**\(^4\) in \(\mathbb{R}\). This is a set constructed from a closed bounded interval of \(\mathbb{R}\) by removing an open interval in the middle of length a fraction \(r_1\) of the total length with \(0 < r_1 < 1\), removing from each of the 2 remaining closed subintervals an open interval in the middle of length a fraction \(r_2\) of the total length of the subinterval, removing from each of the 4 remaining closed subintervals an open interval in the middle of length a fraction \(r_3\) of the total length of the interval, and so on indefinitely. The Cantor set is obtained as the intersection of the approximating sets. It is closed, being the intersection of closed sets, and it is nowhere dense because it contains no interval of more than one point. For the **standard Cantor set**, the starting interval is \([0, 1]\), and the fractions are given by \(r_1 = r_2 = \cdots = \frac{1}{3}\) at every stage. In general, the “length” of the resulting set\(^5\) is the product of the length of the starting interval and \(\prod_{n=1}^{\infty} (1 - r_n)\).

**Theorem 2.53** (Baire Category Theorem). If \((X, d)\) is a complete metric space, then

(a) the intersection of countably many open dense sets is nonempty,

(b) \(X\) is not the union of countably many closed nowhere dense sets.

**Proof.** Conclusions (a) and (b) are equivalent by taking complements. Let us prove (a). Suppose that \(U_n\) is open and dense for \(n \geq 1\). Since \(U_1\) is nonempty and open, let \(E_1\) be an open ball \(B(r_1; x_1)\) whose closure is in \(U_1\) and whose radius is \(r_1 \leq 1\). We construct inductively open balls \(E_n = B(r_n; x_n)\) with \(r_n \leq \frac{1}{n}\) such that \(E_n \subseteq U_1 \cap \cdots \cap U_n\) and \(E_n^c \subseteq E_{n-1}\). Suppose \(E_n\) with \(n \geq 1\) has been constructed. Since \(U_{n+1}\) is dense and \(E_n\) is nonempty and open, \(U_{n+1} \cap E_n\) is not empty. Let \(x_{n+1}\) be a point in \(U_{n+1} \cap E_n\). Since \(U_{n+1} \cap E_n\) is open, we can find an open ball \(E_{n+1} = B(r_{n+1}; x_{n+1})\) with radius \(r_{n+1} \leq \frac{1}{n+1}\) and center a point \(x_{n+1}\) in \(U_{n+1}\) such that \(E_{n+1}^c \subseteq U_{n+1} \cap E_n\). Then \(E_{n+1}\) has the required properties, and the inductive construction is complete. The sequence \(\{x_n\}\) is

\(^4\)Often a mathematician who refers to “the” Cantor set is referring to what is called the “standard Cantor set” later in the present paragraph.

\(^5\)To be precise, the length is the “Lebesgue measure” of the set in the sense to be defined in Chapter V.
Cauchy because whenever \( n \geq m \), the points \( x_n \) and \( x_m \) are both in \( E_m \) and thus have \( d(x_n, x_m) < \frac{1}{m} \). Since \( X \) is by assumption complete, let \( x_n \to x \). For any integer \( N \), the inequality \( n > N \) implies that \( x_n \) is in \( E_{N+1} \). Thus the limit \( x \) is in \( E_{N+1} \subseteq E_N \subseteq U_1 \cap \cdots \cap U_N \). Since \( N \) is arbitrary, \( x \) is in \( \bigcap_{n=1}^{\infty} U_n \). \( \square \)

**Remark.** In (a), the intersection in question is dense, not merely nonempty. To see this, we observe in the first part of the proof that since \( U_1 \) is dense, \( E_1 \) can be chosen to be arbitrarily close to any member of \( X \) and to have arbitrarily small radius. Following through the construction, we see that \( x \) is in \( E_1 \) and hence can be arranged to be as close as we want to any member of \( X \). The corresponding conclusion in (b) is that a nonempty open subset of \( X \) is never contained in the countable union of closed nowhere dense sets.

**Examples.**

(1) The subset \( \mathbb{Q} \) of rationals in \( \mathbb{R} \) is not the countable intersection of open sets. In fact, assume the contrary, and write \( \mathbb{Q} = \bigcap_{n=1}^{\infty} U_n \) with \( U_n \) open. Each set \( U_n \) contains \( \mathbb{Q} \) and hence is dense in \( \mathbb{R} \). Also, for \( q \in \mathbb{Q} \), the set \( \mathbb{R} - \{q\} \) is open and dense. Thus the equality \( \mathbb{Q} = \bigcap_{n=1}^{\infty} U_n \) implies that

\[
\left( \bigcap_{n=1}^{\infty} U_n \right) \cap \left( \bigcap_{q \in \mathbb{Q}} (\mathbb{R} - \{q\}) \right)
\]

is empty, in contradiction to Theorem 2.53.

(2) Let us start with a Cantor set as at the beginning of this section. The total interval is to be \([0, 1]\), and the set is to be built with middle segments of fractions \( r_1, r_2, \ldots \). Within the closure of each removed open interval, we insert a Cantor set for that interval, possibly with different fractions \( r_1, r_2, \ldots \) for each inserted Cantor set. This insertion involves further removed open intervals, and we insert a Cantor set into each of these. We continue this process indefinitely. The union of the constructed sets is dense. Can it be the entire interval \([0, 1]\)? The answer is “no” because each of the Cantor sets is closed nowhere dense and because by Theorem 2.53, the interval \([0, 1]\) is not the countable union of closed nowhere dense sets.

A subset \( E \) of a metric space is said to be of the **first category** if it is contained in the countable union of closed nowhere dense sets. Theorem 2.53 and the remark after it together imply that no nonempty open set in a complete metric space is of the first category.

**Theorem 2.54.** Let \( (X, d) \) be a complete metric space, and let \( U \) be an open subset of \( X \). Suppose for \( n \geq 1 \) that \( f_n : U \to \mathbb{C} \) is a continuous function and that \( f_n \) converges pointwise to a function \( f : U \to \mathbb{C} \). Then the set of discontinuities of \( f \) is of the first category.
The proof will make use of the notion of the oscillation of a complex-valued function on a metric space \( U \). For any function \( g : U \to \mathbb{C} \), define

\[
\text{osc}_g(x_0) = \lim_{\delta \downarrow 0} \sup_{x \in B(\delta; x_0)} |g(x) - g(x_0)|,
\]

so that \( g \) is continuous at \( x_0 \) if and only if \( \text{osc}_g(x_0) = 0 \). At first glance it might seem that the sets \( \{ x \mid \text{osc}_g(x) \geq r \} \) are always closed, no matter what discontinuities \( g \) has. Actually, these sets need not be closed. Take, for example, the function \( g : \mathbb{R} \to \mathbb{R} \) that is 1 at every nonzero rational, 0 at every irrational, and 1/2 at 0. Then \( \text{osc}_g(x) \) is 1 at every \( x \) in \( \mathbb{R} \) except for \( x = 0 \), where it is 1/2. Thus, in this example, the set \( \{ x \mid \text{osc}_g(x) \geq 1 \} \) is \( \mathbb{R} - \{0\} \) and is not closed.

**Lemma 2.55.** Let \((U, d)\) be a metric space. If \( g : U \to \mathbb{C} \) is a function and \( \epsilon > 0 \) is a positive number, then

\[
\{ x \in U \mid \text{osc}_g(x) \geq 2\epsilon \} \subset \{ x \in U \mid \text{osc}_g(x) \geq \frac{\epsilon}{2} \}.
\]

**Proof.** We need to see that the limit points of the set on the left are in the set on the right. Thus suppose that \( \text{osc}_g(x_n) \geq 2\epsilon \) for all \( n \) and that \( x_n \to x_0 \). For each \( n \), choose \( x_{n,m} \) such that \( \lim_m x_{n,m} = x_n \) and that \( |g(x_{n,m}) - g(x_n)| \geq \epsilon \) for all \( m \). Because of the convergence of \( x_{n,m} \) to \( x_n \), we may choose, for each \( n \), an integer \( m = m_n \) such that \( d(x_{n,m_n}, x_n) < d(x_0, x_n) \), and then \( \lim_{m} x_{n,m} = x_0 \) by the triangle inequality. From \( |g(x_{n,m_n}) - g(x_n)| \geq \epsilon \), the triangle inequality forces

\[
|g(x_{n,m_n}) - g(x_0)| \geq \frac{\epsilon}{2} \quad \text{or} \quad |g(x_n) - g(x_0)| \geq \frac{\epsilon}{2}.
\]

Defining \( y_n \) to be \( x_{n,m_n} \) or \( x_n \) according as the first or second inequality is the case in (*), we have \( y_n \to y_0 \) and \( |g(y_n) - g(x_0)| \geq \frac{\epsilon}{2} \). This proves the lemma. \( \square \)

**Proof of Theorem 2.54.** In view of Lemma 2.55 and the fact that \( U \) is open, it is enough to prove for each \( \epsilon > 0 \) that \( \{ x \mid \text{osc}_g(x) \geq \epsilon \} \) does not contain a nonempty open subset of \( X \). Assuming the contrary, suppose that it contains the nonempty open set \( V \). Define

\[
A_{mn} = \{ x \in V \mid |f_m(x) - f_n(x)| \leq \frac{\epsilon}{4} \}.
\]

This is a relatively closed subset of \( V \). Then \( A_m = \bigcap_{n \geq m} A_{mn} \) is closed in \( V \). If \( x \) is in \( V \), the fact that \( \{ f_n(x) \} \) is a Cauchy sequence implies that there is some \( m \) such that \( x \) is in \( A_{mn} \) for all \( n \geq m \). Hence \( \bigcup_{m=1}^{\infty} A_m = V \). Since \( V \) is open in a complete metric space, Theorem 2.53 and the remark after it show that some \( A_m \) has nonempty interior. Fix that \( m \), and let \( W \) be its nonempty interior. Since

\[
A_m \subseteq \{ x \in V \mid |f_m(x) - f(x)| \leq \frac{\epsilon}{4} \},
\]

every point of \( W \) has \( |f_m(x) - f(x)| \leq \frac{\epsilon}{4} \) and \( \text{osc}_f(x) \geq \epsilon \). Let \( x_0 \) be in \( W \) and choose \( x_n \) tending to \( x_0 \) with \( |f(x_n) - f(x_0)| \geq \frac{3\epsilon}{4} \). From \( |f_m(x_n) - f(x_n)| \leq \frac{\epsilon}{4} \) and \( |f_m(x_0) - f(x_0)| \leq \frac{\epsilon}{4} \), we obtain \( |f_m(x_n) - f_m(x_0)| \geq \frac{\epsilon}{4} \). Since \( x_n \) converges to \( x_0 \), this inequality contradicts the continuity of \( f_m \) at \( x_0 \). \( \square \)
II. Metric Spaces

10. Properties of $C(S)$ for Compact Metric $S$

If $(S, d)$ is a metric space, then we saw in Proposition 2.44 that the vector space $B(S)$ of bounded scalar-valued functions on $S$, in the uniform metric, is a complete metric space. We saw also in Corollary 2.45 that the vector subspace $C(S)$ of bounded continuous functions is a complete subspace. In this section we shall study the space $C(S)$ further under the assumption that $S$ is compact. In this case Propositions 2.38 and 2.34 tell us that every continuous scalar-valued function on $S$ is automatically bounded and hence is in $C(S)$.

The first result about $C(S)$ for $S$ compact is a generalization of Ascoli’s Theorem from its setting in Theorem 1.22 for real-valued functions on a bounded interval $[a, b]$. The generalized theorem provides an insight that is not so obvious from the special case that $S$ is a closed bounded interval of $\mathbb{R}$. The insight is a characterization of the compact subsets of $C(S)$ when $S$ is compact, and it is stated precisely in Corollary 2.57 below. The relevant definitions for Ascoli’s Theorem are generalized in the expected way. Let $\mathcal{F} = \{f_\alpha | \alpha \in A\}$ be a set of scalar-valued functions on the compact metric space $S$. We say that $\mathcal{F}$ is equicontinuous at $x \in S$ if for each $\epsilon > 0$, there is some $\delta > 0$ such that $d(t, x) < \delta$ implies $|f(t) - f(x)| < \epsilon$ for all $f \in \mathcal{F}$. The set $\mathcal{F}$ of functions is pointwise bounded if for each $t \in S$, there exists a number $M_t$ such that $|f(t)| \leq M_t$ for all $f \in \mathcal{F}$. The set is uniformly equicontinuous on $S$ if it is equicontinuous at each point $x \in S$ and if the $\delta$ can be taken independent of $x$. The set is uniformly bounded on $S$ if it is pointwise bounded at each $t \in S$ and the bound $M_t$ can be taken independent of $t$; this last definition is consistent with the definition of a uniformly bounded sequence of functions given in Section 4.

**Theorem 2.56** (Ascoli’s Theorem). Let $(S, d)$ be a compact metric space. If $\{f_n\}$ is a sequence of scalar-valued functions on $S$ that is equicontinuous at each point of $S$ and pointwise bounded on $S$, then

(a) $\{f_n\}$ is uniformly equicontinuous and uniformly bounded on $S$,

(b) $\{f_n\}$ has a uniformly convergent subsequence.

**Remarks.** The proof involves only notational changes from the special case Theorem 1.22; there are enough such changes, however, so that it is worth writing out the details. Inspection of this proof shows also that the range $\mathbb{R}$ or $\mathbb{C}$ may be replaced by any compact metric space. We shall see a further generalization of this theorem in Chapter X, and the proof at that time will look quite different.

**Proof.** Since each $f_n$ is continuous at each point, we know from Propositions 2.38, 2.34a, and 2.41 that each $f_n$ is uniformly continuous and bounded. The proof of (a) amounts to an argument that the estimates in those theorems can be arranged to apply simultaneously for all $n$. 


First consider the question of uniform boundedness. Choose, by Corollary 2.39, some \(x_n\) in \(S\) with \(|f_n(x_n)|\) equal to \(K_n = \sup_{x \in S} |f_n(x)|\). Then choose a subsequence on which the numbers \(K_n\) tend to \(\sup_n K_n\) in \(\mathbb{R}^*\). There will be no loss of generality in assuming that this subsequence is our whole sequence. By compactness of \(S\), apply the Bolzano–Weierstrass property given in Theorem 2.36 to find a convergent subsequence \({x_{n_k}}\) of \({x_n}\), and let \(x_0\) be the limit of this subsequence. By pointwise boundedness, find \(M_{x_0}\) with \(|f_n(x_0)| \leq M_{x_0}\) for all \(n\). Then choose some \(\delta\) of equicontinuity at \(x_0\) for \(\epsilon = 1\). As soon as \(k\) is large enough so that \(d(x_{n_k}, x_0) < \delta\), we have

\[
K_{n_k} = |f_{n_k}(x_{n_k})| \leq |f_{n_k}(x_{n_k}) - f_{n_k}(x_0)| + |f_{n_k}(x_0)| < 1 + M_{x_0}.
\]

Thus \(1 + M_{x_0}\) is a uniform bound for the functions \(f_n\).

For the uniform equicontinuity, fix \(\epsilon > 0\). The uniform continuity of \(f_n\) for each \(n\), as given in Proposition 2.41, means that it makes sense to define

\[
\delta_n(\epsilon) = \min \left\{1, \sup \left\{\delta' > 0 \left| \begin{array}{l}
|f_n(x) - f_n(y)| < \epsilon \text{ whenever } d(x, y) < \delta' \\
d(x, y) < \delta(\epsilon) \text{ and } x, y \text{ are in } S
\end{array} \right. \right\} \right\}.
\]

If \(d(x, y) < \delta_n(\epsilon)\), then \(|f_n(x) - f_n(y)| < \epsilon\). Put \(\delta(\epsilon) = \inf_n \delta_n(\epsilon)\). Let us see that it is enough to prove that \(\delta(\epsilon) > 0\): If \(x, y\) are in \(S\) with \(d(x, y) < \delta(\epsilon)\), then \(d(x, y) < \delta(\epsilon) \leq \delta_n(\epsilon)\). Hence \(|f_n(x) - f_n(y)| < \epsilon\) as required.

Thus we are to prove that \(\delta(\epsilon) > 0\). If \(\delta(\epsilon) = 0\), then we first choose a strictly increasing sequence \({n_k}\) of positive integers such that \(\delta_{n_k}(\epsilon) < \frac{1}{k}\), and we next choose \(x_k\) and \(y_k\) in \(S\) with \(d(x_k, y_k) < 1/k\) and \(|f_{n_k}(x_k) - f_{n_k}(y_k)| \geq \epsilon\). Using the Bolzano–Weierstrass property again, we obtain a subsequence \({x_{k_l}}\) of \({x_k}\) such that \({x_{k_l}}\) converges, say to a limit \(x_0\). Then

\[
\limsup_l d(y_{k_l}, x_0) \leq \limsup_l d(y_{k_l}, x_{k_l}) + \limsup_l d(x_{k_l}, x_0) = 0 + 0 = 0,
\]

so that \({y_{k_l}}\) converges to \(x_0\). Now choose, by equicontinuity at \(x_0\), a number \(\delta' > 0\) such that \(|f_n(x) - f_n(x_0)| < \frac{\epsilon}{n_k}\) for all \(n\) whenever \(d(x, x_0) < \delta'\). The convergence of \({x_{k_l}}\) to \(x_0\) implies that for large enough \(l\), we have \(d(x_{k_l}, x_0) < \delta'\) and \(d(y_{k_l}, x_0) < \delta'\). Therefore \(|f_{n_{k_l}}(x_{k_l}) - f_{n_{k_l}}(x_0)| < \frac{\epsilon}{n_k}\) and \(\lim_{k \to \infty} |f_{n_{k_l}}(y_{k_l}) - f_{n_{k_l}}(x_0)| = 0\), from which we conclude that \(|f_{n_{k_l}}(x_{k_l}) - f_{n_{k_l}}(y_{k_l})| < \epsilon\). But we saw that \(|f_{n_k}(x_k) - f_{n_k}(y_k)| \geq \epsilon\) for all \(k\), and thus we have arrived at a contradiction. This proves the uniform equicontinuity and completes the proof of (a).

To prove (b), let \(R\) be a compact set containing all sets image(\(f_n\)). Choose a countable dense set \(D\) in \(S\) by Proposition 2.33. Using the Cantor diagonal process and the Bolzano–Weierstrass property of \(R\), we construct a subsequence
\{f_{n_k}\} of \{f_n\} that is convergent at every point in \(D\). Let us prove that \{f_{n_k}\} is uniformly Cauchy. Redefining our indices, we may assume that \(n_k = k\) for all \(k\). Let \(\epsilon > 0\) be given, and let \(\delta\) be some corresponding number exhibiting equicontinuity. The balls \(B(\delta; r)\) centered at the members \(r\) of \(D\) cover \(S\), and the compactness of \(S\) gives us finitely many of their centers \(r_1, \ldots, r_l\) such that any member of \(S\) is within \(\delta\) of at least one of \(r_1, \ldots, r_l\). Then choose \(N\) with 
\[ |f_n(r_j) - f_m(r_j)| < \epsilon \quad \text{for } 1 \leq j \leq l \quad \text{whenever } n \text{ and } m \text{ are } \geq N. \]
If \(x\) is in \(S\), let \(r(x)\) be an \(r_j\) with \(d(x, r(x)) < \delta\). Whenever \(n\) and \(m\) are \(\geq N\), we then have
\[
|f_n(x) - f_m(x)| \\
\leq |f_n(x) - f_n(r(x))| + |f_n(r(x)) - f_m(r(x))| + |f_m(r(x)) - f_m(x)| \\
< \epsilon + \epsilon + \epsilon = 3\epsilon.
\]
Hence \(\{f_{n_k}\}\) is uniformly Cauchy, and (b) follows since the metric space \(C(S)\) is complete. \(\square\)

**Corollary 2.57.** If \((S, d)\) is a compact metric space, then a subset \(E\) of \(C(S)\) in the uniform metric has compact closure if and only if \(E\) is uniformly bounded and uniformly equicontinuous.

**Proof.** First let us see that if \(E\) is uniformly bounded and uniformly equicontinuous, then so is \(E^d\). In fact, if \(|f(x)| \leq M\) for \(f \in E\), then the same thing is true of any uniform limit of such functions. Hence \(E^d\) is uniformly bounded. For the uniform equicontinuity of \(E^d\), let \(\epsilon\) be given, and find some \(\delta\) of equicontinuity for \(\epsilon\) and the members of \(E\). If \(f\) is a limit point of \(E\), we can find a sequence \(\{f_n\}\) in \(E\) converging uniformly to \(f\). If \(d(x, y) < \delta\), then the inequality
\[
|f(x) - f(y)| \leq |f(x) - f_n(x)| + |f_n(x) - f_n(y)| + |f_n(y) - f(y)|
\]
and the uniform convergence show that we obtain \(|f(x) - f(y)| < 3\epsilon|\) by fixing any sufficiently large \(n\). Thus \(E^d\) is uniformly equicontinuous.

Now suppose that \(E\) is a closed subset of \(C(S)\) that is uniformly bounded and equicontinuous. Then Theorem 2.56 shows that any sequence in \(E\) has a subsequence that is convergent in \(C(S)\). Since \(E\) is closed, the sequence is convergent in \(E\). Theorem 2.36 then shows that \(E\) is compact.

Conversely suppose that \(E\) is compact in \(C(S)\). Distance from 0 in \(C(S)\) is a continuous real-valued function by Corollary 2.17, and this continuous function has to be bounded on the compact set \(E\). Thus \(E\) is uniformly bounded. For the uniform equicontinuity, let \(\epsilon > 0\) be given. Theorem 2.46 shows that \(E\) is totally bounded. Hence we can find a finite set \(f_1, \ldots, f_l\) in \(E\) such that each member \(f\) of \(E\) has \(\sup_{x \in S} |f(x) - f_j(x)| < \epsilon\) for some \(j\). By uniform continuity of each \(f_j\), choose some number \(\delta > 0\) such that \(d(x, y) < \delta\) implies \(|f_j(x) - f_j(y)| < \epsilon\), for some \(j\) and \(x, y \in S\).
for $1 \leq i \leq l$. If $f_j$ is the member of the finite set associated with $f$, then $d(x, y) < \delta$ implies

$$|f(x) - f(y)| \leq |f(x) - f_j(x)| + |f_j(x) - f_j(y)| + |f_j(y) - f(y)| < 3\epsilon.$$ 

Hence $E$ is uniformly equicontinuous. 

The second result about $C(S)$ when $S$ is compact generalizes the Weierstrass Approximation Theorem (Theorem 1.52) of Section I.9. We shall make use of a special case of the Weierstrass theorem in the proof—that multiplication make

$$2.29.$$ By a question gives a sufficient condition for a “subalgebra” of $C(S, \mathbb{R})$ or $C(S, \mathbb{C})$ to be dense in the whole space in the uniform metric. Pointwise addition and scalar multiplication make $C(S, \mathbb{R})$ into a real vector space and $C(S, \mathbb{C})$ into a complex vector space, and each space has also the operation of pointwise multiplication; all of these operations on functions preserve continuity as a consequence of Corollary 2.29. By a subalgebra of $C(S, \mathbb{R})$ or $C(S, \mathbb{C})$, we mean any nonempty subset that is closed under all these operations. The space $C(S, \mathbb{C})$ has also the operation of complex conjugation; this again preserves continuity by Corollary 2.29.

We shall work with a subalgebra of $C(S, \mathbb{R})$ or of $C(S, \mathbb{C})$, and we shall assume that the subalgebra is closed under complex conjugation in the case of complex scalars. The closure of such a subalgebra in the uniform metric is again a subalgebra. To see that this closure is a subalgebra requires checking each operation separately, and we confine our attention to pointwise multiplication. If sequences $\{f_n\}$ and $\{g_n\}$ converge uniformly to $f$ and $g$, then $\{f_n g_n\}$ converges uniformly to $fg$ because

$$\sup_{x \in S} |f_n(x)g_n(x) - f(x)g(x)|$$

$$\leq \sup_{x \in S} |f_n(x)(g_n(x) - g(x))| + \sup_{x \in S} |(f_n(x) - f(x))g(x)|$$

$$\leq \left( \sup_{x \in S} |f_n(x)| \right) \left( \sup_{x \in S} |g_n(x) - g(x)| \right) + \left( \sup_{x \in S} |g(x)| \right) \left( \sup_{x \in S} |f_n(x) - f(x)| \right)$$

with $\sup_{x \in S} |g(x)|$ finite and $\sup_{x \in S} |f_n(x)|$ convergent to $\sup_{x \in S} |f(x)|$.

We say that a subalgebra of $C(S, \mathbb{R})$ or $C(S, \mathbb{C})$ separates points if for each pair of distinct points $x_1$ and $x_2$ in $S$, there is some $f$ in the subalgebra with $f(x_1) \neq f(x_2)$. 

10. Properties of $C(S)$ for Compact Metric $S$
Theorem 2.58 (Stone–Weierstrass Theorem). Let \((S, d)\) be a compact metric space.

(a) If \(\mathcal{A}\) is a subalgebra of \(C(S, \mathbb{R})\) that separates points and contains the constant functions, then \(\mathcal{A}\) is dense in \(C(S, \mathbb{R})\) in the uniform metric.

(b) If \(\mathcal{A}\) is a subalgebra of \(C(S, \mathbb{C})\) that separates points, contains the constant functions, and is closed under complex conjugation, then \(\mathcal{A}\) is dense in \(C(S, \mathbb{C})\) in the uniform metric.

Proof of (a). Let \(\mathcal{A}^{\text{cl}}\) be the closure of \(\mathcal{A}\) in the uniform metric. We recalled above from Chapter I that \(|t|\) is the limit of polynomials \(t \mapsto P_n(t)\) uniformly on \([-1, 1]\). It follows that \(|t|\) is the limit of polynomials \(t \mapsto Q_n(t) = M P_n(M^{-1} t)\) uniformly on \([-M, M]\). Taking \(M = \sup_{x \in S} |f(x)|\), we see that \(|f|\) is in \(\mathcal{A}^{\text{cl}}\) whenever \(f\) is in \(\mathcal{A}\).

Since \(\mathcal{A}^{\text{cl}}\) is a subalgebra closed under addition and scalar multiplication as well, the formulas

\[
\max\{f, g\} = \frac{1}{2}(f + g) + \frac{1}{2}|f - g|,
\]

\[
\min\{f, g\} = \frac{1}{2}(f + g) - \frac{1}{2}|f - g|,
\]

show that \(\mathcal{A}^{\text{cl}}\) is closed under pointwise maximum and pointwise minimum for two functions. Iterating, we see that \(\mathcal{A}^{\text{cl}}\) is closed under pointwise maximum and pointwise minimum for \(n\) functions for any integer \(n \geq 2\).

The heart of the proof is an argument that if \(f \in C(S, \mathbb{R})\), \(x \in S\), and \(\epsilon > 0\) are given, then there exists \(g_x\) in \(\mathcal{A}^{\text{cl}}\) such that \(g_x(x) = f(x)\) and

\[g_x(s) > f(s) - \epsilon\]

for all \(s \in S\). The argument is as follows: For each \(y \in S\) other than \(x\), there exists a function in \(\mathcal{A}\) taking distinct values at \(x\) and \(y\). Some linear combination of this function and the constant function 1 is a function \(h_y\) in \(\mathcal{A}\) with \(h_y(x) = f(x)\) and \(h_y(y) = f(y)\). To complete the definition of \(h_y\) for all \(y \in S\), we set \(h_x\) equal to the constant function \(f(x) 1\). The continuity of \(h_y\) and the equality \(h_y(y) = f(y)\) imply that there exists an open neighborhood \(U_y\) of \(y\) such that \(h_y(s) > f(s) - \epsilon\) for all \(s \in U_y\). As \(y\) varies, these open neighborhoods cover \(S\), and by compactness of \(S\), finitely many suffice, say \(U_{y_1} \ldots U_{y_m}\). Then the function \(g_x = \max\{h_{y_1}, \ldots, h_{y_m}\}\) has \(g_x(s) > f(s) - \epsilon\) for all \(s \in S\). Also, it has \(g_x(x) = f(x)\), and it is in \(\mathcal{A}^{\text{cl}}\), since \(\mathcal{A}^{\text{cl}}\) is closed under pointwise maxima.

To complete the proof of (a), we continue with \(f \in C(S, \mathbb{R})\) and \(\epsilon > 0\) as above. We shall produce a member \(h\) of \(\mathcal{A}^{\text{cl}}\) such that \(|h(s) - f(s)| < \epsilon\) for all \(s \in S\). For each \(x\), the continuity of \(g_x\) and the equality \(g_x(x) = f(x)\) imply that there is an open neighborhood \(V_x\) of \(x\) such that \(g_x(s) < f(s) + \epsilon\) for all
earlier proof was constructive, deducing the result as part of Fejér’s
theorems; our

Weierstrass Theorem then applies and gives a new proof that the trigonometric
polynomials are dense in the space of complex-valued continuous periodic func-
tions to be the unit circle of

Since each \( g_j \) has \( g_j(s) > f(s) - \epsilon \) for all \( s \in S \), we have \( h(s) > f(s) - \epsilon \) as well. Thus \( |h(s) - f(s)| < \epsilon \) for all \( s \in S \).

Since \( \epsilon \) is arbitrary, we conclude that \( f \) is a limit point of \( A^\mathrm{cl} \). But \( A^\mathrm{cl} \) is closed, and hence \( f \) is in \( A^\mathrm{cl} \). Therefore \( A^\mathrm{cl} = C(S, \mathbb{R}) \).

**Proof of (b).** Let \( A_\mathbb{R} \) be the subset of members of \( A \) that take values in \( \mathbb{R} \). Then \( A_\mathbb{R} \) is certainly closed under addition, multiplication by real scalars, and pointwise multiplication, and the real-valued constant functions are in \( A_\mathbb{R} \). If \( f = u + iv \) is in \( A \) and has real and imaginary parts \( u \) and \( v \), then \( \bar{f} \) is in \( A \) by assumption, and hence so are \( u = \frac{1}{2}(f + \bar{f}) \) and \( v = \frac{1}{2i}(f - \bar{f}) \). We are given that \( A \) separates points of \( S \). If \( x_1 \) and \( x_2 \) are distinct points of \( S \) with \( f(x_1) \neq f(x_2) \), then either \( u(x_1) \neq u(x_2) \) or \( v(x_1) \neq v(x_2) \), and it follows that \( A_\mathbb{R} \) separates points. By (a), \( A_\mathbb{R} \) is dense in \( C(S, \mathbb{R}) \). Finally let \( f = u + iv \) be in \( C(S, \mathbb{C}) \), and let \( \{u_n\} \) and \( \{v_n\} \) be sequences in \( A_\mathbb{R} \) converging uniformly to \( u \) and \( v \), respectively. Then \( \{u_n + iv_n\} \) is a sequence in \( A \) converging uniformly to \( f \). Hence \( A \) is dense in \( C(S, \mathbb{C}) \).

**Examples.**

1. On a closed bounded interval \([a, b]\) of the line, the scalar-valued polynomials form an algebra that separates points, contains the constants, and is closed under conjugation. The Stone–Weierstrass Theorem in this case reduces to the Weierstrass Theorem (Theorem 1.52), saying that the polynomials are dense in \( C([a, b]) \).

2. Consider the algebra of continuous complex-valued periodic functions on \([-\pi, \pi]\) and the subalgebra of complex-valued trigonometric polynomials \( \sum_{n=-N}^{N} c_n e^{inx} \); here \( N \) depends on the trigonometric polynomial. Neither the algebra nor the subalgebra separates points, since all functions in question have \( f(-\pi) = f(\pi) \). To make the theorem applicable, we consider the domain of these functions to be the unit circle of \( \mathbb{C} \), parametrized by \( e^{it} \); this parametrization is permissible by Corollary 1.45, and continuity is preserved. The Stone–Weierstrass Theorem then applies and gives a new proof that the trigonometric polynomials are dense in the space of complex-valued continuous periodic functions; our earlier proof was constructive, deducing the result as part of Fejér’s Theorem (Theorem 1.59).

3. Let \( S^{n-1} \) be the unit sphere \( \{x \in \mathbb{R}^n \mid |x| = 1\} \) in \( \mathbb{R}^n \). The restrictions to \( S^{n-1} \) of all scalar-valued polynomials \( P(x_1, \ldots, x_n) \) in \( n \) variables form a subalgebra of \( C(S^{n-1}) \) that separates points, contains the constants, and is closed.
under conjugation. The Stone–Weierstrass Theorem says that this subalgebra is dense in $C(S^{n-1})$.

(4) Let $S$ be the closed unit disk $\{z \mid |z| \leq 1\}$ in $\mathbb{C}$. The set $\mathcal{A}$ of restrictions to $S$ of sums of power series having infinite radius of convergence is a subalgebra of $C(S, \mathbb{C})$ that separates points and contains the constants. However, the continuous function $\bar{z}$ is not in the closure, because it has integral 0 over $S$ with every member of $\mathcal{A}$ and also with uniform limits on $S$ of members of $\mathcal{A}$. This example shows the need for some hypothesis like “closed under complex conjugation” in Theorem 2.58b.

**Corollary 2.59.** If $(S, d)$ is a compact metric space, then $C(S)$ is separable as a metric space.

**Proof.** It is enough to consider $C(S, \mathbb{C})$, since $C(S, \mathbb{R})$ is a metric subspace of $C(S, \mathbb{C})$. Being compact metric, $S$ is separable by Proposition 2.33. Let $\mathcal{B}$ be a countable base of $S$. The number of pairs $(U, V)$ of members of $\mathcal{B}$ such that $U \subseteq V$ is countable. By Proposition 2.30e, there exists a continuous function $f_{UV} : S \to \mathbb{R}$ such that $f_{UV}$ is 1 on $U^\text{cl}$ and $f_{UV}$ is 0 on $V^c$. Let us show that the system of functions $f_{UV}$ separates points of $S$.

If $x_1$ and $x_2$ are given, the $T_1$ property of $S$ (Proposition 2.30a), when combined with Proposition 2.31, gives us a member $V$ of $\mathcal{B}$ such that $x_1$ is in $V$ and $V \subseteq \{x_2\}^c$. Since the set $V^c$ is closed and does not contain $x_1$, the property that $S$ is regular (Proposition 2.30e) gives us disjoint open sets $U_1$ and $V_1$ with $x_1 \in U_1$ and $V^c \subseteq V_1$. The latter condition means that $V \supseteq V_1$. By Proposition 2.31 let $U$ be a basic open set with $x_1 \in U$ and $U \subseteq U_1$. Then we have $x_1 \in U \subseteq U_1 \subseteq U_1^\text{cl} \subseteq V_1^c \subseteq V$ and hence also $x_1 \in U \subseteq U^\text{cl} \subseteq V$. The function $f_{UV}$ is therefore 1 on $x_1$ and 0 on $x_2$, and the system of functions $f_{UV}$ separates points.

The set of all finite products of functions $f_{UV}$ and the constant function 1 is countable, and so is the set $D$ of linear combinations of all these functions with coefficients of the form $q_1 + iq_2$ with $q_1$ and $q_2$ rational. The claim is that this countable set $D$ is dense in $C(S, \mathbb{C})$. The closure of $D$ certainly contains the algebra $\mathcal{A}$ of all complex linear combinations of the function 1 and arbitrary finite products of functions $f_{UV}$, and $\mathcal{A}$ is closed under complex conjugation. By the Stone–Weierstrass Theorem (Theorem 2.58), $\mathcal{A}^\text{cl} = C(S, \mathbb{C})$. Since $D^\text{cl}$ contains $\mathcal{A}$, we have $C(S, \mathbb{C}) = \mathcal{A}^\text{cl} \subseteq (D^\text{cl})^\text{cl} = D^\text{cl}$. In other words, $D$ is dense. \qed

11. Completion

If $(X, d)$ and $(Y, \rho)$ are two metric spaces, an **isometry** of $X$ into $Y$ is a function $\varphi : X \to Y$ that preserves distances: $\rho(\varphi(x_1), \varphi(x_2)) = d(x_1, x_2)$ for all $x_1$ and $x_2$ in $X$. For example, a rotation $(x, y) \mapsto (x \cos \theta - y \sin \theta, x \sin \theta + y \cos \theta)$ is
an isometry of $\mathbb{R}^2$ with itself. An isometry is necessarily continuous (with $\delta = \epsilon$). However, an isometry need not have the whole range as image. For example, the map $x \mapsto (x, 0)$ of $\mathbb{R}^1$ into $\mathbb{R}^2$ is an isometry that is not onto $\mathbb{R}^2$. In the case that there exists an isometry of $X$ onto $Y$, we say that $X$ and $Y$ are isometric.

**Theorem 2.60.** If $(X, d)$ is a metric space, then there exist a complete metric space $(X^*, \Delta)$ and an isometry $\varphi : X \to X^*$ such that the image of $X$ in $X^*$ is dense.

**REMARK.** It is observed in Problems 25–26 at the end of the chapter that $(X^*, \Delta)$ and $\varphi : X \to X^*$ are essentially unique. The metric space $(X^*, \Delta)$ is called a completion of $(X, d)$, or sometimes “the” completion because of the essential uniqueness. There is more than one construction of $X^*$, and the proof below will use a construction by Cauchy sequences that is immediately suggested if $X$ is the set of rationals and $X^*$ is the set of reals.

**PROOF.** Let Cauchy$(X)$ be the set of all Cauchy sequences in $X$. Define a relation $\sim$ on Cauchy$(X)$ as follows: if $\{p_n\}$ and $\{q_n\}$ are in Cauchy$(X)$, then $\{p_n\} \sim \{q_n\}$ means $\lim d(p_n, q_n) = 0$.

Let us prove that $\sim$ is an equivalence relation. It is reflexive, i.e., has $\{p_n\} \sim \{p_n\}$, because $d(p_n, p_n) = 0$ for all $n$. It is symmetric, i.e., has the property that $\{p_n\} \sim \{q_n\}$ implies $\{q_n\} \sim \{p_n\}$, because $d(p_n, q_n) = d(q_n, p_n)$. It is transitive, i.e., has the property that $\{p_n\} \sim \{q_n\}$ and $\{q_n\} \sim \{r_n\}$ together imply $\{p_n\} \sim \{r_n\}$, because

$$0 \leq d(p_n, r_n) \leq d(p_n, q_n) + d(q_n, r_n)$$

and each term on the right side is tending to 0. Thus $\sim$ is an equivalence relation.

Let $X^*$ be the set of equivalence classes. If $P$ and $Q$ are two equivalence classes, we set

$$\Delta(P, Q) = \lim d(p_n, q_n),$$

(*)

where $\{p_n\}$ is a member of the class $P$ and $\{q_n\}$ is a member of the class $Q$. We have to prove that the limit in (*) exists in $\mathbb{R}$ and then that the limit is independent of the choice of representatives of $P$ and $Q$.

For the existence of the limit (*), it is enough to prove that the sequence $\{d(p_n, q_n)\}$ is Cauchy. The triangle inequality gives

$$d(p_n, q_n) \leq d(p_n, p_m) + d(p_m, q_m) + d(q_m, q_n)$$

and hence $d(p_n, q_n) - d(p_m, q_m) \leq d(p_n, p_m) + d(q_m, q_n)$. Reversing the roles of $m$ and $n$, we obtain

$$|d(p_n, q_n) - d(p_m, q_m)| \leq d(p_n, p_m) + d(q_m, q_n).$$
The two terms on the right side tend to 0, since \{p_k\} and \{q_k\} are Cauchy, and hence \{d(p_n, q_n)\} is Cauchy. Thus the limit (**) exists.

We have also to show that the limit (**) is independent of the choice of representatives. Let \{p_n\} and \{p'_n\} be in \(P\), and let \{q_n\} and \{q'_n\} be in \(Q\). Then

\[
d(p_n, q_n) \leq d(p_n, p'_n) + d(p'_n, q'_n) + d(q'_n, q_n).
\]

Since the first and third terms on the right side tend to 0 and the other terms in the inequality have limits, we obtain \(\lim d(p_n, q_n) \leq \lim d(p'_n, q'_n)\). Reversing the roles of the primed and unprimed symbols, we obtain \(\lim d(p'_n, q'_n) \leq \lim d(p_n, q_n)\). Therefore \(\lim d(p_n, q_n) = \lim d(p'_n, q'_n)\), and \(\Delta(P, Q)\) is well defined.

Let us see that \((X^*, \Delta)\) is a metric space. Certainly \(\Delta(P, P) = 0\) and \(\Delta(P, Q) = \Delta(Q, P)\). To prove the triangle inequality

\[
\Delta(P, Q) \leq \Delta(P, R) + \Delta(R, Q),
\]

let \{p_n\} be in \(P\), \{q_n\} be in \(Q\), and \{r_n\} be in \(R\). Since

\[
d(p_n, q_n) \leq d(p_n, r_n) + d(r_n, q_n),
\]

we obtain (**) by passing to the limit. Finally if two unequal classes \(P\) and \(Q\) are given, and if \{p_n\} and \{q_n\} are representatives, then \(\lim d(p_n, q_n) \neq 0\) by definition of \(\sim\). Therefore \(\Delta(P, Q) > 0\). Thus \((X^*, \Delta)\) is a metric space.

Now we can define the isometry \(\varphi : X \to X^*\). If \(x\) is in \(X\), then \(\varphi(x)\) is the equivalence class of the constant sequence \(\{p_n\}\) in which \(p_n = x\) for all \(n\). To see that \(\varphi\) is an isometry, let \(x\) and \(y\) be in \(X\), let \(p_n = x\) for all \(n\), and let \(q_n = y\) for all \(n\). Then \(\Delta(\varphi(x), \varphi(y)) = \lim d(p_n, q_n) = \lim d(x, y) = d(x, y)\), and \(\varphi\) is an isometry.

Let us prove that \(\varphi(X)\) is dense in \(X^*\). In fact, if \(P\) is in \(X^*\) and \(\{p_n\}\) is a representative, we see that \(\varphi(p_n) \to P\). If \(\varphi(p_n) = P\) for all sufficiently large \(n\), then \(P\) is in \(\varphi(X)\); otherwise this limit relation will exhibit \(P\) as a limit point of \(\varphi(X)\), and we can conclude that \(P\) is in \(\varphi(X)^{cl}\) in any case. In other words, \(\varphi(p_n) \to P\) implies that \(\varphi(X)\) is dense. To prove that we actually do have \(\varphi(p_n) \to P\), let \(\epsilon > 0\) be given. Choose \(N\) such that \(k \geq m \geq N\) implies \(d(p_m, p_k) < \epsilon\). Then \(\Delta(\varphi(p_m), P) = \lim_k d(p_m, p_k) \leq \epsilon\) for \(m \geq N\). Hence \(\lim_n \Delta(\varphi(p_m), P) = 0\) as required.

Finally let us prove that \(X^*\) is complete by showing directly that any Cauchy sequence \(\{P_n\}\) converges. Since \(\varphi(X)\) is dense in \(X^*\), we can choose \(x_n \in X\) with \(\Delta(\varphi(x_n), P_n) < 1/n\). First let us prove that \(\{x_n\}\) is Cauchy in \(X\). Let \(\epsilon > 0\) be given, and choose \(N\) large enough so that \(\Delta(P_n, P_{n'}) < \epsilon/3\) when \(n\) and \(n'\) are
12. Problems

≥ N. Possibly by taking N still larger, we may assume that 1/N < ε/3. Then whenever n and n' are ≥ N, we have
\[
d(x_n, x_{n'}) = \Delta(\varphi(x_n), \varphi(x_{n'}))
\leq \Delta(\varphi(x_n), P_n) + \Delta(P_n, P_{n'}) + \Delta(P_{n'}, \varphi(x_{n'}))
\leq \frac{1}{\xi} + \frac{\xi}{3} + \frac{1}{N'} \leq \frac{\xi}{3} + \frac{\xi}{3} + \frac{\xi}{3} = \epsilon.
\]
Thus \{x_n\} is Cauchy in X. Let \(P \in X^*\) be the equivalence class to which \{x_r\} belongs. We prove completeness by showing that \(P_n \to P\). Let \(\epsilon > 0\) be given, and choose \(N\) large enough so that \(r \geq n \geq N\) implies \(d(x_n, x_r) < \epsilon/2\). Possibly by taking \(N\) still larger, we may assume that \(1/N < \epsilon/2\). Then \(r \geq n \geq N\) implies
\[
\Delta(P_n, P) \leq \Delta(P_n, \varphi(x_n)) + \Delta(\varphi(x_n), P) < \frac{1}{n} + \lim_{r \to \infty} d(x_n, x_r) < \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon.
\]
Thus \(P_n \to P\). Hence every Cauchy sequence in \(X^*\) converges, and \(X^*\) is complete.

An important application of Theorem 2.60 for algebraic number theory is to the construction of the \(p\)-adic numbers, \(p\) being prime. The metric space that is completed is the set of rationals with a certain nonstandard metric. This application appears in Problems 27–31 at the end of this chapter.

12. Problems

1. As in Example 9 of Section 1, let \(S\) be a nonempty set, fix an integer \(n > 0\), and let \(X\) be the set of \(n\)-tuples of members of \(S\). For \(n\)-tuples \(x = (x_1, \ldots, x_n)\) and \(y = (y_1, \ldots, y_n)\), define \(d(x, y) = \#\{j \mid x_j \neq y_j\}\), the number of components in which \(x\) and \(y\) differ. Prove that \(d\) satisfies the triangle inequality, so that \((X, d)\) is a metric space.

2. Prove that a separable metric space is the disjoint union of a countable open set and a closed set in which every point is a limit point.

3. Give an example of a function \(f : [0, 1] \to \mathbb{R}\) for which the graph of \(f\), given by \(\{(x, f(x)) \mid 0 \leq x \leq 1\}\), is a closed subset of \(\mathbb{R}^2\) and yet \(f\) is not continuous.

4. If \(A\) is a dense subset of a metric space \((X, d)\) and \(U\) is open in \(X\), prove that \(U \subseteq (A \cap U)^c\).

5. Let \((X, d)\) be a metric space, let \(U\) be an open set, and let \(E_1 \supseteq E_2 \supseteq \cdots\) be a decreasing sequence of closed bounded sets with \(\bigcap_{n=1}^{\infty} E_n \subseteq U\).
   (a) For \(X\) equal to \(\mathbb{R}^n\), show that \(E_N \subseteq U\) for some \(N\).
   (b) For \(X\) equal to the subspace \(\mathbb{Q}\) of rationals in \(\mathbb{R}\), give an example to show that \(E_N \subseteq U\) can fail for every \(N\).
II. Metric Spaces

6. Let \( F : X \times Y \to Z \) be a function from the product of two metric spaces into a metric space.

   (a) Suppose that \((x, y) \mapsto F(x, y)\) is continuous and that \(Y\) is compact. Prove that \(F(x, \cdot)\) tends to \(F(x_0, \cdot)\) uniformly on \(Y\) as \(x\) tends to \(x_0\).

   (b) Conversely suppose \((x, y) \mapsto F(x, y)\) is continuous except possibly at points \((x, y) = (x_0, y)\), and suppose that \(F(x, \cdot) \to F(x_0, \cdot)\) uniformly. Prove that \(F\) is continuous everywhere.

7. Give an example of a continuous function between two metric spaces that fails to carry some Cauchy sequence to a Cauchy sequence.

8. (Contraction mapping principle) Let \((X, d)\) be a complete metric space, let \(r\) be a number with \(0 \leq r < 1\), and let \(f : X \to X\) be a contraction mapping, i.e., a function such that \(d(f(x), f(y)) \leq rd(x, y)\) for all \(x\) and \(y\) in \(X\). Prove that there exists a unique \(x_0\) in \(X\) such that \(f(x_0) = x_0\).

9. Prove that a countable complete metric space has an isolated point.

10. A metric space \((X, d)\) is called locally connected if each point has arbitrarily small open neighborhoods that are connected. Let \(C\) be a Cantor set in \([0, 1]\), as described in Section 9, and let \(X \subset \mathbb{R}^2\) be the union of the three sets \(C \times [0, 1]\), \([0, 1] \times \{0\}\), and \([0, 1] \times \{1\}\). Prove that \(X\) is compact and connected but is not locally connected.

Problems 11–13 concern the relationship between connected and pathwise connected. It was observed in Section 8 that pathwise connected implies connected. A metric space is called locally pathwise connected if each point has arbitrarily small open neighborhoods that are pathwise connected.

11. Prove that a metric space \((X, d)\) that is connected and locally pathwise connected is pathwise connected.

12. Deduce from the previous problem that for an open subset of \(\mathbb{R}^n\), connected implies pathwise connected.

13. Prove that any open subset of \(\mathbb{R}^1\) is uniquely the disjoint union of open intervals.

Problems 14–17 concern almost periodic functions. Let \(f : \mathbb{R}^1 \to \mathbb{C}\) be a bounded uniformly continuous function. If \(\epsilon > 0\), an \(\epsilon\) almost period for \(f\) is a number \(t\) such that \(|f(x + t) - f(x)| \leq \epsilon\) for all real \(x\). A subset \(E\) of \(\mathbb{R}^1\) is called relatively dense if there is some \(L > 0\) such that any interval of length \(\geq L\) contains a member of \(E\). The function \(f\) is Bohr almost periodic if for every \(\epsilon > 0\), its set of \(\epsilon\) almost periods is relatively dense. The function \(f\) is Bochner almost periodic if every sequence of translates \(\{f_{\lambda}t}\), where \(f_{\lambda}(x) = f(x + \lambda t)\), has a uniformly convergent subsequence. Any function \(x \mapsto e^{ix}\) with \(c\) real is an example.

14. As usual, let \(B(\mathbb{R}^1, \mathbb{C})\) be the metric space of bounded complex-valued functions on \(\mathbb{R}^1\) in the uniform metric. Show that the subspace of bounded uniformly continuous functions is closed, hence complete.
15. Show that a bounded uniformly continuous function $f : \mathbb{R}^1 \to \mathbb{C}$ is Bohr almost periodic if and only if the set $\{ f_t \mid t \in \mathbb{R}^1 \}$ is totally bounded in $B(\mathbb{R}^1, \mathbb{C})$.

16. Prove that a bounded uniformly continuous function $f : \mathbb{R}^1 \to \mathbb{C}$ is Bohr almost periodic if and only if it is Bochner almost periodic. Thus the names Bohr and Bochner can be dropped.

17. Prove that the set of almost periodic functions on $\mathbb{R}^1$ is an algebra closed under complex conjugation and containing the constants. Prove also that it is closed under uniform limits.

Problems 18–20 concern the special case whose proof precedes that of the Stone–Weierstrass Theorem (Theorem 2.58). In the text in Section 10, this preliminary special case was the function $|x|$ on $[-1, 1]$, and it was handled in two ways—in Section I.8 by the binomial expansion and Abel’s Theorem and in Section I.9 as a special case of the Weierstrass Approximation Theorem. The problems in the present group handle an alternative preliminary special case, the function $\sqrt{x}$ on $[0, 1]$. This is just as good because $|x| = \sqrt{x^2}$.

18. (Dini’s Theorem) Let $X$ be a compact metric space. Suppose that $f_n : X \to \mathbb{R}$ is continuous, that $f_1 \leq f_2 \leq f_3 \leq \cdots$, and that $f(x) = \lim f_n(x)$ is continuous and is nowhere $+\infty$. Use the defining property of compactness to prove that $f_n$ converges to $f$ uniformly on $X$.

19. Define a sequence of polynomial functions $P_n : [0, 1] \to \mathbb{R}$ by $P_0(x) = 0$ and $P_{n+1}(x) = P_n(x) + \frac{1}{2}(x - P_n(x)^2)$. Prove that $0 = P_0 \leq P_1 \leq P_2 \leq \cdots \leq \sqrt{x} \leq 1$ and that $\lim_n P_n(x) = \sqrt{x}$ for all $x$ in $[0, 1]$.

20. Combine the previous two problems to prove that $\sqrt{x}$ is the uniform limit of polynomial functions on $[0, 1]$.

Problems 21–24 concern the effect of removing from the Stone–Weierstrass Theorem (Theorem 2.58) the hypothesis that the given algebra contains the constants. Let $(S, d)$ be a compact metric space, and let $\mathcal{A}$ be a subalgebra of $C(S, \mathbb{R})$ that separates points. There can be no pair of points $(x, y)$ such that all members of $\mathcal{A}$ vanish at $x$ and $y$.

21. If for each $s \in S$, there is some member of $\mathcal{A}$ that is nonzero at $s$, prove in the following way that $\mathcal{A}$ is still dense in $C(S, \mathbb{R})$: Observe that the only place in the proof of Theorem 2.58a that the presence of constant functions is used is in the construction of the function $h_y$ in the third paragraph. Show that a function $h_y$ still exists in $\mathcal{A}$ with $h_y(x) = f(x)$ and $h_y(y) = f(y)$ under the weaker hypothesis that for each $s \in S$, there is some member of $\mathcal{A}$ that is nonzero at $s$.

22. Suppose that the members of $\mathcal{A}$ all vanish at some $s_0$ in $S$. Let $\mathcal{B} = \mathcal{A} + \mathbb{R}1$, so that Theorem 2.58a applies to $\mathcal{B}$. Use the linear function $L : C(S, \mathbb{R}) \to \mathbb{R}$ given by $L(f) = f(s_0)$, together with the fact that $\mathcal{B}^d = C(S, \mathbb{R})$, to prove that $\mathcal{A}$ is uniformly dense in the subalgebra of all members of $C(S, \mathbb{R})$ that vanish at $s_0$. 


23. Adapt the above arguments to prove corresponding results about the algebra $C(S, \mathbb{C})$ of complex-valued continuous functions.

24. Let $C_0([0, +\infty), \mathbb{R})$ be the algebra of continuous functions from $[0, +\infty)$ into $\mathbb{R}$ that have limit $0$ at $+\infty$.
   (a) Prove that the set of all finite linear combinations of functions $e^{-nx}$ for positive integers $n$ is dense in $C_0([0, +\infty), \mathbb{R})$.
   (b) Suppose that $f$ is in $C_0([0, +\infty), \mathbb{R})$, that $f(x) = 0$ for $x \geq b$, and that $\int_0^b f(x)e^{-nx} \, dx = 0$ for all integers $n > 0$. Prove that $f$ is the $0$ function.

Problems 25–26 concern completions of a metric space. They use the notation of Theorem 2.60. The first problem says that the completion is essentially unique, and the second problem addresses the question of what happens if the original space is already complete; in particular it shows that the completion of the completion is the completion.

25. Suppose that $(X, d)$ is a metric space, that $(X_1^+, \Delta_1)$ and $(X_2^+, \Delta_2)$ are complete metric spaces, and that $\varphi_1 : X \to X_1^+$ and $\varphi_2 : X \to X_2^+$ are isometries such that $\varphi_1(X)$ is dense in $X_1^+$ and $\varphi_2(X)$ is dense in $X_2^+$. Prove that there exists a unique isometry $\psi$ of $X_1^+$ onto $X_2^+$ such that $\varphi_2 = \psi \circ \varphi_1$.

26. Prove that a metric space $X$ is complete if and only if $X^* = X$, i.e., if and only if the standard isometry $\psi$ of $X$ into its completion $X^*$ is onto.

Problems 27–31 concern the field $\mathbb{Q}_p$ of $p$-adic numbers. The problems assume knowledge of unique factorization for the integers; the last problem in addition assumes knowledge of rings, ideals, and quotient rings. Let $\mathbb{Q}$ be the set of rational numbers with their usual arithmetic, and fix a prime number $p$. Each nonzero rational number $r$ can be written, via unique factorization of integers, as $r = mp^k/n$ with $p$ not dividing $m$ or $n$ and with $k$ a well-defined integer (positive, negative, or zero). Define $|r|_p = p^{-k}$. For $r = 0$, define $|0|_p = 0$. The function $| \cdot |_p$ plays a role in the relationship between $\mathbb{Q}$ and $\mathbb{Q}_p$ similar to the role played by absolute value in the relationship between $\mathbb{Q}$ and $\mathbb{R}$.

27. Prove that $| \cdot |_p$ on $\mathbb{Q}$ satisfies (i) $|r|_p \geq 0$ with equality if and only if $r = 0$, (ii) $|-r|_p = |r|_p$, (iii) $|rs|_p = |r|_p|s|_p$, and (iv) $|r + s|_p \leq \max\{|r|_p, |s|_p\}$. Property (iv) is called the ultrametric inequality.

28. Show that $(\mathbb{Q}, d)$ is a metric space under the definition $d(r, s) = |r - s|_p$.

29. Let $(\mathbb{Q}_p, d)$ be the completion of the metric space $(\mathbb{Q}, d)$. Since $|r|_p$ can be recovered from the metric by $|r|_p = d(r, 0)$, the function $| \cdot |_p$ extends to a continuous function $| \cdot |_p : \mathbb{Q}_p \to \mathbb{R}$.
   (a) Using Proposition 2.47, show that addition, as a function from $\mathbb{Q} \times \mathbb{Q}$ to $\mathbb{Q}_p$, extends to a continuous function from $\mathbb{Q}_p \times \mathbb{Q}_p$ to $\mathbb{Q}_p$. Argue similarly that the operation of passing to the negative, as a function from $\mathbb{Q}$ to $\mathbb{Q}_p$, extends to a continuous function from $\mathbb{Q}_p$ to $\mathbb{Q}_p$. Then prove that $\mathbb{Q}_p$ is an abelian group under addition.
12. Problems

(b) Show that multiplication, as a function from \( \mathbb{Q} \times \mathbb{Q} \) to \( \mathbb{Q}_p \), extends to a continuous function from \( \mathbb{Q}_p \times \mathbb{Q}_p \) to \( \mathbb{Q}_p \). (This part is subtler than (a) because multiplication is not uniformly continuous as a function of two variables.)

(c) Let \( \mathbb{Q}_p^\times = \mathbb{Q} - \{0\} \) and \( \mathbb{Q}_p^{\times \times} = \mathbb{Q}_p - \{0\} \). Show that the operation of taking the reciprocal, as a function from \( \mathbb{Q}_p^\times \) to \( \mathbb{Q}_p^{\times \times} \), extends to a continuous function from \( \mathbb{Q}_p^\times \) to itself. Then prove that \( \mathbb{Q}_p^{\times \times} \) is an abelian group under multiplication.

(d) Complete the proof that \( \mathbb{Q}_p \) is a field by establishing the distributive law \( t(r + s) = tr + ts \) within \( \mathbb{Q}_p \).

30. (a) Prove that the subset \( \{ t \in \mathbb{Q}_p \mid |t|_p \leq 1 \} \) of \( \mathbb{Q}_p \) is totally bounded.

(b) Prove that a subset of \( \mathbb{Q}_p \) is compact if and only if it is closed and bounded.

31. Prove that the subset \( \mathbb{Z}_p \) of \( \mathbb{Q}_p \) with \( |x|_p \leq 1 \) is a commutative ring with identity, that the subset \( P \) with \( |x|_p \leq p^{-1} \) is an ideal in \( \mathbb{Z}_p \), and that the quotient \( \mathbb{Z}_p / P \) is a field of \( p \) elements.
CHAPTER III

Theory of Calculus in Several Real Variables

Abstract. This chapter gives a rigorous treatment of parts of the calculus of several variables. Sections 1–3 handle the more elementary parts of the differential calculus. Section 1 introduces an operator norm that makes the space of linear functions from \( \mathbb{R}^n \) to \( \mathbb{R}^m \) or from \( \mathbb{C}^n \) to \( \mathbb{C}^m \) into a metric space. Section 2 goes through the definitions and elementary facts about differentiation in several variables in terms of linear transformations and matrices. The chain rule and Taylor’s Theorem with integral remainder are two of the results of the section. Section 3 supplements Section 2 in order to allow vector-valued and complex-valued extensions of all the results.

Sections 4–5 are digressions. The material in these sections uses the techniques of the present chapter but is not needed until later. Section 4 develops the exponential function on complex square matrices and establishes its properties; it will be applied in Chapter IV. Section 5 establishes the existence of partitions of unity in Euclidean space; this result will be applied at the end of Section 10.

Section 6 returns to the development in Section 2 and proves two important theorems about differential calculus. The Inverse Function Theorem gives sufficient conditions under which a differentiable function from an open set in \( \mathbb{R}^n \) into \( \mathbb{R}^n \) has a locally defined differentiable inverse, and the Implicit Function Theorem gives sufficient conditions for the local solvability of \( m \) nonlinear equations in \( n + m \) variables for \( m \) of the variables in terms of the other \( n \). The Inverse Function Theorem is proved on its own, and the Implicit Function Theorem is derived from it.

Sections 7–10 treat Riemann integration in several variables. Elementary properties analogous to those in the one-variable case are in Section 7, a useful necessary and sufficient condition for Riemann integrability is established in Section 8, Fubini’s Theorem for interchanging the order of integration is in Section 9, and a preliminary change-of-variables theorem for multiple integrals is in Section 10.

Sections 11–13 give a careful treatment of integrals of scalar-valued and vector-valued functions on simple arcs and other curves in \( \mathbb{R}^n \). The main theorem, proved in Section 13, is Green’s Theorem for the plane, which for a suitably nice region of \( \mathbb{R}^2 \) relates a line integral over the boundary to a double integral over the region. Section 13 concludes with some remarks about higher-dimensional generalizations.

1. Operator Norm

This section works with linear functions from \( n \)-dimensional column-vector space to \( m \)-dimensional column-vector space. It will have applications within this chapter both when the scalars are real and when the scalars are complex. To be neutral let us therefore write \( \mathbb{F} \) for \( \mathbb{R} \) or \( \mathbb{C} \). Material on the correspondence between linear functions and matrices may be found in Section A7 of Appendix A.
Specifically for $m > 0$ and $n > 0$, let $L(\mathbb{R}^n, \mathbb{R}^m)$ be the vector space of all linear functions from $\mathbb{R}^n$ into $\mathbb{R}^m$. This space corresponds to the vector space of $m$-by-$n$ matrices with entries in $\mathbb{R}$, as follows: In the notation in Section A7 of Appendix A, we let $(e_1, \ldots, e_n)$ be the standard ordered basis of $\mathbb{R}^n$, and $(u_1, \ldots, u_m)$ the standard ordered basis of $\mathbb{R}^m$. We define a dot product in $\mathbb{R}^m$ by

$$(a_1, \ldots, a_m) \cdot (b_1, \ldots, b_m) = a_1b_1 + \cdots + a_mb_m$$

with no complex conjugations involved. The correspondence of a linear function $T$ in $L(\mathbb{R}^n, \mathbb{R}^m)$ to a matrix $A$ with entries in $\mathbb{R}$ is then given by $A_{ij} = T(e_j) \cdot u_i$.

Let $| \cdot |$ denote the Euclidean norm on $\mathbb{R}^n$ or $\mathbb{R}^m$, given as in Section II.1 by the square root of the sum of the absolute values squared of the entries. The Euclidean norm makes $\mathbb{R}^n$ and $\mathbb{R}^m$ into metric spaces, the distance between two points being the Euclidean norm of the difference.

**Proposition 3.1.** If $T$ is a member of the space $L(\mathbb{R}^n, \mathbb{R}^m)$ of linear functions from $\mathbb{R}^n$ to $\mathbb{R}^m$, then there exists a finite $M$ such that $|T(x)| \leq M|x|$ for all $x$ in $\mathbb{R}^n$. Consequently $T$ is uniformly continuous on $\mathbb{R}^n$.

**Proof.** Each $x$ in $\mathbb{R}^n$ has $x = \sum_{j=1}^n (x \cdot e_j)e_j$, and linearity gives $T(x) = \sum_{j=1}^n (x \cdot e_j)T(e_j)$. Thus

$$|T(x)| = \left| \sum_{j=1}^n (x \cdot e_j)T(e_j) \right| \leq \sum_{j=1}^n |T(e_j)||x \cdot e_j|.$$  

The expression $x \cdot e_j$ is just the $j$th entry of $x$, and hence $|x \cdot e_j| \leq |x|$. Therefore $|T(x)| \leq (\sum_{j=1}^n |T(e_j)||x|$, and the first conclusion has been proved with $M = \sum_{j=1}^n |T(e_j)|$. Replacing $x$ by $x - y$ gives

$$|T(x) - T(y)| = |T(x - y)| \leq M|x - y|,$$

and uniform continuity of $T$ follows with $\delta = \epsilon/M$. \hfill $\Box$

Let $T$ be in $L(\mathbb{R}^n, \mathbb{R}^m)$. Using Proposition 3.1, we define the **operator norm** $\|T\|$ of $T$ to be the nonnegative number

$$\|T\| = \inf_{M \geq 0} \left\{ M \mid |T(x)| \leq M|x| \text{ for all } x \in \mathbb{R}^n \right\}.$$  

Then $|T(x)| \leq \|T\||x|$ for all $x \in \mathbb{R}^n$.

Since $|T(cx)| = |c||T(x)|$ for any scalar $c$, the inequality $|T(x)| \leq M|x|$ holds for all $x \neq 0$ if and only if it holds for all $x$ with $0 < |x| \leq 1$, if and only if it
holds for all \( x \) with \( |x| = 1 \). Also, we have \( T(0) = 0 \). It follows that two other expressions for \( \|T\| \) are

\[
\|T\| = \sup_{|x| \leq 1} |T(x)| = \sup_{|x|=1} |T(x)|.
\]

**Proposition 3.2.** The operator norm on \( L(\mathbb{F}^n, \mathbb{F}^m) \) satisfies

(a) \( \|T\| \geq 0 \) with equality if and only if \( T = 0 \),
(b) \( \|cT\| = |c| \|T\| \) for \( c \) in \( \mathbb{F} \),
(c) \( \|T + S\| \leq \|T\| + \|S\| \),
(d) \( \|TS\| \leq \|T\| \|S\| \) if \( S \) is in \( L(\mathbb{F}^n, \mathbb{F}^m) \) and \( T \) is in \( L(\mathbb{F}^m, \mathbb{F}^k) \),
(e) \( \|1\| = 1 \) if \( n = m \) and \( 1 \) denotes the identity function on \( \mathbb{F}^n \).

**Proof.** All the properties but (d) are immediate. For (d), we have

\[
|(TS)(x)| = |T(S(x))| \leq \|T\| |S(x)| \leq \|T\| \|S\| |x|.
\]

Taking the supremum for \( |x| \leq 1 \) yields \( \|TS\| \leq \|T\| \|S\| \). \( \square \)

**Corollary 3.3.** The space \( L(\mathbb{F}^n, \mathbb{F}^m) \) becomes a metric space when a metric \( d \) is defined by \( d(T, S) = \|T - S\| \).

**Proof.** Conclusion (a) of Proposition 3.2 shows that \( d(T, S) \geq 0 \) with equality if and only if \( T = S \), conclusion (b) shows that \( d(T, S) = d(S, T) \), and conclusion (c) yields the triangle inequality because substitution of \( T = T' - V' \) and \( S = V' - U' \) into (c) yields \( d(T', U') \leq d(T', V') + d(V', U') \). \( \square \)

Suppose that \( \mathbb{F} = \mathbb{C} \). If the matrix \( A \) that corresponds to some \( T \) in \( L(\mathbb{C}^n, \mathbb{C}^m) \) has real entries, we can regard \( T \) as a member of \( L(\mathbb{R}^n, \mathbb{R}^m) \), as well as a member of \( L(\mathbb{C}^n, \mathbb{C}^m) \). Two different definitions of \( \|T\| \) are in force. Let us check that they yield the same value for \( \|T\| \).

**Proposition 3.4.** Let \( T \) be in \( L(\mathbb{C}^n, \mathbb{C}^m) \), and suppose that the vector \( T(e_j) \) lies in \( \mathbb{R}^m \) for \( 1 \leq j \leq n \). Then \( T \) carries \( \mathbb{R}^n \) into \( \mathbb{R}^m \), and \( \|T\| \) is consistently defined in the sense that

\[
\|T\| = \sup_{x \in \mathbb{R}^n, |x| \leq 1} |T(x)| = \sup_{z \in \mathbb{C}^n, |z| \leq 1} |T(z)|.
\]

**Proof.** The first conclusion follows since \( T \) is \( \mathbb{R} \) linear. For the second conclusion, let \( \|T\|_R \) and \( \|T\|_C \) be the middle and right expressions, respectively, in the displayed equation above. Certainly we have \( \|T\|_R \leq \|T\|_C \). If \( z \) is in \( \mathbb{C}^n \),
write \( z = x + iy \) with \( x \) and \( y \) in \( \mathbb{R}^n \). Since \( T(x) \) and \( T(y) \) are in \( \mathbb{R}^n \) and \( T \) is \( \mathbb{C} \) linear,
\[
|T(z)|^2 = |T(x) + iT(y)|^2 = |T(x)|^2 + |T(y)|^2 \\
\leq (\|T\|_\mathbb{R}|x|)^2 + (\|T\|_\mathbb{R}|y|)^2 = \|T\|_\mathbb{R}^2 (|x|^2 + |y|^2) = \|T\|_\mathbb{R}^2 |z|^2.
\]
Hence \( |T(z)| \leq \|T\|_\mathbb{R} |z| \), and it follows that \( \|T\|_\mathbb{C} \leq \|T\|_\mathbb{R} \). The second conclusion follows.

We shall encounter limits of linear functions in the metric \( d \) given in Corollary 3.3, and it is worth knowing just what these limits mean. For this purpose, let \( T \) be in \( L(\mathbb{F}^n, \mathbb{F}^m) \), and define the **Hilbert–Schmidt norm** of \( T \) to be
\[
|T| = \left( \sum_{j=1}^n |T(e_j)|^2 \right)^{1/2}.
\]
This quantity has an interpretation in terms of the \( m \)-by-\( n \) matrix \( A \) that is associated to the linear function \( T \) by the above formula \( A_{ij} = T(e_j) \cdot u_i \). Namely, \( |T| \) equals \( \left( \sum_{i,j} |A_{ij}|^2 \right)^{1/2} \), which is just the Euclidean norm of the matrix \( A \) if we think of \( A \) as lying in \( \mathbb{F}^{nm} \). This correspondence provides the license for using the notation of a Euclidean norm for the Hilbert–Schmidt norm of \( T \). The Hilbert–Schmidt norm has the same three properties as the operator norm that allow us to use it to define a metric:

(i) \( |T| \geq 0 \) with equality if and only if \( T = 0 \),
(ii) \( |cT| = |c| |T| \) for \( c \) in \( \mathbb{F} \),
(iii) \( |T + S| \leq |T| + |S| \).

Let us write \( d_2(T, S) = |T - S| \) for the associated metric. Parenthetically we might mention that the analogs of (d) and (e) for the Hilbert–Schmidt norm are

(iv) \( |TS| \leq |T| |S| \) if \( S \) is in \( L(\mathbb{F}^n, \mathbb{F}^m) \) and \( T \) is in \( L(\mathbb{F}^m, \mathbb{F}^k) \),
(v) \( |1| = \sqrt{n} \) if \( n = m \) and \( 1 \) denotes the identity function on \( \mathbb{F}^n \).

We shall have no need for these last two properties, and their proofs are left to be done in Problem 1 at the end of the chapter.

**Proposition 3.5.** The operator norm and Hilbert–Schmidt norm on \( L(\mathbb{F}^n, \mathbb{F}^m) \) are related by
\[
\|T\| \leq |T| \leq \sqrt{n} \|T\|.
\]
Consequently the associated metrics are related by
\[
d \leq d_2 \leq \sqrt{n} d.
\]
PROOF. If $|x| \leq 1$, then the triangle inequality and the classical Schwarz inequality of Section A5 give

$$|T(x)| = \left| \sum_{j=1}^{n} (x \cdot e_j) T(e_j) \right| \leq \sum_{j=1}^{n} |x \cdot e_j| |T(e_j)| \leq \left( \sum_{j=1}^{n} |x \cdot e_j|^2 \right)^{1/2} \left( \sum_{j=1}^{n} |T(e_j)|^2 \right)^{1/2} = |x| \left( \sum_{j=1}^{n} |T(e_j)|^2 \right)^{1/2} \leq |T|.$$  

Taking the supremum over $x$ yields $\|T\| \leq |T|$. In addition,

$$|T|^2 = \sum_{j=1}^{n} |T(e_j)|^2 \leq \sum_{j=1}^{n} \|T\|^2 |e_j|^2 = n \|T\|^2,$$

and the second asserted inequality follows. \qed

Proposition 3.5 implies that the identity map between the two metric spaces $(L(F_n, F_m), d)$ and $(L(F_n, F_m), d_2)$ is uniformly continuous and has a uniformly continuous inverse. Therefore open sets, convergent sequences, and even Cauchy sequences are the same in the two metrics. Briefly said, convergence in the operator norm means entry-by-entry convergence of the associated matrices, and similarly for Cauchy sequences.

2. Nonlinear Functions and Differentiation

We begin a discussion of more general functions between Euclidean spaces by defining the multivariable derivative for such a function and giving conditions for its existence. Let $E$ be an open set in $\mathbb{R}^n$, and let $f : E \to \mathbb{R}^m$ be a function. We can write $f(x) = \left( \begin{array}{c} f_1(x) \\ \vdots \\ f_m(x) \end{array} \right)$, where $f_i(x) = f(x) \cdot u_i$. Then $f(x) = \sum_{i=1}^{m} f_i(x) u_i$. The functions $f_i : E \to \mathbb{R}$ are called the components of $f$. The associated partial derivatives are given by

$$\frac{\partial f_i}{\partial x_j}(x) = \frac{d}{dt} f_i(x + te_j) \bigg|_{t=0}.$$  

We say that $f$ is differentiable at $x$ in $E$ if there is some $T$ in $L(\mathbb{R}^n, \mathbb{R}^m)$ with

$$\lim_{h \to 0} \frac{|f(x + h) - f(x) - T(h)|}{|h|} = 0.$$
The linear function \( T \) is unique if it exists. In fact, if \( T_1 \) and \( T_2 \) both serve as \( T \) in this limit relation, then we write

\[
T_2(h) - T_1(h) = \left( f(x + h) - f(x) - T_1(h) \right) - \left( f(x + h) - f(x) - T_2(h) \right)
\]

and find that

\[
\frac{|T_1(h) - T_2(h)|}{|h|} \leq \frac{|f(x + h) - f(x) - T_1(h)|}{|h|} + \frac{|f(x + h) - f(x) - T_2(h)|}{|h|} \to 0.
\]

If \( T_1 \neq T_2 \), choose some \( v \in \mathbb{R}^n \) with \(|v| = 1\) and \( T_1(v) \neq T_2(v) \). As a nonzero real parameter \( t \) tends to 0, we must have

\[
|T_1(v) - T_2(v)| = |tv|^{-1} \left| \left( f(x + tv) - f(x) - T_1(tv) \right) - \left( f(x + tv) - f(x) - T_2(tv) \right) \right| \to 0.
\]

Since \( t \) does not appear on the left side but the right side tends to 0, the result is a contradiction. Thus \( T_1 = T_2 \), and \( T \) is unique in the definition of “differentiable.”

If \( T \) exists, we write \( f'(x) \) for it and call \( f'(x) \) the derivative of \( f \) at \( x \). If \( f \) is differentiable at every point \( x \) in \( E \), then \( x \mapsto f'(x) \) defines a function \( f' : E \to L(\mathbb{R}^n, \mathbb{R}^m) \). We deal with the differentiability of this function presently.

A differentiable function is necessarily continuous. In fact, differentiability at \( x \) implies that \(|f(x + h) - f(x) - T(h)| \to 0 \) as \( h \to 0 \). Since \( T \) is continuous, \( T(h) \to 0 \) also. Thus \( f(x + h) \to f(x) \), and \( f \) is continuous at \( x \).

**Proposition 3.6.** Let \( E \) be an open set of \( \mathbb{R}^n \), and let \( f : E \to \mathbb{R}^m \) be a function. If \( f'(x) \) exists, then \( \frac{\partial f_i}{\partial x_j} \) exists for all \( i \) and \( j \), and

\[
\frac{\partial f_i}{\partial x_j}(x) = f'(x)(e_j) \cdot u_i.
\]

**Remarks.** In other words, if \( f'(x) \) exists at some point \( x \), then it has to be the linear function whose matrix is \( \left[ \frac{\partial f_i}{\partial x_j}(x) \right] \). This matrix is called the Jacobian matrix of \( f \) at \( x \). We shall denote it by \( [f'(x)] \).

**Proof.** We are given that

\[
\lim_{h \to 0} \frac{|f(x + h) - f(x) - f'(x)(h)|}{|h|} = 0.
\]
Dot product with a particular vector is continuous by Proposition 3.1. Take $h = te_j$ with $t$ real in the displayed equation, and form the dot product with $u_i$. Then we obtain

$$\lim_{t \to 0} \frac{|f_i(x + te_j) - f_i(x) - tf'(x)(e_j) \cdot u_i|}{|t|} = 0.$$ 

The result follows.

The natural converse to Proposition 3.6 is false: the first partial derivatives of a function may all exist at a point, and it can still happen that $f$ is discontinuous. If $f'(x)$ exists at all points of the open set $E$ in $\mathbb{R}^n$, then we obtain a function $f^{-1} : E \to L(\mathbb{R}^n, \mathbb{R}^m)$, and we have seen that we can regard $L(\mathbb{R}^n, \mathbb{R}^m)$ as a Euclidean space by means of the Hilbert–Schmidt norm. Let us examine what continuity of $f^{-1}$ means and then what differentiability of $f'$ means.

**Theorem 3.7.** Let $E$ be an open set of $\mathbb{R}^n$, and let $f : E \to \mathbb{R}^m$ be a function. If $f'(x)$ exists for all $x$ in $E$ and $x \mapsto f'(x)$ is continuous at some $x_0$, then $x \mapsto \frac{\partial f_i}{\partial x_j}(x)$ is continuous at $x_0$ for all $i$ and $j$. Conversely if each $\frac{\partial f_i}{\partial x_j}(x)$ exists at every point of $E$ and is continuous at a point $x_0$, then $f'(x_0)$ exists. If all $\frac{\partial f_i}{\partial x_j}$ are continuous on $E$, then $x \mapsto f'(x)$ is continuous on $E$.

**Proof of Direct Part.** The partial derivative $\frac{\partial f_i}{\partial x_j}(x)$ is one of the entries of $f^{-1}(x)$, regarded as a matrix, and has to be continuous if $f'(x)$ is continuous. □

**Proof of Converse Part.** For the moment, let $x$ be fixed. Regard $h$ as $(h_1, \ldots, h_n)$, and for $1 \leq j \leq n$, put $h^{(j)} = (h_1, \ldots, h_j, 0, \ldots, 0)$. Define $T$ to be the member of $L(\mathbb{R}^n, \mathbb{R}^m)$ with matrix $\left[ \frac{\partial f_i}{\partial x_j}(x) \right]$. Use of the Mean Value Theorem gives

$$[f(x + h) - f(x)]_i = \sum_{j=1}^{n} [f(x + h^{(j)}) - f(x + h^{(j-1)})]_i$$

$$= \sum_{j=1}^{n} \frac{d}{dt} f_i(x + t h^{(j-1)} + t h_j e_j)|_{t=t_j}$$

$$= \sum_{j=1}^{n} h_j \frac{\partial f_i}{\partial x_j}(x + h^{(j-1)} + t h_j e_j)$$

$$= \sum_{j=1}^{n} h_j \frac{\partial f_i}{\partial x_j}(x) + \sum_{j=1}^{n} h_j \left[ \frac{\partial f_i}{\partial x_j}(x + h^{(j-1)} + t h_j e_j) - \frac{\partial f_i}{\partial x_j}(x) \right]$$
and hence
\[
\frac{f(x + h) - f(x) - T(h)}{|h|} = \frac{1}{|h|} \sum_{j=1}^{n} h_j \left[ \frac{\partial f_i}{\partial x_j} (x + h^{(j-1)} + t_i h_j e_j) - \frac{\partial f_i}{\partial x_j} (x) \right].
\]

Consequently
\[
\frac{|f(x + h) - f(x) - T(h)|}{|h|} \leq \sum_{i=1}^{m} \sum_{j=1}^{n} \left| \frac{\partial^2 f_i}{\partial x_k \partial x_j} (x + h^{(j-1)} + t_i h_j e_j) - \frac{\partial^2 f_i}{\partial x_k \partial x_j} (x) \right|.
\]

Let $\epsilon > 0$ be given, and recall that the partial derivatives are assumed to be continuous at $x_0$. If $\delta > 0$ is chosen such that $|h| < \delta$ implies
\[
\left| \frac{\partial f_i}{\partial x_j} (x_0 + h) - \frac{\partial f_i}{\partial x_j} (x_0) \right| < \frac{\epsilon}{mn},
\]
then we see that $|h| < \delta$ implies
\[
\frac{|f(x_0 + h) - f(x_0) - T(h)|}{|h|} < \epsilon.
\]

Thus $f'(x_0)$ exists.

Now assume that all the partial derivatives are continuous on $E$. Since $L(\mathbb{R}^n, \mathbb{R}^m)$ is identified with $\mathbb{R}^{nm}$, the continuity of the entries $\frac{\partial f_i}{\partial x_j} (x)$ of the matrix of $[f'(x)]$ of $f'(x)$ implies the continuity of $f'(x)$ itself. This completes the proof. \qed

If $x \mapsto f'(x)$ is continuous on $E$, we say that $f$ is of class $C^1$ on $E$ or is a $C^1$ function on $E$. Let us iterate the above construction: Suppose that $E$ is open in $\mathbb{R}^n$ and that $f : E \to \mathbb{R}^m$ is of class $C^1$, so that $x \mapsto f'(x)$ is continuous from $E$ into $L(\mathbb{R}^n, \mathbb{R}^m)$. We introduce second partial derivatives of $f$ and the derivative of $f'$. Namely, define
\[
\frac{\partial^2 f_i}{\partial x_k \partial x_j} = \frac{\partial}{\partial x_k} \left( \frac{\partial f_i}{\partial x_j} (x) \right).
\]

Since the entries of the matrix of $f'(x)$ are $\frac{\partial f_i}{\partial x_j} (x) = f'(x)e_j \cdot u_i$, the expression
\[
\frac{\partial^2 f_i}{\partial x_k \partial x_j} \quad \text{is the partial derivative with respect to } x_k \text{ of an entry of the matrix of } f'(x).
\]
Thus we can say that $f$ is of class $C^2$ from $E$ into $\mathbb{R}^m$ if $f'(x)$ is of class $C^1$, and so on. We say that $f$ is of class $C^\infty$ or is a $C^\infty$ function if it is of class $C^k$ for all $k$. A $C^\infty$ function is also said to be smooth.\footnote{Warning: Many authors use the word “smooth” in the context of curves to mean something less than $C^\infty$, but we shall be careful to avoid this practice. The curves in question arise in Sections 11–13 and also in Appendix B.} We write $C^k(E)$ and $C^\infty(E)$ for the sets of $C^k$ functions and $C^\infty$ functions on $E$.\footnote{Warning: Many authors use the word “smooth” in the context of curves to mean something less than $C^\infty$, but we shall be careful to avoid this practice. The curves in question arise in Sections 11–13 and also in Appendix B.}
Corollary 3.8. Let \( E \) be an open set of \( \mathbb{R}^n \), and let \( f : E \to \mathbb{R}^m \) be a function. The function \( f \) is of class \( C^k \) on \( E \) if and only if all \( l \)-th order partial derivatives of each \( f_i \) exist and are continuous on \( E \) for \( l \leq k \).

This is immediate from Theorem 3.7 and the intervening definitions. The definition of a second partial derivative was given in a careful way that stresses the order in which the partial derivatives are to be computed. Reversing the order of two partial derivatives is a problem involving an interchange of limits. In addressing sufficient conditions for this interchange to be valid, it is enough to consider a function of two variables, since \( n - 2 \) variables will remain fixed when we consider a mixed second partial derivative. The different components of the function do not interfere with each other for these purposes, and thus we may assume that the range is \( \mathbb{R}^1 \).

Proposition 3.9. Let \( E \) be an open set in \( \mathbb{R}^2 \). Suppose that \( f : E \to \mathbb{R}^1 \) is a function such that \( \frac{\partial f}{\partial x}, \frac{\partial f}{\partial y}, \) and \( \frac{\partial^2 f}{\partial y \partial x} \) exist in \( E \) and \( \frac{\partial^2 f}{\partial y \partial x} \) is continuous at \((x, y) = (a, b)\). Then \( \frac{\partial^2 f}{\partial x \partial y}(a, b) \) exists and equals \( \frac{\partial^2 f}{\partial y \partial x}(a, b) \).

Proof. Put 
\[
\Delta(h, k) = \frac{f(a + h, b + k) - f(a + h, b) - f(a, b + k) + f(a, b)}{hk},
\]
and let \( u(t) = f(t, b + k) - f(t, b) \). The function \( u \) is a function of one variable \( t \) whose derivative is \( \frac{du}{dt}(t, b + k) - \frac{du}{dt}(t, b) \). Use of the Mean Value Theorem produces \( \xi \) between \( a \) and \( a + h \), as well as \( \eta \) between \( b \) and \( b + k \), such that
\[
\Delta(h, k) = \frac{u(a + h) - u(a)}{hk} = \frac{u'(\xi)}{k} = \frac{\frac{\partial f}{\partial x}(\xi, b + k) - \frac{\partial f}{\partial x}(\xi, b)}{k} = \frac{\partial^2 f}{\partial y \partial x}(\xi, \eta). \quad (\ast)
\]

Let \( \epsilon > 0 \) be given. By the assumed continuity of \( \frac{\partial^2 f}{\partial y \partial x} \) at \((a, b)\), choose \( \delta > 0 \) such that \( |(h, k)| < \delta \) implies
\[
\left| \frac{\partial^2 f}{\partial y \partial x}(a + h, b + k) - \frac{\partial^2 f}{\partial y \partial x}(a, b) \right| < \epsilon.
\]
Then (\ast) shows that \( |(h, k)| < \delta \) implies
\[
\left| \Delta(h, k) - \frac{\partial^2 f}{\partial y \partial x}(a, b) \right| < \epsilon.
\]
Letting \( k \) tend to 0 shows, for \(|h| < \delta/2\), that
\[
\left| \frac{\partial^L f(a + h, b) - \partial^L f(a, b)}{h} - \frac{\partial^2 f}{\partial y \partial x}(a, b) \right| \leq \varepsilon.
\]
Since \( \varepsilon \) is arbitrary, \( \frac{\partial^2 f}{\partial x \partial y}(a, b) \) exists and equals \( \frac{\partial^2 f}{\partial y \partial x}(a, b) \). \( \square \)

Now that the order of partial derivatives up through order \( k \) can be interchanged arbitrarily in the case of a scalar-valued \( C^k \) function, we can introduce the usual notation \( \frac{\partial^k f}{\partial x_1 \cdots \partial x_n} \) to indicate the result of differentiating \( f \) a total of \( k \) times, namely \( k_1 \) times with respect to \( x_1 \), etc., through \( k_n \) times with respect to \( x_n \). Simpler notation will be introduced later to indicate such iterated partial derivatives.

**Theorem 3.10** (chain rule). Let \( E \) be an open set in \( \mathbb{R}^n \), and let \( f : E \to \mathbb{R}^m \) be a function differentiable at a point \( x \) in \( E \). Suppose that \( g \) is a function with range \( \mathbb{R}^k \) whose domain contains \( f(E) \) and is a neighborhood of \( f(x) \). Suppose further that \( g \) is differentiable at \( f(x) \). Then the composition \( g \circ f : E \to \mathbb{R}^k \) is differentiable at \( x \), and \( (g \circ f)'(x) = g'(f(x))f'(x) \).

**Proof.** With \( x \) fixed, define \( y = f(x) \), \( T = f'(x) \), \( S = g'(y) \), and also \( u(h) = f(x + h) - f(x) - T(h) \) and \( v(k) = g(y + k) - g(y) - S(k) \).

Continuity of \( f \) at \( x \) and of \( g \) at \( y \) implies that
\[
|u(h)| = \varepsilon(h)|h| \quad \text{and} \quad |v(k)| = \eta(k)|k|
\]
with \( \varepsilon(h) \) tending to 0 as \( h \) tends to 0 and with \( \eta(k) \) tending to 0 as \( k \) tends to 0.

Given \( h \neq 0 \), put \( k = f(x + h) - f(x) \). Then
\[
|k| = |T(h) + u(h)| \leq ||T|| + \varepsilon(h)||h||
\]
and
\[
g(f(x + h)) - g(f(x)) - (ST)(h) = g(y + k) - g(y) - S(T(h))
= v(k) + S(k) - S(T(h))
= S(k - T(h)) + v(k)
= S(u(h)) + v(k).
\]
Therefore
\[
|h|^{-1}|g(f(x + h)) - g(f(x)) - (ST)(h)| \leq ||S|| |u(h)|/|h| + |v(k)|/|h|
\leq ||S|| \varepsilon(h) + \eta(k)|k|/|h|
\leq ||S|| \varepsilon(h) + \eta(k)||T|| + \varepsilon(h)||h||.
\]
the last inequality following from the upper bound obtained in \((*)\) for \(|k|\). As \( h \) tends to 0, \( k \) tends to 0, by that same bound. Thus \( \varepsilon(h) \) and \( \eta(k) \) tend to 0. The theorem follows. \( \square \)
Let us clarify in the context of a simple example how the notation in Theorem 3.10 corresponds to the traditional notation for the chain rule. Let \( f \) and \( g \) be given by

\[
\begin{pmatrix}
  x \\
  y
\end{pmatrix} = f \left( \begin{pmatrix}
  r \\
  \theta
\end{pmatrix} \right) = \begin{pmatrix}
  r \cos \theta \\
  r \sin \theta
\end{pmatrix}
\quad \text{and} \quad
z = g \left( \begin{pmatrix}
  x \\
  y
\end{pmatrix} \right) = x^2 - y^2.
\]

In traditional notation one of the partial derivatives of the composite function is computed by starting from

\[
\frac{\partial z}{\partial r} = \frac{\partial z}{\partial x} \frac{\partial x}{\partial r} + \frac{\partial z}{\partial y} \frac{\partial y}{\partial r} = 2x \cos \theta - 2y \sin \theta
\]

and then substituting for \( x \) and \( y \) in terms of \( r \) and \( \theta \). In notation closer to that of the theorem, we replace derivatives by Jacobian matrices and obtain

\[
\frac{\partial (g \circ f)}{\partial r} = \begin{pmatrix}
  \frac{\partial g}{\partial x} & \frac{\partial g}{\partial y}
\end{pmatrix}
\begin{pmatrix}
  \frac{\partial f_1}{\partial r} & \frac{\partial f_2}{\partial r} \\
  \frac{\partial f_1}{\partial \theta} & \frac{\partial f_2}{\partial \theta}
\end{pmatrix}
\bigg|_{(x, y) = f(r, \theta)}
= \begin{pmatrix}
  2x & -2y
\end{pmatrix}
\begin{pmatrix}
  \cos \theta & -r \sin \theta \\
  \sin \theta & r \cos \theta
\end{pmatrix}.
\]

The formula above for \( \frac{\partial z}{\partial r} \) is just the first entry of this matrix equation.

The chain rule in several variables is a much more powerful result than its one-variable prototype, permitting one to handle differentiations when a particular variable occurs in several different ways within a function. For example, consider the rule for differentiating a product in one-variable calculus. The function \( x \mapsto f(x)g(x) \) can be regarded as a composition if we recognize that one of the ingredients is the multiplication function from \( \mathbb{R}^2 \) to \( \mathbb{R}^1 \). Thus let \( u = f(x) \) and \( v = g(x) \). If we define \( F(x) = \begin{pmatrix} f(x) \\ g(x) \end{pmatrix} \) and \( G \begin{pmatrix} u \\ v \end{pmatrix} = uv \), then \((G \circ F)(x) = f(x)g(x)\). Theorem 3.10 therefore gives

\[
\frac{d}{dx} (G \circ F)(x) = \left( \frac{\partial G}{\partial u} \frac{\partial G}{\partial v} \right) \begin{pmatrix} f'(x) \\ g'(x) \end{pmatrix}
= (v \quad u) \begin{pmatrix} u' \end{pmatrix} = (f'(x) \quad g'(x))
= \begin{pmatrix} g(x) & f(x) \end{pmatrix} \begin{pmatrix} f'(x) \\ g'(x) \end{pmatrix}
= g(x)f'(x) + f(x)g'(x).
\]
3. Vector-Valued Partial Derivatives and Riemann Integrals

**Theorem 3.11** (Taylor’s Theorem). Let $N$ be an integer $\geq 0$, and let $E$ be an open set in $\mathbb{R}^n$. Suppose that $F : E \to \mathbb{R}^1$ is a function of class $C^{N+1}$ on $E$ and that the line segment from $x = (x_1, \ldots, x_n)$ to $x + h$, where $h = (h_1, \ldots, h_n)$, lies in $E$. Then

$$F(x + h) = F(x) + \sum_{K=1}^{N} \sum_{\substack{k_1 + \ldots + k_n = K, \\text{all } k_j \geq 0}} (k_1! \ldots k_n!)^{-1} \frac{\partial^K F(x)}{\partial x_1^{k_1} \ldots x_n^{k_n}} h_1^{k_1} \ldots h_n^{k_n}$$

$$+ \sum_{l_1 + \ldots + l_n = N+1, \\text{all } l_j \geq 0} \frac{N+1}{l_1! \ldots l_n!} h_1^{l_1} \ldots h_n^{l_n} \int_0^1 (1 - s)^N \frac{\partial^{N+1} F(x + sh)}{\partial x_1^{l_1} \ldots x_n^{l_n}} \, ds.$$ 

**Proof.** Define a function $f$ of one variable by $f(t) = F(x + th)$. Taylor’s Theorem in one variable (Theorem 1.36) gives

$$f(t) = f(0) + \sum_{K=1}^{N} (K!)^{-1} f^{(K)}(0) t^K + \frac{1}{N!} \int_0^t (t - s)^N f^{(N+1)}(s) \, ds,$$

and we put $t = 1$ in this formula. If $g(t) = G(x + th)$, the function $g$ is the composition of $t \mapsto x + th$ followed by $G$, and the chain rule (Theorem 3.10) allows us to compute its derivative as

$$g'(t) = \left( \frac{\partial G}{\partial x_1}, \ldots, \frac{\partial G}{\partial x_n} \right)_{x+th} \begin{pmatrix} h_1 \\ \vdots \\ h_n \end{pmatrix} = \sum_{j=1}^n h_j \frac{\partial G}{\partial x_j}(x + th).$$

Taking $G$ equal to any of various iterated partial derivatives of $F$ and doing an easy induction, we obtain

$$f^{(K)}(s) = \sum_{\substack{k_1 + \ldots + k_n = K, \\text{all } k_j \geq 0}} \binom{K}{k_1, \ldots, k_n} h_1^{k_1} \ldots h_n^{k_n} \frac{\partial^K F(x + sh)}{\partial x_1^{k_1} \ldots \partial x_n^{k_n}},$$

where $\binom{K}{k_1, \ldots, k_n}$ is the multinomial coefficient $\frac{K!}{(k_1)! \ldots (k_n)!}$. Substitution of this expression into the one-variable expansion with $t = 1$ yields the theorem. \[\square\]

3. Vector-Valued Partial Derivatives and Riemann Integrals

It is useful to extend the results of Section 2 so that they become valid for functions $f : E \to \mathbb{C}^m$, where $E$ is an open set in $\mathbb{R}^n$. Up to the chain rule in Theorem
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3.10, these extensions are consequences of what has been proved in Section 2 if we identify \( \mathbb{C}^m \) with \( \mathbb{R}^{2m} \). Achieving the extensions by this identification is preferable to trying to modify the original proofs because of the use of the Mean Value Theorem in the proofs of Theorem 3.7 and Proposition 3.9.

The chain rule extends in the same fashion, once we specify what kinds of functions are to be involved in the composition. We always want the domain to be a subset of some \( \mathbb{R}^l \), and thus in a composition \( g \circ f \), we can allow \( g \) to have values in some \( \mathbb{C}^k \), but we insist as in Theorem 3.10 that \( f \) have values in \( \mathbb{R}^m \).

Now let us turn our attention to Taylor’s Theorem as in Theorem 3.11. The statement of Theorem 3.11 allows \( \mathbb{R}^1 \) as range but not a general \( \mathbb{R}^m \). Thus the above extension procedure is not immediately applicable. However, if we allow the given \( F \) to take values in \( \mathbb{R}^m \), a vector-valued version of Taylor’s Theorem will be valid if we adapt our definitions so that the formula remains true component by component. For this purpose we need to enlarge two definitions—that of partial derivatives of any order and that of 1-dimensional Riemann integration—so that both can operate on vector-valued functions. There is no difficulty in doing so, and we may take it that our definitions have been extended in this way.

In the case of vector-valued partial derivatives, let \( f : E \to \mathbb{R}^m \) be given. Then \( \frac{\partial f}{\partial x_j} \) is now defined without passing to components. The entries of this vector-valued partial derivative are exactly the entries of the \( j \)th column of the Jacobian matrix of \( f \). Thus the Jacobian matrix consists of the various vector-valued partial derivatives of \( f \), lined up as the columns of the matrix.

Riemann integration is being extended so that the integrand can have values in \( \mathbb{R}^m \) or \( \mathbb{C}^m \), rather than just \( \mathbb{R}^1 \). Among the expected properties of the extended version of the Riemann integral, one inequality needs proof because it involves interactions among the various components of the function, namely

\[
\left| \int_a^b F(t) \, dt \right| \leq \int_a^b |F(t)| \, dt.
\]

The Riemann integral on the left side is that of a vector-valued function, while the one on the right side is that of a real-valued function. To prove this inequality, let \( (\cdot, \cdot) \) be the usual inner product for the range space—the dot product if the range is Euclidean space \( \mathbb{R}^m \) or the usual Hermitian inner product as in Section II.1 if the range is complex Euclidean space \( \mathbb{C}^m \). If \( u \) is any vector in the range space with \( |u| = 1 \), then linearity gives

\[
\left( \int_a^b F(t) \, dt, u \right) = \int_a^b (F(t), u) \, dt.
\]

Hence

\[
\left| \left( \int_a^b F(t) \, dt, u \right) \right| = \left| \int_a^b (F(t), u) \, dt \right| \leq \int_a^b |(F(t), u)| \, dt \leq \int_a^b |F(t)| \, dt,
\]
the two inequalities following from the known scalar-valued version of our inequality and from the Schwarz inequality. If $\int_{a}^{b} F(t) \, dt$ is the 0 vector, then our desired inequality is trivial. Otherwise, we specialize the above computation to $u = \left| \int_{a}^{b} F(t) \, dt \right|^{-1} \int_{a}^{b} F(t) \, dt$, and we obtain our desired inequality.

4. Exponential of a Matrix

In Chapter IV, we shall make use of the exponential of a matrix in connection with ordinary differential equations. If $A$ is an $n \times n$ complex matrix, then we define

$$\exp A = e^A = \sum_{N=0}^{\infty} \frac{1}{N!} A^N.$$  

This definition makes sense, according to the following proposition.

**Proposition 3.12.** For any $n \times n$ complex matrix $A$, $e^A$ is given by a convergent series entry by entry. Moreover, the series $X \mapsto e^X$ and every partial derivative of an entry of it is uniformly convergent on any bounded subset of matrix space ($= \mathbb{R}^{2n^2}$), and therefore $X \mapsto e^X$ is a $C^\infty$ function.

**Remark.** The proof will be tidier if we use derivatives of $n \times n$ matrix-valued functions. If $F$ and $G$ are two such functions, the same argument as for the usual product rule shows that $\frac{d}{dt}(F(t) G(t)) = F'(t) G(t) + F(t) G'(t)$.

**Proof.** Let us define $\|A\|$ for an $n \times n$ matrix $A$ to be the operator norm of the member of $L(C^n, C^n)$ with matrix $A$. Fix $M \geq 1$. On the set where $\|A\| \leq M$, we have

$$\left\| \sum_{N=N_1}^{N_2} \frac{1}{N!} A^N \right\| \leq \sum_{N=N_1}^{N_2} \frac{1}{N!} \|A^N\| \leq \sum_{N=N_1}^{N_2} \frac{1}{N!} \|A\|^N \leq \sum_{N=N_1}^{N_2} \frac{1}{N!} M^N,$$

and the right side tends to 0 as $N_1$ and $N_2$ tend to infinity. Hence for $\|A\| \leq M$, the series for $e^A$ is uniformly Cauchy in the metric built from the operator norm and therefore, by Proposition 3.5, uniformly Cauchy in the metric built from the Hilbert–Schmidt norm. Uniformly Cauchy in the latter metric means that the series is uniformly Cauchy entry by entry, and hence it is uniformly convergent.

The matrices that are 1 or $i$ in one entry and 0 in all other entries form a $2n^2$ member basis over $\mathbb{R}$ of the $n \times n$ complex matrices. Call these matrices by the names $E_j$, $1 \leq j \leq 2n^2$. To compute the $k^{th}$ partial derivative of $A^N$ in a succession of not necessarily distinct directions $E_1, \ldots, E_k$, we form $\frac{d^k}{dt_1 \cdots dt_k} (A + \sum t_j E_j) \cdots (A + \sum t_j E_j)$ with $N$ factors, evaluated with all $t_j = 0$. 


We apply each derivative in turn, using the product rule in the remark. Each differentiation replaces a product of $N$ factors with a sum of $N$ products of $N$ factors. The new factors are each the full expression $A + \sum t_j E_j$ or else a single $E_j$ or else 0, the 0 occurring when the factor to differentiate is some $E_j$. When all $k$ differentiations have been computed, we evaluate the resulting expression at $t_1 = \cdots = t_k = 0$. The result is a sum of $N^k$ terms, and each nonzero term is the product of $N$ factors equal to $A$ or some $E_j$.

For a factor $E_j$, Proposition 3.5 gives $\|E_j\| \leq |E_j| = 1 \leq M$. For a factor of $A$, we have $\|A\| \leq M$. Thus the operator norm of one such product is $\leq M^N$. The operator norm of the sum of all $N^k$ terms for a $k$th-order partial derivative is therefore $\leq N^k M^N$. Taking into account the coefficient $1/(N!)$ for the original $A^N$, we see that the operator norm of terms $N_1$ through $N_2$ of the term-by-term $k$-times differentiated series is

$$\leq \sum_{N=N_1}^{N_2} \frac{N^k M^N}{N!}.$$ 

We see as a consequence that the term-by-term $k$-times differentiated series obtained from $\sum (N!)^{-1} A^N$ is uniformly convergent entry by entry. By the complex-valued version of Theorem 1.23, applied recursively to handle $k$th order partial derivatives, we conclude that $\exp A$ is of class $C^k$ and that the partial derivatives can be computed term by term. Since $k$ is arbitrary, the proof is complete.

**Proposition 3.13.** The exponential function for matrices satisfies

(a) $e^X e^Y = e^{X+Y}$ if $X$ and $Y$ commute,

(b) $e^X$ is nonsingular,

(c) $\frac{d}{dt} (e^{tX}) = X e^{tX},$

(d) $e^{-1} = e^{X} W$ if $W$ is nonsingular,

(e) $\det e^X = e^{\text{Tr} X}$, where the trace $\text{Tr} X$ is the sum of the diagonal entries of $X$.

**Remarks.** The conclusion of (a) fails for general $X$ and $Y$, as one sees by taking $X = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$ and $Y = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}$. Relevant properties of the determinant function $\det$ that appears in the statement of (e) are summarized in Section A7 of Appendix A.

**Proof.** The rate of convergence determined in Proposition 3.12 is good enough to justify the manipulations that follow. For (a), we have
\[ e^X e^Y = \left( \sum_{r=0}^{\infty} \frac{1}{r!} X^r \right) \left( \sum_{s=0}^{\infty} \frac{1}{s!} Y^s \right) = \sum_{r,s \geq 0} \frac{1}{r!s!} X^r Y^s = \sum_{N=0}^{\infty} \sum_{k=0}^{N} \frac{1}{k!(N-k)!} X^k Y^{N-k} = \sum_{N=0}^{\infty} \frac{1}{N!} (X + Y)^N = e^{X+Y}. \]

Conclusion (b) follows by taking \( Y = -X \) in (a) and using \( e^0 = 1 \). For (c), we have

\[ \frac{d}{dt}(e^X) = \frac{d}{dt} \sum_{N=0}^{\infty} \frac{1}{N!} (tX)^N = \sum_{N=0}^{\infty} \frac{d}{dt} \left[ \frac{1}{N!} (tX)^N \right] = \sum_{N=0}^{\infty} \frac{N}{N!} t^{N-1} X^N = X \sum_{N=1}^{\infty} \frac{1}{(N-1)!} (tX)^{N-1} = X e^{tX}. \]

Conclusion (d) follows from the computation

\[ e^{W^{-1}XW} = \sum_{N=0}^{\infty} \frac{1}{N!} (W^{-1}XW)^N = \sum_{N=0}^{\infty} \frac{1}{N!} W^{-1}X^NW = W^{-1}e^XW. \]

For conclusion (e), define a complex-valued function \( f \) of one variable by \( f(t) = \det e^{tX} \). By (a), we have

\[ f'(t) = \frac{d}{ds} \det e^{(t+s)X} \bigg|_{s=0} = \frac{d}{ds} \det(e^{tX}e^{sX}) \bigg|_{s=0} = \frac{d}{ds} (\det e^{sX})(\det e^{tX}) \bigg|_{s=0} = (\det e^{tX}) \frac{d}{ds} (\det e^{sX}) \bigg|_{s=0} = f(t) \frac{d}{ds} (\det e^{sX}) \bigg|_{s=0}. \]

Now \( e^X = 1 + sX + \frac{1}{2}s^2X^2 + \cdots = 1 + sX + s^2F(s) \) for some smooth matrix-valued function \( F \) with entries \( F_{ij} \). If \( X \) has entries \( X_{ij} \), then

\[ \det e^{sX} = \det \begin{pmatrix} 1 + sX_{11} + s^2F_{11}(s) & sX_{12} + s^2F_{12}(s) & \cdots \\ sX_{21} + s^2F_{21}(s) & 1 + sX_{22} + s^2F_{22}(s) & \cdots \\ \vdots & \vdots & \ddots \end{pmatrix} = 1 + s \operatorname{Tr} X + s^2G(s) \]

for some smooth function \( G \). Thus \( \frac{d}{ds} (\det e^{sX}) \bigg|_{s=0} = \operatorname{Tr} X \), and we obtain \( f'(t) = (\operatorname{Tr} X) f(t) \) for all \( t \). Consequently

\[ \frac{d}{dt}(e^{-(\operatorname{Tr} X)t} f(t)) = e^{-(\operatorname{Tr} X)t} f'(t) - (\operatorname{Tr} X) e^{-(\operatorname{Tr} X)t} f(t) = 0 \]

for all \( t \), and \( e^{-(\operatorname{Tr} X)t} f(t) \) is a constant. The constant is seen to be 1 by putting \( t = 0 \). Therefore \( f(t) = e^{(\operatorname{Tr} X)t} \). Conclusion (e) follows by taking \( t = 1 \). \( \square \)
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5. Partitions of Unity

In Section 10 we shall use a “partition of unity” in proving a change-of-variables formula for multiple integrals. As a general matter in analysis, a partition of unity serves as a tool for localizing analysis problems to a neighborhood of each point. The result we shall use in Section 10 is as follows.

**Proposition 3.14.** Let \( K \) be a compact subset of \( \mathbb{R}^n \), and let \( \{U_1, \ldots, U_k\} \) be a finite open cover of \( K \). Then there exist continuous functions \( \varphi_1, \ldots, \varphi_k \) on \( \mathbb{R}^n \) with values in \([0, 1]\) such that

(a) each \( \varphi_i \) is 0 outside of some compact set contained in \( U_i \),

(b) \( \sum_{i=1}^k \varphi_i \) is identically 1 on \( K \).

**REMARKS.** The system \( \{\varphi_1, \ldots, \varphi_k\} \) is an instance of a “partition of unity.” For a general metric space \( X \), a **partition of unity** is a family \( \Phi \) of continuous functions from \( X \) into \([0, 1]\) with sum identically 1 such that for each point \( x \) in \( X \), there is a neighborhood of \( x \) where only finitely many of the functions are not identically 0. The side condition about neighborhoods ensures that the sum \( \sum_{\varphi \in \Phi} \varphi(x) \) has only finitely many nonzero terms at each point and that arbitrary partial sums are well-defined continuous functions on \( X \). If \( U \) is an open cover of \( X \), the partition of unity is said to be **subordinate to the cover** \( U \) if each member of \( \Phi \) vanishes outside some member of \( U \). Further discussion of partitions of unity beyond the present setting appears in the problems at the end of Chapter X. The use of partitions of unity involving continuous functions tends to be good enough for applications to integration problems, but applications to partial differential equations and smooth manifolds are often aided by partitions of unity involving smooth functions, rather than just continuous functions.\(^2\)

We require a lemma.

**Lemma 3.15.** In \( \mathbb{R}^N \),

(a) if \( L \) is a compact set and \( U \) is an open set with \( L \subseteq U \), then there exists an open set \( V \) with \( V^\text{cl} \subseteq U \),

(b) if \( K \) is a compact set and \( \{U_1, \ldots, U_n\} \) is a finite open cover of \( K \), then there exists an open cover \( \{V_1, \ldots, V_n\} \) of \( K \) such that \( V_i^\text{cl} \) is a compact subset of \( U_i \) for each \( i \).

\(^2\)Partitions of unity involving smooth functions play no role in the present volume, but they occur in several places in the companion volume, *Advanced Real Analysis*, and their existence is addressed there.
6. Inverse and Implicit Function Theorems

PROOF. In (a), if \( L = \emptyset \), we can take \( V = \emptyset \). If \( L \neq \emptyset \), then the continuous function \( x \mapsto D(x, U^c) \) on \( \mathbb{R}^N \) is everywhere positive on \( L \) since \( L \subseteq U \).

Corollary 2.39 and the compactness of \( L \) show that this function attains a positive minimum \( c \) on \( L \). If \( R \) is chosen large enough so that \( L \subseteq B(R; 0) \) and if we take \( V = \{ x \in U \mid D(x, U^c) > \frac{1}{2}c \} \cap B(R; 0) \), then \( L \subseteq V \), \( V^{cl} \) is compact (being closed and bounded), and \( V^{cl} \subseteq \{ x \in \mathbb{R}^N \mid D(x, U^c) \geq \frac{1}{2}c \} \subseteq U \).

For (b), since \( \{ U_1, \ldots, U_n \} \) is a cover of \( K \), we have \( K - (U_2 \cup \cdots \cup U_n) \subseteq U_1 \).

Part (a) produces an open set \( V_1 \) with \( V_1^{cl} \) compact such that

\[
K - (U_2 \cup \cdots \cup U_n) \subseteq V_1 \subseteq V_1^{cl} \subseteq U_1.
\]

The first inclusion shows that \( \{ V_1, U_2, \ldots, U_n \} \) is an open cover of \( K \). Proceeding inductively, let \( V_i \) be an open set with

\[
K - (V_i \cup \cdots \cup V_{i-1} \cup U_{i+1} \cup \cdots \cup U_n) \subseteq V_i \subseteq V_i^{cl} \subseteq U_i.
\]

At each stage, \( \{ V_1, \ldots, V_i, U_{i+1}, \ldots, U_n \} \) is an open cover of \( K \), and \( V_i^{cl} \subseteq U_i \).

Thus \( \{ V_1, \ldots, V_n \} \) is an open cover of \( K \), and \( V_i^{cl} \subseteq U_i \) for all \( i \).

PROOF OF PROPOSITION 3.14. Apply Lemma 3.15b to produce an open cover \( \{ W_1, \ldots, W_k \} \) of \( K \) such that \( W_i^{cl} \) is compact and \( W_i^{cl} \subseteq U_i \) for each \( i \). Then apply it a second time to produce an open cover \( \{ V_1, \ldots, V_k \} \) of \( K \) such that \( V_i^{cl} \) is compact and \( V_i^{cl} \subseteq W_i \) for each \( i \). Proposition 2.30e produces a continuous function \( g_i \geq 0 \) that is 1 on \( V_i^{cl} \) and is 0 off \( W_i \). Then \( g = \sum_{i=1}^n g_i \) is continuous and \( \geq 0 \) on \( \mathbb{R}^n \) and is \( > 0 \) everywhere on \( K \). A second application of Proposition 2.30e produces a continuous function \( h \geq 0 \) that is 1 on the set where \( g \) is 0 and is 0 on \( K \). Then \( g + h \) is everywhere positive on \( \mathbb{R}^n \), and the functions \( \varphi_i = g_i/(g + h) \) have the required properties. \( \square \)

6. Inverse and Implicit Function Theorems

The Inverse Function Theorem and the Implicit Function Theorem are results for working with coordinate systems and for defining functions by means of solving equations. Let us use the latter application as a device for getting at the statements of both the theorems.

In the one-variable situation we are given some equation, such as \( x^2 + y^2 = a^2 \), and we are to think of solving for \( y \) in terms of \( x \), choosing one of the possible \( y \)'s for each \( x \). For example, one solution is \( y = -\sqrt{a^2 - x^2}, -a < x < a \); unless some requirement like continuity is imposed, there are infinitely many such solutions. In one-variable calculus the terminology is that this solution is
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“defined implicitly” by the given equation. In terms of functions, the functions
\[ F(x, y) = x^2 + y^2 - a^2 \] and \[ y = f(x) = -\sqrt{a^2 - x^2} \] are such that \( F(x, f(x)) \) is identically 0. It is then possible to compute \( dy/dx \) for this solution in two ways. Only one of these methods remains within the subject of one-variable calculus, namely to compute the “total differential” of \( x^2 + y^2 - a^2 \), however that is defined, and to set the result equal to 0. One obtains
\[ 2x \, dx + 2y \, dy = 0 \] with \( x \) and \( y \) playing symmetric roles. The declaration that \( x \) is to be an independent variable and \( y \) is to be dependent means that we solve for \( dy/dx \), obtaining
\[ dy/dx = -x/y. \] The other way is more transparent conceptually but makes use of multivariable calculus: it uses the chain rule in two-variable calculus to compute \( d/dx \) of \( F(x, f(x)) \) as the derivative of a composition, the result being set equal to 0 because \( (d/dx)F(x, f(x)) \) is the derivative of the 0 function. This second method gives
\[ \frac{\partial F}{\partial x} + \frac{\partial F}{\partial y} f'(x) = 0, \] where \( (x, y) = (x, f(x)). \) Then we can solve for \( f'(x) \) provided \( \partial F/\partial y \) is not zero at a point of interest, again obtaining \( f'(x) = -x/y. \) It is an essential feature of both methods that the answer involves both \( x \) and \( y \); the reason is that there is more than one choice of \( y \) for some \( x \)’s, and thus specifying \( x \) alone does not determine all possibilities for \( f'(x). \)

In the general situation we have \( m \) equations in \( n + m \) variables. Some \( n \) of the variables are regarded as independent, and we think in terms of solving for the other \( m \). An example is
\[ z^3x + w^2y^3 + 2xy = 0, \]
\[ xyzw - 1 = 0, \]
with \( x \) and \( y \) regarded as the independent variables.

The classical method of implicit differentiation, which is a version of the first method above, is again to form “total differentials”
\[ 2wy^3 \, dw + 3z^2x \, dz + (z^3 + 2y) \, dx + (3w^2y^2 + 2x) \, dy = 0, \]
\[ xyz \, dw + xyw \, dz + yzw \, dx + xzw \, dy = 0, \]
and then to solve the resulting system of equations for \( dw \) and \( dz \) in terms of \( dx \) and \( dy \). The system is
\[
\begin{pmatrix}
2wy^3 & 3z^2x \\
xyz & xyw
\end{pmatrix}
\begin{pmatrix}
dw \\
dz
\end{pmatrix}
= \begin{pmatrix}
-(z^3 + 2y) \, dx - (3w^2y^2 + 2x) \, dy \\
-(yzw) \, dx - (xzw) \, dy
\end{pmatrix},
\]
and the solution is of the form
\[ dw = \text{coefficient} \, dx + \text{coefficient} \, dy, \]
\[ dz = \text{coefficient} \, dx + \text{coefficient} \, dy. \]
Here the coefficients are the various partial derivatives of interest. Specifically
\[ dw = \frac{\partial w}{\partial x} \, dx + \frac{\partial w}{\partial y} \, dy, \]
\[ dz = \frac{\partial z}{\partial x} \, dx + \frac{\partial z}{\partial y} \, dy. \]

The analog of the second method above is to set up matters as a computation of the derivative of a composition. Namely, we write
\[
F \left( \begin{array}{c} x \\ y \\ w \\ z \end{array} \right) = \left( \begin{array}{c} z^3 x + w^2 y^3 + 2xy \\ xyzw - 1 \end{array} \right) \quad \text{and} \quad \left( \begin{array}{c} w \\ z \end{array} \right) = f \left( \begin{array}{c} x \\ y \end{array} \right).
\]

We view the given equations as saying that a composition of
\[
\left( \begin{array}{c} x \\ y \end{array} \right) \mapsto \left( \begin{array}{c} x \\ y \\ f \left( \begin{array}{c} x \\ y \end{array} \right) \end{array} \right)
\]
followed by \( F \) is the 0 function, i.e.,
\[
F \left( \begin{array}{c} x \\ y \\ f \left( \begin{array}{c} x \\ y \end{array} \right) \end{array} \right) = 0.
\]

We apply the chain rule and compute Jacobian matrices throughout, keeping the variables in the same order \( x, y, w, z \). The Jacobian matrix of the 0 function is a 0 matrix of the appropriate size, and the other side of the differentiated equation is the product of two matrices. Thus
\[
\left( \begin{array}{cc} 0 & 0 \\ 0 & 0 \end{array} \right) = \left( \begin{array}{cc} z^3 + 2y & 3w^2 y^2 + 2x \\ yzw & xzw \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ \frac{\partial w}{\partial x} & \frac{\partial w}{\partial y} \end{array} \right) = \left( \begin{array}{cc} z^3 + 2y & 3w^2 y^2 + 2x \\ yzw & xzw \end{array} \right) + \left( \begin{array}{cc} 2wy^3 & 3z^2 x \\ xyz & xyw \end{array} \right) \left( \begin{array}{cc} \frac{\partial w}{\partial x} & \frac{\partial w}{\partial y} \\ \frac{\partial z}{\partial x} & \frac{\partial z}{\partial y} \end{array} \right).
\]

In other words,
\[
\left( \begin{array}{cc} 2wy^3 & 3z^2 x \\ xyz & xyw \end{array} \right) \left( \begin{array}{cc} \frac{\partial w}{\partial x} & \frac{\partial w}{\partial y} \\ \frac{\partial z}{\partial x} & \frac{\partial z}{\partial y} \end{array} \right) = - \left( \begin{array}{cc} z^3 + 2y & 3w^2 y^2 + 2x \\ yzw & xzw \end{array} \right).
\]
and we have the same system of linear equations as before. Comparing the two methods, we see that we have computed the same things in both methods, merely giving them different names; thus the two methods will lead to the same result in general, not merely in this one example.

The theoretical question is whether the given system of equations, which was $F(x, y, w, z) = 0$ above, can in principle be solved to give a differentiable function; the latter was $\left( \begin{array}{c} w \\ x \\ y \end{array} \right) = f \left( \begin{array}{c} x \\ y \end{array} \right)$ above. The two computational methods show what the partial derivatives are if the equations can be solved, but these methods by themselves give no information about the theoretical question. The theoretical question is answered by the Implicit Function Theorem, which says that there is no problem if the coefficient matrix of our system of linear equations, namely $\left( \begin{array}{ccc} 2uy^3 & 3z^4x \\ xyz & xWy \end{array} \right)$ in the above example, is invertible at a point of interest.

**Theorem 3.16** (Implicit Function Theorem). Suppose that $F$ is a $C^1$ function from an open set $E$ in $\mathbb{R}^{n+m}$ into $\mathbb{R}^m$ and that $F(a, b) = 0$ for some $(a, b)$ in $E$, with $a$ understood to be in $\mathbb{R}^n$ and $b$ understood to be in $\mathbb{R}^m$. If the matrix $\left[ \frac{\partial F_i}{\partial y_j} \right]_{i=a, j=b}$ is invertible, then there exist open sets $U \subseteq \mathbb{R}^{n+m}$ and $W \subseteq \mathbb{R}^n$ with $(a, b)$ in $U$ and $a$ in $W$ with this property: to each $x$ in $W$ corresponds a unique $y$ in $\mathbb{R}^m$ such that $(x, y)$ is in $U$ and $F(x, y) = 0$. If this $y$ is defined as $f(x)$, then $f$ is a $C^1$ function from $W$ into $\mathbb{R}^m$ such that $f(a) = b$, the expression $F(x, f(x))$ is identically 0 for $x$ in $W$, and the Jacobian matrix of $f$ at $x$ is

$$\left[ f'(x) \right] = -\left[ \frac{\partial F_i}{\partial y_j} \right]^{-1} \left[ \frac{\partial F_i}{\partial x_j} \right] \quad \text{at} \quad (x, y) = (x, f(x)).$$

We shall come to the proof shortly. In the example above, $\left[ f'(x) \right]$ is the matrix $\left( \begin{array}{ccc} \partial a/\partial x & \partial a/\partial y & \partial a/\partial z \\ \partial b/\partial x & \partial b/\partial y & \partial b/\partial z \end{array} \right)$, $\left[ \frac{\partial F_i}{\partial y_j} \right]^{-1} = \left( \begin{array}{cc} 2uy^3 & 3z^4x \\ xyz & xWy \end{array} \right)$, and $\left[ \frac{\partial F_i}{\partial x_j} \right] = \left( \begin{array}{ccc} \partial F_1/\partial x_1 & \partial F_1/\partial x_2 & \partial F_1/\partial x_3 \\ \partial F_2/\partial x_4 & \partial F_2/\partial x_5 & \partial F_2/\partial x_6 \end{array} \right)$.

Let us use the same approach to the question of introducing a new coordinate system in place of an old one. For example, we start with ordinary Euclidean coordinates $(u, v)$ for $\mathbb{R}^2$, and we want to know whether polar coordinates $(r, \theta)$ define a legitimate coordinate system in their place. The formula for passing from one system to the other is $\begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} r \cos \theta \\ r \sin \theta \end{pmatrix}$, but this formula does not really define $r$ and $\theta$. Defining $r$ and $\theta$ entails solving for $r$ and $\theta$ in terms of $u$ and $v$. Thus let us set up the system

$$r \cos \theta - u = 0,$$
$$r \sin \theta - v = 0.$$

This is a system of the kind in the Implicit Function Theorem, and the considerations in that theorem apply. The independent vector variable is to be
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$x = \begin{pmatrix} u \\ v \end{pmatrix}$, and the dependent vector variable is to be $y = \begin{pmatrix} r \\ \theta \end{pmatrix}$. The system itself is $F(u, v, r, \theta) = 0$, where

$$F(u, v, r, \theta) = \begin{pmatrix} F_1(u, v, r, \theta) \\ F_2(u, v, r, \theta) \end{pmatrix} = \begin{pmatrix} r \cos \theta - u \\ r \sin \theta - v \end{pmatrix}.$$ 

The sufficient condition for solving the equations locally is that the matrix $\frac{\partial F}{\partial y}$ be invertible at a point of interest. This is just the matrix

$$\begin{pmatrix} \cos \theta & -r \sin \theta \\ \sin \theta & r \cos \theta \end{pmatrix}.$$ 

The determinant is $r$, and hence the matrix is invertible except where $r = 0$. The Implicit Function Theorem is therefore telling us in this special case that $r$ and $\theta$ give us good local coordinates for $\mathbb{R}^2$ except possibly where $r = 0$. The Implicit Function Theorem gives no information about what happens when $r = 0$.

The general result about introducing a new coordinate system in place of an old one is as follows.

**Theorem 3.17** (Inverse Function Theorem). Suppose that $\varphi$ is a $C^1$ function from an open set $E$ of $\mathbb{R}^n$ into $\mathbb{R}^n$, and suppose that $\varphi'(a)$ is invertible for some $a$ in $E$. Put $b = \varphi(a)$. Then

(a) there exist open sets $U \subseteq E \subseteq \mathbb{R}^n$ and $V \subseteq \mathbb{R}^n$ such that $a$ is in $U$, $b$ is in $V$, $\varphi$ is one-one from $U$ onto $V$, and

(b) the inverse $f : V \to U$ is of class $C^1$.

Consequently, $f'(\varphi(x)) = \varphi'(x)^{-1}$ for $x$ in $U$.

**Remarks.** Theorems 3.16 and 3.17 are closely related. We saw in the context of polar coordinates that the Implicit Function Theorem implies the Inverse Function Theorem, and Problem 6 at the end of the chapter points out that this implication is valid in complete generality. Actually, the implication goes both ways, and within this section we shall follow the more standard approach of deriving the Implicit Function Theorem from the Inverse Function Theorem and subsequently proving the Inverse Function Theorem on its own.

**Proof of Theorem 3.16 if Theorem 3.17 is Known.** Let $n$, $m$, $E$, $F$, and $(a, b)$ be given as in the statement of Theorem 3.16. We define a function $\varphi : \mathbb{R}^{n+m} \to \mathbb{R}^{n+m}$ to which we shall apply Theorem 3.17 in dimension $n + m$. The function is

$$\varphi(x, y) = (x, F(x, y)) \text{ for } (x, y) \text{ in } E.$$
This satisfies \( \varphi(a, b) = (a, F(a, b)) = (a, 0) \), and its Jacobian matrix at \((a, b)\) is
\[
[\varphi'(a, b)] = \begin{pmatrix}
1 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 1
\end{pmatrix}
\]\
\[
\begin{pmatrix}
\frac{\partial F_i}{\partial x_j} \bigg|_{x=a, \ y=b} \\
\frac{\partial F_i}{\partial y_j} \bigg|_{x=a, \ y=b}
\end{pmatrix}
\]
The upper left block of \([\varphi'(a, b)]\) is the \(n\)-by-\(n\) identity matrix, and the lower right block is of size \(m\)-by-\(m\). Since Theorem 3.16 has assumed that \(\frac{\partial F_i}{\partial y_j} \bigg|_{x=a, \ y=b}\) is invertible, \([\varphi'(a, b)]\) is invertible. Theorem 3.17 therefore applies to \(\varphi\) and produces an open neighborhood \(W'\) of \(\varphi(a, b) = (a, 0)\) such that \(\varphi^{-1}\) exists on \(W'\) and carries \(W'\) to an open set. Let \(U = \varphi^{-1}(W')\). Define \(W\) to be the open neighborhood \(W' \cap (\mathbb{R}^n \times \{0\})\) of \(a\) in \(\mathbb{R}^n\), and define \(f(x)\) for \(x\) in \(W\) by \((x, f(x)) = \varphi^{-1}(x, 0)\). Then \(f\) is of class \(C^1\) on \(W\), and \(f(a) = b\) because \((a, f(a)) = \varphi^{-1}(a, 0) = (a, b)\). The identity
\[\varphi(x, f(x)) = \varphi(\varphi^{-1}(x, 0)) = (x, F(x, f(x)))\]
shows that \(F(x, f(x)) = 0\) for \(x\) in \(W\). The latter equation and the chain rule (Theorem 3.10) give the formula for \([f'(x)]\).

Finally we are to see that \(y = f(x)\) is the unique \(y\) in \(\mathbb{R}^m\) for which \((x, y)\) is in \(U\) and \(F(x, y) = 0\). Thus suppose that \(x\) is in \(W\) and that \(y_1\) and \(y_2\) are in \(\mathbb{R}^m\) with \((x, y_1)\) and \((x, y_2)\) in \(U\) and \(F(x, y_1) = F(x, y_2) = 0\). Then we have \(\varphi(x, y_1) = (x, F(x, y_1)) = (x, 0) = (x, F(x, y_2)) = \varphi(x, y_2)\). Since \((x, y_1)\) and \((x, y_2)\) are in \(U\), we can apply \(\varphi^{-1}\) to this equation and obtain \((x, y_1) = (x, y_2)\). Therefore \(y_1 = y_2\). This completes the proof of Theorem 3.16 if Theorem 3.17 is known.

Let us turn our attention to a direct proof of the Inverse Function Theorem (Theorem 3.17). When the dimension \(n\) is 1, a nonzero derivative at a point yields monotonicity, and the theorem is greatly simplified; this special case is the subject of Section A3 of Appendix A.

For general dimension \(n\), it may be helpful to begin with an outline of the proof. The first step is to show that \(\varphi\) is one-one near the point \(a\) in question; this is relatively easy. The hard step is to prove that \(\varphi\) is locally onto some open set; this uses either the compactness of closed balls or else their completeness, and we return to a discussion of this step in a moment. The argument for differentiability of the inverse function depends on the continuity of the inverse function; this dependence was already seen in the 1-dimensional case in Section A3 of Appendix A. Continuity of the inverse function amounts to the
fact that small open neighborhoods of \( a \) get carried to open sets, and this is part of the proof that \( \varphi \) is locally onto some open set. Finally the chain rule gives \((\varphi^{-1})'(x) = (\varphi'(\varphi^{-1}(x)))^{-1}\), and the continuity of \((\varphi^{-1})'\) follows. Thus \( \varphi^{-1} \) is of class \( C^1 \).

In carrying out the hard step, one has a choice of using either the compactness of closed balls or else their completeness. The argument using completeness lends itself to certain infinite-dimensional generalizations that are well beyond the scope of this book. Since the argument using compactness is the easier one, we shall use that.

The first step and the hard step mentioned above will be carried out in three lemmas below. After them we address the continuity and differentiability of the inverse function, and the proof of the Inverse Function Theorem will be complete.

**Lemma 3.18.** If \( L : \mathbb{R}^n \to \mathbb{R}^n \) is a linear function that is invertible, then there exists a real number \( m > 0 \) such that \(|L(y)| \geq m|y|\) for all \( y \in \mathbb{R}^n \).

**Remark.** We shall apply this lemma in Lemma 3.19 with \( L = \varphi'(a) \).

**Proof.** The linear inverse function \( L^{-1} : \mathbb{R}^n \to \mathbb{R}^n \) is one-one and onto. Thus if \( y \) is given, there exists \( x \) with \( y = L^{-1}(x) \), and we have \(|y| = |L^{-1}(x)| \leq \|L^{-1}\||x| \leq \|L^{-1}\||L(y)|\). The lemma follows with \( m = \|L^{-1}\|^{-1} \).

**Lemma 3.19.** In the notation of Theorem 3.17 and Lemma 3.18, choose \( m > 0 \) such that \(|\varphi'(a)(y)| \geq m|y|\) for all \( y \in \mathbb{R}^n \), and choose, by continuity of \( \varphi' \), any \( \delta > 0 \) for which \( x \in B(\delta; a) \) implies \( \|\varphi'(x) - \varphi'(a)\| \leq \frac{m}{2\sqrt{n}} \). Then \(|\varphi'(x) - \varphi'(a)| \geq \frac{m}{2\sqrt{n}} |x' - x|\) whenever \( x' \) and \( x \) are both in \( B(\delta; a) \).

**Remarks.** This proves immediately that \( \varphi \) is one-one on \( B(\delta; a) \), and it gives an estimate that will establish that \( \varphi^{-1} \) is continuous, once \( \varphi^{-1} \) is known to exist. It proves also that the linear function \( \varphi'(x) \) is invertible for \( x \in B(\delta; a) \) because

\[
|m|y| \leq |\varphi'(a)(y)| \\
\leq |\varphi'(x)(y)| + |\varphi'(x)(y) - \varphi'(a)(y)| \\
\leq |\varphi'(x)(y)| + ||\varphi'(x) - \varphi'(a)|| |y| \\
\leq |\varphi'(x)(y)| + \frac{m|y|}{2\sqrt{n}};
\]

if \( \varphi'(x) \) were not invertible, then any nonzero \( y \) in the kernel of \( \varphi'(x) \) would contradict this chain of inequalities.

**Proof.** The line segment from \( x \) to \( x' \) lies within \( B(\delta; a) \). Put \( z = x' - x \), write this line segment as \( t \mapsto x + tz \) for \( 0 \leq t \leq 1 \), and apply the Mean Value
Theorem to each component $\varphi_k$ of $\varphi$ to obtain
\[ \varphi_k(x') - \varphi_k(x) = \varphi_k(x + t z)|_{t=1} - \varphi_k(x + t z)|_{t=0} \]
\[ = \varphi'(x + t z)(z) \cdot e_k \quad \text{with } 0 < t_k < 1 \]
\[ = \varphi'(a)(z) \cdot e_k + (\varphi'(x + t_k z) - \varphi'(a))(z) \cdot e_k. \]

Taking the absolute value of both sides allows us to write
\[ |\varphi(x') - \varphi(x)| \geq |\varphi_k(x') - \varphi_k(x)| \]
\[ \geq |\varphi'(a)(z) \cdot e_k| - |(\varphi'(x + t_k z) - \varphi'(a))(z)| \]
\[ \geq |\varphi'(a)(z) \cdot e_k| - \frac{m}{2\sqrt{n}} |x' - x|. \]

Therefore
\[ |\varphi(x') - \varphi(x)| \geq \frac{1}{\sqrt{n}} |\varphi'(a)(z)| - \frac{m}{2\sqrt{n}} |x' - x| \]
\[ \geq \frac{m}{\sqrt{n}} |x' - x| - \frac{m}{2\sqrt{n}} |x' - x| \]
\[ = \frac{m}{2\sqrt{n}} |x' - x|. \] \[ \blacksquare \]

**Lemma 3.20.** With notation as in Lemma 3.19, $\varphi(B(\delta; a))$ is open in $\mathbb{R}^n$.

**Proof.** Let $c = m/(2\sqrt{n})$ be the constant in the statement of Lemma 3.19. Fix $x_0$ in $B(\delta; a)$ and let $y_0 = \varphi(x_0)$, so that $y_0$ is the most general element of $\varphi(B(\delta; a))$. Find $\delta_1 > 0$ such that $B(\delta_1; x_0)^{cl} \subseteq B(\delta; a)$. It is enough to prove that $B(c\delta_1/2; y_0) \subseteq \varphi(B(\delta; a))$. Even better, we prove that $B(c\delta_1/2; y_0) \subseteq \varphi(B(\delta_1; x_0)^{cl})$.

Thus let $y_1$ have $|y_1 - y_0| < c\delta_1/2$. Choose, by compactness of $B(\delta_1; x_0)^{cl}$, a member $x = x_1$ of $B(\delta_1; x_0)^{cl}$ for which $|\varphi(x) - y_1|^2$ is minimized. Let us show that $x_1$ is not on the edge of $B(\delta_1; x_0)^{cl}$, i.e., that $|x_1 - x_0| < \delta_1$. In fact, if $|x_1 - x_0| = \delta_1$, then Lemma 3.19 gives
\[ |\varphi(x_1) - y_1| \geq |\varphi(x_1) - y_0| - |y_1 - y_0| \]
\[ > |\varphi(x_1) - \varphi(x_0)| - c\delta_1/2 \]
\[ \geq c|x_1 - x_0| - c\delta_1/2 \]
\[ = c\delta_1/2 \]
\[ > |y_1 - y_0| \]
\[ = |\varphi(x_0) - y_1|, \]
in contradiction to the fact that \( |\varphi(x) - y_1|^2 \) is minimized on \( B(\delta_1; x_0)^cl \) at \( x = x_1 \). Thus \( |x_1 - x_0| < \delta_1 \). In this case the scalar-valued function \((\varphi(x) - y_1) \cdot (\varphi(x) - y_1)\) is minimized at an interior point of \( B(\delta_1; x_0)^cl \), and all its partial derivatives must be 0. Therefore \( \varphi'(x_1)(z) \cdot (\varphi(x_1) - y_1) = 0 \) for all \( z \) in \( \mathbb{R}^n \). Since the linear function \( \varphi'(x_1) \) is onto \( \mathbb{R}^n \), we conclude that \( \varphi(x_1) - y_1 = 0 \), and the lemma follows. 

\[ \square \]

**Completion of Proof of Theorem 3.17.** Lemma 3.19 showed that the restriction of \( \varphi \) to \( B(\delta; a) \) is one-one, and Lemma 3.20 showed that the image is an open set in \( \mathbb{R}^n \). Let \( f : \varphi(B(\delta; a)) \to B(\delta; a) \) be the inverse function. To complete the proof of Theorem 3.17, we need to see that \( f \) is differentiable on \( \varphi(B(\delta; a)) \). Fix \( x \) in \( B(\delta; a) \), and suppose that \( x + h \) is in \( B(\delta; a) \) with \( h \neq 0 \). Define \( y \) and \( k \) by \( y = \varphi(x) \) and \( y + k = \varphi(x + h) \). Since \( \varphi \) is one-one on \( B(\delta; a) \), \( k \) is not 0. In fact, Lemma 3.19 gives

\[ |k| \geq c|h|, \quad (\ast) \]

where \( c = m/(2\sqrt{n}) \). The definitions give

\[
\begin{align*}
  f(y + k) - f(y) - \varphi'(x)^{-1}(k) &= (x + h) - x - \varphi'(x)^{-1}(k) \\
  &= h - \varphi'(x)^{-1}(\varphi(x + h) - \varphi(x)) \\
  &= -\varphi'(x)^{-1}(\varphi(x + h) - \varphi(x) - \varphi'(x)(h)).
\end{align*}
\]

Combining this identity with (\ast) gives

\[
\frac{|f(y + k) - f(y) - \varphi'(x)^{-1}(k)|}{|k|} \leq \frac{\|\varphi'(x)^{-1}\|}{c} \frac{|\varphi(x + h) - \varphi(x) - \varphi'(x)(h)|}{|h|}.
\]

If \( \epsilon > 0 \) is given, choose \( \eta > 0 \) small enough so that

\[
\frac{\|\varphi'(x)^{-1}\|}{c} \frac{|\varphi(x + h) - \varphi(x) - \varphi'(x)h|}{|h|} < \epsilon
\]

as long as \( |h| < \eta \). If \( |k| < c\eta \), then \( |h| < \eta \) by (\ast) and hence

\[
\frac{|f(y + k) - f(y) - \varphi'(x)^{-1}(k)|}{|k|} < \epsilon.
\]

In other words, \( f \) is differentiable at \( y \), and \( f'(y) = \varphi'(x)^{-1} \). 

\[ \square \]
Suppose that the given function \( \varphi \) in the Inverse Function Theorem is better than a \( C^1 \) function. What can be said about the inverse function \( f \)? The answer is carried by the formula \( f'(\varphi(x)) = \varphi'(x)^{-1} \) for the derivative of the inverse function \( f \). This formula implies that the partial derivatives of \( f \) are quotients of polynomials in partial derivatives of \( \varphi \) by a nonvanishing polynomial (the determinant) in partial derivatives of \( \varphi \). Thus the iterated partial derivatives of \( f \) can be computed harmlessly in terms of the iterated partial derivatives of \( \varphi \) and this same determinant polynomial. Consequently if \( \varphi \) is of class \( C^k \) with \( k \geq 1 \), then so is \( f \). If \( \varphi \) is smooth, so is \( f \). In the case that \( \varphi \) and \( f \) are both smooth, we say that \( \varphi \) is a \textit{diffeomorphism}. Let us summarize these facts in a corollary.

**Corollary 3.21.** Suppose, for some \( k \geq 1 \), that \( \varphi \) is a \( C^k \) function from an open set \( E \) of \( \mathbb{R}^n \) into \( \mathbb{R}^n \), and suppose that \( \varphi'(a) \) is invertible for some \( a \) in \( E \). Put \( b = \varphi(a) \). Let \( U \) and \( V \) be open subsets of \( \mathbb{R}^n \) as in the Inverse Function Theorem such that \( a \) is in \( U \), \( b \) is in \( V \), and \( \varphi \) is one-one from \( U \) onto \( V \). Then the inverse function \( f : V \to U \) is of class \( C^k \). If \( \varphi \) is smooth, then \( \varphi \) is a diffeomorphism of \( U \) onto \( V \).

### 7. Definition and Properties of Riemann Integral

Section I.4 contained a careful but limited development of the Riemann integral in one variable. The present section extends that development to several variables. A certain amount of the theory parallels what happened in one variable, and proofs for that part of the theory can be obtained by adjusting the notation and words of Section I.4 in simple ways. Results of that kind are much of the subject matter of this section.

In later sections we shall take up results having no close analog in Section I.4. The main results of this kind are

(i) a necessary and sufficient condition for a function to be Riemann integrable,

(ii) Fubini’s Theorem, concerning the relationship between multiple integrals and iterated integrals in the various possible orders,

(iii) a change-of-variables formula for multiple integrals.

We begin a discussion of these in the next section.

The one-variable theory worked with a bounded function \( f : [a, b] \to \mathbb{R} \), with domain a closed bounded interval, and we now work with a bounded function \( f : A \to \mathbb{R} \) with domain \( A \) a “closed rectangle” in \( \mathbb{R}^n \). For this purpose a \textbf{closed rectangle} (or “closed geometric rectangle”) in \( \mathbb{R}^n \) is a bounded set of the form

\[
A = [a_1, b_1] \times \cdots \times [a_n, b_n]
\]
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with \( a_j \leq b_j \) for all \( j \). Let us abbreviate \([a_j, b_j]\) as \( A_j \). In geometric terms the sides or faces are assumed parallel to the axes or coordinate hyperplanes. We shall use the notion of open rectangle in later sections and chapters, an open rectangle being a similar product of bounded open intervals \((a_j, b_j)\) for \( 1 \leq j \leq n \). However, in this section the term “rectangle” will always mean closed rectangle.

If \( P_j \) is a one-variable partition of \( A_j \), then we can form an \( n \)-variable partition \( P = (P_1, \ldots, P_n) \) of the given rectangle \( A \) into component rectangles \([c_1, d_1] \times \cdots \times [c_n, d_n]\), where \( c_j \) and \( d_j \) are consecutive subdivision points of \( P_j \). A typical component rectangle is denoted by \( R \), and its \( n \)-dimensional volume \( Q_n = \prod_{j=1}^{n} (d_j - c_j) \) is denoted by \( |R| \). The mesh \( \mu(P) \) of the partition \( P \) is the maximum of the meshes of the one-dimensional partitions \( P_j \), hence the largest length of a side of all component rectangles of \( P \).

Relative to our given function \( f \) and a given partition \( P \), define \( M_R(f) = \sup_{x \in R} f(x) \) and \( m_R(f) = \inf_{x \in R} f(x) \) for each component rectangle \( R \) of \( P \). Put

\[
\begin{align*}
U(P, f) &= \sum_{R} M_R(f) |R| = \text{upper Riemann sum for } P, \\
L(P, f) &= \sum_{R} m_R(f) |R| = \text{lower Riemann sum for } P,
\end{align*}
\]

\[
\int_{A} f \, dx = \inf_{P} U(P, f) = \text{upper Riemann integral of } f,
\]

\[
\int_{A} f \, dx = \sup_{P} L(P, f) = \text{lower Riemann integral of } f.
\]

We say that \( f \) is Riemann integrable on \( A \) if \( \int_{A} f \, dx = \int_{A} f \, dx \), and in this case we write \( \int_{A} f \, dx \) for the common value of these two numbers. We write \( R(A) \) for the set of Riemann integrable functions on \( A \). The following lemma is proved in the same way as Lemma 1.24.

**Lemma 3.22.** Suppose that \( f : A \to \mathbb{R} \) has \( m \leq f(x) \leq M \) for all \( x \) in \( A \). Then for any partition \( P \) of \( A \),

\[
\begin{align*}
m|A| &\leq L(P, f) \leq U(P, f) \leq M|A|, \\
m|A| &\leq \int_{A} f \, dx \leq M|A|, \\
m|A| &\leq \int_{A} f \, dx \leq M|A|.
\end{align*}
\]

A refinement of a partition \( P \) of \( A \) is a partition \( P^* \) such that every component rectangle for \( P^* \) is a subset of a component rectangle for \( P \). If \( P = (P_1, \ldots, P_n) \)
and $P' = (P'_1, \ldots, P'_n)$ are two partitions of $A$, then $P$ and $P'$ have at least one common refinement $P^* = (P^*_1, \ldots, P^*_n)$; specifically, for each $j$, we can take $P^*_j$ to be a common refinement of $P_j$ and $P'_j$. Arguing as in Lemma 1.25 and Theorem 1.26, we obtain the following two results. The key to the second one of these is the uniform continuity of any continuous function $f : A \to \mathbb{R}$; for the uniform continuity we appeal to the Heine–Borel Theorem (Corollary 2.37) and Proposition 2.41 in several variables, the corresponding one-variable result being Theorem 1.10.

**Lemma 3.23.** Let $f : A \to \mathbb{R}$ satisfy $m \leq f(x) \leq M$ for all $x$ in $A$. Then

(a) $L(P, f) \leq L(P^*, f)$ and $U(P^*, f) \leq U(P, f)$ whenever $P$ is a partition of $A$ and $P^*$ is a refinement,

(b) $L(P_1, f) \leq U(P_2, f)$ whenever $P_1$ and $P_2$ are partitions of $A$,

(c) $\int_A f \, dx \leq \int_A f \, dx$,

(d) $\int_A f \, dx - \int_A f \, dx \leq (M - m)|A|$, 

(e) the function $f$ is Riemann integrable on $A$ if and only if for each $\epsilon > 0$, there exists a partition $P$ of $A$ with $U(P, f) - L(P, f) < \epsilon$.

**Theorem 3.24.** If $f : A \to \mathbb{R}$ is continuous on $A$, then $f$ is Riemann integrable on $A$.

Next we argue as in Proposition 1.30 and Theorem 1.31 to obtain two more generalizations to several variables. The several-variable version of uniform continuity is needed in the proof of Proposition 3.25d.

**Proposition 3.25.** If $f_1$ and $f_2$ are Riemann integrable on $A$, then

(a) $f_1 + f_2$ is in $\mathcal{R}(A)$ and $\int_A (f_1 + f_2) \, dx = \int_A f_1 \, dx + \int_A f_2 \, dx$,

(b) $cf_1$ is in $\mathcal{R}(A)$ and $\int_A cf_1 \, dx = c \int_A f_1 \, dx$ for any real number $c$,

(c) $f_1 \leq f_2$ on $A$ implies $\int_A f_1 \, dx \leq \int_A f_2 \, dx$,

(d) $m \leq f_1 \leq M$ on $A$ and $\varphi : [m, M] \to \mathbb{R}$ continuous imply that $\varphi \circ f_1$ is in $\mathcal{R}(A)$,

(e) $|f_1|$ is in $\mathcal{R}(A)$, and $|\int_A f_1 \, dx| \leq \int_A |f_1| \, dx$,

(f) $f_1^2$ and $f_1f_2$ are in $\mathcal{R}(A)$,

(g) $\sqrt{f_1}$ is in $\mathcal{R}(A)$ if $f_1 \geq 0$ on $A$.

**Theorem 3.26.** If $\{f_n\}$ is a sequence of Riemann integrable functions on $A$ and if $\{f_n\}$ converges uniformly to $f$ on $A$, then $f$ is Riemann integrable on $A$, and $\lim_n \int_A f_n \, dx = \int_A f \, dx$. 

There is also a several-variable version of Theorem 1.35, which says that Riemann integrability can be detected by convergence of Riemann sums as the mesh of the partition gets small. Relative to our standard partition \( P = (P_1, \ldots, P_n) \), select a member \( t_R \) of each component rectangle \( R \) relative to \( P \), and define

\[
S(P, \{t_R\}, f) = \sum_{R} f(t_R)|R|.
\]

This is called a Riemann sum of \( f \).

**Theorem 3.27.** If \( f \) is Riemann integrable on \( A \), then

\[
\lim_{\mu(P) \to 0} S(P, \{t_R\}, f) = \int_{A} f \, dx.
\]

Conversely if \( f \) is bounded on \( A \) and if there exists a real number \( r \) such that for any \( \epsilon > 0 \), there exists some \( \delta > 0 \) for which \( |S(P, \{t_R\}, f) - r| < \epsilon \) whenever \( \mu(P) < \delta \), then \( f \) is Riemann integrable on \( A \).

**Remark.** The proof of the direct part is more subtle in the several-variable case than in the one-variable case, and we therefore include it. The proof of the converse part closely imitates the proof of the converse part of Theorem 1.35, and we omit that.

**Proof.** For the direct part the function \( f \) is assumed bounded; suppose \( |f(x)| \leq M \) on \( A \). Let \( \epsilon > 0 \) be given. Choose a partition \( P^* = (P_1^*, \ldots, P_n^*) \) of \( A \) with \( U(P^*, f) \leq \int_{A} f \, dx + \epsilon \). Fix an integer \( k \) such that the number of component intervals of \( P_j^* \) is \( \leq k \) for \( 1 \leq j \leq n \). Put

\[
\delta_1 = \frac{\epsilon}{Mk \sum_{j=1}^{n} \prod_{i \neq j} |A_i|},
\]

and suppose that \( P = (P_1, \ldots, P_n) \) is any partition of \( A = A_1 \times \cdots \times A_n \) with \( \mu(P) \leq \delta_1 \). For each \( j \) with \( 1 \leq j \leq n \), we separate the component intervals of \( P_j \) into two kinds, the ones in \( \mathcal{F}^{(j)} \) being the component intervals of \( P_j \) that do not lie completely within a single component interval of \( P_j^* \) and the ones in \( \mathcal{G}^{(j)} \) being the rest. Similarly we separate the component rectangles of \( P \) into two kinds, the ones in \( \mathcal{F} \) being the component rectangles that do not lie completely within a single component rectangle of \( P^* \) and the ones in \( \mathcal{G} \) being the rest.

If \( R = R_1 \times \cdots \times R_n \) is a member of \( \mathcal{F} \), then \( R_j \) is in \( \mathcal{F}^{(j)} \) for some \( j \) with \( 1 \leq j \leq n \); let \( j = j(R) \) be the first such index. Let \( \mathcal{F}_j \) be the subset of \( R \)'s in \( \mathcal{F} \) with \( j(R) = j \), so that \( \mathcal{F} = \bigcup_{j=1}^{n} \mathcal{F}_j \) disjointly. Then we have

\[
U(P, f) = \sum_{j=1}^{n} \sum_{R \in \mathcal{F}_j} M_R(f) |R| + \sum_{R \in \mathcal{G}} M_R(f) |R|.
\]

\[\text{(*)}\]
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For the first term on the right side,

\[
\left| \sum_{j=1}^{n} \sum_{R \in \mathcal{F}_j} M_R(f) |R| \right| \leq M \sum_{j=1}^{n} \sum_{R \in \mathcal{F}_j} |R| \leq M \sum_{j=1}^{n} \sum_{R \in \mathcal{F}_j} |R_1| \times \cdots \times |R_n| \leq M \sum_{j=1}^{n} \sum_{R \in \mathcal{F}_j} \prod_{i \neq j} |A_i|.
\]

Each member \( R_j \) of \( \mathcal{F}^{(j)} \) contains some point of the partition \( P^*_j \) in its interior, and two distinct \( R_j \)'s cannot contain the same point. Thus the number of \( R_j \)'s in \( \mathcal{F}^{(j)} \) is \( \leq k \). Also, \( |R_j| \leq \mu(P) \). Consequently we have

\[
\left| \sum_{j=1}^{n} \sum_{R \in \mathcal{F}_j} M_R(f) |R| \right| \leq M k \mu(P) \sum_{j=1}^{n} \prod_{i \neq j} |A_i| \leq M k \delta_1 \sum_{j=1}^{n} \prod_{i \neq j} |A_i| = \epsilon.
\]

The contribution to \( U(P, f) \) of the second term on the right side of (\(*\)) is

\[
\sum_{R \in \mathcal{G}} M_R(f) |R| = \sum_{R^*} \sum_{R \subseteq R^*} M_{R^*}(f) |R| \leq \sum_{R^*} M_{R^*}(f) |R^*| \leq U(P^*, f).
\]

Thus

\[
U(P, f) \leq \epsilon + U(P^*, f) \leq \int_A f \, dx + 2\epsilon.
\]

Similarly we can define \( \delta_2 \) such that \( \mu(P) \leq \delta_2 \) implies

\[
L(P, f) \geq \int_A f \, dx - 2\epsilon.
\]

If \( \delta = \min\{\delta_1, \delta_2\} \) and \( \mu(P) \leq \delta \), then

\[
\int_A f \, dx - 2\epsilon \leq L(P, f) \leq S(P, \{t_R\}, f) \leq U(P, f) \leq \int_A f \, dx + 2\epsilon
\]

for any choice of points \( t_R \), and hence \( |S(P, \{t_R\}, f) - \int_A f \, dx| \leq 2\epsilon \). This completes the proof of the direct part of the theorem.

Finally we include one simple interchange-of-limits result that is handy in working with integrals involving derivatives.
Proposition 3.28. Let \( f \) be a complex-valued \( C^1 \) function defined on an open set \( U \) in \( \mathbb{R}^m \), and let \( K \) be a compact subset of \( U \). Then

(a) the convergence of \( \frac{1}{h}[f(x+he_j) - f(x)] \) to \( \frac{\partial f}{\partial x_j}(x) \), as \( h \) tends to 0, is uniform for \( x \) in \( K \),

(b) the function \( g(x_2, \ldots, x_n) = \int_a^b f(x_1, \ldots, x_n) \, dx_1 \) is of class \( C^1 \) on the set of all points \( y = (x_2, \ldots, x_n) \) for which \( [a, b] \times \{y\} \) lies in \( U \), and \( \frac{\partial}{\partial x_j} \int_a^b f(x) \, dx_1 = \int_a^b \frac{\partial f}{\partial x_j}(x) \, dx_1 \) for \( j \neq 1 \) as long as the set \( [a, b] \times \{(x_2, \ldots, x_n)\} \) lies in \( U \).

PROOF. In (a), we may assume that \( f \) is real-valued. The Mean Value Theorem gives

\[
\frac{1}{h}[f(x+he_j) - f(x)] = \frac{\partial f}{\partial x_j}(x) - \frac{\partial f}{\partial x_j}(x + te_j)
\]

for some \( t \) between 0 and \( h \), and then (a) follows from the uniform continuity of \( \frac{\partial f}{\partial x_j} \) on \( K \). Conclusion (b) follows by combining (a) and Theorem 1.31.

As we did in the one-variable case in Sections 3 and I.5, we can extend our results concerning integration in several variables to functions with values in \( \mathbb{R}^m \) or \( \mathbb{C}^m \cong \mathbb{R}^{2m} \). Integration of a vector-valued function is defined entry by entry, and then all the results from Theorem 3.24 through Proposition 3.28 extend. The one thing that needs separate proof is the inequality \( |\int_A f_1 \, dx| \leq \int_A |f_1| \, dx \) of Proposition 3.25e, and a proof can be carried out in the same way as at the end of Section 3 in the one-variable case.

8. Riemann Integrable Functions

Let \( E \) be a subset of \( \mathbb{R}^n \). We say that \( E \) is of measure 0 if for any \( \epsilon > 0 \), \( E \) can be covered by a finite or countably infinite set of closed rectangles in the sense of Section 7 of total volume less than \( \epsilon \). It is equivalent to require that \( E \) can be covered by a finite or countably infinite set of open rectangles of total volume less than \( \epsilon \). In fact, if a system of open rectangles covers \( E \), then the system of closures covers \( E \) and has the same total volume; conversely if a system of closed rectangles covers \( E \), then the system of open rectangles with the same centers and with sides expanded by a factor \( 1 + \delta \) covers \( E \) as long as \( \delta > 0 \).

Several properties of sets of measure 0 are evident: a set consisting of one point is of measure 0, a face of a closed rectangle is a set of measure 0, and any subset of a set of measure 0 is of measure 0. Less evident is the fact that the countable union of sets of measure 0 is of measure 0. In fact, if \( \epsilon > 0 \) is given
and if \( E_1, E_2, \ldots \) are sets of measure 0, find finite or countably infinite systems \( R_j \) of closed rectangles for \( j \geq 1 \) such that the total volume of the members of \( R_j \) is \( < \epsilon / 2^n \). Then \( R = \bigcup_j R_j \) is a system of closed rectangles covering \( \bigcup_j E_j \) and having total volume \( < \epsilon \).

The goal of this section is to prove the following theorem, which gives a useful necessary and sufficient condition for a function of several variables to be Riemann integrable. The theorem immediately extends from the scalar-valued case as stated to the case that \( f \) has values in \( \mathbb{R}^m \) or \( \mathbb{C}^m \).

**Theorem 3.29.** Let \( A \) be a finite closed rectangle in \( \mathbb{R}^n \) of positive volume, and let \( f : A \to \mathbb{R} \) be a bounded function. Then \( f \) is Riemann integrable if and only if the set

\[
B = \{ x \mid f \text{ is not continuous at } x \}
\]

has measure 0.

Theorem 3.29 supplies the reassurance that a finite closed rectangle of positive volume cannot have measure 0. In fact, the function \( f \) on \( A \) that is 1 at every point with all coordinates rational and is 0 elsewhere is discontinuous everywhere on \( A \). By inspection every \( U(P, f) \) is \( |A| \) for this \( f \), and every \( L(P, f) \) is 0; thus \( f \) is not Riemann integrable. The theorem then implies that \( A \) is not of measure 0.

The proof of the theorem will make use of an auxiliary notion, that of “content 0,” in order to simplify the process of checking whether a given compact set has measure 0. A subset \( E \) of \( \mathbb{R}^n \) has **content 0** if for any \( \epsilon > 0 \), \( E \) can be covered by a finite set of closed rectangles in the sense of Section 7 of total volume less than \( \epsilon \). It is equivalent to require that \( E \) can be covered by a finite set of open rectangles of total volume less than \( \epsilon \). A set consisting of one point is of content 0, a face of a closed rectangle is a set of content 0, any subset of a set of content 0 is of content 0, and the union of finitely many sets of content 0 is of content 0.

Every set of content 0 is certainly of measure 0, but the question of any converse relationship is more subtle. Consider the set \( E \) of rationals in \([0, 1]\) as a subset of \( \mathbb{R}^1 \). Since this set is a countable union of one-point sets, it has measure 0. However, it does not have content 0. In fact, if we were to have \( E \subseteq \bigcup_{n=1}^{N} [a_j, b_j] \) with \( \sum_{n=1}^{N} (b_j - a_j) < \epsilon \), then we would have \( E^{\text{cl}} \subseteq \bigcup_{n=1}^{N} [a_j, b_j] \) by Proposition 2.10, since \( \bigcup_{n=1}^{N} [a_j, b_j] \) is closed. Then \( E^{\text{cl}} \) would have content 0 and necessarily measure 0. This contradicts the fact observed after the statement of the theorem—that a closed rectangle of positive volume, such as \( E^{\text{cl}} = [0, 1] \) in \( \mathbb{R}^1 \), cannot have measure 0. We conclude that a bounded set of measure 0 need not have content 0.

**Lemma 3.30.** If \( E \) is a compact subset of \( \mathbb{R}^n \) of measure 0, then \( E \) is of content 0.
PROOF. Let $E$ be of measure 0, and let $\epsilon > 0$ be given. Choose open rectangles $E_j$ with $E \subseteq \bigcup_{j=1}^{\infty} E_j$ and $\sum_{j=1}^{\infty} |E_j| < \epsilon$. By compactness, $E \subseteq \bigcup_{j=1}^{N} E_j$ for some $N$. Then $\sum_{j=1}^{N} |E_j| < \epsilon$. Since $\epsilon$ is arbitrary, $E$ has content 0. \hfill \square

Recall from Section II.9 that the oscillation at $x_0$ of a function $f : A \to \mathbb{R}$ is given by

$$\text{osc}_f(x_0) = \lim_{\delta \downarrow 0} \sup_{x \in B(\delta, x_0)} |f(x) - f(x_0)|.$$  

The oscillation is 0 at $x_0$ if and only if $f$ is continuous there. Lemma 2.55 tells us that

$$\{ x \in U \mid \text{osc}_x(x) \geq 2\epsilon \}^{cl} \subseteq \{ x \in U \mid \text{osc}_x(x) \geq \frac{\epsilon}{2} \}$$

for any $\epsilon > 0$.

**Lemma 3.31.** Let $A$ be a nontrivial closed rectangle in $\mathbb{R}^n$, and let $f : A \to \mathbb{R}$ be a bounded function with $\text{osc}_f(x) < \epsilon$ for all $x$ in $A$. Then there is a partition $P$ of $A$ with $U(P, f) - L(P, f) \leq 2\epsilon |A|$.

**Proof.** For each $x_0$ in $A$, there is an open rectangle $U_{x_0}$ centered at $x_0$ such that $|f(x) - f(x_0)| \leq \epsilon$ on $A \cap U_{x_0}^{cl}$. Then $M_{U_{x_0}^{cl}}(f) - m_{U_{x_0}^{cl}}(f) \leq 2\epsilon$. These open rectangles cover $A$. By compactness a finite number of them suffice to cover $A$. Write $A \subseteq U_{x_1} \cup \cdots \cup U_{x_n}$ accordingly. Let $P$ be the partition of $A$ generated by the endpoints in each coordinate of $A$ and the endpoints of the closed rectangles $U_{x_j}^{cl}$; we discard endpoints that lie outside $A$. Each component rectangle $R$ of $P$ then lies completely within some $U_{x_j}^{cl}$, and we have $M_R(f) - m_R(f) \leq 2\epsilon$ for each component rectangle $R$ of $P$. Therefore

$$U(P, f) - L(P, f) = \sum_R (M_R(f) - m_R(f)) |R| \leq 2\epsilon \sum_R |R| = 2\epsilon |A|. \hfill \square

PROOF OF THEOREM 3.29. Define $B_{\epsilon} = \{ x \mid \text{osc}_f(x) \geq \epsilon \}$ for each $\epsilon > 0$, so that $B = \bigcup_{\epsilon=1}^{\infty} B_{1/\epsilon}$. For the easy direction of the proof, suppose that $f$ is Riemann integrable. We show that $B_{1/\epsilon}$ has content 0 for all $\epsilon$. Since content 0 implies measure 0, $B_{1/\epsilon}$ will have measure 0 for all $\epsilon$. So will the countable union, and therefore $B$ will have measure 0.

Given $\epsilon > 0$ and $n$, use Lemma 3.23e to choose a partition $P$ of $A$ with $U(P, f) - L(P, f) \leq \epsilon/n$. Let

$$\mathcal{R} = \{\text{component rectangles } R \text{ of } P \mid R^{\circ} \cap B_{1/n} \neq \emptyset\},$$

where $R^{\circ}$ is the interior of $R$. Then $B_{1/n}$ is covered by the closed rectangles in $\mathcal{R}$ and the boundaries of the component rectangles of $P$. The latter are of content 0.
For \( R \) in \( \mathcal{R} \), let us see that \( M_R(f) - m_R(f) \geq 1/n \). In fact, if \( x_0 \) is in \( R^n \cap B_{1/n} \), then \( \text{osc}_f(x_0) \geq 1/n \), so that \( \lim_{\delta \to 0} \sup_{|x-x_0|<\delta} |f(x) - f(x_0)| \geq 1/n \) and
\[
\sup_{|x-x_0|<\delta, x \in \mathbb{R}^n} |f(x) - f(x_0)| \geq 1/n \quad \text{for all } \delta > 0.
\]

Therefore \( M_R(f) - m_R(f) \geq 1/n \). Summing on \( R \in \mathcal{R} \) gives
\[
\frac{1}{n} \sum_{R \in \mathcal{R}} |R| \leq \sum_{R \in \mathcal{R}} (M_R(f) - m_R(f)) |R| \leq \sum_{R} (M_R(f) - m_R(f)) |R|
= U(P, f) - L(P, f) \leq \epsilon/n,
\]
and thus \( \sum_{R \in \mathcal{R}} |R| \leq \epsilon \). Consequently \( B_{1/n} \) has content 0, as asserted.

For the converse direction of the proof, suppose that \( B \) has measure 0. We are to prove that \( f \) is Riemann integrable. Let \( \epsilon > 0 \) be given. The inclusion of Lemma 2.55 gives \( B_{\epsilon/4}^\text{cl} \subseteq B_{\epsilon/4} \subseteq B \), and thus \( B_{\epsilon/4}^\text{cl} \) has measure 0. The set \( B_{\epsilon/4}^\text{cl} \) is compact, and Lemma 3.30 shows that it has content 0. Hence the subset \( B_{\epsilon} \) has content 0. Choose open rectangles \( U_1, \ldots, U_m \) such that \( B_{\epsilon} \subseteq \bigcup_{j=1}^{m} U_j \) and \( \sum_{j=1}^{m} |U_j| < \epsilon \). Form the partition \( P \) of \( A \) generated by the endpoints in each coordinate of \( A \) and the endpoints of the closed rectangles \( U_j^\text{cl} \); we discard endpoints that lie outside \( A \).

Then every component closed rectangle \( R \) of \( P \) is in one of the two classes
\[
\mathcal{R}_1 = \{ R \mid R \subseteq U_j^\text{cl} \text{ for some } j \},
\]
\[
\mathcal{R}_2 = \{ R \mid R \cap B_{\epsilon} = \emptyset \}.
\]

In fact, our definition is such that \( R \cap U_j \neq \emptyset \) implies \( R \subseteq U_j^\text{cl} \). If \( R \cap B_{\epsilon} \neq \emptyset \), let \( x_0 \) be in \( R \cap B_{\epsilon} \). Then \( x_0 \) is in some \( U_j \), and \( R \cap U_j \neq \emptyset \) for that \( j \). Hence \( R \) is in \( \mathcal{R}_1 \).

We shall construct a particular refinement \( P' \) of \( P \) in a moment. Let \( R' \) be a typical component rectangle of \( P' \). For any refinement \( P' \) of \( P \), we have
\[
U(P', f) - L(P', f)
\leq \sum_{R \in \mathcal{R}_1} \sum_{R' \subseteq R} (M_R(f) - m_R(f)) |R'| + \sum_{R \in \mathcal{R}_2} \sum_{R' \subseteq R} (M_R(f) - m_R(f)) |R'|
\leq 2\left( \sup_{A} |f| \right) \sum_{R \in \mathcal{R}_1} \sum_{R' \subseteq R} |R'| + \sum_{R \in \mathcal{R}_2} \sum_{R' \subseteq R} (M_R(f) - m_R(f)) |R'|
\leq 2\left( \sup_{A} |f| \right) \epsilon + \sum_{R \in \mathcal{R}_2} \sum_{R' \subseteq R} (M_R(f) - m_R(f)) |R'|
9. Fubini’s Theorem for the Riemann Integral

Fubini’s Theorem is a result asserting that a double integral is equal to an iterated integral in either order. An unfortunate feature of the Riemann integral is that when an integrable function \( f(x, y) \) is restricted to one of the two variables, then the resulting function of that variable need not be integrable. Thus a certain amount of checking is often necessary in using the theorem. This feature is corrected in the Lebesgue integral, and that, as we shall see in Chapter V, is one of the strengths of the Lebesgue integral.

**Theorem 3.32** (Fubini’s Theorem). Let \( A \subseteq \mathbb{R}^n \) and \( B \subseteq \mathbb{R}^m \) be closed rectangles, and let \( f : A \times B \to \mathbb{R} \) be Riemann integrable. For \( x \) in \( A \) let \( f_x \) be the function \( y \mapsto f(x, y) \) for \( y \) in \( B \), and define

\[
\mathcal{L}(x) = \int_B f_x(y) \, dy = \int_B f(x, y) \, dy,
\]

\[
\mathcal{U}(x) = \int_B f_x(y) \, dy = \int_B f(x, y) \, dy,
\]

as functions on \( A \). Then \( \mathcal{L} \) and \( \mathcal{U} \) are Riemann integrable on \( A \) and

\[
\int_{A \times B} f \, dx \, dy = \int_A \mathcal{L}(x) \, dx = \int_A \left[ \int_B f(x, y) \, dy \right] \, dx,
\]

\[
\int_{A \times B} f \, dx \, dy = \int_A \mathcal{U}(x) \, dx = \int_A \left[ \int_B f(x, y) \, dy \right] \, dx.
\]

**Proof.** Let \( P \) be a partition of the form \( (P_A, P_B) \), and let \( R = R_A \times R_B \) be a typical component rectangle of \( P \). Then

\[
L(P, f) = \sum_R m_R(f) \cdot |R| = \sum_{R_A} \left( \sum_{R_B} m_{R_A \times R_B}(f) \cdot |R_B| \right) \cdot |R_A|.
\]
For $x$ in $R_A$, $m_{R_A \times R_B}(f) \leq m_{R_B}(f_x)$. Hence $x$ in $R_A$ implies
\[ \sum_{R_B} m_{R_A \times R_B}(f) |R_B| \leq \sum_{R_B} m_{R_B}(f_x) |R_B| \leq \int_B f_x \, dy = \mathcal{L}(x). \]
Taking the infimum over $x$ in $R_A$ and summing over $R_A$ gives
\[ L(P, f) = \sum_{R_A} \left( \sum_{R_B} m_{R_A \times R_B}(f) |R_B| \right) |R_A| \leq \sum_{R_A} m_{R_A}(\mathcal{L}) |R_A| = L(P_A, \mathcal{L}). \]
Similarly
\[ U(P_A, \mathcal{U}) \leq U(P, f). \]
Thus
\[ L(P, f) \leq L(P_A, \mathcal{L}) \leq U(P_A, \mathcal{L}) \leq U(P_A, \mathcal{U}) \leq U(P, f). \]
Since $f$ is Riemann integrable, the ends of the above display can be made close together by choosing $P$ appropriately. The second and third members of the display will then be close, and hence
\[ \int_{A \times B} f \, dx \, dy = \int_A \mathcal{L} \, dx = \int_A \mathcal{L} \, dx. \]
The result for $\mathcal{L}$ follows. The result for $\mathcal{U}$ follows in similar fashion immediately from the inequalities
\[ L(P, f) \leq L(P_A, \mathcal{L}) \leq L(P_A, \mathcal{U}) \leq U(P_A, \mathcal{U}) \leq U(P, f). \]
This proves the theorem. \( \square \)

REMARKS.

(1) Equality of the double integral with the iterated integral in the other order is the same theorem. Thus the iterated integrals in the two orders are equal.

(2) If $f$ is continuous on $A \times B$, then $f_x$ is continuous on $B$ as a consequence of Corollary 2.27, so that $\int_B f(x, y) \, dy = \overline{\int_B f(x, y) \, dy}$. Hence
\[ \int_{A \times B} f \, dx \, dy = \int_A \left[ \int_B f(x, y) \, dy \right] \, dx \]
when $f$ is continuous on $A \times B$. This result is isolated as Corollary 3.33 below. Evidently it immediately extends to continuous functions with values in $\mathbb{R}^k$ or $\mathbb{C}^k$. 
(3) In practice one often considers integrals of the form \( \int_U f(x, y) \, dx \, dy \) for some open set \( U \), where \( f \) is continuous on some closed rectangle \( A \times B \) containing \( U \). Then the double integral equals \( \int_{A \times B} f(x, y) I_U(x, y) \, dx \, dy \), where \( I_U \) is the indicator function\(^3\) of \( U \) equal to 1 on \( U \) and 0 off \( U \). In many applications the functions \((I_U)\), have harmless discontinuities for each \( x \), and \((f I_U)\), is therefore Riemann integrable as a function of \( y \). In this case, the upper and lower integrals can again be dropped in the statement of Theorem 3.32.

**Corollary 3.33** (Fubini’s Theorem for continuous integrand). Let \( A \subseteq \mathbb{R}^n \) and \( B \subseteq \mathbb{R}^m \) be closed rectangles, and let \( f : A \times B \rightarrow \mathbb{R} \) be continuous. Then

\[
\int_{A \times B} f \, dx \, dy = \int_A \left[ \int_B f(x, y) \, dy \right] \, dx = \int_B \left[ \int_A f(x, y) \, dx \right] \, dy.
\]

**10. Change of Variables for the Riemann Integral**

The goal in this section is to prove a several-variables generalization of the one-variable formula

\[
\int_a^b f(x) \, dx = \int_A^B f(\varphi(y))\varphi'(y) \, dy
\]

given in Theorem 1.34. In the one-variable case we assumed in effect that \( \varphi \) was a strictly increasing function of class \( C^1 \) on \([A, B]\) and that \( f \) was merely Riemann integrable. The several-variables theorem in this section will be only a preliminary result, with a final version stated and proved in Chapter VI in the context of the Lebesgue integral. In particular we shall assume in the present section that \( f \) is continuous and that it vanishes near the boundary of the domain, and we shall make strong assumptions about \( \varphi \). To capture succinctly the notion that \( f \) vanishes near the boundary of its domain, we introduce the notion of the support of \( f \), which is the closure of the set where \( f \) is nonzero.

**Theorem 3.34** (change-of-variables formula). Let \( \varphi \) be a one-one function of class \( C^1 \) from an open subset \( U \) of \( \mathbb{R}^n \) onto an open subset \( \varphi(U) \) of \( \mathbb{R}^n \) such that \( \det \varphi'(x) \) is nowhere 0. Then

\[
\int_{\varphi(U)} f(y) \, dy = \int_U f(\varphi(x)) |\det \varphi'(x)| \, dx
\]

for every continuous function \( f : \varphi(U) \rightarrow \mathbb{R} \) whose support is a compact subset of \( \varphi(U) \).

\(^3\)Indicator functions are called “characteristic functions” by many authors, but the term “characteristic function” has another meaning in probability theory and is best avoided as a substitute for “indicator function” in any context where probability might play a role.
Before a discussion of the sense in which this result has to be regarded as preliminary, a few remarks are in order. The function $\varphi'$ is the usual derivative of $\varphi$, and $\varphi'(x)$ is therefore a linear function from $\mathbb{R}^n$ to $\mathbb{R}^n$ that depends on $x$. The matrix of the linear function $\varphi'(x)$ is the Jacobian matrix $[\partial \varphi_i / \partial x_j]$, and $\det \varphi'(x)$ is the determinant of this matrix. In classical notation, this determinant is often written as $\frac{\partial (y_1, \ldots, y_n)}{\partial (x_1, \ldots, x_n)}$, and then the effect on the integral of changing variables can be summarized by the formula $dy = \left| \frac{\partial (y_1, \ldots, y_n)}{\partial (x_1, \ldots, x_n)} \right| dx$. The absolute value signs did not appear in the one-variable formula in Theorem 1.34, but the assumption that $\varphi$ was strictly increasing made them unnecessary, $\varphi'(x)$ being $> 0$. Had we worked with strictly decreasing $\varphi$, we would have assumed $\varphi'(x) < 0$ everywhere, and the limits of integration on one side of the formula would have been reversed from their natural order. The minus sign introduced by putting the limits of integration in their natural order would have compensated for a minus sign introduced in changing $\varphi'(x)$ to $|\varphi'(x)|$.

The hypotheses on $\varphi$ make the Inverse Function Theorem (Theorem 3.17) applicable at every $x$ in $U$. Consequently $\varphi(U)$ is automatically open, and $\varphi$ has a locally defined $C^1$ inverse function about each point $\varphi(x)$ of the image. Since $\varphi$ has been assumed to be one-one, $\varphi : U \rightarrow \varphi(U)$ has a global inverse function $\varphi^{-1}$ of class $C^1$.

We can use $\varphi^{-1}$ to verify that $f \circ \varphi$ has compact support in $U$: To the equality $\varphi(\{x \in U \mid f(\varphi(x)) \neq 0\}) = \{y \in \varphi(U) \mid f(y) \neq 0\}$, we apply $\varphi^{-1}$ and obtain $\{x \in U \mid f(\varphi(x)) \neq 0\} = \varphi^{-1}(\{y \in \varphi(U) \mid f(y) \neq 0\})$. Hence

$$\{x \in U \mid f(\varphi(x)) \neq 0\}^{cl} = (\varphi^{-1}(\{y \in \varphi(U) \mid f(y) \neq 0\})^{cl}.$$

The identity $F(E^{cl}) \subseteq (F(E))^{cl}$ holds whenever $F$ is a continuous function between two metric spaces, by Proposition 2.25. When $E^{cl}$ is compact, equality actually holds. The reason is that Propositions 2.34 and 2.38 show $F(E^{cl})$ to be closed; since $F(E^{cl})$ is a closed set containing $F(E)$, it contains $(F(E))^{cl}$. Applying this fact to the displayed equation above, we obtain

$$\{x \in U \mid f(\varphi(x)) \neq 0\}^{cl} = \varphi^{-1}(\{y \in \varphi(U) \mid f(y) \neq 0\}^{cl}).$$

In other words,

$$\text{support}(f \circ \varphi) = \varphi^{-1}(\text{support}(f)).$$

Applying Proposition 2.38 a second time, we see that $f \circ \varphi$ has compact support.

As a result, we can rewrite the formula to be proved in Theorem 3.34 as

$$\int_{\mathbb{R}^n} f(y) \, dy = \int_{\mathbb{R}^n} f(\varphi(x)) |\det \varphi'(x)| \, dx.$$
and the supports will take care of themselves in the proof.

The result of Theorem 3.34 has to be regarded as preliminary. To understand the sense in which the result is limited, consider the case of polar coordinates in \( \mathbb{R}^2 \). In this case we can take

\[
U = \left\{ \left( \begin{array}{c} r \\ \theta \end{array} \right) \left| \begin{array}{c} 0 < r < +\infty \\ 0 < \theta < 2\pi \end{array} \right. \right\},
\]

\[
\varphi \left( \begin{array}{c} r \\ \theta \end{array} \right) = \left( \begin{array}{c} r \cos \theta \\ r \sin \theta \end{array} \right) = \left( \begin{array}{c} x \\ y \end{array} \right),
\]

and we have

\[
\varphi(U) = \mathbb{R}^2 - \left\{ \left( \begin{array}{c} x \\ 0 \end{array} \right) \left| x \geq 0 \right. \right\}.
\]

We readily compute that \( \det \varphi' \left( \begin{array}{c} r \\ \theta \end{array} \right) = r \), and the desired formula is

\[
\int_{\mathbb{R}^2} f(x, y) \, dx \, dy = \int_{0 \leq r < \infty, \ 0 \leq \theta < 2\pi} f(r \cos \theta, r \sin \theta) \, r \, dr \, d\theta.
\]

At first glance this formula seems fine. But if we refer to the precise hypotheses, we see that \( f \) is assumed to vanish in a neighborhood of the set of points \( (x, 0) \) with \( x \geq 0 \), as well as when \( (x, y) \) is sufficiently far from the origin. Without some sort of passage to the limit, the theorem therefore settles few cases of interest. This passage to the limit will be accomplished easily with the Lebesgue integral, and we therefore postpone the final form of the change-of-variables formula to Chapter VI.

In any event, we shall use Theorem 3.34 in proving the final change-of-variables formula, and thus a proof is warranted now. Before coming to the formal proof, it is well to understand the mechanism of the theorem. The proof will then flow easily from the analysis that is done for motivation.

The motivation for the theorem comes from taking \( f \) to be the constant function 1 and from thinking of \( \varphi \) as of the form \( \varphi(y) = y_0 + L(y - y_0) \) with \( L \) linear. In \( \mathbb{R}^3 \), if we take \( U \) to be the cube \( \{ y = (y_1, y_2, y_3) \mid 0 \leq y_i \leq 1 \text{ for all } i \} \), along with \( f = 1 \), the formula asserts that \( \varphi(U) \) has volume \( |\det L| \). This is just the well-known fact about 3-by-3 matrices that the volume of the parallelepiped with sides \( u, v, w \) is the scalar \( |(u \times v) \cdot w| \). For a corresponding result in \( \mathbb{R}^n \), where vector product is not available, the relationship between the determinant and a volume has to be argued differently. One way of proceeding in \( \mathbb{R}^n \) is to use row or column reduction to write the given matrix as the product of \textbf{elementary matrices} (those corresponding to the effect of a single step in the reduction), to check the change of variables for each factor, and to use the multiplication formula \( \det(AB) = \det A \det B \) to obtain the result. This argument can be adjusted so as
to work with a function \( f \) in place; the elementary matrices that interchange two variables are handled by Fubini’s Theorem (Theorem \( 3.32 \) or Corollary \( 3.33 \)), and the other elementary matrices are handled by the one-variable change-of-variables formula (Theorem \( 1.34 \)).

That being the case, one can envision a proof of Theorem \( 3.34 \) that proceeds by approximation, using Taylor’s Theorem (Theorem \( 3.11 \)), at least if \( f \) is of class \( C^2 \). The contribution to the integrand from the integral remainder term in the Taylor expansion of \( \phi \) is to be estimated as an error term. The approximation generates an additional error term because the image of \( U \) under \( \phi \) does not match the image of \( U \) under the approximating first-order expansion of \( \phi \). Of course, one cannot expect the approximation to be very good far away from the point where the Taylor expansion is centered, and thus the argument needs to be carried out locally. The local contributions can then be pieced together by using a partition of unity. Such an argument can actually be carried out, but the argument is lengthy.

A more economical argument comes by finding a nonlinear analog of row or column reduction. The Inverse Function Theorem will allow us to prove that a general \( \phi \) decomposes into suitably defined nonlinear elementary transformations, but the decomposition is valid only locally. A partition of unity is used to piece together the local results and obtain the theorem. We introduce two kinds of nonlinear elementary transformations:

(i) a **flip** \( \beta \), which interchanges two coordinates. This is a linear function, and it satisfies \( | \det \beta'(x) | = 1 \) for all \( x \). Application of Fubini’s Theorem in the form of Corollary \( 3.33 \) shows that Theorem \( 3.34 \) is valid when \( \phi \) is a flip.

(ii) a **primitive mapping**

\[
\psi(x_1, \ldots, x_n) = \begin{pmatrix}
  x_1 \\
  \vdots \\
  x_{i-1} \\
  g(x_1, \ldots, x_n) \\
  x_{i+1} \\
  \vdots \\
  x_n
\end{pmatrix},
\]

where \( g \) is real-valued and occurs in a single entry. If that entry is the \( i \)th entry, then the Jacobian matrix of \( \psi \) is the identity matrix except in the \( i \)th row, where the entries are \( \frac{\partial g}{\partial x_1}, \ldots, \frac{\partial g}{\partial x_n} \). Hence \( | \det \psi'(x) | = \left| \frac{\partial g}{\partial x_i} \right| \).

To prove Theorem \( 3.34 \) for a primitive mapping as in (ii), it is enough to handle \( i = 1 \). If we write \( x = (x_1, x') \) and \( y = (y_1, x') \) with \( x' \) in \( \mathbb{R}^{n-1} \), Fubini’s
Theorem (Corollary 3.33) reduces matters to showing that

\[
\int_{\mathbb{R}^{n-1}} \left[ \int_{\mathbb{R}} f(y_1, x') \, dy_1 \right] \, dx' = \int_{\mathbb{R}^{n-1}} \left[ \int_{\mathbb{R}} f(g(x_1, x'), x') \left| \frac{\partial g}{\partial x_1}(x_1, x') \right| \, dx_1 \right] \, dx'
\]

under suitable hypotheses on \(g\), and it is enough to prove that the inner integrals are equal for all \(x'\). Theorem 1.34 yields the equality of the inner integrals if \(g\) is a \(C^1\) function for which \(g(x_1, x')\) is defined for \(x_1\) in an interval for any relevant \(x'\), and if \(\left| \frac{\partial g}{\partial x_1}(x_1, x') \right|\) is everywhere positive at the points in question.

In the linear case a primitive mapping \(\psi\) for which \(g(x)\) appears in the \(i^{th}\) entry is given by a matrix that is the identity except in the \(i^{th}\) row. For \(\psi'\) to be nonvanishing, the diagonal entry in the \(i^{th}\) row must be nonzero. This kind of matrix is not always elementary but is the product of \(n\) elementary matrices.

What needs to be proved for Theorem 3.34 is that apart from translations, any nonlinear \(\phi\) as in Theorem 3.34 can be decomposed into the product of primitive transformations and flips, at least locally. The argument will peel primitive mappings from the right side of \(\phi\) and flips from the left side. In that sense it will be a nonlinear version of column reduction with primitive mappings and row reduction with flips. The decomposition will be forced to be local because it uses the Inverse Function Theorem, which guarantees the existence of an inverse function only locally.

**Lemma 3.35.** Suppose that \(E\) is an open neighborhood of 0 in \(\mathbb{R}^n\) and that \(\varphi: E \to \mathbb{R}^n\) is a \(C^1\) function such that \(\varphi(0) = 0\) and \(\varphi'(0)^{-1}\) exists. Then there is a subneighborhood of 0 in \(\mathbb{R}^n\) in which \(\varphi\) factors as

\[
\varphi = \beta_1 \circ \cdots \circ \beta_{n-1} \circ \psi_n \circ \cdots \circ \psi_1,
\]

where each \(\beta_j\) is a flip or the identity and each \(\psi_j\) is a primitive \(C^1\) function in some open neighborhood of 0 such that \(\psi_j(0) = 0\) and \(\psi_j'(0)^{-1}\) exists.

**Proof.** Let us set up an inductive procedure by assuming at the start that

\[
\varphi(x_1, \ldots, x_n) = \begin{pmatrix}
x_1 \\
\vdots \\
x_{i_0-1} \\
\varphi_{i_0}(x_1, \ldots, x_n) \\
\vdots \\
\varphi_n(x_1, \ldots, x_n)
\end{pmatrix}
\]

(*)
with \(1 \leq i_0 \leq n\). We shall make use of the following formula for multiplying two matrices \(A\) and \(B\) when \(B\) has the property that it is equal to the identity matrix except possibly in row \(i_0\). The formula is

\[
(AB)_{ij} = \begin{cases} 
A_{ii}B_{b_0j} + A_{ij}B_{jj} & \text{if } j \neq i_0, \\
A_{ii}B_{b_0i_0} & \text{if } j = i_0.
\end{cases}
\] (**)

It will be convenient to identify linear functions like \(\varphi'(x)\) with their matrices, so that the \((i, j)\)th entry \(\varphi_0(x)_{ij}\) of \(\varphi'(x)\) is meaningful.

Let \(j = j_0\) be the least row index for which the \((j, i_0)\)th entry of \(\varphi_0(0)\) is nonzero. The index \(j_0\) exists because \(\varphi_0(0)\) is nonsingular, and \(j_0\) is \(\prod_{i_0 = 0}^{i_0 - 1}\) since the top \(i_0 - 1\) rows of \(\varphi_0(x)\) match the corresponding rows of the identity matrix.

Let \(\beta_{i_0} = \begin{cases} 
\text{identity function} & \text{if } j_0 = i_0, \\
\text{flip of entries } j_0 \text{ and } i_0 & \text{if } j_0 > i_0.
\end{cases}\)

Then \(\beta_{i_0} \circ \varphi\) has the general form of (**) except that the \(i_0\)th and \(j_0\)th entries have been interchanged. By inspection the Jacobian matrix at 0 of \(\beta_{i_0} \circ \varphi\) equals the identity matrix in rows 1 through \(i_0 - 1\) and has \((i_0, i_0)\)th entry nonzero.

Thus if we possibly incorporate a composition with a flip into the definition of \(\varphi\), we may assume that \(\varphi'(0)_{i_0i_0} \neq 0\). Put

\[
\psi(x_1, \ldots, x_n) = \begin{pmatrix} x_1 \\
\vdots \\
x_{i_0-1} \\
\varphi_{i_0}(x_1, \ldots, x_n) \\
x_{i_0+1} \\
\vdots \\
x_n \end{pmatrix}
\]

Then \(\psi'(x)\) is an \(n\)-by-\(n\) matrix with

\[
\psi'(x)_{ij} = \begin{cases} 
\delta_{ij} & \text{if } i \neq i_0, \\
\varphi'(x)_{i_0j} & \text{if } i = i_0,
\end{cases}
\]

where \(\delta_{ij}\) is the Kronecker delta. Since \(\det \psi'(0) = \varphi'(0)_{i_0i_0} \neq 0\), we can apply the Inverse Function Theorem (Theorem 3.17) to \(\psi\), obtaining a \(C^1\) inverse function \(\psi^{-1}\) that carries an open neighborhood of 0 onto an open subset of the domain of \(\varphi\), has \(\psi^{-1}(0) = 0\), and has derivative \((\psi^{-1})'(y) = \psi'(x)^{-1}\), where \(x\) and \(y\) are related by \(y = \psi(x)\) and \(x = \psi^{-1}(y)\). Using (**), we readily verify that

\[
(\psi'(x)^{-1})_{ij} = \begin{cases} 
\delta_{ij} & \text{if } i \neq i_0, \\
-(\varphi'(x)_{i_0i})^{-1}\varphi'(x)_{i_0j} & \text{if } i = i_0 \neq j, \\
(\varphi'(x)_{i_0i})^{-1} & \text{if } i = j = i_0.
\end{cases}
\]
Therefore
\[
((\psi^{-1})'(y))_{ij} = \begin{cases} 
\delta_{ij} & \text{if } i \neq i_0, \\
-(\varphi'(x)_{i0})(\psi^{-1})_{i} & \text{if } i = i_0 \neq j, \\
(\psi'(x)_{i0i})^{-1} & \text{if } i = j = i_0.
\end{cases}
\]

Form \( \eta = \varphi \circ \psi^{-1} \). By the chain rule (Theorem 3.10), we have \( \eta'(x) = \varphi'(x)(\psi^{-1})'(y) \), and this is nonsingular for \( x \) close enough to 0. Combining the formula for \( ((\psi^{-1})'(y))_{ij} \) with the chain rule and \((**\) gives
\[
\eta'(x)_{ij} = (\varphi'(x)(\psi^{-1})'(y))_{ij}
\]
\[
= \begin{cases} 
\varphi'(x)_{i0}(\psi^{-1})'(y)_{i0j} + \varphi'(x)_{i}((\psi^{-1})'(y))_{jj} & \text{if } j \neq i_0, \\
\varphi'(x)_{i0}(\psi^{-1})'(y)_{i} & \text{if } j = i_0,
\end{cases}
\]
\[
= \begin{cases} 
\varphi'(x)_{i0j}(-\varphi'(x)_{i0i})^{-1} \varphi'(x)_{i0j} + \varphi'(x)_{i} & \text{if } j \neq i_0, \\
\varphi'(x)_{i0i} \varphi'(x)_{i0i}^{-1} & \text{if } j = i_0.
\end{cases}
\]

Since \( \varphi'(x)_{i0i} \) is 0 for \( i < i_0 \), the above formula shows that \( \eta'(x)_{ij} = \delta_{ij} \) for \( i < i_0 \). For \( i = i_0 \), the formula shows first that \( \eta'(x)_{i0j} \) is 0 for \( j \neq i_0 \) and then that \( \eta'(x)_{i0j} \) is 1 for \( j = i_0 \). Thus \( \eta'(x)_{ij} = \delta_{ij} \) for \( i \leq i_0 \). Consequently the \( i^{\text{th}} \) entry of \( \eta(x) \) is \( x_i + c_i \) if \( i \leq i_0 \), where \( c_i \) is a constant. Evaluating \( \eta \) at \( x = 0 \), we see that \( c_i = 0 \). Thus \( \eta(x) \) has the same general shape as \((\ast)\) except that the \( i_0^{\text{th}} \) entry is now \( x_{i_0} \).

Following this argument inductively for \( i = 1, \ldots, n - 1 \) leads us to a decomposition
\[
\eta = \beta_{n-1} \circ \cdots \circ \beta_1 \circ \varphi \circ \psi_1^{-1} \circ \cdots \circ \psi_{n-1}^{-1},
\]
where each \( \beta_j \) is a flip or the identity and where each \( \psi_j \) is primitive. The function \( \eta \) has \( \eta(0) = 0 \) and \( \eta'(0) \) nonsingular, and \( \eta \) has the form
\[
\eta(x_1, \ldots, x_n) = \begin{pmatrix} x_1 \\ \vdots \\ x_{n-1} \\ \xi(x_1, \ldots, x_n) \end{pmatrix}.
\]

Therefore \( \eta \) is primitive. Solving \((\dagger)\) for \( \varphi \) thus exhibits \( \varphi \) as decomposed into the required form. \( \square \)

**Proof of Theorem 3.34.** We are to prove that
\[
\int_{\psi(U)} f(y) \, dy = \int_{U} f(\varphi(x)) | \det \varphi'(x) | \, dx \quad (\ast)
\]
whenever $\varphi : U \to \varphi(U)$ is a $C^1$ function between open sets with a $C^1$ inverse and $f : \varphi(U) \to \mathbb{R}$ is continuous and has compact support lying in $\varphi(U)$. In the argument we shall work with several functions in place of $\varphi$, and the set $U$ may be different for each. We have seen that $(\ast)$ holds if $\varphi$ is a flip or an invertible primitive function. Let us observe also that $(\ast)$ holds if $\varphi$ is a translation $\varphi(x) = x + x_0$ for some $x_0$ in $\mathbb{R}^n$; the reason is that $(\ast)$ in this case can be reduced via successive uses of Fubini’s Theorem (Corollary 3.33) to the 1-dimensional case, where we know it to be true by Theorem 1.34.

If $(\ast)$ holds when $\varphi$ is either $\alpha : U \to \alpha(U)$ or $\beta : \alpha(U) \to \beta(\alpha(U))$, then $(\ast)$ holds when $\varphi$ is the composition $\gamma = \beta \circ \alpha : U \to \beta(\alpha(U))$ because

$$\int_{\mathbb{R}^n} f(z) \, dz = \int_{\mathbb{R}^n} f(\beta(y)) |\det \beta'(y)| \, dy = \int_{\mathbb{R}^n} f(\beta(\alpha(x))) |\det \beta'(\alpha(x))|| \det \alpha'(x)| \, dx = \int_{\mathbb{R}^n} f(\gamma(x)) |\det \gamma'(x)| \, dx,$$

the last two steps holding by the formula $\det(BA) = \det B \det A$ and the chain rule (Theorem 3.10).

For any $a$ in the given set $U$, Lemma 3.35 applies to the function $\varphi_a$ carrying $U - a$ to $\varphi(U) - \varphi(a)$ and defined by $\varphi_a(x) = \varphi(x + a) - \varphi(a)$ because $\varphi_a(0) = 0$ and $\varphi'_a(0) = \varphi'(a)$. The lemma produces an open neighborhood $E_a$ of 0 on which $\varphi_a$ factors as a composition of flips and invertible primitive functions. If $\tau_{x_0}$ denotes the translation $\tau_{x_0}(x) = x + x_0$, then $\varphi_a = \tau_{-\varphi(a)} \circ \varphi \circ \tau_a$ shows that $\varphi = \tau_{\varphi(a)} \circ \varphi_a \circ \tau_a$. Therefore $\varphi$ factors on the open neighborhood $E_a + a$ as the composition of translations, flips, and invertible primitive functions. From the previous paragraph we conclude for each $a \in U$ that $(\ast)$ holds for $\varphi$ if $f$ is continuous and is compactly supported in the open neighborhood $\varphi(E_a + a)$ of $\varphi(a)$.

As $a$ varies through $U$, the subsets $V_a = \varphi(E_a + a)$ of $\varphi(U)$ form an open cover of $\varphi(U)$. Fix $f$ continuous with compact support $K$ in $\varphi(U)$. By compactness a finite subfamily of the family $\{V_a\}$ forms an open cover of $K$. Applying Proposition 3.14, we obtain a finite family $\Psi = \{\psi\}$ of continuous functions defined on $\varphi(U)$ and taking values in $[0, 1]$ with the properties that

(i) each $\psi$ is 0 outside of some compact set contained in some $V_a$,
(ii) $\sum_{\psi \in \Psi} \psi$ is identically 1 on $K$.

Then property (i) and the conclusion of the previous paragraph show that $(\ast)$ holds for $\psi f$. From (ii), we have $\sum_{\psi \in \Psi} \psi f = f$ on $\varphi(U)$. Since there are only finitely
many terms in the sum, we can interchange sum and integral and conclude that 
(*) holds for \( f \). This completes the proof.

One final remark is appropriate: Theorem 3.34 immediately extends from the scalar-valued case as stated to the case that \( f \) takes values in \( \mathbb{R}^m \) or \( \mathbb{C}^m \).

11. Arc Length and Integrals with Respect to Arc Length

This section gives a careful treatment of arc length and of integrals of scalar-valued functions on simple arcs in \( \mathbb{R}^n \). Most readers will already have seen some form of this material in a calculus course, and the point here will be to give precise definitions and to make the proofs rigorous.

The term “curve” is used in various contexts in mathematics and has not yet been defined in this book. In this chapter we shall be interested in a parametrically defined curve in \( \mathbb{R}^n \), a set given as the image of a continuous function from a closed bounded interval of the line into \( \mathbb{R}^n \). Such a function was called a “path” in Section II.8, but the term “path” is not commonly used in the present context. Curves can also be defined implicitly as the set of simultaneous solutions to a system of (nonlinear) equations, and this kind of curve will play a role in Chapter IV.

For parametrically defined curves such as \( t \mapsto c(t) \), with \( c(t) \) in \( \mathbb{R}^n \) for each \( t \), the interplay between the function \( c \) and its image will be of the utmost importance in the theory, and we shall pay attention to what notions concerning a parametrically defined curve are defined by the geometry of the image and what notions depend on the actual parametrization.

EXAMPLE. The quarter of the unit circle in the first quadrant of the \((x, y)\) plane is given in three standard ways:

(i) as the image of \( x \mapsto (x, \sqrt{1-x^2}) \) for \( 0 \leq x \leq 1 \), i.e., as part of the graph of \( y = \sqrt{1-x^2} \),

(ii) as the image of \( y \mapsto (\sqrt{1-y^2}, y) \) for \( 0 \leq y \leq 1 \), i.e., as part of the graph of \( x = \sqrt{1-y^2} \),

(iii) as the image of \( t \mapsto (\cos t, \sin t) \) for \( 0 \leq t \leq \pi/2 \), with the angle \( t \) as the parameter.

There are, of course, many other ways that are less standard. When we get to Green’s Theorem in Section 13, it will be essential to be able to view this set as given both by (i) and by (ii). In making computations, such as for the length of the quarter circle, it will often be convenient to view the set as given by (iii).

---

4This book will resist any temptation to come into conflict with longstanding traditions in terminology.
III. Theory of Calculus in Several Real Variables

If we think of the function giving a parametrization as tracing out its image as the domain variable $t$ increases from one endpoint to the other, we realize that we cannot tell from the image whether particular points have been traced out more than once. Thus in order to have an easy time isolating useful geometric notions that are independent of the parametrization, we should assume that this retracing does not occur. We build that condition into a definition.

A simple arc in $\mathbb{R}^n$ is a one-one function $\gamma$ from a closed bounded interval of the line into $\mathbb{R}^n$. Let $\gamma_1$ and $\gamma_2$ be simple arcs in $\mathbb{R}^n$ with respective domains $[a_1, b_1]$ and $[a_2, b_2]$. We say that $\gamma_2$ is a reparametrization of $\gamma_1$ if there exists a continuous function $\varphi : [a_1, b_1] \to [a_2, b_2]$ with a continuous inverse such that $\gamma_1 = \gamma_2 \circ \varphi$. The relation “is a reparametrization of” is an equivalence relation. The three parametrizations of the quarter circle in the example above are reparametrizations of one another; one can check this fact by direct computation, or one can appeal to Proposition 3.36 below. A reparametrization $\varphi$ must carry $a_1$ to an endpoint of $[a_2, b_2]$ because the complement of $\varphi(a_1)$ in the image has to be connected, and we introduce terminology to distinguish these two cases. A reparametrization is orientation-preserving if $\varphi(a_1) = a_2$ and orientation-reversing if $\varphi(a_1) = b_2$.

When two simple arcs are reparametrizations of one another, they have the same image. The virtue of considering simple arcs is that there is a converse.

**Proposition 3.36.** If $\gamma_1$ and $\gamma_2$ are simple arcs in $\mathbb{R}^n$ with the same image, then they are reparametrizations of one another.

**Proof.** Let $E$ be the common image of $\gamma_1$ and $\gamma_2$, and let $[a_1, b_1]$ and $[a_2, b_2]$ be the respective domains. The function $\gamma_2 : [a_2, b_2] \to E$ is continuous one-one and onto, and its domain $[a_2, b_2]$ is compact. Corollary 2.40 shows that it has a continuous inverse $\eta : E \to [a_2, b_2]$. Define $\varphi = \eta \circ \gamma_1$. Then $\varphi$ is continuous and one-one from $[a_1, b_1]$ onto $[a_2, b_2]$, and it has a continuous inverse and satisfies $\gamma_1 = \gamma_2 \circ \varphi$ because $\gamma_2 \circ \varphi = \gamma_2 \circ (\eta \circ \gamma_1) = (\gamma_2 \circ \eta) \circ \gamma_1$. Thus $\gamma_2$ is exhibited as a reparametrization of $\gamma_1$. \[\square\]

![Figure 3.1](image.jpg)

**Figure 3.1.** Polygonal approximation for estimating arc length.

The arc length of a simple arc is defined to be the least upper bound of the lengths of all inscribed polygonal approximations. See Figure 3.1. Specifically let...
11. Arc Length and Integrals with Respect to Arc Length

Let \( \gamma : [a, b] \to \mathbb{R}^n \) be a simple arc. As in Section I.4, let \( P = \{t_j\}_{j=0}^m \) be a partition of \([a, b]\). We write \( \ell(\gamma(P)) \) for the sum of the lengths of the line segments connecting the consecutive points \( \gamma(t_j) \), namely

\[
\ell(\gamma(P)) = \sum_{j=1}^m |\gamma(t_j) - \gamma(t_{j-1})|,
\]

and we put

\[
\ell(\gamma) = \sup_P \ell(\gamma(P)),
\]

the supremum being taken over all partitions \( P \) of \([a, b]\). We say that \( \gamma \) is **rectifiable** if \( \ell(\gamma) \) is finite. Simple arcs that are rectifiable will be the ones of interest to us. Obtaining a usable formula for their length is a question that we shall address later in this section.

Observe that the length of a simple arc is a geometric property in that it depends only on the image. In fact, any two simple arcs with the same image are reparametrizations of one another, according to Proposition 3.36. Thus we may assume that the two arcs whose lengths are to be compared are \( \gamma \) and \( \gamma \circ \varphi \). Then

\[
\ell(\gamma(P)) = \sum_{j=1}^m |\gamma(t_j) - \gamma(t_{j-1})| = \sum_{j=1}^m |\gamma \circ \varphi(\varphi^{-1}(t_j)) - \gamma \circ \varphi(\varphi^{-1}(t_{j-1}))| = \ell(\gamma \circ \varphi(\varphi^{-1}(P))),
\]

Taking the supremum over \( P \), we obtain \( \ell(\gamma) = \ell(\gamma \circ \varphi) \), as asserted.

**Proposition 3.37.** A sufficient condition for a simple arc \( \gamma : [a, b] \to \mathbb{R}^n \) to be rectifiable is that the derivative \( \gamma'(t) \) exist for \( a < t < b \) and be bounded.

**Proof.** Let \( M \) be an upper bound for the absolute value of the derivative of each entry \( \gamma_i(t) \) of \( \gamma(t) \), and let a partition \( P = \{t_j\}_{j=0}^m \) of \([a, b]\) be given. Applying the Mean Value Theorem to the \( i \)th entry \( \gamma_i(t_j) - \gamma_i(t_{j-1}) \) of \( \gamma(t_j) - \gamma(t_{j-1}) \) shows that

\[
|\gamma(t_j) - \gamma(t_{j-1})| \leq M(t_j - t_{j-1}).
\]

Squaring both sides, summing on \( i \), and taking the square root gives

\[
|\gamma(t_j) - \gamma(t_{j-1})| \leq n^{1/2}M(t_j - t_{j-1}).
\]

Hence

\[
\ell(\gamma(P)) = \sum_{j=1}^m |\gamma(t_j) - \gamma(t_{j-1})| \leq n^{1/2}M \sum_{j=1}^m (t_j - t_{j-1}) = n^{1/2}M(b - a).
\]

Taking the supremum over all partitions \( P \), we obtain \( \ell(\gamma) \leq n^{1/2}M(b - a) \). \( \square \)
EXAMPLES.

(1) The quarter circle in the example earlier in this section. Here one parametrization of the arc is \( \gamma(t) = (t, \sqrt{1 - t^2}) \) for \( 0 \leq t \leq 1 \). We definitely want to have this arc fit within our theory, since we know perfectly well that the length of one quarter of the unit circle ought to be \( \pi/2 \). Yet the derivative of the second entry is unbounded as \( t \) increases to 1. Fortunately the length of a simple arc does not depend on the parametrization, and we can reparametrize the quarter circle with angle as the parameter. Then Proposition 3.37 applies and shows the rectifiability. Later in this section we shall see that the arc length is indeed \( \pi/2 \) as expected.

(2) The simple arc given by \( \gamma(t) = (t, t^2 \sin(t^{-2})) \) for \( 0 < t \leq 1 \). The derivative of the second entry exists everywhere. (At \( t = 0 \), use of the definition of derivative shows that the derivative is 0.) A little computation shows that the derivative is unbounded as \( t \) decreases to 0. In this respect this example is nicer than the previous one because the derivative exists everywhere this time. But in fact this example is not nice at all: the arc in question is not rectifiable. To see this, we use a partition that includes as many of the points \( t = \sqrt{2/(\pi k)} \) as we please. The corresponding point in the plane is \( p_k = (\sqrt{2/(\pi k)}, 2 \sin(\pi k/2)/(\pi k)) \), and

\[
|p_{k+1} - p_k| \geq \left| \frac{2 \sin(\pi k + 1)/2}{\pi (k + 1)} - \frac{2 \sin(\pi k/2)}{\pi k} \right|.
\]

The expression on the right collapses to \( 2/(\pi k) \) if \( k \) is odd and to \( 2/(\pi (k + 1)) \) if \( k \) is even. Since \( \sum 1/k \) diverges, the sum over \( k \) of the expressions on the right can be made as large as we want by taking enough terms. Thus \( \gamma \) is not rectifiable.

Before proceeding, let us make some observations about the definitions of simple arcs and arc length. Throughout let us suppose that \( \gamma : [a, b] \to \mathbb{R}^n \) is a simple arc. When \( a \leq a' \leq b' \leq b \), we write \( \gamma_{|a',b']} \) for the restriction of \( \gamma \) to the domain \([a', b']\); this too is a simple arc. Also we write \( -\gamma \) for the reverse simple arc with domain \([-b, -a]\) and with values given by \((\gamma(t)) = \gamma(-t)\).

(i) If \( P' \) is a partition obtained by including one additional point in the partition \( P \), then \( \ell(\gamma(P)) \leq \ell(\gamma(P')) \). In fact, if the new point is \( t' \), what is happening is that a term of the form \( |\gamma(t_j) - \gamma(t_{j-1})| \) in the sum for \( \ell(\gamma(P)) \) gets replaced by an expression \( |\gamma(t_j) - \gamma(t')| + |\gamma(t') - \gamma(t_{j-1})| \) in the sum for \( \ell(\gamma(P')) \), and the term in the sum for \( \ell(\gamma(P)) \) is \( \leq \) the expression in the sum for is \( \ell(\gamma(P')) \) by the triangle inequality.

(ii) If \( a < b \), then \( \ell(\gamma) > 0 \). In fact, use of the partition \( P_0 \) with \( t_0 = a \) and \( t_1 = b \) already has \( \ell(\gamma(P_0)) = |\gamma(b) - \gamma(a)| \), and this is positive since
\( \gamma \) is one-one. Adding further points to the partition cannot decrease the sum of lengths, by (i), and thus \( \ell(\gamma) > 0 \).

(iii) If \( a \leq c \leq b \) and if \( c \) is a point in a partition \( P \) of \([a, b]\), we can regard \( P \) as the union of the set \( P_1 \) of members of the partition \( \leq c \) and the set \( P_2 \) of members of the partition \( \geq c \), and we evidently have
\[
\ell(\gamma(P)) = \ell(\gamma_{[a,c]}(P_1)) + \ell(\gamma_{[c,b]}(P_2)).
\]
Observation (i) implies that if we are computing lengths, we can disregard partitions of \([a, b]\) not containing \( c \), and thus
\[
\ell(\gamma) = \ell(\gamma_{[a,c]}) + \ell(\gamma_{[c,b]}).
\]

(iv) The simple arc \( -\gamma \) is an orientation-reversing reparametrization of \( \gamma \), and thus \( \ell(-\gamma) = \ell(\gamma) \).

We shall use these observations to show that any rectifiable simple arc \( \gamma : [a, b] \to \mathbb{R}^n \) can be reparametrized in such a way that the new parameter is the cumulative arc length starting from \( \gamma(a) \). For this purpose define a real-valued function on \([a, b]\) by \( s(t) = \ell(\gamma_{[a,t]}) \). The function \( t \mapsto s(t) \) has \( s(a) = 0 \) and \( s(b) = \ell(\gamma) \), and it is strictly increasing by observations (ii) and (iii).

**Proposition 3.38.** If \( \gamma : [a, b] \to \mathbb{R}^n \) is a rectifiable simple arc, then the function \( s : [a, b] \to [0, \ell(\gamma)] \) giving the cumulative arc length starting from \( \gamma(a) \) is continuous.

**Proof.** We prove continuity from the left, and then we prove continuity from the right. For continuity from the left, let \( \{t_k\} \) be any increasing sequence in \([a, b]\) with limit \( t \) in \([a, b]\). Since \( s \) is an increasing function, we certainly have
\[
\limsup s(t_k) \leq s(t). \tag{*}
\]
Choose a sequence of partitions \( P_r \) of \([a, t]\) with limit \( \ell(\gamma(P_r)) = \ell(\gamma_{[a,t]}) \). By observation (i), we may assume that the \( P_r \) form an increasing sequence of partitions. Let the last interval of \( P_r \) be \([u_r, t]\), and let \( P_r^0 \) be \( P_r \) with the last interval omitted. By observation (i), there is no loss of generality in assuming that \( \lim u_r = t \). Then
\[
\ell(\gamma_{[a,t]}(P_r)) = \ell(\gamma_{[a,u_r]}(P_r^0)) + |\gamma(t) - \gamma(u_r)| \leq s(u_r) + |\gamma(t) - \gamma(u_r)|.
\]
The \( \limsup \) of this inequality on \( r \) gives
\[
s(t) \leq \limsup s(u_r) + \limsup |\gamma(t) - \gamma(u_r)| = \limsup s(u_r), \tag{**}
\]
the equality holding since \( \gamma \) is continuous and \( \{u_r\} \) increases to \( t \). Continuity of \( s \) from the left follows by combining (\( \ast \)) and (\( \ast\ast \)).
For right continuity let \( \{ t_k \} \) be a decreasing sequence in \([a, b]\) with limit \( t \). We are to show that \( \lim s(t_k) = s(t) \). To do so, we make use of the reverse arc \( -\gamma \) and take into account that \( \{-t_k\} \) is an increasing sequence in \([-b, -a]\) with limit \( -t \). The observations before the proposition show that

\[
 s(t_k) = \ell(\gamma_{[a, t_k]}) = \ell(( -\gamma)_{[-t_k, -a]}) = \ell(( -\gamma)_{[-b, -a]} - \ell(( -\gamma)_{[-b, -t_k]}).
\]

The first half of the proof, applied to \( -\gamma \), shows that \( \lim_k \ell(( -\gamma)_{[-b, -t_k]}) = \ell(( -\gamma)_{[-b, -t]} \). Therefore

\[
 \lim_k s(t_k) = \ell(( -\gamma)_{[-b, -a]}) - \ell(( -\gamma)_{[-b, -t]}) = \ell(( -\gamma)_{[-t, -a]}) = \ell(\gamma_{[a, t]}),
\]

as required.

As a result of Proposition 3.38 and Corollary 2.40, \( s : [a, b] \to [0, \ell(\gamma)] \) has a continuous inverse function. Classically this inverse is written as \( s \mapsto t(s) \), but let us call it \( \omega \) in order to be careful. Then \( \tilde{\gamma} = \gamma \circ \omega \) is a simple arc with domain \([0, \ell(\gamma)]\) and with the same image as \( \gamma \); it is an orientation-preserving reparametrization of \( \gamma \), and its parameter is \( s \). The result is that \( \gamma \) has been reparametrized so that the new parameter is the cumulative arc length starting from \( \gamma(a) \). With this parameter in place, we can do integration. As in Section I.4, we define the mesh of the partition \( P = \{ t_j \}_{j=0}^m \) of \([a, b]\) to be the number \( \mu(P) = \max_{j=1}^m (t_j - t_{j-1}) \).

**Theorem 3.39 (Existence Theorem).** If \( \gamma : [a, b] \to \mathbb{R}^n \) is a rectifiable simple arc and \( f \) is a continuous complex-valued function on the image of \( \gamma \), then there exists a unique complex number, denoted \( \int_{\gamma} f \, ds \), with the following property. For any \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that any partition \( P = \{ t_j \}_{j=0}^m \) of \([a, b]\) with \( \mu(P) < \delta \) has

\[
 \left| \int_{\gamma} f \, ds - \sum_{j=1}^m f(\gamma(t_j))|\gamma(t_j) - \gamma(t_{j-1})| \right| < \epsilon.
\]

Moreover,

\[
 \int_{\gamma} f \, ds = \int_0^{\ell(\gamma)} f(\tilde{\gamma}(s)) \, ds,
\]

where \( \tilde{\gamma} \) is the reparametrization of \( \gamma \) by the cumulative arc length starting from \( \gamma(a) \).

**REMARKS.** The number \( \int_{\gamma} f \, ds \) is called the integral of \( f \) over \( \gamma \) with respect to arc length. When \( \gamma \) is an arc in the plane and when a nonnegative \( f \) is graphed in \( \mathbb{R}^3 \) with the \( z \) axis vertical, the number has a geometric interpretation as the area under the fence determined by the graph. The proof of the theorem will be completed after two preliminary lemmas.
Lemma 3.40. Suppose that \( \gamma : [a, b] \to \mathbb{R}^n \) is a rectifiable simple arc. Let \( \omega : [0, \ell (\gamma)] \to [a, b] \) be the inverse of the cumulative arc length function \( t \mapsto s(t) \) from \( \gamma(a) \), and define \( \widetilde{\gamma} = \gamma \circ \omega \). Whenever \( s \) and \( s' \) are members of \([0, \ell (\gamma)]\) with \( s < s' \), then
\[
|\widetilde{\gamma}(s') - \widetilde{\gamma}(s)| \leq |s' - s|.
\]

PROOF. Define \( t = \omega(s) \) and \( t' = \omega(s') \). Then we have
\[
s' - s = \ell (\gamma_{[a, t']}) - \ell (\gamma_{[a, t]}) = \ell (\gamma_{[t, t']}) = \ell (\gamma_{[\omega(s), \omega(s')]})) = \sup_{\mathcal{R}} \ell (\gamma_{[\omega(s), \omega(s')]})(\mathcal{R}),
\]
the supremum being taken over all partitions \( R \) of \([\omega(s), \omega(s')]\). The expression \( \ell (\gamma_{[\omega(s), \omega(s')]})(R) \) is the length of a polygonal path connecting \( \widetilde{\gamma}(s) = \gamma(\omega(s)) \) to \( \widetilde{\gamma}(s') = \gamma(\omega(s')) \), and the triangle inequality shows that
\[
|\widetilde{\gamma}(s') - \widetilde{\gamma}(s)| \leq \ell (\gamma_{[\omega(s), \omega(s')]})(R).
\]
Since (*) shows that the right side can be made arbitrarily close to \( |s' - s| \) by choosing \( R \) suitably, the inequality \( |\widetilde{\gamma}(s') - \widetilde{\gamma}(s)| \leq |s' - s| \) follows. \( \square \)

Lemma 3.41. If \( \gamma : [a, b] \to \mathbb{R}^n \) is a rectifiable simple arc and if \( \epsilon > 0 \) is given, then there exists \( \delta > 0 \) such that any partition \( P \) of \([a, b] \) with \( \mu(P) < \delta \) has \( |\ell (\gamma) - \ell (\gamma(P))| < \epsilon \).

REMARK. This lemma is the special case of Theorem 3.39 in which \( f \) is the constant function 1. We shall see that the special case implies the general case because of Lemma 3.40.

PROOF. Let \( \omega : [0, \ell (\gamma)] \to [a, b] \) be the inverse of the cumulative arc length function \( t \mapsto s(t) \) from \( \gamma(a) \), and let \( \epsilon > 0 \) be given. Choose by definition of \( \ell (\gamma) \) a partition \( P^* \) of \([a, b] \) with the property that \( |\ell (\gamma) - \ell (\gamma(P^*))| \leq \epsilon/3 \).

Say that \( P^* \) has \( k + 1 \) points and therefore determines \( k \) subintervals of \([a, b]\). We shall say that these subintervals are the “intervals of \( P^* \).” Put \( \eta = \frac{\epsilon}{3k(k+1)} \).

Theorem 1.10 shows that \( \omega \) is uniformly continuous; choose \( \delta > 0 \) small enough so that \( |s - s'| \leq \delta \) implies \( |t - t'| \leq \eta \), where \( t = \omega(s) \) and \( t' = \omega(s') \).

Let \( P \) be any partition of \([a, b] \) with \( \mu(P) < \delta \). Then \( Q = s(P) = \omega^{-1}(P) \) is a partition of \([0, \ell (\gamma)] \), and the choice of \( \eta \) makes \( \mu(Q) \leq \eta \). Define \( \widetilde{\gamma} = \gamma \circ \omega \) as above. Since \( \widetilde{\gamma} \) is a reparametrization of \( \gamma \), \( \ell (\widetilde{\gamma}) = \ell (\gamma) \). Thus \( Q \) is a partition of \([0, \ell (\widetilde{\gamma})] \) with \( \mu(Q) \leq \eta \).

Let \( Q^* \) be the partition of \([0, \ell (\widetilde{\gamma})] \) given by \( Q^* = \omega^{-1}(P^*) \), and let \( Q^\# \) be the common refinement of \( Q \) and \( Q^* \). Since \( Q^\# \) is a refinement of \( Q^* \),
\[
|\ell (\widetilde{\gamma}) - \ell (\gamma(Q^*)))| \leq |\ell (\widetilde{\gamma}) - \ell (\gamma(Q^\#)))|
\]
\[
= |\ell (\gamma) - \ell (\gamma(Q^*)))| = |\ell (\gamma) - \ell (\gamma(P^*))| \leq \frac{\epsilon}{3}.
\]
Therefore

\[ |\ell(\gamma) - \ell(\gamma(Q))| \leq |\ell(\gamma) - \ell(\gamma(Q^\#))| + |\ell(\gamma(Q^\#)) - \ell(\gamma(Q))| \]
\[ \leq |\ell(\gamma(Q^\#)) - \ell(\gamma(Q))| + \epsilon/3. \quad (*) \]

Many of the terms that contribute to the polygonal length \( \ell(\gamma(Q)) \) contribute also to \( \ell(\gamma(Q^\#)) \) and therefore cancel. Such a cancellation occurs except when the interval of \( Q \) fails to lie in a single interval of \( Q^\# \). In the exceptional case \( I \) of \( Q \) is the union of two or more intervals \( I^\# \) of \( Q^\# \), and \( I \) contains a point of \( Q^\# \) in its interior. For these exceptional cases we shall regard the contribution from \( I \) to \( \ell(\gamma(Q)) \) as one kind of error term, and we shall regard the contribution to \( \ell(\gamma(Q^\#)) \) from the two or more intervals \( I^\# \) as a second kind of error term.

Since \( Q^\# \) has \( k+1 \) points, at most \( k+1 \) such points are involved in exceptional intervals. Hence there at most \( k+1 \) such intervals \( I \). Each such is of the form \([s, s']\) and contributes to \( \ell(\gamma(Q)) \) an amount \(|\gamma(s') - \gamma(s)|\) with

\[ |\gamma(s') - \gamma(s)| \leq |s' - s| \leq \mu(Q) \leq \eta \]

by Lemma 3.40. The first error term, coming from their total contribution to \( \ell(\gamma(Q)) \), is thus \( \leq (k + 1)\eta \).

Similarly each of the constituent intervals \( I^\# \) of \( I \) contributes to \( \ell(\gamma(Q^\#)) \) an amount \( \leq \eta \). Each such interval \( I^\# \) contains a point of \( Q^\# \) at one end or the other or possibly in its interior. The number of constituent intervals is \( \leq 2(k + 1) \), and the total contribution to \( \ell(\gamma(Q^\#)) \) from the constituents of the exceptional \( I \) is \( \leq 2(k + 1)\eta \). Since at most \( k+1 \) intervals \( I \) are exceptional, the second error term, coming from the total contribution to \( \ell(\gamma(Q^\#)) \), is \( \leq 2(k + 1)^2\eta \).

Taking the two error terms into account and using \((*)\), we see that

\[ |\ell(\gamma) - \ell(\gamma(Q))| \leq \epsilon/3 + (k + 1)\eta + 2(k + 1)^2\eta \leq \epsilon/3 + \epsilon/3 + \epsilon/3 = \epsilon. \]

Since \( |\ell(\gamma) - \ell(\gamma(Q))| = |\ell(\gamma) - \ell(P)| \), this inequality proves the lemma. \( \square \)

**Proof of Theorem 3.39.** Let \( M \) be an upper bound for \(|f|\) on the image of \( \gamma \). Let \( s : [a, b] \rightarrow [0, \ell(\gamma)] \) be the cumulative arc length function from \( \gamma(a) \) given by \( s(t) = \ell(\gamma|_{[a,t]}) \), and let \( \omega : [0, \ell(\gamma)] \rightarrow [a, b] \) be its inverse function. Define \( \tilde{\gamma} = \gamma \circ \omega \). If \( P = \{t_j\}_{j=0}^m \) is a partition of \([a, b] \), then \( \omega^{-1}(P) = \{s_j\}_{j=0}^m \).
is a partition of $[0, \ell(\gamma)]$, and
\[
\left| \int_0^{\ell(\gamma)} f(\tilde{\gamma}(s)) \, ds - \sum_{j=1}^{m} f(\gamma(t_{j-1}))|\gamma(t_j) - \gamma(t_{j-1})| \right|
\]
\[
= \left| \int_0^{\ell(\gamma)} f(\tilde{\gamma}(s)) \, ds - \sum_{j=1}^{m} f(\tilde{\gamma}(s_{j-1}))|\tilde{\gamma}(s_j) - \tilde{\gamma}(s_{j-1})| \right|
\]
\[
\leq \left| \int_0^{\ell(\gamma)} f(\tilde{\gamma}(s)) \, ds - \sum_{j=1}^{m} f(\tilde{\gamma}(s_{j-1}))|s_j - s_{j-1}| \right|
\]
\[
+ \left| \sum_{j=1}^{m} f(\tilde{\gamma}(s_{j-1}))(|s_j - s_{j-1} - |\tilde{\gamma}(s_j) - \tilde{\gamma}(s_{j-1})|) \right|.
\]

The first of the two terms on the right side of the inequality is the error term in approximating a Riemann integral by a Riemann sum, and Theorem 1.35 shows that it tends to 0 as the mesh tends to 0. By Lemma 3.40 the second of the two terms is
\[
\leq M \sum_{j=1}^{m} \left( |s_j - s_{j-1}| - |\tilde{\gamma}(s_j) - \tilde{\gamma}(s_{j-1})| \right) = M(s_m - s_0 - \ell(\tilde{\gamma}(\omega^{-1}(P))))
\]
\[
= M(\ell(\gamma) - \ell(\gamma \circ \omega^{-1}(P))) = M(\ell(\gamma) - \ell(\gamma(P))),
\]
and Lemma 3.41 shows that this expression tends to 0 as the mesh tends to 0. □

To be able to make calculations, we introduce a niceness condition on rectifiable arcs. In Section 2 we said that an $\mathbb{R}^n$ valued function on an open set is of class $C^1$ if it is everywhere differentiable and if its derivative is continuous. We need to extend this definition to allow the domain to be a closed interval. To do so, we say that a simple arc $\gamma : [a, b] \to \mathbb{R}^n$ is tamely behaved if it is of class $C^1$ on $(a, b)$ and if near each endpoint, each entry of $\gamma'$ has the property of being either bounded below or bounded above (or both).\(^5\)

**Theorem 3.42.** If $\gamma : [a, b] \to \mathbb{R}^n$ is a tamely behaved simple arc, then $\gamma$ is rectifiable, and
\[
\ell(\gamma) = \lim_{\substack{a' \downarrow a, b' \uparrow b, J_{a'}^b \\text{finite} \atop a < a' < b' < b}} \int_{a'}^{b'} |\gamma'(t)| \, dt
\]

\(^5\)Other authors use other concepts here, and the names for them vary. The notion of “tamely behaved” on $[a, b]$ is emphatically different from the notion of having a continuous derivative on $[a, b]$ in the sense of Section A2 of Appendix A, and the extra generality here is vital. The exact notion that is needed is that $|\gamma'|$ is “Lebesgue integrable” on $[a, b]$, as will be shown in Section V.10, but “tamely behaved” is sufficient for the theory in this chapter. Example 1 following Proposition 3.37 shows that it would be too restrictive to assume as in Section A2 of Appendix A that $\gamma$ is of class $C^1$ on $(a, b)$ and that the derivative has a finite one-sided limit at each endpoint, and Example 2 shows that we encounter nonrectifiable arcs if we assume instead that $\gamma$ is of class $C^1$ on $(a, b)$ and extends beyond the endpoints so as to be everywhere differentiable.
REMARKS. The Riemann integral is well defined for each \( a' \) and \( b' \) since \(|\gamma'(t)|\) is continuous, and the limit indicates that the length is obtained by passing to the limit as \( a' \) and \( b' \) tend to \( a \) and \( b \). The limits as \( a' \) decreases to \( a \) and \( b' \) increases to \( b \) can be taken in either order or in any joint fashion, according to Theorem 1.13. One frequently writes this formula in shortcut language as

\[
\ell(\gamma) = \int_a^b |\gamma'(t)| \, dt
\]

even though Riemann integrals are not defined for unbounded functions.\(^6\) Recall that the cumulative arc length function is given by \( s(t) = \ell(\gamma(a, t]) \). Then the above formula shows that

\[
s(t) = \int_a^t |\gamma'(u)| \, du
\]

PROOF. With \( a' \) and \( b' \) fixed such that \( a < a' < b' < b \), Proposition 3.37 shows that \( \gamma_{[a', b']} \) is rectifiable. Let \( \epsilon > 0 \) be given. Choose \( \delta_1 > 0 \) small enough by Lemma 3.41 so that any partition \( P \) of \([a', b']\) with \( \mu(P) < \delta \) has

\[
|\ell(\gamma_{[a', b']}) - \ell(\gamma_{[a', b']}(P))| < \epsilon,
\]

choose \( \delta_2 > 0 \) small enough by Theorem 1.35 so that

\[
\sum_{j=1}^m |\gamma'(t_j)|(t_j - t_{j-1}) - \int_{a'}^{b'} |\gamma'(t)| \, dt| < \epsilon,
\]

and choose \( \delta_3 > 0 \) small enough by uniform continuity (Theorem 1.10) so that \( |t' - t| < \delta_3 \) implies \( |\gamma'(t') - \gamma'(t)| < \epsilon \). Put \( \delta = \min(\delta_1, \delta_2, \delta_3) \). Then any partition \( P \) of \([a', b']\) with \( \mu(P) < \delta \) satisfies all three of the following conditions:

\[
\begin{align*}
|\ell(\gamma_{[a', b']}) - \ell(\gamma_{[a', b']}(P))| &< \epsilon \\
\sum_{j=1}^m |\gamma'(t_j)|(t_j - t_{j-1}) - \int_{a'}^{b'} |\gamma'(t)| \, dt| &< \epsilon \\
|\gamma'(t') - \gamma'(t)| &< \epsilon \text{ whenever } t \text{ and } t' \text{ are in the same interval of } P.
\end{align*}
\]

(*).

Let \( P = \{t_j\}_{j=0}^m \) be any such partition of \([a', b']\). Then

\[
\ell(\gamma_{[a', b']}(P)) = \sum_{j=1}^m |\gamma(t_j) - \gamma(t_{j-1})| \tag{***}
\]

by definition. By the Mean Value Theorem, to each \( i \) and \( j \) corresponds a real number \( t_{i,j}^\theta \) with \( t_{j-1} < t_{i,j}^\theta < t_j \) such that the \( i^{th} \) component of \( \gamma(t_j) - \gamma(t_{j-1}) \)

\[
\begin{align*}
\text{for } i = 1, \ldots, n,
\end{align*}
\]

\(^6\)Lebesgue integrals are introduced in Chapter V. The integral in this theorem can be interpreted as a Lebesgue integral, and then no limit sign is needed.
is of the form
\[ \gamma_i(t_j) - \gamma_i(t_{j-1}) = \gamma_i'(t_{i,j}^n)(t_j - t_{j-1}) \]
\[ = (\gamma_i'(t_j) + (\gamma_i'(t_{i,j}^n) - \gamma_i'(t_{j-1}))) (t_j - t_{j-1}) \]
\[ = (\gamma_i'(t_j) + \varphi_i^{(j)}(t_j - t_{j-1}), \]
say, with \(|\varphi_i^{(j)}| \leq \epsilon\). If \(\varphi^{(j)}\) denotes the vector whose \(i^{th}\) entry is \(\varphi_i^{(j)}\), then the triangle inequality gives
\[ |\gamma(t_j) - \gamma(t_{j-1}) - \gamma'(t_j)(t_j - t_{j-1})| \leq |\varphi_i^{(j)}|(t_j - t_{j-1}) \leq n^{1/2} \epsilon (t_j - t_{j-1}), \]
n being the dimension. By the triangle inequality,
\[ |\gamma(t_j) - \gamma(t_{j-1}) - \gamma'(t_j)(t_j - t_{j-1})| \leq n^{1/2} \epsilon (t_j - t_{j-1}). \] (†)
Summing (†) on \(j\) and again using the triangle inequality, we obtain
\[ \left| \sum_{j=1}^{k} |\gamma(t_j) - \gamma(t_{j-1})| - \sum_{j=1}^{k} |\gamma'(t_j)(t_j - t_{j-1})| \right| \]
\[ \leq \sum_{j=1}^{k} |\gamma(t_j) - \gamma(t_{j-1})| - |\gamma'(t_j)(t_j - t_{j-1})| \leq n^{1/2} \epsilon (b' - a'). \] (††)
Therefore
\[ |\ell(\gamma_{[a',b']}) - \int_{a'}^{b'} |\gamma'(t)| \, dt| \leq |\ell(\gamma_{[a',b']})(P)| \]
\[ + |\ell(\gamma_{[a',b']})(P) - \sum_{j=1}^{m} |\gamma(t_j) - \gamma(t_{j-1})| | \]
\[ + \left| \sum_{j=1}^{m} |\gamma(t_j) - \gamma(t_{j-1})| - \sum_{j=1}^{m} |\gamma'(t_j)(t_j - t_{j-1})| \right| \]
\[ + \left| \sum_{j=1}^{m} |\gamma'(t_j)(t_j - t_{j-1}) - \int_{a'}^{b'} |\gamma'(t)| \, dt| \right|. \]
The first line on the right side of the above display is \(\leq \epsilon\) by the first condition in (⋆), the second line is 0 by (⋆⋆), the third line is \(\leq n^{1/2} \epsilon (b' - a')\) as a consequence of (††), and the fourth line is \(\leq \epsilon\) by the second condition in (⋆). Thus the left side is \(\leq (2 + n^{1/2} (b' - a')) \epsilon\), and the proof is complete.

This proves the formula \(\ell(\gamma_{[a',b']}) = \int_{a'}^{b'} |\gamma'(t)| \, dt\). We are left with proving that \(\gamma\) is rectifiable on \([a, b]\) as a consequence of the fact that \(\gamma\) is tamely behaved, since the limit formula for \(\ell(\gamma)\) will then follow from Proposition 3.38. Theorem 1.13, which is an interchange-of-limits result, shows that the two endpoints \(a\) and \(b\) operate independently of each other, and it will be enough by symmetry to treat \(b\). Thus we want to see that \(\gamma\) is rectifiable on \([a', b]\), and the relevant assumption
is that each entry of $\gamma'(t)$ is bounded below near $b$, or is bounded above near $b$, or both.

Imagine a fixed partition and the computation of the polygonal length from it. A typical term is of the form $|\gamma(t_j) - \gamma(t_{j-1})|$, where $t_{j-1}$ and $t_j$ are consecutive points of the partition. If an entry of the column vector $\gamma(t)$ is replaced by its negative, the value of the term in the computation of the partition does not change. Thus we may assume that each entry of $\gamma'(t)$ is bounded below.

Next we can replace $\gamma$ by the sum of it and any rectifiable arc $\zeta(t)$, and the effect on the computation will be harmless, as a consequence of the triangle inequality. The rectifiable arc we choose is one of the form $\zeta(t) = tc$, where $c$ is a vector of constants. (This is rectifiable by Proposition 3.37, for example.) With the entries of $c$ chosen large enough, the effect will be to make all the entries of $\gamma'(t)$ be everywhere positive on $[a', b]$. Choosing the vector of constants suitably, we can arrange that every entry of $\gamma(t)$ is continuous on $[a, b)$ and that every entry $\gamma_i(t)$ of $\gamma(t)$ is positive there. Hence every entry $\gamma_i(t)$ is a nondecreasing function.

We make use of the inequality

$$\left( \sum_{i=1}^n |c_i|^2 \right)^{1/2} \leq \sum_{i=1}^n |c_i|,$$

which follows by squaring both sides, canceling the squared terms, and observing that the left side reduces to 0 while the right side reduces to the sum of nonnegative terms. Using this inequality we compute that

$$\sum_{j=1}^k |\gamma(t_j) - \gamma(t_{j-1})| = \sum_{j=1}^k \left( \sum_{i=1}^n (\gamma_i(t_j) - \gamma_i(t_{j-1}))^2 \right)^{1/2} \leq \sum_{j=1}^k \sum_{i=1}^n |\gamma_i(t_j) - \gamma_i(t_{j-1})| \leq \sum_{j=1}^k \sum_{i=1}^n (\gamma_i(t_j) - \gamma_i(t_{j-1})) \quad \text{since } \gamma_i \text{ is nondecreasing}$$

$$= \sum_{i=1}^n (\gamma_i(b) - \gamma_i(a')),$$

and this is bounded independently of the partition. Thus $\gamma$ is rectifiable.

**Corollary 3.43.** If $\gamma : [a, b] \to \mathbb{R}^n$ is a tamely behaved simple arc and $f$ is a continuous complex-valued function on the image of $\gamma$, then the integral of $f$ over $\gamma$ with respect to arc length is given by

$$\int_{\gamma} f \, ds = \int_a^b f(\gamma(t))|\gamma'(t)| \, dt.$$
PROOF. Theorem 3.39 and the boxed formula in the remarks with Theorem 3.42 give

$$\int_{\gamma} f \, ds = \int_{0}^{\ell(\gamma)} f(\gamma(s)) \, ds = \int_{a}^{b} f(\gamma(s(t))) \frac{ds}{dt} \, dt = \int_{a}^{b} f(\gamma(t)) |\gamma'(t)| \, dt. \qed$$

EXAMPLE. Cycloid. A cycloid is the locus of points swept out by a point on the circumference of a circle when the circle rolls without slipping along a straight line. When the radius of the circle is $r$ and the circle rolls along the $x$-axis starting from the origin, the parametric equations are

$$x = r(t - \sin t),$$
$$y = r(1 - \cos t).$$

A plot appears in Figure 3.2. The cusps occur on the $x$-axis when $y$ equals 0, hence when $t = 2\pi m$ for some integer $m$, and the corresponding value of $x$ is $2\pi mr$.

![Figure 3.2. Cycloid.](image)

Theorem 3.42 says that the length $s(t)$ of the locus swept out from 0 to $t$ satisfies

$$\frac{ds}{dt} = \sqrt{\left(\frac{dx}{dt}(t - \sin t)\right)^2 + \left(\frac{dy}{dt}(1 - \cos t)\right)^2}$$

$$= r \sqrt{2 - 2\cos t}$$

$$= 2r |\sin(t/2)|.$$ 

Therefore

$$s(t) = 4r(1 - \cos(t/2)) \quad \text{for } 0 \leq t \leq 2\pi.$$ 

The end of the first arch corresponds to $t = 2\pi$, and the length of the arch is $s(2\pi) = 8r$. If, say, we build a fence over the first arch of the cycloid with height $(1 - \cos t)$ in the $z$ direction above $(x(t), y(t))$, then Corollary 3.43 allows us to use the formula $\frac{ds}{dt} = 2r \sin(t/2)$ to compute the area of the fence as

$$\text{area} = \int_{\text{first arch}} (\text{height}) \, ds = \int_{0}^{2\pi} (1 - \cos t)(2r \sin(t/2)) \, dt.$$ 

The first cusp occurs at the point $(x, y) = (2\pi r, 0)$, which corresponds to $t = 2\pi$. Notice that the simultaneous $C^1$ behavior of $x(t)$ and $y(t)$ at $t = 2\pi$ is insufficient.
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to rule out corners and other irregular behavior for the curve. However, there is
a sufficient condition to rule out such irregular behavior: if \((x(t), y(t))\) is a
parametrically defined \(C^1\) curve in \(\mathbb{R}^2\) and at least one of \(x'(t_0)\) and \(y'(t_0)\) is
nonzero, as is the case here at \(t = 2\pi\), then irregular behavior can be ruled out
near \(t = t_0\). The reason is that the Inverse Function Theorem in principle allows
us locally to solve one of \(x(t)\) and \(y(t)\) for \(t\) near \(t = t_0\) and to substitute the result
into the other of \(x(t)\) and \(y(t)\). The result is that one of \(x\) and \(y\) is exhibited as a
\(C^1\) function of the other.

12. Line Integrals and Conservative Vector Fields

While integrals with respect to arc length are motivated by the geometric problem
of calculating the area under the graph of a numerical-valued function on a
parametrically defined curve in the plane, line integrals are motivated by physical
considerations. In physics the work done (energy expended) by a constant force in
moving an object is the product of the force by the displacement.\(^7\) More precisely
force is given as a vector quantity, say \(F\); the displacement is given by another
vector quantity, say \(s\); and the product in question is the dot product \(F \cdot s\). In
particular, no work is done when the motion is perpendicular to the force.

When the force varies from point to point and the object moves along a curve,
it is natural to think of replacing the product \(F \cdot s\) by a sum of contributions
from successive small displacements \(\sum F_j \cdot (s_j - s_{j-1})\) and to hope for a realistic
answer in the limit as the displacements tend to 0. This situation arises in the
case of motion in an electrical, gravitational, or magnetic field. The mathematical
object that abstracts this kind of field in physics is a “vector field.”

A vector field on a subset \(U\) of \(\mathbb{R}^n\) is a function \(F : U \rightarrow \mathbb{R}^n\). The vector
field is continuous if \(F\) is a continuous function.\(^8\) The traditional geometric
interpretation of \(F\), particularly when \(n = 2\) or \(n = 3\), is to attach to each point \(p\)
of \(U\) the vector \(F(p)\) as an arrow based at \(p\). This interpretation is appropriate,
for example, if \(F\) represents the velocity vector at each point in space of a time-
independent fluid flow. It is appropriate also for an electrical, gravitational, or
magnetic field. Let an object (or particle) move along a parametrically defined
curve \(\gamma(t)\) in \(\mathbb{R}^n\), starting at \(t = a\) and ending at \(t = b\).

For the moment we suppose that the curve is a simple rectifiable arc. It will
be important eventually to allow for more general parametrically defined curves,
such as ones that retrace themselves and ones whose value at \(a\) equals the value at

\(^7\)The exact wording is important. Careless wording can lead to an answer that differs in a sign
from the usual notion of work.

\(^8\)In Section IV.4 we shall consider “smooth vector fields.” In this case we shall require \(U\) to be
open in \(\mathbb{R}^n\), so that the notion of a smooth function is meaningful.
b. But for now, we stick with rectifiable simple arcs. We think of computing an approximation to the work done by the force as a sum of amounts involving small displacements. If \( P = \{t_j\}_{j=1}^m \) is a partition of \([a, b]\), the vector \( F(\gamma(t_{j-1})) \) plays the role of \( F_j \) in the above formula, and the displacements \( s_j - s_{j-1} \) above are the differences \( \gamma(t_j) - \gamma(t_{j-1}) \). Then the work done by the force field in moving the particle along the curve is to be approximately given by a sum

\[
\sum_{j=1}^m F(\gamma(t_{j-1})) \cdot (\gamma(t_j) - \gamma(t_{j-1})).
\]

The hope is that a suitable limit of this quantity exists and can be computed.

One virtue of formulating work as a limit of a sum of this kind is that we can see by inspection that the answer is independent of the parametrization as long as a reparametrization is orientation-preserving. In fact, let \( \gamma_1 : [a_1, b_1] \to \mathbb{R}^n \) and \( \gamma_2 : [a_2, b_2] \to \mathbb{R}^n \) be simple arcs related by \( \gamma_1 = \gamma_2 \circ \varphi \), where \( \varphi : [a_1, b_1] \to [a_2, b_2] \) is continuous, has a continuous inverse, and has \( \varphi(a_1) = a_2 \). Then the same kind of computation as for arc length before Proposition 3.37 shows that the approximating sum for \( \gamma_1 \) using the partition \( P = \{t_j\}_{j=0}^m \) is equal to the approximating sum for \( \gamma_2 \) using the partition \( \varphi(P) = \{u_j\}_{j=0}^m \), where \( u_j = \varphi(t_j) \). That being said, the existence theorem is as follows.

**Theorem 3.44** (Existence Theorem). If \( \gamma : [a, b] \to \mathbb{R}^n \) is a rectifiable simple arc and \( F \) is a continuous vector field on the image of \( \gamma \), then there exists a unique number, denoted \( \int_\gamma F \cdot ds \), with the following property. For any \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that any partition \( P = \{t_j\}_{j=0}^m \) of \([a, b]\) with \( \mu(P) < \delta \) has

\[
\left| \int_\gamma F \cdot ds - \sum_{j=1}^m F(\gamma(t_{j-1})) \cdot (\gamma(t_j) - \gamma(t_{j-1})) \right| < \epsilon.
\]

**Remarks.** The number \( \int_\gamma F \cdot ds \) is called the **line integral of \( F \) over \( \gamma \)**. In this generality and unlike in the case of integration with respect to arc length, a line integral is not given in terms of a Riemann integral. Instead it is given in terms of a generalization of the Riemann integral called a “Stieltjes integral.” Stieltjes integrals are not developed in this book other than in problems at the end of this chapter,\(^9\) and accordingly we omit the proof of Theorem 3.44.

\(^9\)The defining properties of “Stieltjes integration” as in the proof are simple enough that they can be summarized here. The first relevant fact is that for any partition \( P = \{t_j\}_{j=0}^m \) of \([a, b]\), each component \( \gamma_j(t) \) of \( \gamma(t) \) satisfies an inequality \( \sum_{j=1}^m |\gamma_j(t_j) - \gamma_j(t_{j-1})| \leq \sum_{j=1}^m |\gamma(t_j) - \gamma(t_{j-1})| \leq \ell(\gamma) \), a condition summarized in the language of Section VI.9 below by saying that \( \gamma_j \) is of “bounded variation” on \([a, b]\). Proposition 6.54 below will show that such a function is the difference of two
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Let us observe from the approximation formula in Theorem 3.44 that if $-\gamma$ denotes the reverse simple arc of $\gamma$, then the line integral of $F$ over $-\gamma$ is the negative of the line integral of $F$ over $\gamma$.

We turn now to the question of obtaining a useful formula for the value of a line integral. We make the same assumption as in the case of arc length: that the simple arc $\gamma$ is tamely behaved. Theorem 3.42 ensures that $\gamma$ is rectifiable.

**Theorem 3.45.** If $\gamma: [a, b] \to \mathbb{R}^n$ is a tamely behaved simple arc and if $F$ is a continuous vector field on the image of $\gamma$, then the line integral of $F$ over $\gamma$, which exists by Theorem 3.44, is given by

\[
\int_{\gamma} F \cdot ds = \lim_{a' \downarrow a, b' \uparrow b} \int_{a}^{b'} F(\gamma(t)) \cdot \gamma'(t) \, dt.
\]

**REMARKS.**

1. The proof will follow these remarks and an example.
2. The limit sign is present in the formula because we are allowing $\gamma'(t)$ to be unbounded near either endpoint. It is customary to write the integral as $\int_{a}^{b} F(\gamma(t)) \cdot \gamma'(t) \, dt$ in every case even though Riemann integrals are not defined for unbounded functions,\(^{10}\) and we shall follow this convention once Theorem 3.45 has been proved. Then the displayed formula in the theorem becomes

\[
\int_{\gamma} F \cdot ds = \int_{a}^{b} F(\gamma(t)) \cdot \gamma'(t) \, dt.
\]

3. Before this theorem the expression $ds$ was only symbolic; it meant nothing mathematically. Now we can see that it provides a handy reminder that equality in the boxed formula comes by taking $ds/\,dt = \gamma'(t)$. (For comparison we know from Theorem 3.42 that the derivative of the cumulative arc length of a tamely behaved simple arc is $ds/\,dt = |\gamma'(t)|$.)
4. The Schwarz inequality gives

\[
\left| \int_{a}^{b} F(\gamma(t)) \cdot \gamma'(t) \, dt \right| \leq \int_{a}^{b} |F(\gamma(t))| \cdot |\gamma'(t)| \, dt \leq \int_{a}^{b} |F(\gamma(t))||\gamma'(t)| \, dt,
\]

nondecreasing functions. There is even a natural such decomposition as a difference. (Problem 23 at the end of Chapter VI will show for this case that the two nondecreasing functions are continuous, and this fact simplifies the relevant theory somewhat.) Stieltjes integration is defined relative to a nondecreasing function $\alpha$ in a way similar to that for Riemann integration. The new ingredient is that whenever the length of an interval $[a', b']$ appears in an argument, it is to be replaced by $\alpha(b') - \alpha(a')$. For more details see Problems 24–26 at the end of this chapter.

\(^{10}\)Lebesgue integrals are introduced in Chapter V. The integral in this theorem can be interpreted as a Lebesgue integral, and then no limit sign is needed.
which translates into a way of estimating a line integral in terms of an integral with respect to arc length:

\[ |\int_{\gamma} F \cdot ds| \leq \int_{\gamma} |F| \, ds \]

(5) The traditional way of writing the line integral is as

\[ \int_{\gamma} F \cdot ds = \int_{\gamma} F_1 \, dx_1 + \cdots + F_n \, dx_n \]

with just the one integral sign for all \( n \) terms. This too is handy notation, since it points to an evaluation procedure for the line integral that correctly gives the formula of the theorem. Namely for each argument \( x_i \) of \( F \), we substitute \( x_i = \gamma_i(t) \), and for each \( dx_i \) we use the formula \( dx_i = \frac{dx_i}{dt} \, dt = \gamma_i'(t) \, dt \). Here is an example.

**EXAMPLE.** To evaluate the line integral of the vector field \( F(x, y, z) = (x, x^2y^2, x^3z^3) \) over the simple arc \( \gamma(t) = (t^3, t^4, 1) \), defined for \( 0 \leq t \leq 1 \), we use \( \gamma'(t) = (5t^4, 4t^3, 0) \) and compute

\[
\int_{\gamma} x \, dx + x^2y^2 \, dy + x^3z^3 \, dz
\]

\[
= \int_0^1 t^5(5t^4 \, dt) + (t^5)^2(t^4)^2(4t^3 \, dt) + (t^5)^3(1)^30 \, dt
\]

\[
= \int_0^1 (5t^9 + 4t^{21} + 0) \, dt = \frac{5}{10} + \frac{4}{22} = \frac{1}{2} + \frac{2}{11} = \frac{15}{22}.
\]

**PROOF OF THEOREM 3.45.** For the moment fix \( a' \) and \( b' \) such that \( a < a' < b' < b \). We prove the formula of the theorem on \( [a', b'] \). Write the values of \( F \) in terms of the standard basis \( \{e_i\} \) of \( \mathbb{R}^n \) as \( F(t) = \sum_{i=1}^n F_i(t)e_i \). By linearity it is enough to handle a single \( F_i \). Fix that \( i \).

Let \( \epsilon > 0 \) be given. Choose \( \delta_1 > 0 \) by Theorem 3.44 to be small enough so that any partition \( P = \{t_j\}_{j=0}^m \) of \( [a', b'] \) with \( \mu(P) < \delta_1 \) has

\[
\left| \int_{a'}^{b'} F_i(\gamma(t))\gamma_i'(t) \, dt - \sum_{j=1}^m F_i(\gamma(t_{j-1}))(\gamma_i(t_j) - \gamma_i(t_{j-1})) \right| < \epsilon. \quad (\ast)
\]

Choose \( \delta_2 > 0 \) small enough by Theorem 1.35 so that any partition \( P = \{t_j\}_{j=0}^m \) of \( [a', b'] \) with \( \mu(P) < \delta_2 \) has

\[
\left| \sum_{j=1}^m F_i(\gamma(t_{j-1}))\gamma_i'(t_{j-1})(t_j - t_{j-1}) - \int_{a'}^{b'} F_i(\gamma(t))\gamma_i'(t) \, dt \right| < \epsilon. \quad (\ast\ast)
\]
Let $C$ be an upper bound for $|F_1|$ on the image of $\gamma$. Choose $\delta_3 > 0$ by uniform continuity of $\gamma'(t)$ on $[a', b']$ (Theorem 1.10) so that $|\gamma'(t') - \gamma'(t)| < C^{-1}(b' - a')^{-1}\epsilon$ whenever $t'$ and $t$ are members of $[a', b']$ with $|t' - t| < \delta_3$.

Put $\delta = \min\{\delta_1, \delta_2, \delta_3\}$. Then any partition $P$ of $[a', b']$ with $\mu(P) < \delta$ satisfies $(\ast)$, $(\ast\ast)$, and

$$|\gamma'_i(t^*_{i,j}) - \gamma'(t_{j-1})| < C^{-1}(b' - a')^{-1}\epsilon$$

whenever $t_{j-1} \leq t^*_{i,j} \leq t_j$. $(\ddagger)$

Let $P = \{t_j\}_{j=0}^m$ be any such partition. By the Mean Value Theorem the $i^{th}$ component of $\gamma'(t_j) - \gamma'(t_{j-1})$ is of the form

$$\gamma_i(t_j) - \gamma_i(t_{j-1}) = \gamma'_i(t^*_{i,j})(t_j - t_{j-1})$$

$$= (\gamma'_i(t_{j-1}) + (\gamma'_i(t^*_{i,j}) - \gamma'_i(t_{j-1}))(t_j - t_{j-1})$$

$$= (\gamma'_i(t_{j-1}) + \phi_i(t_j - t_{j-1})),$$

say, and $(\ddagger)$ shows that $|\phi_i(t)| \leq C^{-1}(b' - a')^{-1}\epsilon$. We estimate

$$\left| \int_{\gamma_n(x',y')} F_i e_i \cdot ds - \int_{a'}^{b'} F_i(\gamma(t))\gamma'_i(t)\, dt \right|$$

$$\leq \left| \int_{\gamma_n(x',y')} F_i e_i \cdot ds - \sum_{j=1}^m F_i(\gamma(t_{j-1}))e_i \cdot (\gamma(t_j) - \gamma(t_{j-1})) \right|$$

$$+ \left| \sum_{j=1}^m F_i(\gamma(t_{j-1}))(\gamma_i(t_j) - \gamma_i(t_{j-1})) - \sum_{j=1}^m F_i(\gamma(t_{j-1})){\gamma}'(t_{j-1})(t_j - t_{j-1}) \right|$$

$$+ \left| \sum_{j=1}^m F_i(\gamma(t_{j-1})){\gamma}'(t_{j-1})(t_j - t_{j-1}) - \int_{a'}^{b'} F_i(\gamma(t)){\gamma}'(t)\, dt \right|.$$
The whole right side is therefore < 3\varepsilon.

Since \( \varepsilon \) is arbitrary, \( \left| \int_{\gamma_1' \times \gamma_2'} F_i e_i \cdot ds - \int_{\gamma_1} F_i(\gamma(t))\gamma'_i(t) \, dt \right| = 0 \). Hence

\[ \int_{\gamma_1' \times \gamma_2'} F_i e_i \cdot ds = \int_{\gamma_1} F_i(\gamma(t))\gamma'_i(t) \, dt, \]
and the proof is complete for the interval \([a', b']\).

To complete the proof, we need to consider the effects from near the endpoints. For the right endpoint it is enough to show that

\[
\limsup_{b' \uparrow b} \left| \sum_{1 \leq j \leq m, \ b' \leq t_j \leq b} F_i(\gamma(t_{j-1})) e_i \cdot (\gamma(t_j) - \gamma(t_{j-1})) \right| = 0 \quad (\dagger\dagger)
\]

and

\[
\limsup_{b' \uparrow b, \ b' \leq b_0} \left| \int_{b'}^{b_0} F_i(\gamma(t))\gamma'_i(t) \, dt \right| = 0. \quad (\ddagger)
\]

Still with \( C \) as an upper bound for \( |F_i| \) on the image of \( \gamma \), we have

\[
\left| \sum_{1 \leq j \leq m, \ b' \leq t_j \leq b} F_i(\gamma(t_{j-1})) e_i \cdot (\gamma(t_j) - \gamma(t_{j-1})) \right| \leq C \sum_{1 \leq j \leq m, \ b' \leq t_j \leq b} |\gamma(t_j) - \gamma(t_{j-1})|
\]

\[
\leq C \ell(\gamma|_{[b', b]}),
\]

and the right side has limit 0 as \( b' \uparrow b \) by Proposition 3.38. This proves (\dagger\dagger). For (\ddagger) we have

\[
\left| \int_{b'}^{b_0} F_i(\gamma(t))\gamma'_i(t) \, dt \right| \leq C \int_{b'}^{b_0} |\gamma'(t)| \, dt,
\]

and Theorem 3.42 shows that the right side is \( = C \ell(\gamma|_{[b', b]}) \). In turn this is \( \leq C \ell(\gamma|_{[b', b]}) \), which has limit 0 as \( b' \uparrow b \) by Proposition 3.38.

This proves (\ddagger). A similar argument applies to handle the left endpoint of \([a, b]\) and completes the proof of the theorem. \( \square \)

Now we enlarge the definition of the kind of parametrically defined curve we consider, no longer restricting ourselves to simple rectifiable arcs. A continuous function \( \gamma : [a, b] \to \mathbb{R}^n \) is said to be a **piecewise C^1 curve** if there is a partition \( P_0 = \{c_j\}_{j=0}^m \) of \([a, b]\) such that each \( \gamma|_{(c_{j-1}, c_j]} \) for \( 1 \leq j \leq m \) is a tamely behaved simple arc in the sense of the previous section. Piecewise \( C^1 \) curves can cross themselves and can even retrace their steps. Most parametrically defined curves that arise in practice are piecewise \( C^1 \). The piecewise \( C^1 \) curve \( \gamma : [a, b] \to \mathbb{R}^n \) is said to be **closed** if \( \gamma(a) = \gamma(b) \). The adjective **simple** is sometimes used in connection with closed curves; it means that \( \gamma(a) = \gamma(b) \) but that otherwise \( \gamma \) is one-one.
If \( \gamma : [a, b] \to \mathbb{R}^n \) is a piecewise \( C^1 \) curve given relative to a partition \( P_0 \) as above and if \( F \) is a vector field on the image of \( \gamma \), then the definition of the **line integral of \( F \) over \( \gamma \)** extends to this situation by the formula

\[
\int_{\gamma} F \cdot ds = \sum_{j=1}^{m} \int_{\gamma_{[c_{j-1}, c_j]}} F \cdot ds.
\]

As far as line integrals go, the value of a line integral over a single constituent simple arc of the piecewise \( C^1 \) curve \( \gamma \) is unchanged by any orientation-preserving reparametrization, as we know. However, the value changes in sign if the reparametrization is orientation-reversing. For this reason it is common in diagrams of piecewise \( C^1 \) curves to indicate the direction that such a curve is traced out.

One often encounters line integrals over piecewise \( C^1 \) curves of the kind shown in Figure 3.3, in which geometrically one of the segments is a reparametrization of the reverse of another. Then the contributions to the line integral from the two segments cancel.

![Figure 3.3. A piecewise \( C^1 \) curve that retraces part of itself.](image)

In electrostatics the (vector) field resulting from a configuration of charges has an accompanying potential, a scalar-valued function whose value at a point gives the change in potential energy of moving a unit charge from infinity to that point. The existence of that potential imposes a condition on the vector field, and we now study that condition.

Any connected open subset of \( \mathbb{R}^n \) is called a **region**.

**Lemma 3.46.** Any two points in a region \( U \) of \( \mathbb{R}^n \) can be connected by a piecewise \( C^1 \) curve.

**Proof.** Fix \( p \) in \( U \), and let \( E \) be the set \( E \) of points in \( U \) that can be connected to \( p \) by a piecewise \( C^1 \) curve. The set \( E \) is nonempty, and it is open since it certainly contains an open ball about any of its members. To see that it is relatively closed in \( U \), suppose that \( \{x_k\} \) is a sequence in \( E \) with a limit point \( q \) in \( U \). Choose an open ball about \( q \) that is contained in \( U \). Some \( x_k \) lies in the ball, and \( x_k \) can be connected to \( q \) by a line segment within the ball. Since \( x_k \) can be connected to
12. Line Integrals and Conservative Vector Fields

If \( f \) is a \( C^1 \) numerical-valued function on an open subset \( U \) of \( \mathbb{R}^n \), the \textbf{gradient} of \( f \), denoted \( \nabla f \), is the vector field given by the transpose of the row vector \( [f'(x)] \) for the derivative \( f'(x) \), namely\(^{11}\)

\[
\nabla f = \begin{pmatrix}
\frac{\partial f}{\partial x_1} \\
\vdots \\
\frac{\partial f}{\partial x_n}
\end{pmatrix}.
\]

**Proposition 3.47.** If \( F \) is a continuous vector field on a region \( U \) of \( \mathbb{R}^n \), then \( F \) is the gradient of a \( C^1 \) numerical-valued function on \( U \) if and only if the values of the line integrals \( \int_{\gamma} F \cdot ds \) over piecewise \( C^1 \) curves \( \gamma : [a, b] \to U \) depend only on the endpoints \( \gamma(a) \) and \( \gamma(b) \) and not on the values of \( \gamma(t) \) for \( a < t < b \).

**REMARKS.** Briefly \( F \) is a gradient if and only if “line integrals of \( F \) in \( U \) are independent of the path.” In this case we say that the vector field \( F \) is \textbf{conservative}.

**PROOF OF NECESSITY.** Suppose \( F = \nabla f \). We first give the argument under the assumption that \( \gamma : [a, b] \to \mathbb{R}^n \) is a tamely behaved simple arc. In this case the chain rule gives

\[
\int_{\gamma} F \cdot ds = \int_{[a, b]} F(\gamma(t)) \cdot \gamma'(t) dt = \int_{[a, b]} \sum_{i=1}^{n} \frac{\partial f}{\partial x_i}(\gamma(t)) \gamma'_i(t) dt
\]

and the right side depends only on \( \gamma(a) \) and \( \gamma(b) \). For a general piecewise \( C^1 \) curve \( \gamma \), we write \( \int_{\gamma} F \cdot ds \) as a sum of terms \( \int_{\gamma|_{[c_{j-1}, c_j]}} F(\gamma(t)) \cdot \gamma'(t) dt \) and go through the above argument. The sum of all the terms is then

\[
\sum_{j=1}^{m} [(f \circ \gamma)(c_j) - (f \circ \gamma)(c_{j-1})] = (f \circ \gamma)(b) - (f \circ \gamma)(a),
\]

and again the right side depends only on \( \gamma(a) \) and \( \gamma(b) \).

**PROOF OF SUFFICIENCY.** Suppose \( \int_{\gamma} F \cdot ds \) depends only on \( \gamma(a) \) and \( \gamma(b) \), and fix a point \( p \) in \( U \). If \( x \) is given in \( U \), define \( f(x) = \int_{\gamma} F \cdot ds \) for any

\(^{11}\)The symbol \( \nabla \) is called “nabla.”
piecewise $C^1$ curve $\gamma$ connecting $p$ to $x$. Let us see that $f$ is of class $C^1$ in $U$ and that $F = \nabla f$. Fix attention on points in $U$ in a closed ball centered at $x_0$. On the closed ball, $|F|$ is bounded, say by $M$. Such a point $x$ can be connected to $x_0$ by a straight line segment $\gamma_0$, and $|f(x) - f(x_0)| = \int_{\gamma_0} F \cdot ds \leq \int_{\gamma_0} |F| ds \leq M \ell(\gamma_0) = M|x - x_0|$. Hence $f$ is continuous at $x_0$.

Similarly let us connect $x_0$ to $x_0 + he_i$ by the straight line $\gamma_0(t) = x_0 + t he_i$ defined for $t$ in $[0, 1]$. Then $\gamma_0'(t) = he_i$, and

$$f(x_0 + he_i) - f(x_0) = \int_{\gamma_0} F \cdot ds = \int_0^1 F(x_0 + t he_i) \cdot he_i dt.$$ 

So

$$\frac{1}{h}(f(x_0 + he_i) - f(x_0)) - F_i(x_0) = \int_0^1 [F_i(x_0 + t he_i) - F_i(x_0)] dt,$$

and

$$\left| \frac{1}{h}(f(x_0 + he_i) - f(x_0)) - F_i(x_0) \right| \leq \int_0^1 |F_i(x_0 + t he_i) - F_i(x_0)| dt.$$ 

Given $\epsilon > 0$, choose $\delta > 0$ by continuity of $F_i$ at $x_0$ so that $|F_i(x) - F_i(x_0)| \leq \epsilon$ whenever $|x - x_0| \leq \delta$. If $|h| \leq \delta$, then the integrand on the right is $\leq \epsilon$, and hence so is the integral. Thus $\frac{\partial f}{\partial x_i}(x_0) = F_i(x_0)$, and the sufficiency follows.

**Proposition 3.48.** Let $F$ be a $C^1$ vector field on a region $U$ of $\mathbb{R}^n$, and suppose that $F = \nabla f$ for some scalar-valued $f$ of class $C^2$ on $U$. Then

$$\frac{\partial F_i}{\partial x_j} = \frac{\partial F_j}{\partial x_i} \quad \text{for all } i \text{ and } j.$$ 

Conversely for $U = \mathbb{R}^n$ if $F$ is a $C^1$ vector field such that $\frac{\partial F_i}{\partial x_j} = \frac{\partial F_j}{\partial x_i}$ for all $i$ and $j$ everywhere on $\mathbb{R}^n$, then there exists a $C^2$ scalar-valued function $f$ on $\mathbb{R}^n$ with $F = \nabla f$.

**REMARKS.** The converse part depends on the global geometry of the region where $F$ is defined. It holds for $\mathbb{R}^n$, as is asserted, and it extends to any **star-shaped** open set, i.e., a set $U$ having a point $p$ such that for each point $x$ of $U$, the straight line segment from $p$ to $x$ lies completely in $U$. It fails in dimension two if $U$ is an **annulus**, i.e., the open set lying between two concentric circles, as is shown in Problem 29 at the end of the chapter.

**PROOF.** We proceed by induction on the dimension $n$. If $n = 1$, then a $C^1$ vector field $F$ is just an ordinary scalar-valued function, and the condition on the partial derivatives of $F$ is vacuous. The function $f(x) = \int_0^x F(u) du$ has the required property that $F = \nabla f = \frac{df}{dx}$. 

\[ \text{III. Theory of Calculus in Several Real Variables} \]
Inductively assume that the result holds for dimension $n - 1$. The functions $G_j(x_2, \ldots, x_n) = F_j(0, x_2, \ldots, x_n)$ have the property that $\frac{\partial G_i}{\partial x_j} = \frac{\partial G_j}{\partial x_i}$ for $i \geq 2$ and $j \geq 2$, and the inductive hypothesis produces a $C^2$ function $g(x_2, \ldots, x_n)$ such that $\frac{\partial g}{\partial x_j} = G_j$ for all $j \geq 2$. Define

$$f(x_1, \ldots, x_n) = \int_0^{x_1} F_1(u_1, x_2, \ldots, x_n) \, du_1 + g(x_2, \ldots, x_n).$$

The $\frac{\partial f}{\partial x_1} = F_1$ by Theorem 1.32a. Also for $j > 1$, we have

$$\frac{\partial f}{\partial x_j}(x_1, \ldots, x_n) = \frac{\partial}{\partial x_j} \int_0^{x_1} F_1(u_1, x_2, \ldots, x_n) \, du_1 + \frac{\partial g}{\partial x_j}(x_2, \ldots, x_n)$$

by Proposition 3.28b

$$= \int_0^{x_1} \frac{\partial F_1}{\partial x_j}(u_1, x_2, \ldots, x_n) \, du_1 + \frac{\partial g}{\partial x_j}(x_2, \ldots, x_n)$$

by hypothesis

$$= F_j(x_1, x_2, \ldots, x_n) - F_j(0, x_2, \ldots, x_n) + G_j(x_2, \ldots, x_n)$$

$$= F_j(x_1, x_2, \ldots, x_n),$$

as required.

13. Green’s Theorem in the Plane

Green’s Theorem in the plane relates a line integral over the boundary of certain kinds of regions to a double integral over the region. The core idea is visible in the case of a closed geometric rectangle, which we discuss in the first example. There the theorem reduces to the Fundamental Theorem of Calculus.

**Example 1.** Green’s Theorem for a closed rectangle. Suppose we are given the closed rectangle $R$ with $a \leq x \leq b$ and $c \leq y \leq d$. Let $P(x, y)$ and $Q(x, y)$ be $C^1$ functions on a region containing $R$, and let $\gamma$ denote the boundary of $R$ regarded as a piecewise $C^1$ curve that is traversed counterclockwise. Then

$$\int_{\gamma} P \, dx + Q \, dy = \iint_R \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) \, dx \, dy.$$

To see this equality, we start from

$$\int_c^d \left[ \int_a^b \frac{\partial Q}{\partial x} \, dx \right] \, dy = \int_c^d \left( Q(b, y) - Q(a, y) \right) \, dy$$

and

$$\int_a^b \left[ \int_c^d \frac{\partial P}{\partial y} \, dy \right] \, dx = \int_a^b \left( P(x, d) - P(x, c) \right) \, dx.$$
The difference of the two left sides equals the double integral by Theorem 3.32, and the difference of the right sides equals the line integral if we understand \( \gamma \) to consist of four parts: the bottom, parametrized by \( t \mapsto (t, c) \) for \( a \leq t \leq b \); the right side, parametrized by \( t \mapsto (b, t) \) for \( c \leq t \leq d \); the top, parametrized by \( t \mapsto (-t, d) \) for \(-b \leq t \leq -a\); and the left side, parametrized by \( t \mapsto (a, -t) \) for \(-d \leq t \leq -c\).

Notice in Example 1 that we did not actually write \( \gamma \) as a single piecewise \( C^1 \) curve but instead wrote it as four curves. This is an artificial distinction; we could have followed the definition literally by merely using a translation of the parameter for each interval. For example, we could have parametrized the bottom as \( (a + t, c) \) for \( 0 \leq t \leq b - a \), the right side as \( (b, c + t - (b - a)) \) for \( b - a \leq t \leq (b - a) + (d - c) \), and so on.

To adapt our definition to be able to handle these matters automatically, we can introduce the notion of a piecewise \( C^1 \) chain. This is a formal sum of piecewise \( C^1 \) curves, say \( \gamma = \gamma_1 + \cdots + \gamma_r \) with \( r \geq 0 \), without regard to the order of the terms. We regard two chains as equal if they can be obtained from each other by a sequence of operations of the form

(i) subdivision of an arc,
(ii) fusion of subarcs into a single arc,
(iii) reparametrization of an arc,
(iv) cancellation of a pair of opposite arcs,
(v) insertion of a pair of opposite arcs,
(vi) dropping a one-point arc (with domain of the form \([a, a] \)), or
(vii) insertion of a one-point arc.

A line integral over \( \gamma \) is defined as the corresponding sum of line integrals over the constituent piecewise \( C^1 \) curves:

\[
\int_{\gamma} F \cdot ds = \sum_{k=1}^{r} \int_{\gamma_k} F \cdot ds.
\]

If two such chains are equal, then all line integrals defined on both are equal.

We denote the reverse of \( \gamma \) by \(-\gamma\). If \( \gamma = \gamma_1 + \cdots + \gamma_r \) and \( \sigma = \sigma_1 + \cdots + \sigma_s \) are chains, let \( \gamma + \sigma = \gamma_1 + \cdots + \gamma_r + \sigma_1 + \cdots + \sigma_s \). Then \( \int_{\gamma + \sigma} F \cdot ds = \int_{\gamma} F \cdot ds + \int_{\sigma} F \cdot ds \). We shall write \( n\gamma \) for \( \gamma + \cdots + \gamma \) (\( n \) times) and \(-n(\gamma) = n(-\gamma) \) and \( 0(\gamma) = \) (empty arc). Then every chain can be written as \( \gamma = a_1 \gamma_1 + \cdots + a_n \gamma_n \) with the \( a_j \) positive integers and the \( \gamma_j \) distinct, and if we allow some coefficients to be 0, then any two chains can be expressed as sums of the same \( \gamma_j \)'s.

If we look carefully at Example 1, we see that it admits a generalization.
EXAMPLE 2. The set between two graphs. A certain amount of the argument for Example 1 works if the rectangle is replaced by the set between two graphs. Namely if we replace the \(y\) limits \(c\) and \(d\) in the formula

\[
\int_a^b \left[ \int_c^d \frac{\partial P}{\partial y} \, dy \right] \, dx = \int_a^b \left( P(x, d) - P(x, c) \right) \, dx
\]

by two functions \(f(x)\) and \(g(x)\) with \(f(x) \leq g(x)\), then the integration formula is still meaningful when written as

\[
\int_a^b \left[ \int_{f(x)}^{g(x)} \frac{\partial P}{\partial y} \, dy \right] \, dx = \int_a^b \left( P(x, g(x)) - P(x, f(x)) \right) \, dx.
\]

At first glance it looks as if the full argument will go through for this more general situation, but there is a difficulty: the corresponding argument for the \(Q\) term works for the set between two graphs of functions with \(x\) given in terms of \(y\), not \(y\) in terms of \(x\). To handle both \(P\) and \(Q\) this way, the set of integration must look like the set between two graphs in both directions.\(^{12}\) The closed unit disk \(x^2 + y^2 \leq 1\) in \(\mathbb{R}^2\) provides an example. This is the set between the graphs of \(y = -\sqrt{1-x^2}\) and \(y = +\sqrt{1-x^2}\), and also it is the set between the graphs of \(x = -\sqrt{1-y^2}\) and \(x = +\sqrt{1-y^2}\). Notice that our ability to get the argument to go through this way for a disk depends crucially on two points:

(i) Handling the \(P\) term and handling the \(Q\) term involved two different parametrizations of the boundary circle \(x^2 + y^2 = 1\), and it was important that these two parametrizations were related by an orientation-preserving reparametrization.

(ii) The functions whose graphs were involved had unbounded first derivatives. This behavior had to show up for a curve with a well-defined tangent line at every point. Thus the definition of piecewise \(C^1\) curve had to allow for an unbounded derivative at the endpoints of each piece.

**Theorem 3.49** (Green’s Theorem, first form). Suppose that a region \(U\) in \(\mathbb{R}^2\) can be described as the set between two graphs of \(y\) as a continuous function of \(x\) and also as the set between two graphs of \(x\) as a continuous function of \(y\). Suppose further that all four graphs are piecewise \(C^1\) curves.\(^{13}\) Write \(\gamma\) for the chain consisting of the four graphs, and assume that each piece of \(\gamma\) is oriented so that \(U\) is on the left. If \(P\) and \(Q\) are \(C^1\) functions on an open set containing \(U\) and its boundary, then

\[
\int_{\gamma} P \, dx + Q \, dy = \iint_U \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) \, dx \, dy.
\]

**Proof.** The argument has already been given in Example 1, as amended in Example 2, and there is no need to repeat it. \(\square\)

\(^{12}\) Some authors refer to such a set as a “Type III region.” We shall not use this term.

\(^{13}\) The hypothesis “tamely behaved” has been built into the definition of a piecewise \(C^1\) curve.
The theorem admits several useful generalizations, and we say something about those now. The first such is that we can get more scope from the theorem by piecing together regions for which it holds. The example of an annulus (washer) will illustrate.

**Example 3.** Annulus or washer, the set between two concentric circles. Figure 3.4 shows how we can handle this set by applying Theorem 3.49 four times, adding the results, and canceling contributions from arcs where the curve retraces itself. A single quarter of the annulus is a set to which Theorem 3.49 applies, provided the boundary is traversed with the region on the left. The boundary chain is the sum of four arcs. See Figure 3.4a. But we can equally well handle any other quarter of the annulus, as in Figure 3.4b. If we look at all the quarters together, the straight line segments cancel in pairs, as in Figure 3.4c, and the result is a annulus $U$ with two boundary components, the outer circle $\gamma_1$ and the inner circle $\gamma_2$. The outer circle is traversed counterclockwise, as it is in a simple application of the theorem to a disk and its boundary circle. But the inner circle is traversed clockwise. The formula of Green’s Theorem applies with this understanding of how the pieces of the boundary are oriented. If $P$ and $Q$ are $C^1$ functions on an open set containing the annulus and the boundary, then Green’s Theorem applies.
to those functions on each quarter annulus and hence on the whole annulus. For example, let the outer and inner circles have respective radii 1 and $\rho$, and let them be centered at the origin. The outer circle can be parametrized by $t \mapsto (\cos t, \sin t)$ for $0 \leq t \leq 2\pi$, and then it is traversed counterclockwise. The inner circle can be taken as parametrized by $t \mapsto (\rho \cos t, -\rho \sin t)$. The line integral over the outer circle with clockwise orientation equals

$$\int_0^{2\pi} \left( P(\cos t, \sin t) \cdot (\cos t, -\sin t) \right) dt.$$ 

To this is to be added the line integral over the inner circle with counterclockwise orientation, which equals

$$\int_0^{2\pi} \left( P(\rho \cos t, -\rho \sin t) \cdot (\rho \cos t, \rho \sin t) \right) dt.$$ 

The sum equals the double integral, which we can conveniently write in polar coordinates as

$$\int_{\rho \leq r \leq 1} \int_{0 \leq \theta \leq 2\pi} \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) r \, dr \, d\theta.$$ 

It is fairly clear that the technique of Example 3 applies to more complicated bounded regions of $\mathbb{R}^2$ with finitely many holes in them. Every component of the boundary has to be taken into account in the line integral. We shall not try to formulate a general result.

A variation on this technique handles any “simple closed polygon.” By a **simple closed polygon** in $\mathbb{R}^2$ is meant a piecewise $C^1$ simple closed curve whose component arcs are straight line segments. The following result says how the ingredients of such a polygon fit into the context of Green’s Theorem, and the formula of Green’s Theorem is a corollary.

**Proposition 3.50** (Jordan Curve Theorem for polygons). If $\gamma$ is a simple closed polygon with image $A$, then the open complement of $A$ in $\mathbb{R}^2$ has exactly two connected components, $A$ is the boundary of each, and exactly one of the components is a bounded set.

**Remark.** The bounded component is called the **inside** of the polygon, and the unbounded component is called the **outside**.

**Sketch of Proof.** Since $A$ is a bounded set, all points sufficiently far from the origin are connected to one another by paths, and there can be only one unbounded component. Fix a line $L$ in $\mathbb{R}^2$ going in a direction not parallel to any edge of $A$. We divide the complement of $A$ into two open subsets, $U$ and $V$. $U$ consists
of those points \( p \) not in \( A \) such that the line through \( p \) parallel to \( L \) intersects \( A \) an odd number of times, and \( V \) consists of those points \( p \) not in \( A \) such that the line through \( p \) parallel to \( L \) intersects \( A \) an even number of times. In counting the number of times the line intersects \( A \), one has to take the vertices of \( A \) into account; the vertex is to be counted if the adjacent edges lie on opposite sides of the line but not if the adjacent edges lie on the same side of the line. Then \( U \) and \( V \) are open and disjoint, and \( U \cup V \) equals the complement of \( A \). Some checking is needed that \( A \) is the boundary of \( U \) and of \( V \) and that \( U \) and \( V \) are actually connected, and we omit those steps.

**Corollary 3.51** (Green’s Theorem for a simple closed polygon). Let \( \gamma \) be a simple closed polygon in \( \mathbb{R}^2 \), let \( A \) be its image, and let \( U \) be its inside. Assume that \( \gamma \) is traversed in such a way that \( V \) is always on the left. If \( P \) and \( Q \) are scalar-valued \( C^1 \) functions on an open set containing \( A \) and \( U \), then

\[
\int_\gamma P \, dx + Q \, dy = \iint_U \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) \, dx \, dy.
\]

**Remark.** The meaning of the phrase “always on the left” is intuitively clear, but the mathematical meaning is subtle and its details are omitted. Accurate use of the word “left” depends on having the coordinate axes oriented in the usual way so that the positive \( y \) axis is on the left of the positive \( x \) axis. If the \( x \) and \( y \) axes are interchanged, for example, then “left” and “right” get interchanged.

**Sketch of Proof.** The idea is to decompose \( A \) into nonoverlapping triangles, each regarded as a simple closed polygon. For each triangle we apply Theorem 3.49. The sum of the double integrals over the insides of the triangles equals the double integral over \( U \) because the edges of the triangles contribute nothing to the double integral. In the sum of the line integrals over the triangles, the contributions from the edges that lie in the inside of \( A \) cancel in pairs, and the contributions from the remaining edges add to the contribution from \( A \). The formula of Corollary 3.51 therefore results.

What needs proof is that the decomposition into nonoverlapping triangles is possible. Fix a line \( L \) in \( \mathbb{R}^2 \) going in a direction not parallel to any edge of \( A \), and adjoin to \( A \) all lines parallel to \( L \) and passing through vertices of \( A \). One readily checks that \( U \) gets decomposed into nonoverlapping triangles and trapezoids. Each trapezoid decomposes into two nonoverlapping triangles, and the desired decomposition into triangles results.

The above techniques amount to the classical method for approaching Green’s Theorem. The modern geometric approach uses a partition of unity, first handling matters locally and referring them to standard sets in \( \mathbb{R}^2 \). Its details are written out in the book by M. Spivak entitled *Calculus on Manifolds*. Two notions that
play a role are those of “$C^1$ manifold-with-boundary” and “singular $n$-cube.” Smooth manifolds are not defined in the present volume but instead appear in Chapter VIII of *Advanced Real Analysis*. Spivak defines a subset $M$ of $\mathbb{R}^n$ to be a two-dimensional smooth manifold if for each point $p$ of $M$ there exist an open set $U$ containing $p$, an open set $V \subset \mathbb{R}^n$, and a diffeomorphism $h : U \to V$ such that

$$h(U \cap M) = \{ x \in V \mid x_{k+1} = \cdots = x_n = 0 \}.$$  

He defines a subset $M$ of $\mathbb{R}^n$ to be a two-dimensional smooth manifold-with-boundary if for each point $p$ of $M$, either the above manifold condition holds or there exist an open set $U$ containing $p$, an open set $V \subseteq \mathbb{R}^n$, and a diffeomorphism $h : U \to V$ such that

$$h(U \cap M) = \{ x \in V \mid x_k \geq 0 \text{ and } x_{k+1} = \cdots = x_n = 0 \}.$$  

He states Green’s Theorem for subsets $M$ of $\mathbb{R}^2$ that are smooth manifolds-with-boundary. The set $U$ of Green’s Theorem will be the manifold part of the smooth-manifold-with-boundary, and the image of $\gamma$ will be the boundary part of the smooth manifold-with-boundary. In our situation this assumption will forbid the “piecewise” aspect of the boundary and insist on no corners. It will also have the minor effect of replacing the assumption of $C^1$ behavior on the boundary by $C^\infty$. The machinery of singular 2-cubes in effect examines matters locally and refers local sets to the plane or the upper half plane, where Example 1 applies directly. The local results are assembled into a final theorem by means of a smooth partition of unity.\(^\text{14}\)

This completes our discussion of Green’s Theorem in the plane. We conclude with some comments about generalizations to other dimensions. In the first place the idea of computing arc length by taking the supremum of inscribed polygonal arcs does not generalize well. If one takes a finite part of a right circular cylinder in $\mathbb{R}^3$ and defines the surface area to be the supremum of the sum of the areas of inscribed filled triangles, the result is infinity. Figure 3.5 illustrates.\(^\text{15}\) It assumes that the axis of the cylinder is vertical, that the height is $h$, and that the radius is $r$. One tries to estimate a part of the area by using inscribed triangles. The large rectangle in the picture has height $h$ and width $b$, with $b$ less than the horizontal diameter $2r$ of the cylinder. Regard the rectangle as placed inside the back half of the cylinder so that its left and right edges lie in the surface of the cylinder and its top and bottom edges are chords of the top and bottom circles of the cylinder. One

\(^{14}\)As was mentioned earlier, the partitions of unity in use in this chapter involve only continuous functions, but smooth partitions of unity will be constructed and used in *Advanced Real Analysis*.  

\(^{15}\)This figure is based on the one by Spivak on page 129 of *Calculus on Manifolds*.  

takes a positive integer $m$, which is 5 in Figure 3.5, and introduces $m$ rectangular pyramids, each turned on its side so the apex is at the back of the cylinder. The four triangles in each pyramid are each inscribed in the cylinder, and we get $4m$ triangles in this way. If a limit of the sum of the areas of inscribed triangles is to have any hope of giving the surface area of the cylinder, then the sum of the areas of these particular triangles had better be at most the surface area of the cylinder.

For each pyramid we can give a lower bound for the areas of the top and bottom triangles. The top and bottom triangles are isosceles, each with base $b$, 

\begin{figure}[h]
\centering
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\caption{Failure of inscribed triangles to give a useful notion of surface area.}
\end{figure}
and their common height is at least what it would be if the face of the triangle were perpendicular to the cylinder. A little computation shows that this amount is \( r - \sqrt{r^2 - b^2/4} \), which is some positive number independent of \( m \). Since there are \( 2m \) such triangles, the sum of the areas of these triangles is unbounded. The sum of the areas of the \( m \) left and right triangles is some number \( \geq 0 \), and thus the sum of the areas of all \( 4m \) triangles is \( \geq m(r - \sqrt{r^2 - b^2/4}) \), which is unbounded.

Thus surface area cannot be defined by using inscribed polygons. It is worth examining how the above example defies intuition. For parametrically defined curves we inscribed line segments, and we were guided by the fact that the length of each line segment was at most the length of the corresponding part of the curve. In the above example, we inscribed triangles, and we would have expected the area of each triangle to be at most the area of a certain part of the surface. But what part of the surface is relevant? The difficulty is that our intuition is working with some projection of the triangle onto the surface, and there is no canonical such projection in this case. To get something canonical, it would be really helpful to have a notion of perpendicularity.

For this reason the area of a bounding surface in \( \mathbb{R}^3 \) is defined by taking advantage of the direction perpendicular to the surface, and good behavior of the surface becomes essential. A desire to make use of perpendicularity is the reason Spivak’s book works with smooth manifolds-with-boundary. The notion of a “normal” to the surface is then available. We shall not elaborate except to observe that the introduction of normals means that geometry now plays a much more significant role in the higher-dimensional theory than it did in the theory for curves.

There is one higher-dimensional situation where everything is accessible without a whole new theory, and this particular situation happens to be an especially useful one for analysis. This is the case of a closed ball in \( \mathbb{R}^n \), whose boundary is a sphere. Section III.3 of Advanced Real Analysis gives a direct proof of a theorem relating a volume integral over the ball and a surface integral over the sphere.

Green’s Theorem in the plane admits a generalization for smooth manifolds-with-boundary of dimension \( k \) in \( \mathbb{R}^n \) for every pair \((k, n)\) with \( 2 \leq k \leq n \). The result is that an integral on the boundary “surface” is related to a “volume” integral over the set. The results of this kind are collectively known as Stokes’s Theorem. See Spivak’s book for details. The classical results that fit into this framework are Green’s Theorem when \( k = n = 2 \), the Divergence Theorem\(^{16}\) when \( k = n = 3 \), and Stokes’s Theorem when \( k = 2 \) and \( n = 3 \).

In the usual modern approach to the general Stokes’s Theorem, the mechanism of proof is the same as the one in Spivak’s book, using “smooth manifolds-with-

\(^{16}\) The Divergence Theorem is known also as Gauss’s Theorem.
boundary” and “singular n-cubes.” The reader is referred to that book for the details.

14. Problems

1. Let \( F = \mathbb{R} \) or \( \mathbb{C} \). Prove that the Hilbert–Schmidt norm satisfies
   
   (a) \( |TS| \leq |T||S| \) if \( S \) is in \( L(\mathbb{F}^n, \mathbb{F}^m) \) and \( T \) is in \( L(\mathbb{F}^m, \mathbb{F}^k) \),
   
   (b) \( |1| = \sqrt{n} \) if \( n = m \) and \( 1 \) denotes the identity function on \( \mathbb{F}^n \).

2. Suppose that \( f : \mathbb{R}^n \to \mathbb{R}^m \) is a linear function with Jacobian matrix \( A \). What is \( f'(x_0) \)?

3. Suppose that \( f : \mathbb{R}^2 \to \mathbb{R}^1 \) has \( |f(x)| \leq |x|^2 \) for all \( x \). Prove that \( f \) is differentiable at \( x = 0 \).

4. Let \( x = (x_1, \ldots, x_n) \) and \( u = (u_1, \ldots, u_n) \) be in \( \mathbb{R}^n \). For \( f : \mathbb{R}^n \to \mathbb{R} \) differentiable at \( x \), use the chain rule to derive a formula for \( \frac{df}{dt} f(x + tu) \bigg|_{t=0} \).

5. Compute \( \exp tX \) from the definition for \( X = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \), \( \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \), \( \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \), \( \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix} \), and \( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \).

6. It was observed in Section 6 in the context of polar coordinates that the Implicit Function Theorem implies the Inverse Function Theorem. Namely, the pair of polar-coordinate formulas \( (u, v) = (r \cos \theta, r \sin \theta) \) was inverted by applying the Implicit Function Theorem to the system of equations
   
   \[ r \cos \theta - u = 0, \quad r \sin \theta - v = 0. \]

   Using this example as a model, derive the Inverse Function Theorem in the general case from the Implicit Function Theorem in the general case.

7. Define \( \int_{1}^{\infty} \) to mean \( \lim_{N \to \infty} \int_{1}^{N} \) when the integrand is continuous. Prove or disprove:
   
   \[ \int_{0}^{1} \left[ \int_{1}^{\infty} (e^{-xy} - 2e^{-2xy}) \, dy \right] dx = \int_{1}^{\infty} \left[ \int_{0}^{1} (e^{-xy} - 2e^{-2xy}) \, dy \right] dx. \]

   Problems 8–9 use Fubini’s Theorem to supplement the theory of Fourier series as given in Section I.10.
8. Let $f$ and $g$ be continuous complex-valued periodic functions of period $2\pi$, and define their convolution to be the function

$$f * g(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x - t)g(t) \, dt.$$ 

(a) Show that $f * g$ is continuous periodic and that $f * g = g * f$.
(b) Let $f(x) \sim \sum_{n=-\infty}^{\infty} c_n e^{inx}$ and $g(x) \sim \sum_{n=-\infty}^{\infty} d_n e^{inx}$. Prove that $(f * g)(x) \sim \sum_{n=-\infty}^{\infty} c_n d_n e^{inx}$.
(c) Prove that the Fourier series of $f * g$ converges uniformly.

9. Let $f$, $g$, and $h$ be continuous complex-valued periodic functions of period $2\pi$. Prove that $f * (g * h) = (f * g) * h$.

Problems 10–13 deal with homogeneous functions. If $f : \mathbb{R}^n \setminus \{0\} \to \mathbb{R}$ is a function not identically 0 such that $f(rx) = r^d f(x)$ for all $x$ in $\mathbb{R}^n \setminus \{0\}$ and all $r > 0$, we say that $f$ is homogeneous of degree $d$. For example, the function in the first problem below is homogeneous of degree 0.

10. On $\mathbb{R}^2$, define

$$f(x, y) = \begin{cases} 
\frac{xy}{x^2 + y^2} & \text{if } (x, y) \neq (0, 0), \\
0 & \text{if } (x, y) = (0, 0).
\end{cases}$$

Prove that $\frac{\partial f}{\partial x}$ and $\frac{\partial f}{\partial y}$ exist everywhere in $\mathbb{R}^2$ and that $f$ is not continuous at $(0, 0)$.

11. Let $f : \mathbb{R}^n \setminus \{0\} \to \mathbb{R}$ be smooth and homogeneous of degree $d$.
(a) Prove that if $d = 0$, then $f(x)$ is bounded on $\mathbb{R}^n \setminus \{0\}$ and that $f$ extends to be continuous at 0 only if it is constant.
(b) Prove that if $d > 0$, then the definition $f(0) = 0$ makes $f$ continuous for all $x$ in $\mathbb{R}^n$, while if $d < 0$, then no definition of $f(0)$ makes $f$ continuous at 0.
(c) Prove that $\frac{\partial f}{\partial x_j}$ is homogeneous of degree $d - 1$ unless it is identically 0.
(d) If $f$ is homogeneous of degree 1 and satisfies $f(-x) = -f(x)$ and $f(0) = 0$, prove that each $\frac{\partial f}{\partial x_j}$ exists at 0 but that $\frac{\partial f}{\partial x_j}$ is not continuous at 0 unless it is constant.

12. On $\mathbb{R}^2$, let $f$ be the function homogeneous of degree 1 given by

$$f(x, y) = \begin{cases} 
\frac{x^3}{x^2 + y^2} & \text{if } (x, y) \neq (0, 0), \\
0 & \text{if } (x, y) = (0, 0).
\end{cases}$$

(a) Prove that $f$ is continuous at $(0, 0)$.
(b) Prove that $\frac{\partial f}{\partial x}$ and $\frac{\partial f}{\partial y}$ exist at $(0, 0)$ but are not continuous there.
13. On \( \mathbb{R}^2 \), let \( f \) be the function homogeneous of degree 2 given by
\[
 f(x, y) = \begin{cases} 
 \frac{xy(x^2 - y^2)}{x^2 + y^2} & \text{if } (x, y) \neq (0, 0), \\
 0 & \text{if } (x, y) = (0, 0).
\end{cases}
\]

(a) Prove that \( f \), \( \frac{\partial f}{\partial x} \), and \( \frac{\partial f}{\partial y} \) are continuous on all of \( \mathbb{R}^2 \).
(b) Prove that \( \frac{\partial^2 f}{\partial x^2} \) and \( \frac{\partial^2 f}{\partial y^2} \) exist at \((0, 0)\) but are not continuous there.
(c) Prove that \( \frac{\partial^2 f}{\partial x \partial y}(0, 0) = 1 \) and \( \frac{\partial^2 f}{\partial y \partial x}(0, 0) = -1 \).

Problems 14–15 concern “harmonic functions” in \( \{(x, y) \in \mathbb{R}^2 \mid |(x, y)| < 1\} \), the open unit disk of the plane. A harmonic function is a complex-valued \( C^2 \) function satisfying the Laplace equation \( \Delta u(x, y) = 0 \), where \( \Delta \) is the Laplacian \( \Delta = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \).

14. If \((r, \theta)\) are regarded as polar coordinates, prove for all integers \( n \) that each function \( r^n e^{in\theta} \) is a \( C^\infty \) function in the open unit disk and is harmonic there. Deduce that if \( \{c_n\} \) is a doubly infinite sequence such that \( \sum_{n=\infty}^{\infty} c_n r^n e^{in\theta} \) converges absolutely for each \( r \) with \( 0 \leq r < 1 \), then the sum is a \( C^\infty \) function in the open unit disk and is harmonic there.

15. Prove that if \( u \) is harmonic in the unit disk, then so is the function \( u \circ R \), where \( R \) is the rotation about the origin given by \( \begin{pmatrix} x \\ y \end{pmatrix} \mapsto \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} \).

Problems 16–20 illustrate the Inverse and Implicit Function Theorems.

16. Verify that the equations \( u = x^4 y + x \) and \( v = x + y^3 \) define a function from \( \mathbb{R}^2 \) to \( \mathbb{R}^2 \) whose derivative at \((1, 1)\) is given by the matrix \( \begin{pmatrix} 5 & 1 \\ 1 & 3 \end{pmatrix} \). This matrix being invertible, the Inverse Function Theorem applies. Let the locally defined \( C^1 \) inverse function be given by \( x = F(u, v) \) and \( y = G(u, v) \) in an open neighborhood of \((u, v) = (2, 2)\), the point \((2, 2)\) having the property that \( F(2, 2) = 1 \) and \( G(2, 2) = 1 \). Find \( \frac{\partial F}{\partial u}(2, 2) \).

17. Show that the equations
\[
 x^2 - y \cos(\mu v) + z^2 = 0, \\
 x^2 + y^2 - \sin(\mu v) + 2z^2 = 2, \\
 xy - \sin u \cos v + z = 0,
\]
implicitly define \( x, y, z \) as \( C^1 \) functions of \((u, v)\) near \( x = 1, y = 1, u = \pi/2, v = 0, \) and \( z = 0 \), and find \( \frac{\partial x}{\partial u} \) and \( \frac{\partial x}{\partial v} \) for the function \( x(u, v) \). Is the function \( x(u, v) \) of class \( C^\infty \)?
14. Problems

18. Regard the operation of squaring an \(n\)-by-\(n\) matrix as a function from \(\mathbb{R}^{n^2}\) to \(\mathbb{R}^{n^2}\), and show that this mapping is invertible on some open set of the domain that contains the identity matrix.

19. (Lagrange multipliers) Let \(f\) and \(g\) be real-valued \(C^1\) functions defined on an open subset \(U\) of \(\mathbb{R}^n\), and let \(S = \{ x \in U \mid g(x) = 0 \}\). Prove that if \(f\) has a local maximum or minimum at a point \(x_0\) of \(S\), then either \(g'(x_0) = 0\) or there exists a number \(\lambda\) such that \(f'(x_0) + \lambda g'(x_0) = 0\).

20. (Arithmetic-geometric mean inequality) Using Lagrange multipliers, prove that any \(n\) real numbers \(a_1, \ldots, a_n\) that are \(\prod 0\) satisfy

\[
\sqrt[n]{a_1 a_2 \cdots a_n} \leq \frac{a_1 + a_2 + \cdots + a_n}{n}.
\]

Problems 21–23 concern arc length and integrals with respect to arc length.

21. Sometimes a parametrically defined curve is given in polar coordinates by an equation \(r = r(\theta)\). Show that the arc length of a simple arc of the form \(r = r(\theta)\) from \(\theta_1\) to \(\theta_2\) is

\[
\int_{\theta_1}^{\theta_2} \sqrt{r'(\theta)^2 + (dr/d\theta)^2} \, d\theta.
\]

22. Only a few tamely behaved simple arcs are known for which arc length can be expressed in terms of elementary functions. These include the straight line, the circle, the helix, the catenary, the semicubical parabola, the parabola, and the logarithmic spiral. The first two are part of Euclidean geometry, and the cycloid was treated as an example in Section 11. This problem treats the last five. In each case, do not necessarily go through all the steps of evaluating the integral, but carry out enough of the computation to show that the result can be expressed in terms of elementary functions.

(a) Express as a function of \(t\) the cumulative arc length of the **helix** \((x, y, z) = (\cos t, \sin t, t)\) starting from the origin.

(b) Express as a function of \(x\) the cumulative arc length of the **catenary** \(y = \frac{1}{2}(e^t + e^{-t})\) starting from the origin.

(c) Express as a function of \(x\) the cumulative arc length of the **semicubical parabola** \(y = x^{3/2}\) starting from the origin.

(d) Express as a function of \(x\) the cumulative arc length of the **parabola** \(y = x^2\) starting from the origin.

(e) Express as a function of \(\theta\) with \(0 < \theta \leq 2\pi\) the cumulative arc length from \(\theta = \theta_0\) of the **logarithmic spiral** \(r(\theta) = \theta\), using the result of Problem 21.

(f) Is the logarithmic spiral in (d) tamely behaved as \(\theta\) tends down to 0?

23. Let \(y\) be the piecewise \(C^1\) curve defined for \(t \in [0, 3]\) given by

\[
\gamma(t) = \begin{cases} 
(t^2, t) & \text{for } 0 \leq t \leq 1 \\
(t, t) & \text{for } 1 \leq t \leq 2 \\
(t, 2 + (t - 2)^2) & \text{for } 2 \leq t \leq 3.
\end{cases}
\]

Find the total length \(\ell(\gamma)\).
III. Theory of Calculus in Several Real Variables

Problems 24–26 elaborate on the remarks in a footnote connected with Theorem 3.44 that explained that the line integral $\int_{\gamma} F \cdot ds$ of the theorem always has a meaning in terms of “Stieltjes integrals.” No assumption that $\gamma$ be piecewise $C^1$ is needed, only that $\gamma$ is a rectifiable simple arc. Let $\alpha : [a, b] \to \mathbb{R}$ be a continuous nondecreasing function. (Continuity of $\alpha$ is not needed in the theory but will be assumed here to simplify the statements.) If $f : [a, b] \to \mathbb{R}$ is a continuous function, it is desired to define the Stieltjes integral $\int_{[a, b]} f \, d\alpha$.

24. For any partition $P = \{x_j\}_{j=1}^m$ of $[a, b]$, define the upper and lower sums of $f$ relative to $P$ and $\alpha$ by

$$U(P, f, \alpha) = \sum_{j=1}^{m} \left( \max_{x_{j-1} \leq x \leq x_j} f(x) \right) \left( \alpha(x_j) - \alpha(x_{j-1}) \right)$$

$$L(P, f, \alpha) = \sum_{j=1}^{m} \left( \min_{x_{j-1} \leq x \leq x_j} f(x) \right) \left( \alpha(x_j) - \alpha(x_{j-1}) \right).$$

Show that if $P'$ is a refinement of $P$, then

$$U(P, f, \alpha) \geq U(P', f, \alpha) \geq L(P', f, \alpha) \geq L(P, f, \alpha).$$

Explain how it follows that

$$\inf_P U(P, f, \alpha) \geq \sup_P L(P, f, \alpha).$$

25. With $\mu(P)$ equal to the mesh of $P$, prove that

$$\lim_{\mu(P) \to 0} (U(P, f, \alpha) - L(P, f, \alpha)) = 0.$$

26. Conclude from Problems 24 and 25 that $U(P, f, \alpha)$ and $L(P, f, \alpha)$ tend to a common limit as $\mu(P)$ tends to 0. This common limit is what is taken as the definition of $\int_{[a, b]} f \, d\alpha$.

Problems 27–30 concern line integrals and conservative vector fields.

27. Let $(x_1, y_1)$ and $(x_2, y_2)$ be two points in $\mathbb{R}^2$, and let $\gamma$ be the line segment from $(x_1, y_1)$ to $(x_2, y_2)$. Parametrize $\gamma$, and compute $\int_{\gamma} y \, dy - x \, dx$.

28. Let $F = \left( \frac{P}{Q} \right)$ be the vector field on $\mathbb{R}^2 - \{(0, 0)\}$ with $P(x, y) = \frac{x}{x^2 + y^2}$ and $Q(x, y) = \frac{y}{x^2 + y^2}$.

(a) Check that $\frac{\partial Q}{\partial x} = \frac{\partial P}{\partial y}$.
29. Let \( F = \left( \frac{P}{Q} \right) \) be the vector field on \( \mathbb{R}^2 - \{(0,0)\} \) with \( P(x, y) = \frac{y}{x^2 + y^2} \) and \( Q(x, y) = \frac{-x}{x^2 + y^2} \).

(a) Check that \( \frac{\partial Q}{\partial x} = \frac{\partial P}{\partial y} \).

(b) Evaluate \( \int_{\gamma} F \cdot ds \) counterclockwise around the unit circle, thus over the curve \( \gamma(t) = (\cos t, \sin t) \) for \( 0 \leq t \leq 2\pi \).

(c) Show that there is no \( C^1 \) function \( f : \mathbb{R}^2 - \{(0,0)\} \rightarrow \mathbb{R} \) such that \( \left( \frac{P}{Q} \right) = \nabla f \).

30. Let \( F(x, y, z) = (x, y^2, z^3) \). Evaluate \( \int_{\gamma} F \cdot ds \) over the curve \( \gamma(t) = (t, t^2, t^3) \) for \( 0 \leq t \leq 1 \).

Problems 31–33 concern Green’s Theorem in the plane.

31. With \( \gamma \) as in Problem 29b, evaluate \( \int_{\gamma} \left( \frac{y + e^x \cos y}{-x - e^x \sin y} \right) \cdot ds \).

32. Let \( U \) be any bounded open subset of \( \mathbb{R}^2 \) to which Green’s Theorem applies, and let \( \gamma \) be the boundary of \( U \) oriented so that \( U \) is always on the left. Prove that \( \frac{1}{2} \int_{\gamma} x \, dy - y \, dx \) equals the area of \( U \).

33. (Shoelace formula) Combine Problems 27 and 32 with Corollary 3.51 to prove that the area of the inside of any simple closed polygon whose \( m \) consecutive vertices are \( \{(x_j, y_j)\}_{j=1}^m \) is given by

\[
\text{Area} = \left| \sum_{j=0}^{m} (x_j y_{j+1} - y_j x_{j+1}) \right|,
\]

where by convention \( (x_0, y_0) \) is defined to be \( (x_m, y_m) \). In fact, the absolute value signs are not needed if the polygon is traversed with the inside always on the left. (Educational notes: This formula is of historical importance in the transfer of ownership of pieces of land; traditional surveying tools easily allow rather accurate measurements of distances and angles, and this formula gives a comparably accurate measurement of area. The name of the formula derives from the criss-cross pattern made if one forms an \( (n+1) \)-by-2 matrix with rows \( (x_j \ y_j) \) and then indicates the pairs of entries that are to be multiplied.)
CHAPTER IV

Theory of Ordinary Differential Equations and Systems

Abstract. This chapter treats the theory of ordinary differential equations, both linear and nonlinear. Sections 1–4 establish existence and uniqueness theorems for ordinary differential equations. The first section gives some examples of first-order equations, mostly nonlinear, to illustrate certain kinds of behavior of solutions. The second section shows, in the presence of continuity for a vector-valued $F$ satisfying a “Lipschitz condition,” that the first-order system $y' = F(t, y)$ has a unique local solution satisfying an initial condition $y(t_0) = y_0$. Since higher-order equations can always be reduced to first-order systems, these results address existence and uniqueness for $n^{th}$-order equations as a special case. Section 3 shows that the solutions to a system depend well on the initial condition and on any parameters that are present in $F$. Section 4 applies these results to existence of integral curves for a vector field and to construction of coordinate systems from families of integral curves.

Sections 5–8 concern linear systems. Section 5 shows that local solutions of linear systems may be extended to global solutions and that in the homogeneous case the vector space of global solutions has dimension equal to the size of the system. The method of variation of parameters reduces the solution of any linear system to the solution of a homogeneous linear system. Sections 6–7 identify explicit solutions to $n^{th}$-order linear equations and first-order linear systems. The “Jordan canonical form” of a square matrix plays a role in the case of a system. Section 8 discusses power-series solutions to second-order homogeneous linear equations whose coefficients are given by convergent power series, as well as solutions that arise in the case of regular singular points. Two kinds of special functions are mentioned that result from this study—Legendre polynomials and Bessel functions.

1. Qualitative Features and Examples

To introduce the subject of ordinary differential equations, this section gives examples of some qualitative features and complicated phenomena that can occur in such equations.

If $F$ is a complex-valued function of $n + 2$ variables, a function $y(t)$ is said to be a solution of the ordinary differential equation

$$F(t, y, y', y'', \ldots, y^{(m)}) = 0$$

of $m^{th}$ order on the open interval $(a, b)$ if

$$F(t, y(t), y'(t), \ldots, y^{(m)}(t)) = 0$$
identically for \(a < t < b\). The equation is “ordinary” in the sense that there is only one independent variable. The equation is said to be \textbf{linear} if it is of the form

\[a_m(t)y^{(m)} + a_{m-1}(t)y^{(m-1)} + \cdots + a_1(t)y' + a_0(t)y = q(t),\]

and it is \textbf{homogeneous linear} if in addition, \(q\) is the 0 function. A linear ordinary differential equation has \textbf{constant coefficients} if \(a_m(t), \ldots, a_0(t)\) are all constant functions.

Let us come to examples, which will point toward the enormous variety of phenomena that can occur. We stick to the first-order case, and all the examples will have \(F\) real-valued. Let us look only for real-valued solutions. Pictures indicating the qualitative behavior of the solutions of each of the examples are in Figure 4.1.

\textbf{Examples.}

1. Simple equations can have relatively complicated solutions. This is already true for the equation

\[y' = 1/t \quad \text{on the interval} \ (0, +\infty).\]

Integration shows that all solutions are of the form \(\log t + c\); on an interval of negative \(t\)'s, the solutions are of the form \(\log |t| + c\). The \(c\) comes from a corollary of the Mean Value Theorem that says that a real-valued function on an open interval with 0 derivative everywhere is necessarily constant.\(^1\) Another example, but with no singularity, is \(y' = ty\). To solve this equation on intervals where \(y(t) \neq 0\), write \(y'/y = t\), so that \(\log |y| = \frac{1}{2}t^2 + a\) and \(|y| = e^{a}e^{t^2/2}\). Thus \(y(t) = ce^{t^2/2}\), with \(c \neq 0\) constant, on any interval where \(y(t)\) is nowhere 0. The function \(y(t) = 0\) is a solution as well, and all real solutions on an interval are of the form \(y(t) = ce^{t^2/2}\) with \(c\) real. See Figures 4.1a and 4.1b.

2. Solutions may not be defined on obvious intervals. For the equation

\[ty' + y = \sin t,\]

we can recognize the two sides as \(\frac{d}{dt}(ty)\) and \(\frac{d}{dt}(-\cos t)\). Therefore \(ty = c - \cos t\). Dividing by \(t\), we obtain

\[y(t) = \frac{c - \cos t}{t}\]

on any interval that does not contain 0. What about intervals containing \(t = 0\)? If we put \(t = 0\) in the formula \(ty = c - \cos t\), we see that \(c\) must be 1. In this case we can define \(y(0) = 0\) there, and then \(y'(0)\) exists. We obtain the additional solution

\[y(t) = \begin{cases} 
\frac{1 - \cos t}{t} & \text{for } t \neq 0, \\
0 & \text{for } t = 0,
\end{cases}\]

on any open interval containing 0. Figure 4.1c shows graphs of some solutions.

\(^1\)See Section A2 of Appendix A for further information.
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(a) \( y' = 1/t \), (b) \( y' = ty \), (c) \( ty' + y = \sin t \),
(d) \( y' = y^2 + 1 \), (e) \( y' = y^2 \), (f) \( y' = y^{2/3} \).

(3) Even if the equation seems nice for all \( t \), the solutions may not exist for all \( t \). An example occurs with

\[ y' = y^2 + 1, \]

which we solve by the steps \( \frac{d}{dt}(\arctan y) = 1 \), \( \arctan y = t + c \), \( y = \tan(t + c) \).

The solutions behave badly when \( t + c \) is any odd multiple of \( \pi/2 \). Solutions are defined at most on intervals of length \( \pi \). Figure 4.1d shows graphs of some solutions for this example.

(4) Some solutions may look quite different from all the others. For example, with

\[ y' = y^2, \]

we solve by \(-1/y = t + c\) for \( y \neq 0 \), so that \( y(t) = -\frac{1}{t + c} \). Also, \( y(t) = 0 \) is
a solution. Here the solutions of the form \( y(t) = -\frac{1}{t+c} \) are not defined for all \( t \), but the solution \( y(t) = 0 \) is defined for all \( t \). We might think of \( y(t) = 0 \) as the limiting case with \( c \) tending to \( \pm \infty \). Figure 4.1e shows graphs of some of the solutions for this example.

(5) New solutions can sometimes be pieced together from old ones. For example, the equation
\[
y' = y^{2/3}
\]
is solved where \( y \neq 0 \) by the steps \( y^{-2/3}y' = 1 \), \( 3y^{1/3} = t + c \), and \( y(t) = \frac{1}{27}(t + c)^3 \). But also \( y(t) = 0 \) is a solution. In fact, we can piece solutions of these types together. For example, the function
\[
y(t) = \begin{cases} 
\frac{1}{27}(t + 1)^3 & \text{for } t < -1, \\
0 & \text{for } -1 \leq t \leq 0, \\
\frac{1}{27}t^3 & \text{for } 0 < t,
\end{cases}
\]
is a solution on \(( -\infty, +\infty ) \). Figure 4.1f shows graphs of some of the solutions for this example.

One thing that stands out in the above examples is that the set of solutions seems to depend, more or less, on a single parameter \( c \). The inference is that nothing much worse than the \( c \) occurs because somewhere an integration is taking place and the Mean value Theorem is controlling how many indefinite integrals there can be. One way of trying to quantify this statement about how the number of solutions is limited is to say that for any fixed \( t = t_0 \) and given real number \( y_0 \), there is only one solution \( y(t) \) near \( t_0 \) with \( y(t_0) = y_0 \). This statement is not quite accurate, however, as Example 5 shows. The uniqueness theorem in Section 2 will give a precise result. The data \(( t_0, y_0 ) \) are called an initial condition.

Something else that stands out, although perhaps not without the visual aid of the graphs of solutions as in Figure 4.1, is that the graphed solutions appear to fill the entire part of the plane corresponding to the \( t \)’s under study. In the framework of the previous paragraph, the statement is that for any fixed \( t = t_0 \) and given real number \( y_0 \), there exists a solution \( y(t) \) near \( t_0 \) with \( y(t_0) = y_0 \). The existence theorem in Section 2 will give a precise result.

Weak version of existence and uniqueness theorems. Let \( D \) be a nonempty convex open set in \( \mathbb{R}^2 \), and let \(( t_0, y_0 ) \) be in \( E \). If \( F : D \to \mathbb{R} \) is a continuous function such that \( \frac{\partial}{\partial y} F(t, y) \) exists and is continuous in \( D \), then for any sufficiently small open interval of \( t \)’s containing \( t_0 \), the equation \( y' = F(t, y) \) has a unique solution \( y(t) \) with \( y(t_0) = y_0 \) such that the graph of \( t \mapsto y(t) \) lies in \( D \).
An improved theorem, together with a proof, will be given in Section 2. The proof of existence uses “Picard iterations,” and the idea is as follows. First we convert the differential equation into an equivalent integral equation

\[ y(t) = \int_{t_0}^{t} F(s, y(s)) \, ds + y_0. \]

Second we use the right side as input and the left side as output to define successive approximations to a solution:

\[ y_0(t) = y_0, \]
\[ y_1(t) = \int_{t_0}^{t} F(s, y_0(s)) \, ds + y_0, \]
\[ \vdots \]
\[ y_{n+1}(t) = \int_{t_0}^{t} F(s, y_n(s)) \, ds + y_0. \]

Third we use the Weierstrass \( M \) test to show that the series with partial sums \( y_N(t) = y_0 + \sum_{n=1}^{N} (y_n(t) - y_{n-1}(t)) \) is uniformly convergent. If the limiting function is denoted by \( y(t) \), we check that \( y(t) \) satisfies the integral equation from which we started. Hence \( y(t) \) is a solution of the differential equation.

### 2. Existence and Uniqueness

In this section we state and prove the main existence and uniqueness theorems for solutions of ordinary differential equations. First let us establish an appropriate setting more general than the one in Section 1.

The examples in Section 1 were all of the first order. They could all have been written in the form \( y = F(t, y) \) with \( F \) real-valued, and we considered real-valued solutions \( y(t) \). From equations as simple as \( y'' + y' + y = 0 \), whose real-valued solutions are

\[ y(t) = a_1 e^{-t/2} \cos(t\sqrt{3}/2) + a_2 e^{-t/2} \sin(t\sqrt{3}/2), \]

we know that it can be easier to work, at least initially, with complex-valued solutions. In this particular case, it is easier as a first step to find all complex-valued solutions, namely

\[ y(t) = c_1 \exp\left(\frac{1}{2}(-1 + i\sqrt{3})t\right) + c_2 \exp\left(\frac{1}{2}(-1 - i\sqrt{3})t\right), \]
and then to extract the real-valued solutions from them. The solution method, which will be discussed in more detail in Section 6 below, involves finding all complex solutions of a certain polynomial equation with real coefficients, and the method is more natural if the coefficients of the polynomial equation are allowed to be complex.

Thus right away, it is natural to consider first-order equations \( y' = F(t, y) \) with \( F \) complex-valued and to look for complex-valued solutions. The theory in Chapter III avoided working with functions of several variables in which some of the variables are complex, and we can update the theory of Chapter III here. The technique, which is to consider the complex variable \( y \) as two real variables \( \text{Re} y \) and \( \text{Im} y \), is again applicable. Thus we have only to think of \( F(t, y) \) as a function of three real variables, even if we do not separate \( y \) into its two components in writing \( F(t, y) \), and the theory of Chapter III applies directly. In adopting the point of view that \( y \) is actually two real variables, we need to apply the same consideration to \( y' \), and we are led to view \( y' = F(t, y) \) as a system of two simultaneous equations, namely \( \text{Re} y' = \text{Re} F(t, y) \) and \( \text{Im} y' = \text{Im} F(t, y) \). This viewpoint merely makes our functions conform to the prescriptions of Chapter III. It is not necessary to work with the expanded notation; all we have to remember is that in this part of the theory we never differentiate a function with respect to a complex variable.

The utility of allowing \( y' = F(t, y) \) to represent a system of ordinary differential equations has, in any event, been thrust upon us. Let us consider the notion of a system a bit more. With a little trick the second-order equation \( y'' + y' + y = 0 \) can itself be transformed into a system, quite apart from the issue of real vs. complex variables. The trick is to introduce two unknown functions \( u_1 \) and \( u_2 \) to play the roles of \( y \) and \( y' \). Then \( u_1 \) and \( u_2 \) satisfy \( u_2 = u'_1 \) and \( u'_2 = u''_1 = y'' = -y' - y = -u_1 - u_2 \). In other words, \( u_1 \) and \( u_2 \) satisfy the system
\[
\begin{align*}
  u'_1 &= u_2, \\
  u'_2 &= -u_1 - u_2.
\end{align*}
\]
Conversely if \( u_1(t) \) and \( u_2(t) \) satisfy this system of equations, then \( y(t) = u_1(t) \) is a solution of \( y'' + y' + y = 0 \). In this way, the given second-order equation is completely equivalent to a certain system of two first-order equations with two unknown functions.

Let \( F \) be a function defined on an open set \( D \) of \( \mathbb{R} \times \mathbb{C}^k \) and taking values in \( \mathbb{C}^k \). A \( \mathbb{C}^k \)-valued function \( y(t) = (y_1(t), \ldots, y_k(t)) \) is said to be a solution of the system \( F(t, y, y', \ldots, y^{(m)}) = 0 \) of \( k \) ordinary differential equations of order \( m \) in the open interval \((a, b)\) if \( F(t, y(t), y'(t), \ldots, y^{(m)}) = 0 \) identically for \( a < t < b \).

We saw that the single second-order equation \( y'' + y' + y = 0 \) is equivalent to a certain first-order system of two equations, and the technique for exhibiting this
equivalence works more generally: a system of \( k \) equations of order \( m \) that has been solved for the \( m^\text{th} \)-order derivatives is equivalent to a system of \( km \) equations of first order.

We shall consider first-order systems of the form \( y' = F(t, y) \), where \( F \) is continuous on an open subset \( D \) of \( \mathbb{R} \times \mathbb{C}^n \) and takes values in \( \mathbb{C}^n \). The example \( y' = y^{2/3} \) in Section 1 fits these hypotheses, and we saw that the hoped-for uniqueness fails for this equation. In the weak theorem stated at the end of Section 1, an additional hypothesis was imposed in order to address this problem: for \( y' = F(t, y) \) with only real-valued solutions of interest, the hypothesis is that \( \partial F / \partial y \) exists and is continuous on the domain \( D \) of \( F \). Generalizing this condition presumably means saying something about partial derivatives in each of the directions \( y_j \) for \( 1 \leq j \leq n \). In addition, we must remember the injunction against differentiating with respect to complex variables. Thus we really expect a condition concerning \( 2n \) first-order derivatives. Fortunately there is an easily stated less-stringent condition that is nevertheless good enough. The condition is that \( F \) satisfy a **Lipschitz condition** in its \( y \) variable, i.e., that there exist a real number \( k \) such that

\[
|F(t, y_1) - F(t, y_2)| \leq k|y_1 - y_2|
\]

for all pairs of points \((t, y_1)\) and \((t, y_2)\) in the domain \( D \) of \( F \).

If \( F \) is a real-valued continuous function of two real variables with a continuous partial derivative in the second variable, then the Mean Value Theorem gives

\[
F(t, y_1) - F(t, y_2) = (y_1 - y_2) \frac{\partial F}{\partial y}(t, \xi)
\]

with \( \xi \) between \( y_1 \) and \( y_2 \), provided the line segment from \((t, y_1)\) to \((t, y_2)\) lies in the domain \( D \) of \( F \). The partial derivative is bounded on any compact subset of \( D \), and thus \( F \) satisfies, on any compact convex subset of \( D \), a Lipschitz condition in the second variable.

**Theorem 4.1** (Picard–Lindelöf Existence Theorem). Let \( D \) be a nonempty open set in \( \mathbb{R}^1 \times \mathbb{C}^n \), let \((t_0, y_0)\) be in \( D \), and suppose that \( F : D \to \mathbb{C}^n \) is a continuous function such that \( F(t, y) \) satisfies a Lipschitz condition in the \( y \) variable and has \( |F(t, y)| \leq M \) on \( D \). Let \( R \) be a compact set in \( \mathbb{R}^1 \times \mathbb{C}^n \) of the form

\[
R = \{ (t, y) \mid |t - t_0| \leq a \text{ and } |y - y_0| \leq b \},
\]

and suppose that \( R \) is contained in \( D \). Put \( a' = \min\{a, b/M\} \). Then there exists a solution \( y(t) \) of the system

\[
y' = F(t, y)
\]

on the open interval \( |t - t_0| < a' \) satisfying the initial condition

\[
y(t_0) = y_0.
\]
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Remarks. A variant of Theorem 4.1 takes $D$ to be in $\mathbb{R}^1 \times \mathbb{C}^n$ but insists only on continuity of $F$, not on the Lipschitz condition. Then a local solution still exists for $|t - t_0| < a'$. This better result, known as the “Cauchy–Peano Existence Theorem,” appears in Problems 20–25 at the end of the chapter and is proved by an argument using Ascoli’s Theorem. However, Example 5 in Section 1 shows that there is no corresponding uniqueness theorem, and within the text we omit the proof of the better existence theorem. Another variant of Theorem 4.1 assumes that the domain $D$ of a given $F_R$ lies in $\mathbb{R}^1 \times \mathbb{R}^n$, $F_R$ takes values in $\mathbb{R}^n$, and $y_0$ is in $\mathbb{R}^n$. Then $y' = F_R(t, y)$ has a solution $y(t)$ such that $y(t_0) = y_0$ and the range of $y$ is $\mathbb{R}^n$. In fact, when $F_R$ satisfies a Lipschitz condition in the $y$ variable, this variant is a consequence of Theorem 4.1 as stated. To derive this variant, one extends the given function $F_R$ from the subset of $\mathbb{R}^1 \times \mathbb{R}^n$ to a subset of $\mathbb{R}^1 \times \mathbb{C}^n$ by making it constant in Im $y$. Specifically the new system is $y' = F(t, y)$ with $F(t, y) = F_R(t, \text{Re } y)$, and the initial condition remains as $y(t_0) = y_0$. The part of the system corresponding to equations for Im $y'$ is just Im $y' = 0$, since $F$ is real-valued, and therefore Im $y(t)$ is constant. Since $y_0$ is real, Im $y(t)$ must be 0. Thus Theorem 4.1 yields a solution $y(t)$ with range $\mathbb{R}^n$ under these special hypotheses.

Proof. The first step is to see that the set of differentiable functions $t \mapsto y(t)$ on $|t - t_0| < a'$ satisfying $y' = F(t, y)$ and $y(t_0) = y_0$ is the same as the set of continuous functions $t \mapsto y(t)$ on $|t - t_0| < a'$ satisfying the integral equation

$$y(t) = \int_{t_0}^{t} F(s, y(s)) \, ds + y_0.$$ 

If $y$ is differentiable and satisfies the differential equation and the initial condition, then $y$ is certainly continuous and hence $s \mapsto F(s, y(s))$ is continuous. Then $\int_{t_0}^{t} F(s, y(s)) \, ds$ is differentiable by the Fundamental Theorem of Calculus (Theorem 1.32), and the differential equation shows that $y(t)$ and $\int_{t_0}^{t} F(s, y(s)) \, ds$ have the same derivative for $|t - t_0| < a'$. Thus they differ by a constant. The constant is checked by putting $t = t_0$, and indeed $y$ satisfies the integral equation.

Conversely if $y$ is continuous and satisfies the integral equation, then $s \mapsto F(s, y(s))$ is continuous, and the Fundamental Theorem of Calculus shows that $\int_{t_0}^{t} F(s, y(s)) \, ds$ is differentiable. This function equals $y(t) - y_0$ by the integral equation, and hence $y$ is differentiable. Differentiating the two sides of the integral equation, we see that $y$ satisfies the differential equation. Also, if we put $t = t_0$ in the integral equation, we see that $y$ satisfies the initial condition $y(t_0) = y_0$.

Thus it is enough to prove existence for a continuous solution of the integral equation. For $t_0 - a' \leq t \leq t_0 + a'$, define inductively

$$
y_0(t) = y_0,
$$

$$
y_1(t) = y_0 + \int_{t_0}^{t} F(s, y_0(s)) \, ds,
$$

$$
y_2(t) = y_0 + \int_{t_0}^{t} F(s, y_1(s)) \, ds,
$$

$$
y_3(t) = y_0 + \int_{t_0}^{t} F(s, y_2(s)) \, ds,
$$

...
\[ y_n(t) = y_0 + \int_{t_0}^{t} F(s, y_{n-1}(s)) \, ds, \]

with the usual convention that \( \int_{t_0}^{t} = -\int_{t}^{t_0} \). Let us see inductively that the graph of \( y_n(t) \) lies in the set

\[ R' = \{ (t, y) \mid |t - t_0| \leq a' \text{ and } |y - y_0| \leq b \}, \]

for \( |t - t_0| \leq a' \). The graph of \( y_0(t) = y_0 \) is just \( \{ (t, y_0) \mid |t - t_0| < a' \} \), and this lies in \( R' \). The inductive hypothesis is that \( (t, y_{n-1}(t)) \) lies in \( R' \) for \( \{ (t, y_0) \mid |t - t_0| \leq a' \} \). Then

\[ |y_n(t) - y_0| = \left| \int_{t_0}^{t} F(s, y_{n-1}(s)) \, ds \right| \leq M|t - t_0| \leq Ma' \leq b, \]

and therefore \( (t, y_n(t)) \) lies in \( R' \) for \( |t - t_0| \leq a' \). This completes the induction, and hence the graph of \( y_n(t) \) lies in \( R' \) for \( |t - t_0| \leq a' \).

Now write

\[ y_N(t) = y_0(t) + \sum_{n=1}^{N} [y_n(t) - y_{n-1}(t)] \]

for \( N \geq 0 \). We shall use the Weierstrass \( M \) test (Proposition 1.20), adapted to a series of functions with values in \( \mathbb{C}^a \), to prove uniform convergence of this series. Thus we are to bound \( |y_n(t) - y_{n-1}(t)| \), and we shall do so inductively for \( n \geq 1 \).

We start from the inequality \( |F(t, y)| \leq M \) on \( R' \) and the Lipschitz condition

\[ |F(t, y_j(t)) - F(t, y_{j-1}(t))| \leq k|y_j(t) - y_{j-1}(t)| \quad \text{for } j \geq 1. \]

Say that \( t_0 \leq x \leq t_0 + a' \) for definiteness. Then

\[ |y_1(t) - y_0(t)| = \left| \int_{t_0}^{t} F(s, y_0(s)) \, ds \right| \leq M(t - t_0) \]

and

\[ |y_2(t) - y_1(t)| = \left| \int_{t_0}^{t} [F(s, y_1(s)) - F(s, y_0(s))] \, ds \right| \leq \int_{t_0}^{t} |F(s, y_1(s)) - F(s, y_0(s))| \, ds \]
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\[ \leq \int_{t_0}^{t} k|y_1(s) - y_0(s)| \, ds \]

\[ \leq \int_{t_0}^{t} kM(s - t_0) \, ds \quad \text{from the previous display} \]

\[ = \frac{Mk(t - t_0)^2}{2!}. \]

Now we carry out an induction. The base case is the estimate carried out above for \(|y_1(t) - y_0(t)|\). The estimate for \(|y_2(t) - y_1(t)|\) suggests the inductive hypothesis, namely the inequality

\[ |y_{n-1}(t) - y_{n-2}(t)| \leq \frac{Mk^{n-2}(t - t_0)^{n-1}}{(n - 1)!}. \]

Then we have

\[ |y_n(t) - y_{n-1}(t)| \leq \int_{t_0}^{t} |F(s, y_{n-1}(s) - F(t, y_{n-2}(s))| \, ds \]

\[ \leq \int_{t_0}^{t} k|y_{n-1}(s) - y_{n-2}(s)| \, ds \]

\[ \leq Mk^{n-1} \int_{t_0}^{t} \frac{(s - t_0)^{n-1}}{(n - 1)!} \, ds \quad \text{by inductive hypothesis} \]

\[ = \frac{Mk^{n-1}(t - t_0)^n}{n!}, \]

and the induction is complete. The argument when \(t_0 - a' \leq t \leq t_0\) is completely similar, and the form of the estimate for the two cases combined is

\[ |y_n(t) - y_{n-1}(t)| \leq \frac{Mk^{n-1}|t - t_0|^n}{n!} \quad \text{for } |t - t_0| \leq a'. \]

There is no harm in assuming that \(k > 0\), and consequently

\[ |y_n(t) - y_{n-1}(t)| \leq \frac{Mk^n(a')^n}{k \ n!} \]

independently of \(t\). Since \(\sum_{n=0}^{\infty} (n!)^{-1}k^n(a')^n = e^{ka'}\) is finite, the \(M\) test applies and shows that our series converges uniformly.

Thus \(y_N(t)\) converges uniformly for \(|t - t_0| \leq a'\), necessarily to a continuous function. We call this function \(y(t)\). For \(|t - t_0| \leq a'\), we have

\[ \int_{t_0}^{t} F(s, y(s)) \, ds = \int_{t_0}^{t} [F(s, y(s)) - F(t, y_N(s))] \, ds + \int_{t_0}^{t} F(s, y_N(s)) \, ds \]

\[ = \int_{t_0}^{t} [F(s, y(s)) - F(s, y_N(s))] \, ds + y_{N+1}(t) - y_0. \]
On the right side, we have \( \lim_{N} \{y_{N+1}(t) - y_{0}\} = y(t) - y_{0} \). Because of the Lipschitz condition the absolute value of the first term on the right side is

\[
\leq a'k \sup_{|t-t_0| \leq a'} |y(t) - y_N(t)|,
\]

and this tends to 0 as \( n \) tends to infinity. Thus

\[
\int_{t_0}^{t} F(s, y(s)) \, ds = y(t) - y_0,
\]

and \( y(t) \) is a continuous solution of the integral equation. \( \square \)

**Theorem 4.2** (uniqueness theorem). Let \( D \) be a nonempty open set in \( \mathbb{R}^1 \times \mathbb{C}^n \), let \( (t_0, y_0) \) be in \( D \), and suppose that \( F : D \to \mathbb{C}^n \) is a continuous function such that \( F(t, y) \) satisfies a Lipschitz condition in the \( y \) variable. For any \( a'' > 0 \), there exists at most one solution \( y(t) \) to the system

\[
y' = F(t, y)
\]

on the open interval \( |t - t_0| < a'' \) satisfying the initial condition

\[
y(t_0) = y_0.
\]

**Proof.** As in the proof of Theorem 4.1, it is enough to prove uniqueness for the integral equation. Suppose that \( y(t) \) and \( z(t) \) are two solutions for \( |t - t_0| < a'' \). Fix \( \epsilon > 0 \). Then \( |y(t) - z(t)| \) is bounded by some constant \( C \) for \( |t - t_0| \leq a'' - \epsilon \), and \( F \) is assumed to satisfy a Lipschitz condition \( |F(t, y_1) - F(t, y_2)| \leq k|y_1 - y_2| \) on \( D \).

We argue as in the proof of Theorem 4.1, working first for \( t_0 \leq t \) and starting from

\[
|y(t) - z(t)| \leq C
\]

and from

\[
|y(t) - z(t)| = \left| \int_{t_0}^{t} [F(s, y(s)) - F(s, z(s))] \, ds \right| \\
\leq \int_{t_0}^{t} |F(s, y(s)) - F(s, z(s))| \, ds \\
\leq \int_{t_0}^{t} k|y(s) - z(s)| \, ds \\
\leq Ck(t - t_0).
\]
3. Dependence on Initial Conditions and Parameters

Inductively we suppose that

$$|y(t) - z(t)| \leq C k^{n-1} (t - t_0)^{n-1} \frac{1}{(n-1)!}.$$ 

Then

$$|y(t) - z(t)| \leq \int_{t_0}^{t} |F(s, y(s)) - F(s, z(s))| ds$$

$$\leq \int_{t_0}^{t} k |y(s) - z(s)| ds$$

$$\leq C k^n \int_{t_0}^{t} (s - x_0)^{n-1} \frac{1}{(n-1)!} ds = \frac{C k^n (t - t_0)^n}{n!},$$

and thus

$$|y(t) - z(t)| \leq C (n!)^{-1} k^n (t - t_0)^n$$

for all $n$. A similar estimate is valid for $t \leq t_0$, and the combined estimate is

$$|y(t) - z(t)| \leq \frac{C k^n |t - t_0|^n}{n!}.$$

Since $\sum C (n!)^{-1} k^n |t - t_0|^n$ converges, the individual terms tend to 0. Therefore $y(t) = z(t)$ for $|t - t_0| \leq a^n - \epsilon$. Since $\epsilon$ is arbitrary, $y(t) = z(t)$ for $|t - t_0| < a^n$.

\[\square\]

3. Dependence on Initial Conditions and Parameters

In abstract settings where the existence and uniqueness theorems play a role, it is frequently of interest to know how the unique solution depends on the initial data $(t_0, y_0)$ such that $y(t_0) = y_0$. To quantify this dependence, let us write the unique solution corresponding to $y' = F(t, y)$ as $y(t, t_0, y_0)$ rather than $y(t)$. We continue to use $y'$ to indicate the derivative in the $t$ variable even though the differentiation is now actually a partial derivative.

**Theorem 4.3.** Let $D$ be a nonempty open set in $\mathbb{R}^1 \times \mathbb{C}^n$, let $(t, y^*)$ be in $D$, and suppose that $F : D \rightarrow \mathbb{C}^n$ is a continuous function such that $F(t, y)$ satisfies a Lipschitz condition in the $y$ variable. Let $R$ be a compact set in $\mathbb{R}^1 \times \mathbb{C}^n$ of the form

$$R = \{(t, y) \mid |t - t^*| \leq a \text{ and } |y - y^*| \leq b\},$$

suppose that $R$ is contained in $D$, and let $M$ be an upper bound for $|F|$ on $R$. Put $a' = \min\{a, b/M\}$. If $|t_0 - t^*| < a'/2$ and $|y_0 - y^*| < b/2$, then there exists a unique solution $t \mapsto y(t, t_0, y_0)$ on the interval $|t - t_0| < a'/2$ to the system and initial data

$$y' = F(t, y) \quad \text{and} \quad y(t_0, t_0, y_0) = y_0,$$

and the function $(t, t_0, y_0) \mapsto y(t, t_0, y_0)$ is continuous on the open set

$$U = \{(t, t_0, y_0) \mid |t - t_0| < a'/2, \ |t_0 - t^*| < a'/2, \ |y_0 - y^*| < b/2\}.$$ 

If $F$ is smooth on $D$, then $(t, t_0, y_0) \mapsto y(t, t_0, y_0)$ is smooth on $U$. 
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REMARK. It is customary to summarize the result about continuity qualitatively by saying that the unique solution depends continuously on the initial data.

PROOF OF CONTINUITY. Let us first check that there is indeed a unique solution for each pair $(t_0, y_0)$ in question and that its graph, as a function of $t$, lies in

$$R' = \{ (t, y) \mid |t - t^*| \leq a' \text{ and } |y - y^*| \leq b \}.$$ 

For this purpose, fix $t_0$ and $y_0$ with $|t_0 - t^*| \leq a'/2$ and $|y_0 - y^*| \leq b/2$. Use of the triangle inequality shows that the closed set with $|t - t_0| < a'/2$ and $|y - y_0| < b/2$ lies within $R$. Thus $|F| \leq M$ on this set. Theorem 4.1 shows that there exists a solution with graph in this smaller set for $|t - t_0| < a''$, where $a'' = \min\{a'/2, (b/2)/M\}$. Now

$$\min\{a'/2, b/(2M)\} = \frac{1}{2} \min\{a', b/M\} = \frac{1}{2} a',$$ 

and hence there exists a solution for $|t - t_0| < a'/2$ with graph in $R$. This solution $y(t, t_0, y_0)$ is unique by Theorem 4.2, and it is the result of the construction in the proof of Theorem 4.1.

The idea is to trace through the construction in the proof of Theorem 4.1 and to see that the function $(t, t_0, y_0) \mapsto y(t, t_0, y_0)$ is the uniform limit of explicit continuous functions on $U$. Imitating a part of the proof of Theorem 4.1, we define, for $(t, t_0, y_0)$ in $U$,

$$y_0(t, t_0, y_0) = y_0,$$

$$y_1(t, t_0, y_0) = y_0 + \int_{t_0}^{t} F(s, y_0(s, t_0, y_0)) \, ds,$$

$$\vdots$$

$$y_m(t, t_0, y_0) = y_0 + \int_{t_0}^{t} F(s, y_m-1(s, t_0, y_0)) \, ds.$$

We shall show by induction that $y_n(t, t_0, y_0)$ is continuous on $U$. Certainly $y_0(t, t_0, y_0)$ is continuous on $U$.

For the inductive step we need a preliminary calculation. Let $I_1$ be the closed interval between $t_0$ and $t$, and let $I_2$ be the closed interval between $t_0$ and $t'$. Suppose we have two functions $f_1$ and $f_2$ of a variable $s$ such that

(i) $f_1$ is defined for $s$ between $t_0$ and $t$ with $|f_1| \leq M$ there,

(ii) $f_2$ is defined for $s$ between $t_0$ and $t'$ with $|f_2| \leq M$ there, and

(iii) $|f_1(s) - f_2(s)| \leq \epsilon$ on their common domain.

If $a'$ is $\geq$ the maximum distance among $t_0, t, t_0, t'$, let us show that

$$\left| \int_{t_0}^{t} f_1(s) \, ds - \int_{t_0}^{t'} f_2(s) \, ds \right| \leq M(|t_0 - t_0| + |t - t'|) + a' \epsilon. \quad (*)$$
To show this for all possible order relations on the set \( \{ t_0, t'_0, t, t' \} \), we observe that there is no loss of generality in assuming that \( t_0 \) is the smallest member of the set. There are then six cases.

**Case 1.** \( t_0 \leq t'_0 \leq t \), so that (iii) applies on \([t'_0, t]\). Then

\[
\int_{t_0}^{t} f_1(s) \, ds - \int_{t'_0}^{t} f_2(s) \, ds = \int_{t_0}^{t'_0} f_1(s) \, ds + \int_{t'_0}^{t} (f_1(s) - f_2(s)) \, ds + \int_{t}^{t'} f_1(s) \, ds
\]

and hence

\[
\left| \int_{t_0}^{t} f_1(s) \, ds - \int_{t'_0}^{t} f_2(s) \, ds \right| \leq M|t'_0 - t_0| + \epsilon|t' - t'_0| + M|t - t'|.
\]

Therefore (*) holds in this case.

**Case 2.** \( t_0 \leq t'_0 \leq t \), so that (iii) applies on \([t'_0, t]\). Then

\[
\int_{t_0}^{t} f_1(s) \, ds - \int_{t'_0}^{t} f_2(s) \, ds = \int_{t_0}^{t'_0} f_1(s) \, ds + \int_{t'_0}^{t} (f_1(s) - f_2(s)) \, ds - \int_{t}^{t'} f_2(s) \, ds,
\]

and hence

\[
\left| \int_{t_0}^{t} f_1(s) \, ds - \int_{t'_0}^{t} f_2(s) \, ds \right| \leq M|t'_0 - t_0| + \epsilon|t - t'_0| + M|t' - t|.
\]

Therefore (*) holds in this case.

**Case 3.** \( t_0 \leq t \leq t'_0 \). Then

\[
\left| \int_{t_0}^{t} f_1(s) \, ds \right| \leq M|t - t_0| \leq M(|t'_0 - t_0| - |t'_0 - t'|)
\]

and

\[
\left| \int_{t'_0}^{t} f_2(s) \, ds \right| \leq M|t'_0 - t'|,
\]

so that (*) holds in this case.

**Case 4.** \( t_0 \leq t' \leq t'_0 \leq t \). Then

\[
\left| \int_{t_0}^{t} f_1(s) \, ds \right| \leq M|t - t_0| = M(|t'_0 - t_0| + |t - t'_0|)
\]

and

\[
\left| \int_{t'_0}^{t} f_2(s) \, ds \right| \leq M|t' - t'_0| = M(|t' - t| - |t - t'_0|),
\]

so that (*) holds in this case.
Case 5. \( t_0 \leq t \leq t_0' \). Then
\[ |\int_{t_0}^{t} f_1(s) \, ds| \leq M|t - t_0| \leq M|t_0' - t_0| \]
and
\[ |\int_{t_0}^{t'} f_2(s) \, ds| \leq M|t' - t_0| \leq M|t' - t|, \]
so that (*) holds in this case.

Case 6. \( t_0 \leq t' \leq t \leq t_0' \). Then
\[ |\int_{t_0}^{t} f_1(s) \, ds| \leq M|t - t_0| = M(|t_0' - t_0| - |t_0' - t|) \]
and
\[ |\int_{t_0}^{t'} f_2(s) \, ds| \leq M|t_0' - t'| = M(|t_0' - t| + |t' - t|), \]
so that (*) holds in this case.

With (*) proved we can now proceed with the inductive step to show that \( y_n(t, t_0, y_0) \) is continuous on \( U \). Thus assume that \( y_n-1(t, t_0, y_0) \) is continuous on \( U \). If \( (t, t_0, y_0) \) and \( (t', t_0', y_0') \) are in \( U \), then
\[
y_n(t, t_0, y_0) - y_n(t', t_0', y_0') = (y_0 - y_0') + \int_{t_0}^{t} F(s, y_n-1(s, t_0, y_0)) \, ds - \int_{t_0}^{t'} F(s, y_n-1(s, t_0', y_0')) \, ds
\]
\[
= (y_0 - y_0') + \int_{t_0}^{t} f_1(s) \, ds - \int_{t_0}^{t'} f_2(s) \, ds,
\]
where \( f_1(s) = F(s, y_n-1(s, t_0, y_0)) \) and \( f_2(s) = F(s, y_n-1(s, t_0', y_0')) \). Thus (*) gives
\[
|y_n(t, t_0, y_0) - y_n(t', t_0', y_0')| \leq |y_0 - y_0'| + M(|t_0 - t_0'| + |t - t'|) + a' \varepsilon \quad (**)
\]
if \( \varepsilon \) is chosen such that \( |f_1(s) - f_2(s)| \leq \varepsilon \) on the common domain of \( f_1 \) and \( f_2 \).

Let \( \varepsilon > 0 \) be given, and choose some \( \delta > 0 \) for uniform continuity of \( F \) on the set \( R \). By uniform continuity of \( y_{n-1} \), choose \( \eta > 0 \) such that
\[
|y_{n-1}(s, t_0, y_0) - y_{n-1}(s, t_0', y_0')| < \delta \quad \text{whenever } |(s, t_0, y_0) - (s, t_0', y_0')| < \eta.
\]
Then \( |(s, t_0, y_0) - (s, t_0', y_0')| < \eta \) implies \( |f_1(s) - f_2(s)| \leq \varepsilon \) on the common domain of \( f_1 \) and \( f_2 \), and hence (**) holds. Therefore \( y_n \) is continuous as a function on \( U \). This completes the induction.
We know that \( y_n(t, t_0, y_0) \) converges to a solution \( y(t, t_0, y_0) \) uniformly in \( t \) if \( (t_0, y_0) \) is fixed. Let us see that the convergence is in fact uniform in \( (t, t_0, y_0) \). The proof of Theorem 4.1 yielded the estimate

\[
|y_n(t, t_0, y_0) - y_{n-1}(t, t_0, y_0)| \leq \frac{M}{k} \frac{K^n(a')^n}{n!},
\]

and this is independent of \( (t, t_0, y_0) \). Therefore the Weierstrass \( M \) test shows that \( y_n(t, t_0, y_0) \) converges to \( y(t, t_0, y_0) \) uniformly on \( U \). The uniform limit of continuous functions is continuous by Proposition 2.21, and hence \( y(t, t_0, y_0) \) is continuous. \( \square \)

**Proof of Smoothness.** Under the assumption that \( F \) is smooth on \( D \), we are to prove that \( y(t, t_0, y_0) \) is smooth on \( U \). We return to the earlier proof of continuity of \( y(t, t_0, y_0) \) and show that each \( y_n(t, t_0, y_0) \) is smooth. This smoothness is trivial for \( n = 0 \), we assume inductively that \( y_{n-1}(t, t_0, y_0) \) is smooth, and we form

\[
y_n(t, t_0, y_0) = y_0 + \int_{t_0}^{t} F(s, y_{n-1}(s, t_0, y_0)) \, ds.
\]

The function on the right side is the composition of \( (t, t_0, y_0) \mapsto (t, t_0, y_0) \) followed by \( (t, t_0, s_0, y_0) \mapsto \int_{t_0}^{s} F(s, y_{n-1}(s, s_0, y_0)) \, ds \). The chain rule (Theorem 3.10), the Fundamental Theorem of Calculus (Theorem 1.32), and Proposition 3.28 allow us to compute partial derivatives of this function, and another argument with (6) allows us to see that the partial derivatives are continuous. There is no difficulty in iterating this argument, and we conclude that \( y_n(t, t_0, y_0) \) is smooth.

The same argument in the proof of Theorem 4.1 that enabled us to estimate the size of \( y_n(t, t_0, y_0) - y_{n-1}(t, t_0, y_0) \) allows us to estimate any iterated partial derivative of this difference. New constants enter the estimate, but the qualitative result is the same, namely that any iterated partial derivative of \( y_n(t, t_0, y_0) \) converges uniformly to that same iterated partial derivative of \( y(t, t_0, y_0) \). Applying Theorem 1.23, we see that \( y(t, t_0, y_0) \) is smooth. \( \square \)

**Concluding Remark.** Sometimes a given system \( y' = F(t, y) \) with initial condition \( y(t_0) = y_0 \) involves parameters in the definition of \( F \), so that effectively the system is \( y' = F(t, y, \lambda_1, \ldots, \lambda_k) \). A natural problem is to find conditions under which the dependence of the solution on the \( k \) parameters is continuous or smooth. The answer is that this problem can be reduced to the problem addressed by Theorem 4.3. We simply introduce \( k \) additional variables \( z_j \), one for each parameter \( \lambda_j \), together with new equations \( z'_j = 0 \) and new initial conditions \( z_j(t_0) = \lambda_j \).
4. Integral Curves

If $U$ is an open subset of $\mathbb{R}^n$, then a vector field on $U$ may be defined as a function $X : U \to \mathbb{R}^n$. The vector field is smooth if $X$ is a smooth function. In classical notation, $X$ is written $X = \sum_{j=1}^{n} a_j(x_1, \ldots, x_n) \frac{\partial}{\partial x_j}$, and the function carries $(x_1, \ldots, x_n)$ to $(a_1(x_1, \ldots, x_n), \ldots, a_n(x_1, \ldots, x_n))$. The traditional geometric interpretation of $X$ is to attach to each point $p$ of $U$ the vector $X(p)$ as an arrow based at $p$. This interpretation is appropriate, for example, if $X$ represents the velocity vector at each point in space of a time-independent fluid flow.

In Chapter II we defined the term “path” in a metric space to mean a continuous function from a closed bounded interval of $\mathbb{R}^1$ into the metric space. Then in Chapter III we used the term “curve” to refer to any continuous function from an interval, not necessarily closed, into $\mathbb{R}^n$. In this chapter the term curve in a metric space will be used to refer to a continuous function from an open interval of $\mathbb{R}^1$ into the metric space.

A standard problem in connection with vector fields on an open subset $U$ of $\mathbb{R}^2$ is to try to draw curves within $U$ with the property that the tangent vector to the curve at any point matches the arrow for the vector field. An illustration occurs in Figure 4.2. This section abstracts and generalizes this kind of curve.

![Figure 4.2. Integral curve of a vector field.](image)

Let $X : U \to \mathbb{R}^n$ be a smooth vector field on $U$. A curve $c(t)$ is an integral curve for $X$ if $c$ is smooth (i.e., of class $C^\infty$) and $c'(t) = X(c(t))$ for all $t$ in the domain of $c$. Depending on one’s interpretation of the informal wording in the previous paragraph, the present definition is perhaps more demanding than the definition given for $\mathbb{R}^2$ above: the expression $c'(t)$ involves both magnitude and direction, and the present definition insists that both ingredients match with $X(c(t))$, not just the direction.

**Proposition 4.4.** Let $X : U \to \mathbb{R}^n$ be a smooth vector field on an open subset $U$ of $\mathbb{R}^n$, and let $p$ be in $U$. Then there exist an $\varepsilon > 0$ and an integral curve
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c : (−ε, ε) → U such that c(0) = p. Any two integral curves c and d for X having c(0) = d(0) = p coincide on the intersection of their domains.

PROOF. Apart from the smoothness the first conclusion is just a restatement of a special case of Theorem 4.1 in different notation. The conditions on c are that c be a solution of c′ = X(c) and that c(0) = p. The existence of a solution is immediate from Theorem 4.1 if we put F = X, c = y, t₀ = 0, and y₀ = p. The way in which this application of Theorem 4.1 is a special case and not the general case is that F is independent of t here. The smoothness of c follows from Theorem 4.3, and the uniqueness follows from Theorem 4.2. □

The interest is not only in Proposition 4.4 in isolation but also in what happens to the integral curves when X is part of a family of vector fields.

Proposition 4.5. Let X⁽¹⁾, …, X⁽ᵐ⁾ be smooth vector fields on an open subset U of ℜⁿ, let p be in U, and let V be a bounded open neighborhood of 0 in ℜⁿ. For λ in V, put Xλ = ∑ₘₖ₌₁ λₖ X⁽ᵏ⁾. Then there exist an ε > 0 and a system of integral curves c(t, λ), defined for t ∈ (−ε, ε) and λ ∈ V, such that c(·, λ) is an integral curve for Xλ with c(0, λ) = p. Each curve c(t, λ) is unique, and the function c : (−ε, ε) × V → U is smooth. If m = n, if the vectors X⁽¹⁾(p), …, X⁽ⁿ⁾(p) are linearly independent, and if δ is any positive number less than ε, then the Jacobian matrix of λ ↦ c(δ, λ) at λ = 0 is nonsingular.

Remark. In the final conclusion of this proposition, the open neighborhood of 0 within V is allowed to depend on δ. It follows from the final conclusion that the Inverse Function Theorem (Theorem 3.17) and its corollary (Corollary 3.21) are applicable to the mapping λ ↦ c(δ, λ) at λ = 0. These results produce a smooth inverse function carrying an open subneighborhood of 0 within V onto an open subneighborhood of p of U. In effect the inverse function assigns locally defined coordinates in λ space to a neighborhood of U.

Proof. We set up the system of equations c' = Xλ o c, i.e.,

\[ c'_i = \sum_{j=1}^{m} \lambda_j X^{(j)}(c), \]

with initial condition c(0) = p. This is a smooth system of the kind considered in Theorem 4.3, and the \( \lambda_j \) with 1 ≤ j ≤ m are parameters. The parameters are handled by the concluding remark in Section 3: we obtain unique solutions \( c(t, \lambda) \) for t in some open interval (−ε, ε), and (t, λ) ↦ c(t, λ) is smooth.

Now suppose that m = n, that the vectors X⁽¹⁾(p), …, X⁽ⁿ⁾(p) are linearly independent, and that 0 < δ < ε. The function c satisfies

\[ c'_i(t, \lambda) = \sum_{j=1}^{n} \lambda_j X^{(j)}(c(t, \lambda)), \quad (*) \]
and we use this information to compute the Jacobian matrix of $\lambda \mapsto c(\delta, \lambda)$ at $\lambda = 0$. The Fundamental Theorem of Calculus, Proposition 3.28, and (\#) give

$$
\frac{\partial c_i}{\partial \lambda_j}(\delta, \lambda) = \frac{\partial c_i}{\partial \lambda_j}(0, \lambda) + \int_0^\delta \frac{\partial c_i'}{\partial \lambda_j}(t, \lambda) \, dt \\
= \frac{\partial c_i}{\partial \lambda_j}(0, \lambda) + \frac{\partial}{\partial \lambda_j} \int_0^\delta c_i'(t, \lambda) \, dt \\
= \frac{\partial c_i}{\partial \lambda_j}(0, \lambda) + \int_0^\delta X_i^{(j)}(c(t, \lambda)) \, dt + \sum_{k=1}^n \lambda_k \frac{\partial}{\partial \lambda_j} \int_0^\delta X_i^{(k)}(c(t, \lambda)) \, dt.
$$

Now $c_i(0, \lambda) = p_i$ for all $\lambda$, and hence $\frac{\partial c_i}{\partial \lambda_j}(0, \lambda)_{|_{\lambda=0}} = 0$. Also, $c(t, 0)$ is constant in $t$ by (\#), and the constant is $c(0, 0) = p$. Finally when $\lambda$ is set equal to 0 in the term $\sum_{k=1}^n \lambda_k \frac{\partial}{\partial \lambda_j} \int_0^\delta X_i^{(k)}(c(t, \lambda)) \, dt$, each $\lambda_k$ becomes 0, and thus the whole term becomes 0. Thus the above equation specializes at $\lambda = 0$ to

$$
\frac{\partial c_i}{\partial \lambda_j}(\delta, \lambda)_{|_{\lambda=0}} = 0 + \delta X_i^{(j)}(p) + 0.
$$

The vectors $X_i^{(j)}(p)$ are by assumption linearly independent, and hence the determinant of the matrix $[X_i^{(j)}(p)]$ is not 0. Consequently the Jacobian matrix $\lambda \mapsto c(\delta, \lambda)$ at $\lambda = 0$ is nonsingular if $\delta \neq 0$.

\[\square\]

5. Linear Equations and Systems, Wronskian

Recall from Section 1 that a **linear ordinary differential equation** is defined to be an equation of the type

$$
a_n(t)y^{(n)} + a_{n-1}(t)y^{(n-1)} + \cdots + a_1(t)y' + a_0(t)y = q(t)
$$

with real or complex coefficients. The equation is **homogeneous** if $q$ is the 0 function, **inhomogeneous** in general. In order for the existence and uniqueness theorems of Section 1 to apply, we need to be able to solve for $y^{(n)}$ and have all coefficients be continuous afterward. Thus we assume that $a_n(t) = 1$ and that $a_{n-1}(t), \ldots, a_0(t)$ and $q(t)$ are continuous on some open interval.

Even in simple cases, the theory is helped by converting a single equation to a system of first-order equations. In Section 1 we saw an indication that a way to make this conversion is to put

\[\square\]
5. Linear Equations and Systems, Wronskian

\[ \begin{align*}
y_1 &= y \\
y_2 &= y' \\
\vdots \\
y_{n-1} &= y^{(n-2)} \\
y_n &= y^{(n-1)} \\
y_1' &= y_2 \\
y_2' &= y_3 \\
\vdots \\
y_{n-1}' &= y_n \\
y_n' &= -a_0(t)y_1 - \cdots - a_{n-1}y_n + q(t).
\end{align*} \]

If we change the meaning of the symbol \( y \) from a scalar-valued function to the vector-valued function \( y = (y_1, \ldots, y_n) \), then we arrive at the system

\[ y' = A(t)y + Q(t), \]

where \( A(t) \) is the \( n \times n \) matrix of continuous functions given by

\[
A(t) = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
-a_0(t) & -a_1(t) & -a_2(t) & \cdots & -a_{n-1}(t)
\end{pmatrix}
\]

and \( Q(t) \) is the \( n \)-component column vector of continuous functions given by

\[
Q(t) = \begin{pmatrix}
0 \\
0 \\
\vdots \\
0 \\
q(t)
\end{pmatrix}. \]

In a general linear first-order system of the kind we shall study, \( A(t) \) can be any \( n \times n \) matrix of continuous functions and \( Q(t) \) can be any column vector of continuous functions; thus the first-order system obtained by conversion of a single \( n \)-th order equation is of quite a special form among all first-order linear systems.

For a system \( y' = A(t)y + Q(t) \) as above, the Lipschitz condition for the function \( F(t, y) = A(t)y + Q(t) \) is automatic, since

\[
|F(t, y) - F(t, y^\ast)| = |A(t)(y - y^\ast)| \leq \|A(t)\||y - y^\ast|
\]

and since the function \( t \mapsto \|A(t)\| \) is bounded on any compact subinterval of our domain interval. By the uniqueness theorem (Theorem 4.2), a unique solution
to the system is determined by data \((t_0, y_0)\), the local solution corresponding to 
\((t_0, y_0)\) being the one satisfying the initial condition that the vector \(y(t_0)\) equal the 
vector \(y_0\). If we track down what these data correspond to in the case of a single 
\(n^{\text{th}}\)-order equation, we see that a unique solution to a single \(n^{\text{th}}\)-order equation 
of the kind described above is determined by initial values at a point \(t_0\) for the 
scalar-valued solution and all its derivatives through order \(n - 1\).

First-order linear systems of size one can be solved explicitly in terms of known 
functions and integrations. Specifically the single homogeneous first-order equation 
\(y' = a(t)y \) is solved by \(y(t) = c \exp \left( \int a(s) \, ds \right) \), and the solution of a 
single inhomogeneous first-order equation can be reduced to the homogeneous 
and by the variation-of-parameters formula that appears later in this section. 
However, there need not be such an elementary solution of a first-order linear 
system of size two, not even a system that comes from a single second-order 
equation. Elementary solutions exist when the coefficient matrix has constants 
as entries, and we shall address that case in the next two sections. Sometimes 
one can write down tidy power-series solutions when the coefficient matrix has 
nonconstant entries, and we shall take up that matter later in the chapter. For 
now, we develop some general theory about first-order linear systems, beginning 
with the homogeneous case. The linearity implies that the set of solutions to 
the system \(y' = A(t)y\) on an open interval is a vector space (of vector-valued 
functions) in the sense that it is closed under addition and scalar multiplication.

**Theorem 4.6.** Let \(y' = A(t)y\) be a homogeneous linear first-order \(n\)-by-\(n\) 
system with \(A(t)\) continuous for \(a < t < b\). Then

(a) any solution on a subinterval \((a', b')\) extends to a solution on the whole 
interval \((a, b)\),

(b) the dimension of the vector space of solutions on any subinterval \((a', b')\) 
is exactly \(n\),

(c) if \(v_1(t), \ldots, v_r(t)\) are solutions on an interval \((a', b')\) and if \(t_0\) is in that 
interval, then \(v_1, \ldots, v_r\) are linearly independent functions if and only if 
the column vectors \(v_1(t_0), \ldots, v_r(t_0)\) are linearly independent.

**Proof.** We begin by proving (c). If \(c_1v_1(t) + \cdots + c_r v_r(t)\) is identically 0 
for constants \(c_1, \ldots, c_r\) not all 0, then \(c_1v_1(t_0) + \cdots + c_r v_r(t_0) = 0\) for the same 
constants. Conversely suppose that \(c_1v_1(t_0) + \cdots + c_r v_r(t_0) = 0\) for constants 
not all 0. Put \(v(t) = c_1v_1(t) + \cdots + c_r v_r(t)\). Then \(v(t)\) and the 0 function are 
solutions of the system satisfying the same initial conditions—that they are 0 at 
\(t_0\). By the uniqueness theorem (Theorem 4.2), \(v(t)\) is the 0 function. This proves 
(c).

The upper bound in (b) is immediate from (c) since the dimension of the space 
of \(n\)-component column vectors is \(n\).
Let us prove that \( n \) is a lower bound for the dimension in (b) if the interval containing \( t_0 \) is sufficiently small. By the existence theorem (Theorem 4.1), there exists a solution \( v_j(t) \) on some interval \( |t - t_0| < \varepsilon_j \) such that \( v_j(t_0) = e_j \). The \( v_j(t) \) are then solutions on \( |t - t_0| < \varepsilon \) with \( \varepsilon = \min\{\varepsilon_1, \ldots, \varepsilon_n\} \), and they are linearly independent by (c). Hence the dimension of the space of solutions is at least \( n \) on the interval \( |t - t_0| < \varepsilon \) or on any subinterval containing \( t_0 \).

We are not completely done with proving (b), but let us now prove (a). Let \( v(t) \) be a solution on \( (a', b') \). If we have a collection of solutions on different intervals containing \( (a', b') \) and each pair of solutions is consistent on their common domain, then the union of the solutions is a solution. Consequently we may assume that \( v(t) \) does not extend to a solution on any larger interval. We are to prove that \( (a', b') = (a, b) \). Suppose on the contrary that \( b' < b \). We use \( t_0 = b' \) in the previous paragraph of the proof; the result is that on some interval \( |t - b'| < \varepsilon \) sufficiently small and at least small enough so that \( a' < b' - \varepsilon \), the space of solutions has dimension \( n \) with a basis \( \{v_1, \ldots, v_n\} \). By (c), the column vectors \( v_1(b' - \varepsilon), \ldots, v_n(b' - \varepsilon) \) are linearly independent, and thus the restrictions of \( v_1, \ldots, v_n \) to \( (b' - \varepsilon, b') \) are linearly independent. The restriction of \( v(t) \) to the interval \( (b' - \varepsilon, b') \) is a solution, and thus there exist constants \( c_1, \ldots, c_n \) such that

\[
v(t) = c_1 v_1(t) + \cdots + c_n v_n(t) \quad \text{for } b' - \varepsilon < t < b'.
\]

But then the function equal to \( v(t) \) on \( (a', b') \) and equal to \( c_1 v_1(t) + \cdots + c_n v_n(t) \) on \( (b' - \varepsilon, b' + \varepsilon) \) extends \( v(t) \) to a solution on a larger interval and contradicts the maximality of the domain of \( v(t) \). This proves that \( b' = b \). Similarly we find that \( a' = a \). This proves (a).

We return to the unproved part of (b). Fix \( t_0 \) in \( (a', b') \). On a subinterval about \( t_0 \), the space of solutions has dimension \( n \), as we have already proved. Let \( \{v_1, \ldots, v_n\} \) be a basis. By (a), we can extend \( v_1, \ldots, v_n \) to solutions on \( (a', b') \). Then the space of solutions on \( (a', b') \) has dimension at least \( n \), and (b) is now completely proved.

**Example.** Let us illustrate the content of Theorem 4.6 by means of a single second-order equation, namely \( y'' + y = 0 \). We know that \( c_1 \cos t + c_2 \sin t \) is a solution for every pair of constants \( c_1 \) and \( c_2 \). To convert the equation to a system, we introduce \( y_1 = y \) and \( y_2 = y' \). The system is then

\[
\begin{align*}
y_1' &= y_2, \\
y_2' &= -y_1,
\end{align*}
\]

and hence the matrix is \( A(t) = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \), a matrix of constants. The scalar-valued solutions \( \cos t \) and \( \sin t \) of \( y'' + y = 0 \) correspond to the vector-valued solutions
\[ \left( \begin{array}{c} \cos t \\ -\sin t \end{array} \right) \text{ and } \left( \begin{array}{c} \sin t \\ \cos t \end{array} \right), \] respectively; each of these has a scalar-valued solution in its first entry and the derivative in the second entry. In either case, both solutions are defined on the interval \((-\infty, +\infty)\). The theorem says that the restrictions of these two functions to any subinterval span the solutions on that subinterval. According to (c), the linear independence of the scalar-valued solutions \(\cos t\) and \(\sin t\) is reflected by the linear independence of the column vectors \(\left( \begin{array}{c} \cos t_0 \\ -\sin t_0 \end{array} \right)\) and \(\left( \begin{array}{c} \sin t_0 \\ \cos t_0 \end{array} \right)\) for any \(t_0\) in \((-\infty, +\infty)\). The latter independence we can see immediately by observing that the matrix \(\left( \begin{array}{cc} \cos t_0 & \sin t_0 \\ -\sin t_0 & \cos t_0 \end{array} \right)\) has determinant equal to 1 and not 0.

The kind of matrix formed in the previous example is a useful tool when generalized to an arbitrary homogeneous linear system, and it has a customary name. Let \(v_1(t), \ldots, v_n(t)\) be solutions of an \(n\)-by-\(n\) homogeneous linear system \(y' = A(t)y\) with \(A(t)\) continuous. The Wronskian matrix of \(v_1, \ldots, v_n\) is the \(n\)-by-\(n\) matrix whose \(j\)th column is \(v_j\). If \(v_{i,j}\) denotes the \(i\)th entry of the \(j\)th solution, then

\[
W(t) = \left( \begin{array}{ccc} v_{1,1}(t) & \cdots & v_{1,n}(t) \\ \vdots & \ddots & \vdots \\ v_{n,1}(t) & \cdots & v_{n,n}(t) \end{array} \right).
\]

Since each column of \(W(t)\) is a solution, we obtain the matrix identity \(W'(t) = A(t)W(t)\).

**Example, continued.** In the case of the single second-order equation \(y'' + y = 0\), we listed two linearly independent scalar-valued solutions as \(\cos t\) and \(\sin t\). When the equation is converted into a 2-by-2 homogeneous linear system, the Wronskian matrix is

\[
W(t) = \left( \begin{array}{cc} \cos t & \sin t \\ -\sin t & \cos t \end{array} \right).
\]

For a general \(n\)th-order equation with \(v_1, \ldots, v_n\) as scalar-valued solutions, the Wronskian matrix of the associated system is

\[
W(t) = \left( \begin{array}{ccc} v_1(t) & \cdots & v_n(t) \\ v'_1(t) & \cdots & v'_n(t) \\ \vdots & \ddots & \vdots \\ v_{(n-1)}'(t) & \cdots & v_{(n-1)}'(t) \end{array} \right).
\]

**Proposition 4.7.** If \(v_1(t), \ldots, v_n(t)\) are solutions on an interval of an \(n\)-by-\(n\) homogeneous linear system \(y' = A(t)y\) with \(A(t)\) continuous, then the following are equivalent:

(a) \(v_1, \ldots, v_n\) are linearly independent solutions,
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(b) \( \det W(t) \) is nowhere 0,
(c) \( \det W(t) \) is somewhere nonzero.

PROOF. By Theorem 4.6c, (a) here is equivalent to the linear independence of \( v_1(t_0), \ldots, v_n(t_0) \), no matter what \( t_0 \) we choose, hence is equivalent to the condition \( \det W(t_0) \neq 0 \), no matter what \( t_0 \) we choose. The proposition follows.

We shall use the Wronskian matrix of a homogeneous system to analyze the solutions of any corresponding inhomogeneous system.

**Proposition 4.8.** For an inhomogeneous linear system \( y' = A(x)y + Q(t) \) with \( A(t) \) and \( Q(t) \) continuous for \( a < t < b \), any solution \( y^*(t) \) on a subinterval \((a', b')\) of \((a, b)\) extends to be a solution on \((a, b)\), and the most general solution \( y(t) \) is of the form \( y(t) = h(t) + y^*(t) \), where \( y^*(t) \) is one solution of \( y' = A(t)y + Q(t) \) and \( h(t) \) is an arbitrary solution of the homogeneous system \( y' = A(t)y \).

**PROOF.** If \( y^* \) and \( y^{**} \) are two solutions of \( y' = A(t)y + Q(t) \) on \((a', b')\), then
\[
(y^{**} - y^*)(t) = (A(t)y^{**}(t) + Q(t)) - (A(t)y^*(t) + Q(t)) = A(t)(y^{**} - y^*)(t),
\]
and \( h = y^{**} - y^* \) solves \( y' = A(t)y \) on \((a', b')\). Conversely if \( h \) solves \( y' = A(t)y + Q(t) \) on \((a', b')\), then
\[
(y^* + h)(t) = y^*(t) + h(t) = (A(t)y^*(t) + Q(t)) + h(t) = A(t)(y^* + h)(t) + Q(t),
\]
and \( y^* + h \) is a solution of \( y' = A(t)y + Q(t) \) on \((a', b')\).

We are left with showing that any solution \( y^* \) of \( y' = A(t)y + Q(t) \) on \((a', b')\) extends to a solution on \((a, b)\). As in the proof of Theorem 4.6a, we can form unions of functions and thereby assume that \( y^* \) cannot be extended to be a solution on a larger interval. The claim is that \((a', b') = (a, b)\). Assuming the contrary, suppose, for example, that \( b' < b \). By the existence theorem (Theorem 4.1), there exists a solution \( y^{**}(t) \) of \( y' = A(t)y + Q(t) \) for \( |t - b'| < \varepsilon \) if \( \varepsilon \) is small enough. By the result of the previous paragraph, \( y^*(t) = y^{**}(t) + h(t) \) on \((b' - \varepsilon, b')\) for a suitable choice of \( h \) that solves the homogeneous system \( y' = A(t)y \) on \((b' - \varepsilon, b')\). Since \( y^{**}(t) \) is given as a solution of \( y' = A(t)y + Q(t) \) on \((b' - \varepsilon, b' + \varepsilon)\) and since, by Theorem 4.6a, \( h(t) \) extends to a solution of \( y' = A(t)y \) on \((b' - \varepsilon, b' + \varepsilon)\), we see that \( y^{**}(t) + h(t) \) extends to a solution of \( y' = A(t)y + Q(t) \) on \((b' - \varepsilon, b' + \varepsilon)\). Then the function equal to \( y^*(t) \) on \((a', b')\) and to \( y^{**}(t) + h(t) \) on \((b' - \varepsilon, b' + \varepsilon)\) extends \( y^*(t) \) to a solution of \( y' = A(t)y + Q(t) \) on a larger interval, namely \((a', b' + \varepsilon)\). We obtain a contradiction and conclude that \( b' \) must have equaled \( b \). Similarly \( a' \) must equal \( a \). Thus every solution of \( y' = A(t)y + Q(t) \) on a subinterval extends to all of \((a, b)\), and the proof is complete.
**Theorem 4.9** (variation of parameters). For an inhomogeneous linear system \( y' = A(x)y + Q(t) \) with \( A(t) \) and \( Q(t) \) continuous for \( a < t < b \), let \( v_1, \ldots, v_n \) be linearly independent solutions of \( y' = A(t)y \) on \((a, b)\), and let \( W(t) \) be their Wronskian matrix. Then a particular solution \( y^* \) of \( y' = A(t)y + Q(t) \) on \((a, b)\) is given by

\[
y^*(t) = W(t)u(t), \quad \text{where} \quad W(t)u'(t) = Q(t).
\]

That is,

\[
y^*(t) = W(t) \int^t W(s)^{-1} Q(s) \, ds.
\]

**REMARKS.** Linearly independent solutions \( v_1, \ldots, v_n \) as in the statement exist by Theorem 4.6.

**PROOF.** For any differentiable vector-valued function \( u(t) \), \( y^*(t) = W(t)u(t) \) has

\[
(y^*)' = W'u + Wu' = AWu + Wu' = Ay^* + Wu'.
\]

Thus \( y^* \) will have \( (y^*)' = Ay^* + Q \) if and only if \( Wu' = Q \). Since Proposition 4.7 shows that \( W(t)^{-1} \) exists and is continuous, we can solve \( Wu' = Q \) for \( u \).

**EXAMPLE, CONTINUED.** Now consider the single second-order inhomogeneous linear equation \( y'' + y = \tan t \) on the interval \(|t| < \pi/2\). We saw that we can take \( W(t) = \begin{pmatrix} \cos t & \sin t \\ -\sin t & \cos t \end{pmatrix} \). We set up the system

\[
\begin{pmatrix} \cos t & \sin t \\ -\sin t & \cos t \end{pmatrix} \begin{pmatrix} u'_1 \\ u'_2 \end{pmatrix} = \begin{pmatrix} 0 \\ \tan t \end{pmatrix}
\]

of algebraic linear equations and solve for \( u'_1 \) and \( u'_2 \):

\[
\begin{pmatrix} u'_1 \\ u'_2 \end{pmatrix} = \begin{pmatrix} \cos t & -\sin t \\ \sin t & \cos t \end{pmatrix} \begin{pmatrix} 0 \\ \tan t \end{pmatrix} = \begin{pmatrix} -\sin^2 t \\ \cos t \sin t \end{pmatrix}.
\]

A vector-valued function with derivative \( \begin{pmatrix} u'_1 \\ u'_2 \end{pmatrix} \) for \(|t| < \pi/2\) is

\[
\begin{pmatrix} u_1(t) \\ u_2(t) \end{pmatrix} = \begin{pmatrix} \sin t - \log(1 + \sin t) + \log \cos t \\ -\cos t \end{pmatrix},
\]

and we thus take \( y^*(t) = (\cos t)u_1(t) + (\sin t)u_2(t) \). The most general solution of the given inhomogeneous equation is therefore \( y^*(t) + c_1 \cos t + c_2 \sin t \).
6. Homogeneous Equations with Constant Coefficients

In this section and the next, we discuss first-order homogeneous linear systems with constant coefficients. The system is of the form \( y' = Ay \) with \( A \) a matrix of constants. A single homogeneous \( n \)-th order linear equation with constant coefficients can be converted into such a first-order system and can therefore be handled by the method applicable to all first-order homogeneous linear systems with constant coefficients. But such an equation can be handled more simply in a direct fashion, and we therefore isolate in this section the case of a single \( n \)-th order equation. This section and the next will make use of material on polynomials from Section A8 of Appendix A.

The equation to be studied in this section is of the form
\[
y^{(n)} + a_{n-1}y^{(n-1)} + \cdots + a_1y' + a_0y = 0
\]
with coefficients in \( \mathbb{C} \). Let us write this equation as \( L(y) = 0 \) for a suitable linear operator \( L \) defined on functions \( y \) of class \( \mathbb{C}^n \):
\[
L = \left( \frac{d}{dt} \right)^n + a_{n-1} \left( \frac{d}{dt} \right)^{n-1} + \cdots + a_1 \frac{d}{dt} + a_0.
\]
The term \( a_0 \) is understood to act as \( a_0 \) times the identity operator. Since \( \frac{d}{dt} e^{rt} = re^{rt} \), we immediately obtain
\[
L(e^{rt}) = (r^n + a_{n-1}r^{n-1} + \cdots + a_1r + a_0)e^{rt}.
\]
The polynomial
\[
P(\lambda) = \lambda^n + a_{n-1}\lambda^{n-1} + \cdots + a_1\lambda + a_0
\]
is called the characteristic polynomial of the equation, and the formula \( L(e^{rt}) = P(r)e^{rt} \) shows that \( y(t) = e^{rt} \) is a solution of \( L(y) = 0 \) if and only if \( r \) is a root of the characteristic polynomial. From Section A8 of Appendix A, we know that the polynomial \( P(\lambda) \) factors into the product of linear factors \( \lambda - r \), the factors being unique apart from their order. Let us list the distinct roots, i.e., the distinct such complex numbers \( r \), as \( r_1, \ldots, r_k \) with \( k \leq n \), and let us write \( m_j \) for the number of times that \( \lambda - r_j \) occurs as a factor of \( P(\lambda) \), i.e., the multiplicity of \( r_j \) as a root of \( P \). Then we have \( \sum_{j=1}^k m_j = n \) and
\[
P(\lambda) = \prod_{j=1}^k (\lambda - r_j)^{m_j}.
\]
Corresponding to this factorization of \( P \) is a factorization of \( L \) as
\[
L = \prod_{j=1}^k \left( \frac{d}{dt} - r_j \right)^{m_j}.
\]
On the right side the individual factors commute with each other because differentiation commutes with itself and with multiplication by constants. The following lemma therefore produces \( n \) solutions of the given equation \( L(y) = 0 \).
Lemma 4.10. For $m \geq 1$ and $r$ in $\mathbb{C}$, all the functions $e^t, te^t, \ldots, t^{m-1}e^t$ are solutions of the $m$th-order differential equation

$$\left( \frac{d}{dt} - r \right)^m (y) = 0.$$ 

PROOF. Direct computation gives $\left( \frac{d}{dt} - r \right)(t^ke^t) = kt^{k-1}e^t$, and hence

$$\left( \frac{d}{dt} - r \right)^m (t^ke^t) = k(k - 1) \cdots (k - m + 1)t^{k-m}e^t.$$ 

The right side is 0 if $0 \leq k \leq m - 1$, and the lemma follows. □

Lemma 4.11. Let $r_1, \ldots, r_N$ be distinct complex numbers, and let $m_j$ be $N$ integers $\geq 1$. Then the $\sum_{j=1}^N m_j$ functions

$$e^{r_1}, te^{r_1}, \ldots, t^{m_j-1}e^{r_1}, \quad 1 \leq j \leq N,$$

are linearly independent over $\mathbb{C}$.

PROOF. Let $k \geq 1$ be an integer, let $r$ be a complex number, and let $P(t)$ be a polynomial of degree $\leq k - 1$. We allow $P(t)$ to be the 0 polynomial. Then

$$\frac{d}{dt}[(t^k + P(t))e^{rt}] = r(t^k + P(t))e^{rt} + ((k - 1)t^{k-1} + P'(t))e^{rt},$$

from which it follows that

$$\frac{d}{dt}[(t^k + P(t))e^{rt}] = (r t^k + Q(t))e^{rt} \quad (\ast)$$

with $Q(t)$ a polynomial of degree $\leq k - 1$ or the 0 polynomial.

We shall prove by induction on $N$ that if $P_1, \ldots, P_N$ are polynomials with complex coefficients such that $\sum_{j=1}^N P_j(t)e^{r_jt}$ is the 0 function, then all the $P_j$ are 0 polynomials. For $N = 1$, if $P(t)e^{rt}$ is the 0 function, then $P(t)$ is the 0 function. Since a polynomial of degree $k \geq 0$ has at most $k$ roots, we conclude that $P$ has all coefficients 0. This disposes of the assertion for $N = 1$. Assume the result for $N - 1$, and suppose that we are given that $\sum_{j=1}^{N-1} P_j(t)e^{r_jt} + P_N(t)e^{r_Nt}$ is the 0 function, where $\{r_1, \ldots, r_{N-1}, r_N\}$ are distinct. Then

$$\sum_{j=1}^{N-1} P_j(t)e^{r_jt} + P_N(t) \quad (\ast\ast)$$

is the 0 function when $q_j = r_j - r_N$ for $j \leq N - 1$. If $P_N$ is the 0 polynomial, the inductive hypothesis shows that all $P_j$ with $j \leq N - 1$ are 0 polynomials. Otherwise let $P_N$ have degree $d$, and differentiate $(\ast\ast)$ $d + 1$ times. If $P_j(t)$ for $j \leq N - 1$ is the sum of $a_j t^{n_j}$ plus lower-degree terms, then $(\ast)$ shows that the result of the differentiation is that
Thus the closed solution class coefficients of the $4.11 \prod Q$ with polynomials. $P$ and coefficients is $k$, $\text{ag}$ $0$ and $\text{oposition}$ $0$, $\text{function}$.

If we are given a linear combination of the functions in the statement of the lemma that equals the $0$ function, then we obtain a relation of the form $\sum_{j=1}^N P_j(t)e^{\lambda_j t} = 0$, and we have just seen that this relation forces all $P_j$ to be $0$ polynomials. This completes the proof. \hfill \square

**Proposition 4.12.** Let the differential equation

$$\begin{align*}
y^{(n)} + a_{n-1}y^{(n-1)} + \cdots + a_1 y' + a_0 y &= 0,
\end{align*}$$

with complex coefficients, have characteristic polynomial given by $P(\lambda) = \prod_{j=1}^k (\lambda - r_j)^{m_j}$ with $r_1, \ldots, r_k$ distinct complex numbers and with the $m_j$ integers $\geq 0$ such that $\sum_{j=1}^k m_j = n$. Then the $n$ functions

$$e^{\lambda_j t}, te^{\lambda_j t}, \ldots, t^{m_j-1}e^{\lambda_j t}, \quad 1 \leq j \leq k,$$

form a basis over $\mathbb{C}$ of the space of solutions of the given equation on any interval.

**Proof.** Lemma 4.10 shows that the functions in question are solutions, Lemma 4.11 shows that they are linearly independent, and Theorem 4.6 shows that the dimension of the space of solutions on any interval is $n$. Since $n$ linearly independent solutions have been exhibited, they must form a basis of the space of solutions. \hfill \square

If the equation in Proposition 4.12 happens to have real coefficients, it is meaningful to ask for a basis over $\mathbb{R}$ of the space of real-valued solutions. Since the coefficients are real, we have $L(\bar{y}) = \bar{L}(y)$ for all complex-valued functions $y$ of class $C^n$, and it follows that the complex conjugate of any complex-valued solution is again a solution. Thus the real and imaginary parts of any complex-valued solution are real-valued solutions. Meanwhile, the characteristic polynomial $P$ of the equation has real coefficients, and it follows that the set of roots of $P$ is closed under complex conjugation. In addition, the multiplicity of a root equals the multiplicity of its complex conjugate. For any integer $k \geq 0$ and complex number $a + bi$ with $b \neq 0$, we have

$$\mathbb{C}t^k e^{(a+bi)t} + \mathbb{C}t^k e^{(a-bi)t} = \mathbb{C}t^k e^{at} \cos bt + \mathbb{C}t^k e^{at} \sin bt.$$  

Thus $t^k e^{at} \cos bt$ and $t^k e^{at} \sin bt$ form a basis over $\mathbb{C}$ of the space spanned by $t^k e^{(a+bi)t}$ and $t^k e^{(a-bi)t}$. The functions $t^k e^{at} \cos bt$ and $t^k e^{at} \sin bt$ are real-valued,
and thus we obtain a basis over \( \mathbb{C} \) consisting of the real-valued solutions of the given equation if we retain the solutions \( t^k e^{rt} \) with \( r \) real and we replace any pair \( t^k e^{(a+bi)t} \) and \( t^k e^{(a-bi)t} \) of solutions, \( b \neq 0 \), by the pair \( t^k e^{at} \cos bt \) and \( t^k e^{at} \sin bt \).

Let us see that these resulting functions form a basis over \( \mathbb{R} \) of the real vector space of real-valued solutions. In fact, we know that they are linearly independent over \( \mathbb{R} \) because they are linearly independent over \( \mathbb{C} \). To see that they span, we take any real-valued solution and expand it as a complex linear combination of these functions. The imaginary part of this expansion exhibits 0 as a linear combination of the given functions, and the coefficients must be 0 by linear independence. Thus the constructed functions form a basis over \( \mathbb{R} \) of the space of real-valued solutions.

### 7. Homogeneous Systems with Constant Coefficients

Having discussed linear homogeneous equations with constant coefficients, let us pass to the more general case of first-order homogeneous linear systems with constant coefficients. We write the system as \( y' = Ay \) with \( A \) an \( n\times n \) matrix of constants. In principle we can solve the system immediately. Namely, Proposition 3.13c tells us that \( \frac{d}{dt} (e^{tA}) = Ae^{tA} \), so that each of the \( n \) columns of \( e^{tA} \) is a solution of \( y' = Ay \). At \( t = 0 \), \( e^{tA} \) reduces to the identity matrix, and thus these \( n \) solutions are linearly independent at \( t = 0 \). By Theorem 4.6 these \( n \) solutions form a basis of all solutions on any subinterval \((a, b)\) of \((-\infty, +\infty)\). The solution satisfying the initial condition \( y(t_0) = y_0 \) is \( y(t) = e^{tA}e^{-t_0A}y_0 \), which is the particular linear combination \( \sum_{j=1}^{n} c_j e^{tA} e_j \) of the columns of \( e^{tA} \) in which \( c_j \) is the number \( c_j = (e^{-t_0A}y_0)_j \).

In practice it is not so obvious how to compute \( e^{tA} \) except in special cases in which the exponential series can be summed entry by entry. Let us write down three model cases of this kind, and ultimately we shall see that we can handle general \( A \) by working suitably with these cases.

**Model Cases.**

1. Let

\[
C = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \ddots & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots & \vdots \\
0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0
\end{pmatrix}
\]
be of size \( m \)-by-\( m \) with 0’s below the main diagonal. Raising \( C \) to powers, we see that the \((i, j)\)th entry of \( A^k \) is 1 if \( j = i + k \) and is 0 otherwise. Hence

\[
e^{tC} = \begin{pmatrix}
0 & t & \frac{1}{2!}t^2 & \frac{1}{3!}t^3 & \ldots & \frac{1}{(m-2)!}t^{m-2} & \frac{1}{(m-1)!}t^{m-1} \\
0 & t & \frac{1}{2!}t^2 & \frac{1}{3!}t^3 & \ldots & \frac{1}{(m-3)!}t^{m-3} & \frac{1}{(m-2)!}t^{m-2} \\
0 & t & \ldots & \vdots & \frac{1}{(m-3)!}t^{m-3} & \frac{1}{(m-4)!}t^{m-4} & \ldots \\
\vdots & \vdots & \ddots & \ddots & \frac{1}{(m-4)!}t^{m-4} & \frac{1}{(m-3)!}t^{m-3} & \ldots \\
0 & t & \frac{1}{2!}t^2 & \frac{1}{3!}t^3 & \ldots & \frac{1}{(m-1)!}t^{m-1} & 0 \\
0 & t & \ldots & \vdots & \frac{1}{(m-1)!}t^{m-1} & \frac{1}{m!}t^m & \ldots \\
0 & 0 & \ldots & \ldots & \ldots & \ldots & 0
\end{pmatrix}
\]

with 0’s below the main diagonal.

(2) Let

\[
A = \begin{pmatrix}
a & 1 & 0 & 0 & \ldots & 0 & 0 \\
a & 1 & 0 & \ldots & 0 & 0 \\
a & 1 & \ldots & 0 & 0 \\
\ddots & \ddots & \ddots & \ddots & \ddots \\
a & 1 & \ldots & 0 & 0 \\
a & 1 & \ldots & \ldots & \ddots \\
a & \ldots & \ldots & \ldots & \ldots & a
\end{pmatrix}
\]

so that \( A = aI + C \) with \( C \) as in the previous case. Since \( aI \) and \( C \) commute, Proposition 3.13a shows that \( e^{tA} = e^{at}e^{tC} \). In other words, \( e^{tA} \) is obtained by multiplying every entry of the matrix \( e^{tC} \) in the previous case by \( e^{at} \). A matrix of this form \( A \) for some complex constant \( a \) and for some size \( m \) is said to be a **Jordan block**. Thus we know how to form \( e^{tA} \) if \( A \) is a Jordan block.

(3) Let \( A \) be block diagonal with each block being a Jordan block:

\[
A = \begin{pmatrix}
\text{block #1} & \text{block #2} & \ldots & \text{block #k}
\end{pmatrix}
\]

Then

\[
e^{tA} = \begin{pmatrix}
e^{t}\text{block #1} & e^{t}\text{block #2} & \ldots & e^{t}\text{block #k}
\end{pmatrix}
\]

Thus we know how to form \( e^{tA} \) if \( A \) is block diagonal with each block being a Jordan block. A matrix \( A \) of this kind is said to be in **Jordan form**.
The theorem reduces any computation of a matrix $e^{tA}$ to this case.

**Theorem 4.13** (Jordan normal form). For any square matrix $A$ with complex entries, there exists a nonsingular complex matrix $B$ such that $B^{-1}AB = J$ is in Jordan form.

**Remarks.** This theorem comes from linear algebra, but knowledge of it is beyond the algebra prerequisites for this book. The proof is long and is not in the spirit of this text, and we shall omit it; however, the interested reader can find a proof in many algebra books that treat linear algebra. One such is the author’s *Basic Algebra*. As a practical matter, the proof will not give us any additional information, since we already know that $e^{tA}$ yields the solutions to $y' = Ay$ and the only remaining question is to convert the statement of the theorem into an explicit method of computation.

Let us see what Theorem 4.13 accomplishes. The solution of $y' = Ay$ with $y(t_0) = y_0$ is $y(t) = e^{(t-t_0)A}y_0$. Write $B^{-1}AB = J$ as in the proposition. Then Proposition 3.13d gives

$$y(t) = e^{(t-t_0)A}y_0 = B(B^{-1}e^{(t-t_0)A}B)^B^{-1}y_0$$

$$= Be^{(t-t_0)B^{-1}AB}B^{-1}y_0 = Be^{(t-t_0)J}B^{-1}y_0.$$ 

If we can compute $J$, then Model Case 3 above tells us what $e^{(t-t_0)J}$ is. If we can compute $B$ also, then we recover $y(t)$ explicitly.

The practical effect is that Theorem 4.13 gives us a method for calculating solutions. The idea behind the method is that the qualitative properties of $B$ and $J$ forced by the theorem are enough to lead us to explicit values of $B$ and $J$. Let us go through the steps. A concrete example of $J$ is

$$J = \begin{pmatrix}
  a & 1 & 0 \\
  0 & a & 1 \\
  0 & 0 & a
\end{pmatrix}.$$ 

It is helpful to know the extent of uniqueness in Theorem 4.13. The matrix $J$ is actually unique up to permuting the order of the Jordan blocks. The matrix $B$ is not at all unique but results from finding bases of certain subspaces of $\mathbb{C}^n$. The
first step is to form the characteristic polynomial$^2$ $P(\lambda) = \det(\lambda I - A)$ of $A$. We have
\[
\det(\lambda I - J) = \det(\lambda I - B^{-1}AB) = \det(B^{-1}(\lambda I - A)B) = \det(B)^{-1} \det(\lambda I - A) \det(B) = \det(\lambda I - A),
\]
and thus $J$ has the same characteristic polynomial as $A$. The characteristic polynomial of $J$ is just the product of expressions $\lambda - d$ as $d$ runs through the diagonal entries of $J$. According to Section A8 of Appendix A, the factorization of a polynomial with complex coefficients and with leading coefficient 1 into first-degree expressions $\lambda - c$ is unique up to order, and thus the factorization of $P(\lambda)$ tells us the diagonal entries of $J$. We still need to know the sizes of the individual Jordan blocks.

The sizes of the Jordan blocks come from computing dimensions of various null spaces—or kernels, in the terminology of linear functions. If $a$ occurs as a diagonal entry of $J$, think of forming $J - a1$ and its powers, and consider the dimension of the kernel of each power. For example, with the explicit matrix $J$ that is written above, we have
\[
J - a1 = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]
and $\dim \ker(J - a1)$ is the number of Jordan blocks of size $\geq 1$ with $a$ on the diagonal, namely 4 in this case. Next we consider $(J - a1)^2$. In this case,
\[
(J - a1)^2 = \begin{pmatrix}
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

---

$^2$Many books write the characteristic polynomial as $\det(A - \lambda1)$, which is the same as the present polynomial if $n$ is even but is its negative if $n$ is odd. The present notation has the advantage that the notions of characteristic polynomial here and in the previous section coincide when an $n^{th}$-order equation is converted into a first-order system.
and \( \dim \ker(J - a1)^2 = 7 \). This number arises as the sum of the previous number and the number of Jordan blocks of size \( \geq 2 \) with \( a \) on the diagonal. Thus \( \dim \ker(J - a1)^2 - \dim \ker(J - a1) \) in general is the number of Jordan blocks of size \( \geq 2 \) with \( a \) on the diagonal. Finally we consider \((J - a1)^3\). In this case, the upper left part of \((J - a1)^3\) corresponding to diagonal entry \( a \) is all 0, and the lower right part is nonsingular; hence \( \dim \ker(J - a1)^3 = 8 \). This number arises as the sum of the previous number and the number of Jordan blocks of size \( \geq 3 \) with \( a \) on the diagonal. Thus in general, \( \dim \ker(J - a1)^3 - \dim \ker(J - a1)^2 \) is the number of Jordan blocks of size \( \geq 3 \) with \( a \) on the diagonal. In our example, the number \( \dim \ker(J - a1)^k \) remains at 8 for all \( k \geq 3 \) because 8 is the multiplicity of \( a \) as a root of \( P(\lambda) \), and we are therefore done with diagonal entry \( a \); our computation has shown that the numbers of Jordan blocks of sizes 1, 2, 3, 4, \ldots, are 1, 2, 1, 0, \ldots, and a check on the computation is that \( 1(1) + 2(2) + 3(1) = 8 \).

Of course, we do not have \( J \) at our disposal for these calculations, but \( A \) yields the same numbers. In fact, we have \( B(J - a1)^k B^{-1} = (A - a1)^k \), from which we see that \( x \in \ker(A - a1)^k \) if and only if \( B^{-1}x \in \ker(J - a1)^k \). Hence \( B(\ker(J - a1)^k) = \ker(A - a1)^k \).

Since \( B \) is nonsingular, the dimension of the kernel of \((J - a1)^k\) equals the dimension of the kernel of \((A - a1)^k\). Consequently

\[
\dim \ker(A - a1) = \#\{\text{Jordan blocks of size } \geq 1 \text{ with } a \text{ on diagonal}\},
\]

\[
\dim \ker(A - a1)^2 - \dim \ker(A - a1) = \#\{\text{Jordan blocks of size } \geq 2 \text{ with } a \text{ on diagonal}\},
\]

\[
\dim \ker(A - a1)^3 - \dim \ker(A - a1)^2 = \#\{\text{Jordan blocks of size } \geq 3 \text{ with } a \text{ on diagonal}\},
\]

etc.

Repeating this argument with the other roots of \( P(\lambda) \), we find that we can determine \( J \) completely.

Calculating \( B \) requires working with vectors rather than dimensions. The columns of \( B \) are just \( Be_1, \ldots, Be_n \), and we seek a way of finding these. Fix attention on a root \( a \) of \( P(\lambda) \). Consider an index \( i \) with \( 1 \leq i \leq n \), and suppose that the diagonal entry of \( J \) in column \( i \) is \( a \). From the form of \( J \), we see that either the \( i \)th column of \( J - a1 \) is 0 or else it is \( e_{i-1} \). In the latter case, index \( i - 1 \) corresponds to the same Jordan block. Using the identity \((A-a1)B = B(J-a1)\), we see that either

\[
(A - a1)(Be_i) = B(J - a1)e_i = 0
\]

or

\[
(A - a1)(Be_i) = B(J - a1)e_i = Be_{i-1},
\]
and index $i-1$ corresponds to the same Jordan block as index $i$ in the latter case. Thus the vectors $Be_i$ corresponding to the columns with diagonal entry $a$ and with smallest index for a Jordan block lie in $\ker(A - a1)$. They are linearly independent since $B$ is nonsingular, and the number of them is the number of Jordan blocks corresponding to diagonal entry $a$. We saw that this number equals $\dim \ker(A - a1)$. Hence the vectors $Be_i$ corresponding to the smallest indices going with each Jordan block form a basis of $\ker(A - a1)$.

Similarly
\[
(A - a1)^2(Be_i) = B(J - a1)^2e_i = 0
\]
or
\[
(A - a1)^2(Be_i) = B(J - a1)^2e_i = Be_{i-2},
\]
and index $i-2$ corresponds to the same Jordan block as index $i$ in the latter case. Thus the vectors $Be_i$ corresponding to the columns with diagonal entry $a$ and with smallest or next smallest index for a Jordan block lie in $\ker(A - a1)^2$. They are linearly independent since $B$ is nonsingular, and the number of them is the sum of the previously computed number, namely $\dim \ker(A - a1)$, plus the number of Jordan blocks of size $\geq 2$ that correspond to diagonal entry $a$. We saw that this sum equals $\dim \ker(A - a1)^2$. Hence the vectors $Be_i$ corresponding to the two smallest indices going with each Jordan block form a basis of $\ker(A - a1)^2$. The new vectors $Be_i$ are therefore vectors that we adjoin to a basis of $\ker(A - a1)$ to obtain a basis of $\ker(A - a1)^2$.

In setting up these vectors properly, however, we have to correlate the indices studied at the previous step with those being studied now. The relevant formula is that the new indices $i$ have the property $(A - a1)Be_i = Be_{i-1}$. To obtain vectors with this consistency property, we would take a basis $S_1$ of $\ker(A - a1)$, extend it to a basis $S_2$ of $\ker(A - a1)^2$, discard the members of $S_1$, apply $A - a1$ to the members of $S_2 - S_1$, and extend $(A - a1)(S_2 - S_1)$ to a basis $T_1$ of $\ker(A - a1)$. Then $S_2 = (S_2 - S_1) \cup T_1$ is a new basis of $\ker(A - a1)^2$.

We can continue the argument in this way. It is perhaps helpful to read the general discussion of the argument side by side with the explicit example that appears below. We continue to find that the construction of new basis vectors gets in the way of the necessary consistency property with the earlier basis vectors. Thus we really must start with the largest index $k$ such that $\ker(A - a1)^k \neq \ker(A - a1)^{k-1}$. We extend a basis $S_{k-1}$ of $\ker(A - a1)^{k-1}$ to a basis $S_k$ of $\ker(A - a1)^k$, and form
\[
(S_k - S_{k-1}) \cup (A - a1)(S_k - S_{k-1}) \cup \cdots \cup (A - a1)^{k-1}(S_k - S_{k-1}).
\]
These vectors will be the columns of $B$ corresponding to the largest Jordan blocks with diagonal entry $a$. The vectors in
\[
(A - a1)^2(S_k - S_{k-1}) \cup \cdots \cup (A - a1)^{k-1}(S_k - S_{k-1})
\]
are linearly independent in $\ker(A - aI)^{k-2}$; we extend this set to a basis $S'_{k-2}$ of $\ker(A - aI)^{k-2}$, and we extend $S'_{k-2} \cup (A - aI)(S_k - S_{k-1})$ to a basis $S'_{k-1}$ of $\ker(A - aI)^{k-1}$. The adjoined vectors, together with the result of applying powers of $A - aI$ to them, will be the columns of $B$ corresponding to the next largest Jordan blocks with diagonal entry $a$. The process continues until we obtain a basis of $\ker(A - aI)^k$ with the necessary consistency property throughout. Then we repeat the process for the other roots of $P(\lambda)$ and assemble the result.

**Example.** Let

$$A = \begin{pmatrix} 4 & 1 & -1 \\ -8 & -2 & 2 \\ 8 & 2 & -2 \end{pmatrix}. $$

The characteristic polynomial is $P(\lambda) = \det(\lambda I - A) = \lambda^3$, whose factorization is evidently $P(\lambda) = (\lambda - 0)^3$. Computing the kernel of $A$, we find that $\dim \ker A = 2$, so that there are 2 Jordan blocks. Also, $A^2 = 0$, so that $\dim \ker A^2 = 3$ and the number of blocks of size $\geq 2$ is $3 - 2 = 1$. Thus

$$J = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}. $$

We form a basis of $\ker A$ by solving $A \begin{pmatrix} x_1 \\ x_2 \\ x_3 \end{pmatrix} = 0$. The standard method of row reduction gives $x_1 = -\frac{1}{4}x_2 + \frac{3}{4}x_3$ with $x_2$ and $x_3$ arbitrary, so that a basis of $\ker A$ consists of $\begin{pmatrix} -\frac{1}{4} \\ 1 \\ 0 \end{pmatrix}$ and $\begin{pmatrix} \frac{3}{4} \\ 0 \\ 1 \end{pmatrix}$. We extend this to a basis of $\ker A^2 = \mathbb{C}^3$ by adjoining, for example, the vector $v_1 = \begin{pmatrix} 1 \\ 0 \end{pmatrix}$. Then $Av_1 = \begin{pmatrix} 4 \\ -8 \\ 8 \end{pmatrix}$. The vector $Av_1$ is in $\ker A$, and we extend it to a basis of $\ker A$ by adjoining, for example, $v_2 = \begin{pmatrix} -1 \\ 4 \\ 0 \end{pmatrix}$. Then $v_1, Av_1, v_2$ form a basis of $\ker A^2 = \mathbb{C}^3$, and the above general method asks that these vectors be listed in the order $Av_1, v_1, v_2$. The matrix $B$ is obtained by lining these vectors up as columns:

$$B = \begin{pmatrix} 4 & 1 & -1 \\ -8 & 0 & 4 \\ 8 & 0 & 0 \end{pmatrix}. $$

The result is easy to check. Computation shows that $B^{-1} = \begin{pmatrix} 0 & 0 & \frac{1}{3} \\ 1 & \frac{1}{4} & -\frac{1}{3} \\ 0 & \frac{1}{4} & \frac{1}{4} \end{pmatrix}$, and then one can carry out the multiplications to verify that $B^{-1}AB = J$. 

**IV. Theory of Ordinary Differential Equations and Systems**
8. Series Solutions in the Second-Order Linear Case

In this section we shall consider, in some detail, series solutions for two kinds of ordinary differential equations.

The first kind is

\[ y'' + P(t)y' + Q(t)y = 0, \]

where \( P(t) \) and \( Q(t) \) are given by convergent power-series expansions for \( |t| < R \):

\[
\begin{align*}
P(t) &= a_0 + a_1 t + a_2 t^2 + \cdots, \\
Q(t) &= b_0 + b_1 t + b_2 t^2 + \cdots.
\end{align*}
\]

We seek power-series solutions of the form

\[ y(t) = c_0 + c_1 t + c_2 t^2 + \cdots. \]

The same methods and theorem that handle this first kind of equation apply also to \( n \)th-order homogeneous linear equations and to first-order homogeneous systems when the leading coefficient is 1 and the other coefficients are given by convergent power series. The second-order case, however, is by far the most important for applications and is sufficiently illustrative that we shall limit our attention to it.

The idea in finding the solutions is to assume that we have a convergent power-series solution \( y(t) \) as above, to substitute the series into the equation, and to sort out the conditions that are imposed on the unknown coefficients. Our theorems on power series in Section 1.7 guarantee us that the operations of differentiation and multiplication of power series maintain convergence, and thus the result of substituting into the equation is that we obtain an equality of a convergent power series with 0. Corollary 1.39 then shows that all the coefficients of this last power series must be 0, and we obtain recursive equations for the unknown coefficients. There is one theorem about the equations under study, and it tells us that the power series for \( y(t) \) that we obtain by these manipulations is indeed convergent; we state and prove this theorem shortly.

Let us go through the steps of finding the solutions. These steps turn out to be clearer when done in complete generality than when done for an example. Thus we shall first make the computation in complete generality, then state and prove the theorem, and finally consider an important example. The expansions of \( y(t) \) and its derivatives are

\[
\begin{align*}
y(t) &= c_0 + c_1 t + c_2 t^2 + \cdots, \\
y'(t) &= c_1 + 2c_2 t + 3c_3 t^2 + \cdots, \\
y''(t) &= 2c_2 + 3 \cdot 2c_3 t + 4 \cdot 3c_4 t^2 + \cdots.
\end{align*}
\]
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Substituting all the series into the given equation yields

\[
(2 \cdot 1c_2 + 3 \cdot 2c_3t + 4 \cdot 3c_4t^2 + \cdots )
+ (a_0 + a_1t + a_2t^2 + \cdots )(c_1 + 2c_2t + 3c_3t^2 + \cdots )
+ (b_0 + b_1t + b_2t^2 + \cdots )(c_0 + c_1t + c_2t^2 + \cdots ) = 0.
\]

If the series for \( y(t) \) converges and if the left side is expanded out, then the coefficients of each power of \( t \) must be 0. Thus

\[
2 \cdot 1c_2 + a_0c_1 + b_0c_0 = 0,
3 \cdot 2c_3 + (a_02c_2 + a_1c_1) + (b_0c_1 + b_1c_0) = 0,
4 \cdot 3c_4 + (a_03c_3 + a_12c_2 + a_2c_1) + (b_0c_2 + b_1c_1 + b_2c_0) = 0,
\]

\[
\vdots
n(n - 1)c_n + (a_0(n - 1)c_{n-1} + a_1(n - 2)c_{n-2} + \cdots + a_{n-2}c_1)
+ (b_0c_{n-2} + b_1c_{n-3} + \cdots + b_{n-2}c_0) = 0.
\]

These equations tell us that \( c_0 \) and \( c_1 \) are arbitrary and that \( c_2, c_3, \ldots \) are each determined by the previous coefficients. Thus \( c_2, c_3, \ldots \) may be computed inductively. Since \( c_0 = y(0) \) and \( c_1 = y'(0) \), this degree of flexibility is consistent with the existence and uniqueness theorems.

**Theorem 4.14.** If \( P(t) \) and \( Q(t) \) are given by convergent power series for \( |t| < R \), then any formal power series that satisfies \( y'' + P(t)y' + Q(t)y = 0 \) converges for \( |t| < R \) to a solution. Consequently every solution of this equation on the interval \( -R < t < R \) is given by a power series convergent for \( |t| < R \).

**Proof.** Fix \( r \) with \( 0 < r < R \), and choose some \( R_1 \) with \( r < R_1 < R \). Let the notation for the power series of \( P, Q, \) and \( y \) be as above. Theorem 1.37 shows that the series with terms \( |a_nR_1^n| \) and \( |b_nR_1^n| \) are convergent, and hence the terms are bounded as functions of \( n \). Thus there exists a real number \( C \) such that \( |a_n| \leq C/R_1^n \) and \( |b_n| \leq C/R_1^n \) for all \( n \geq 0 \). We shall show that \( |c_n| \leq M/r^n \) for a suitable \( M \) and all \( n \geq 0 \).

The constant \( M \) will be fixed so that a large initial number of terms have \( |c_n| \leq M/r^n \), and then we shall see that all subsequent terms satisfy the same inequality. To find an \( M \) that works, we start from the formula computed above for \( c_n \):

\[
n(n - 1)c_n = -(a_0(n - 1)c_{n-1} + a_1(n - 2)c_{n-2} + \cdots + a_{n-2}c_1)
- (b_0c_{n-2} + b_1c_{n-3} + \cdots + b_{n-2}c_0).
\]
If $M$ works for $0, 1, \ldots, n - 1$, then
\[
n(n - 1)|c_n| \leq CM(n - 1)(R_1^{-0}r^{-(n-1)} + R_1^{-1}r^{-(n-2)} + \cdots + R_1^{-(n-2)}r^{-1})
\]
\[+ CM(R_1^{-0}r^{-(n-2)} + R_1^{-1}r^{-(n-3)} + \cdots + R_1^{-(n-2)}r^{-2})
\]
\[= CM(n - 1)r^{-n}(1 + \frac{r}{R_1} + \cdots + \left(\frac{r}{R_1}\right)^{n-2})
\]
\[+ CMr^{-n}r^2\left(1 + \frac{r}{R_1} + \cdots + \left(\frac{r}{R_1}\right)^{n-2}\right)
\]
\[\leq r^{-n}(CM)(r(n - 1) + r^2) \frac{1}{1 - (r/R_1)}
\]
and therefore
\[|c_n| \leq M r^{-n}\left(\frac{CR_1}{R_1 - r} \frac{r(n - 1) + r^2}{n(n - 1)}\right).
\]
For $n$ sufficiently large, the factor in parentheses is $\leq 1$. At that point we obtain $|c_n| \leq M r^{-n}$ if $|c_k| \leq M r^{-k}$ for $k < n$, and induction yields the asserted estimate. Thus $\sum c_n t^n$ converges for $|t| < r$. Since $r$ can be arbitrarily close to $R$, $\sum c_n t^n$ converges for $|t| < R$.

Finally we saw above that $c_0$ and $c_1$ are arbitrary and can therefore be matched to any initial data for $y(0)$ and $y'(0)$. Consequently the vector space of power-series solutions convergent for $|t| < R$ has dimension 2. By Theorem 4.6, all solutions on the interval $-R < t < R$ are accounted for. This completes the proof. 

As a practical matter, the recursive expression for $c_n$ becomes increasingly complicated as $n$ increases, and a closed-form expression need not be available. However, in certain cases, something special happens that yields a closed-form expression for $c_n$. Here is an example.

**Example.** Legendre’s equation is
\[ (1 - t^2)y'' - 2ty' + p(p + 1)y = 0 \]
with $p$ a complex constant. To apply the theorem literally, we should first divide the equation by $(1 - t^2)$, and then the power-series expansions of the coefficients will be convergent for $|t| < 1$. The theorem says that we obtain two linearly independent power-series solutions of the equation for $|t| < 1$. To compute them, it is more convenient to work with the equation without making the preliminary division. Then the equation gives us
\[
(2c_2 + 3 \cdot 2c_3 t + 4 \cdot 3c_4 t^2 + \cdots) - (2c_2 t^2 + 3 \cdot 2c_3 t^3 + 4 \cdot 3c_4 t^4 + \cdots)
\]
\[-2(c_1 t + 2c_2 t^2 + 3c_3 t^3 + 4c_4 t^4 + \cdots) + p(p + 1)(c_0 + c_1 t + c_2 t^2 + \cdots) = 0,
\]
which yields the following formulas for the coefficients:

\[
2c_2 + p(p + 1)c_0 = 0, \\
3 \cdot 2c_3 - 2c_1 + p(p + 1)c_1 = 0, \\
4 \cdot 3c_4 - 2 \cdot 1c_2 - 2 \cdot 2c_2 + p(p + 1)c_2 = 0, \\
\vdots \\
n(n - 1)c_n - [(n - 2)(n - 3) + 2(n - 2) - p(p + 1)]c_{n-2} = 0.
\]

Thus we can write \(c_n\) explicitly as a product. We can verify convergence of \(\sum c_n t^n\) directly by the ratio test: since

\[
\frac{c_n t^n}{c_{n-2} t^{n-2}} = \frac{(n - 2)(n - 3) + 2(n - 2) - p(p + 1)}{n(n - 1)} t^2,
\]

we have convergence for \(|t| < 1\). Observe that the numerator in the fraction on the right is equal to

\[(n - 2)(n - 3) + 2(n - 2) - p(p + 1) = (n - 2)(n - 1) - p(p + 1),\]

and this is 0 when \(p\) is an integer \(\geq 0\) and \(n - 2 = p\). Therefore one of the solutions is a polynomial of degree \(p\) if \(p\) is an integer \(\geq 0\). Such polynomials, when suitably normalized, are called \textbf{Legendre polynomials}.

The second kind of ordinary differential equation for which we shall seek series solutions is

\[t^2 y'' + t P(t) y' + Q(t) y = 0,\]

where \(P(t)\) and \(Q(t)\) are given by convergent power-series expansions for \(|t| < R\):

\[P(t) = a_0 + a_1 t + a_2 t^2 + \cdots,\]

\[Q(t) = b_0 + b_1 t + b_2 t^2 + \cdots.\]

The existence and uniqueness theorems do not apply to this equation on an interval containing \(t = 0\) unless \(t\) happens to divide \(P(t)\) and \(t^2\) happens to divide \(Q(t)\). When this divisibility does not occur, the above equation is said to have a \textbf{regular singular point} at \(t = 0\). The treatment of the corresponding \(n^{\text{th}}\)-order equation is no different, but we stick to the second-order case because of its relative importance in applications. For this kind of equation, the treatment of first-order systems is more complicated than the treatment of a single equation of \(n^{\text{th}}\) order.
Actually, the second-order equation above need not have power series solutions. The prototype for the above equation is the equation
\[ t^2 y'' + t P y' + Q y = 0 \]
with \( P \) and \( Q \) constant. This equation is known as Euler’s equation and can be solved in terms of elementary functions. In fact, we make a change of variables by putting \( t = e^s \) and \( x = \log t \) for \( t > 0 \). Then we obtain
\[
\frac{dy}{dt} = \frac{dy}{dx} \frac{dx}{dt} = \frac{1}{t} \frac{dy}{dx}
\]
and
\[
\frac{d^2y}{dt^2} = -\frac{1}{t^2} \frac{dy}{dx} + \frac{1}{t} \frac{d}{dt} \left( \frac{dy}{dx} \right) = -\frac{1}{t^2} \frac{dy}{dx} + \frac{1}{t} \frac{d^2y}{dx^2} dt = -\frac{1}{t^2} \frac{dy}{dx} + \frac{1}{t^2} \frac{d^2y}{dx^2},
\]
and hence the equation becomes
\[
\frac{d^2y}{dt^2} + (P - 1) \frac{dy}{dx} + Q y = 0.
\]
This is an equation of the kind considered in Section 6. A solution is \( e^{st} \), where \( s \) is a root of the characteristic polynomial \( s^2 + (P - 1)s + Q = 0 \). If the two roots of the characteristic polynomial are distinct, we obtain two linearly independent solutions for \( x \in (-\infty, +\infty) \), and these transform back to two solutions \( t^s \) of the Euler equation for \( t > 0 \). If the characteristic equation has one root \( s \) of multiplicity 2, then we obtain the two linearly independent solutions \( e^{sx} \) and \( xe^{sx} \) for \( x \in (-\infty, +\infty) \), and these transform back to two solutions \( x^s \) and \( x^s \log x \) for \( x > 0 \).

In practice, the technique to solve the Euler equation \( t^2 y'' + t P y' + Q y = 0 \) is to substitute \( y(t) = t^s \) and obtain \( s(s - 1)t^s + sP t^s + Qt^s = 0 \). This equation holds if and only if \( s \) satisfies
\[
s(s - 1) + sP + Q = 0,
\]
which is called the indicial equation.

In the general case of a regular singular point, we proceed by analogy and are led to seek for \( t > 0 \) a series solution of the form
\[
y(t) = t^s(c_0 + c_1 t + c_2 t^2 + \cdots) \quad \text{with} \ c_0 \neq 0.
\]
Suppose that the power-series part \( \sum c_n t^n \) is convergent. We substitute and obtain
\[
t^s(c_0(s - 1) + c_1(s + 1)st + c_2(s + 2)(s + 1)t^2 + \cdots) \\
+ t^s(a_0 + a_1t + a_2t^2 + \cdots)(sc_0 + (s + 1)c_1t + (s + 2)c_2t^2 + \cdots) \\
+ t^s(b_0 + b_1t + b_2t^2 + \cdots)(c_0 + c_1t + c_2t^2 + \cdots) = 0.
\]
Dividing by \( t^n \) and setting the coefficient of each power of \( t \) equal to 0 gives the equations

\[
\begin{align*}
c_0 s(s - 1) + sc_0 a_0 + c_0 b_0 &= 0, \\
c_1 (s + 1) s + ((s + 1) c_1 a_0 + sc_0 a_1) + (c_1 b_0 + c_0 b_1) &= 0, \\
c_2 (s + 2)(s + 1) + ((s + 2) c_2 a_0 + \cdots) + (c_2 b_0 + \cdots) &= 0, \\
&\vdots \\
c_n (s + n)(s + n - 1) + ((s + n) c_n a_0 + \cdots) + (c_n b_0 + \cdots) &= 0.
\end{align*}
\]

Since \( c_0 \) is by assumption nonzero, we can divide the first equation by it, and we obtain

\[
s(s - 1) + a_0 s + b_0 = 0,
\]

which is the \textit{indicial equation} for \( t^2 y' + t P(t)y' + Q(t) y = 0 \). This determines the exponent \( s \). Then \( c_0 \) is arbitrary, and all subsequent \( c_n \)’s can be found recursively, provided the coefficient of \( c_n \) in the \((n + 1)\)st equation above is never 0 for \( n \geq 1 \), i.e., provided

\[
(s + n)(s + n - 1) + ((s + n) c_n a_0 + \cdots) + (c_n b_0 + \cdots) = 0
\]

for \( n \geq 1 \).

In other words, we can solve recursively for all \( c_n \) in terms of \( c_0 \) provided \( s + n \) does not satisfy the indicial equation for any \( n \geq 1 \). We summarize as follows.

\textbf{Proposition 4.15.} If \( P(t) \) and \( Q(t) \) are given by convergent power series for \( |t| < R \), then the following can be said about formal series solutions of \( t^2 y'' + t P(t)y' + Q(t) y = 0 \) of the type \( t^n (c_0 + c_1 t + c_2 t^2 + \cdots) \) with \( c_0 \neq 0 \):

(a) If the indicial equation has distinct roots not differing by an integer, then there are formal solutions of the type \( x^s (c_0 + c_1 t + c_2 t^2 + \cdots) \) for each root \( s \) of the indicial equation.

(b) If the indicial equation has roots \( r_1 \leq r_2 \) with \( r_2 - r_1 \) equal to an integer, then there is a 1-parameter family of formal solutions of the type \( t^{r_2} (c_0 + c_1 t + c_2 t^2 + \cdots) \) with \( c_0 \neq 0 \). If \( r_1 < r_2 \) in addition, there may be formal solutions \( t^{r_1} (c_0 + c_1 t + c_2 t^2 + \cdots) \) with \( c_0 \neq 0 \), as there are for an Euler equation.

\textbf{Theorem 4.16.} If \( P(t) \) and \( Q(t) \) are given by convergent power series for \( |t| < R \), then all formal series solutions of \( t^2 y'' + t P(t)y' + Q(t) y = 0 \) of the type \( t^n (c_0 + c_1 t + c_2 t^2 + \cdots) \) with \( c_0 \neq 0 \) converge for \( 0 < t < R \) to a function that is a solution for \( 0 < t < R \).
8. Series Solutions in the Second-Order Linear Case

PROOF. As in the proof of Theorem 4.14, fix \( r \) with \( 0 < r < R \), and choose some \( R_1 \) with \( r < R_1 < R \). Let the series expansions of \( P(t) \) and \( Q(t) \) be as above, so that there is a number \( C \) with \( |a_n| \leq C/R_1^n \) and \( |b_n| \leq C/R_1^n \). Choose \( N \) large enough so that

\[
\frac{Cr/|R_1|}{1 - r/R_1} \left( \frac{|s| + n + 1}{|(s + n)(s + n + 1) + a_0(s + n) + b_0|} \right) \leq 1 \quad (*)
\]

for \( n \geq N \). Then choose \( M \) such that \( |c_n| \leq M/r^n \) for \( n \leq N \). We shall prove by induction on \( n \) that \( |c_n| \leq M/r^n \) for all \( n \). The base case of the induction is \( n = N \), where the inequality holds by definition of \( M \). Suppose it holds for \( 1, \ldots, n - 1 \). The formula for \( c_n \) is

\[
c_n((s + n)(s + n - 1) + a_0(s + n) + b_0) = -[(s + n - 1)a_1c_{n-1} + \cdots + sa_0c_0] - [b_1c_{n-1} + \cdots + b_nc_0].
\]

Our inductive hypothesis gives

\[
|c_n||s + n + 1) + a_0(s + n) + b_0| \leq CM(|s| + n)(R_1^{-1}r^{-(n-1)} + \cdots + R_1^{-n}r^0) + CM(R_1^{-1}r^{-(n-1)} + \cdots + R_1^{-n}r^0)
\]

\[
= CM(|s| + n + 1)r^{-n}\left( \frac{r}{R_1} + \cdots + \frac{r^n}{R_1^n} \right)
\]

\[
\leq Mr^{-n}\left[ C(|s| + n + 1)\left( \frac{r/R_1}{1 - r/R_1} \right) \right].
\]

Thus

\[
|c_n| \leq M r^{-n}\left[ C r/|R_1| \left( \frac{|s| + n + 1}{|(s + n)(s + n + 1) + a_0(s + n) + b_0|} \right) \right] \leq Mr^{-n},
\]

the second inequality holding by (*) and the induction is complete. It follows that \( \sum c_n t^n \) converges for \( |t| < r \). Since \( r \) can be arbitrarily close to \( R \), \( \sum c_n t^n \) converges for \( |t| < R \). This completes the proof. \( \square \)

EXAMPLE. Bessel’s equation of order \( p \) with \( p \geq 0 \). This is the equation

\[ t^2 y'' + tx' + (t^2 - p^2)y = 0. \]

It has \( P(t) = 1 \) and \( Q(t) = t^2 - p^2 \), both with infinite radius of convergence. The indicial equation in general is \( s(s - 1) + a_0s + b_0 = 0 \) and hence is

\[ s(s - 1) + s - p^2 = 0 \]

in this case. Thus \( s = \pm p \). Theorem 4.16 shows that there is a solution of the form
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\[ J_p(t) = t^p \left( \frac{1}{2^p p!} + c_1 t + c_2 t^2 + \cdots \right), \]

and this is defined to be the Bessel function of order \( p \). The theorem gives another solution of the form \( t^{-p} \) times a power series except possibly when \( p \) is an integer or a half integer. To determine all these solutions, we substitute the series \( t^p \sum c_n t^n \) and get

\[
s(s - 1)c_0 + (s + 1)s c_1 t + (s + 2)(s + 1)c_2 t^2 + \cdots \\
+ s c_0 + (s + 1)c_1 t + (s + 2)c_2 t^2 + \cdots \\
+ c_0 t^2 + c_1 t^3 + \cdots \\
- p^2c_0 - p^2c_1 t - p^2c_2 t^2 - p^2c_3 t^3 - \cdots = 0.
\]

The resulting equations are

\[
[s(s - 1) + s - p^2]c_0 = 0 \quad \text{from } t^0,
\]

\[
[(s + 1)s + (s + 1) - p^2]c_1 = 0 \quad \text{from } t^1,
\]

\[
[(s + n)(s + n - 1) + (s + n) - p^2]c_n + c_{n-2} = 0 \quad \text{from } t^n \text{ for } n \geq 2.
\]

The first of these equations repeats the indicial equation, giving \( s = \pm p \). The second says that either \( c_1 = 0 \) or that \( s + 1 \) solves the indicial equation. In the latter case \( s = -\frac{1}{2} \) and \( p = \frac{1}{2} \). The third says that \( [(s + n)^2 - p^2]c_n = -c_{n-2} \). For the case that \( s = +p \), we obtain

\[
c_n = \frac{-c_{n-2}}{(p + n)^2 - p^2},
\]

and there is no problem from the denominator. The result is that the Bessel function of order \( p \geq 0 \) is given by

\[
J_p(t) = t^p \sum_{k=0}^{\infty} \frac{(-1)^k}{k!(k + p)!} \left( \frac{t}{2} \right)^{2k}.
\]

**Figure 4.3.** Graph of Bessel function \( J_0(t) \).
For the case that \( s = -p \), we obtain

\[
c_n = \frac{-c_{n-2}}{(-p + n)^2 - p^2},
\]

and the denominator gives a problem for \( n = 2p \) and for no other value of \( n \). If \( p \) is an integer, the problematic \( n \) is even and we must have \( c_{n-2} = 0 \), \( c_{n-4} = 0 \), \ldots, \( c_0 = 0 \). The condition \( c_0 = 0 \) is a contradiction, and we conclude that there is no solution of the form \( t^{-p} \) times a nonzero power series; indeed, Problems 18–19 at the end of the chapter will identify a different kind of solution. If \( p \) is a half integer but not an integer, then the problematic \( n \) is odd, and we are led to conclude that \( 0 = c_{n-2} = \cdots = c_1 = c_1 \), with \( c_0 \) and \( c_{2p} \) arbitrary. There is no contradiction, and we obtain a solution of the form \( t^{-p} \) times a nonzero power series.

9. Problems

1. For the differential equation \( yy' = -t \):
   (a) Solve the equation.
   (b) Find all points \((t_0, y_0)\) where the the existence theorem and the uniqueness theorem of Section 2 do not apply.
   (c) For each point \((t_0, y_0)\) not in (b), give a solution \( y(t) \) with \( y(t_0) = y_0 \).

2. Prove that the equation \( y' = t + y^2 \) has a solution satisfying the initial condition \( y(0) = 0 \) and defined for \( |t| < 1/2 \).

3. In classical notation, a particular vector field in the plane is given by \( \frac{x}{\sqrt{x}} \frac{\partial}{\partial x} + \frac{1}{2} \frac{\partial}{\partial y} \). Find a parametric realization of an integral curve for this vector field passing through \((1, 1)\).

4. Evaluate \( \frac{d}{dt} \int_0^{t^2} \frac{1}{s} \sin(st) \, ds \).

5. Find all solutions on \((∞, +∞)\) to \( y'' - 3y' + 2y = 4 \).

6. (a) For each of these matrices \( A \), find matrices \( B \) and \( J \), with \( J \) in Jordan form, such that \( A = BJB^{-1} \):
   \[
   A = \begin{pmatrix} 1 & 1 \\ 4 & -5 \end{pmatrix}, \quad A = \begin{pmatrix} 0 & 0 & -1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix}.
   \]
   (b) For each of the matrices \( A \) in (a), find a basis of solutions \( y(t) \) to the system of differential equations \( y' = Ay \).
7. The $n^\text{th}$-order equation $y^{(n)} + a_{n-1}y^{(n-1)} + \cdots + a_0 y = 0$ with constant coefficients leads to a linear system $\dot{z} = A z$ with

$$A = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 1 & 0 & \cdots & 1 \\
-a_0 - a_1 - a_2 & \cdots & \cdots & -a_{n-1}
\end{pmatrix}.
$$

Prove that $\det(\lambda I - A) = \lambda^n + a_{n-1}\lambda^{n-1} + \cdots + a_0$ by expanding the determinant by cofactors.

8. (a) Let $\{f_n\}$ be a uniformly bounded sequence of Riemann integrable functions on $[0, 1]$. Define $F_n(t) = \int_0^t f_n(s) \, ds$. Prove that $\{F_n\}$ is an equicontinuous family of functions on $[0, 1]$.

(b) Prove that the set of functions $y(t)$ on $[0, 1]$ with $y'' + y = f(t)$ and $y(0) = y'(0) = 0$ is equicontinuous as $f$ varies over the set of continuous functions on $[0, 1]$ with $0 \leq f(t) \leq 1$ for all $t$.

(c) Let $u(t)$ be continuous on $[a, b]$. Prove that the set of functions $y(t)$ on $[a, b]$ with $y'' + q(t)y = f(t)$ and $y(0) = y'(0) = 0$ is equicontinuous as $f(t)$ varies over the set of continuous functions on $[0, 1]$ with $0 \leq f(t) \leq 1$ for all $t$.

9. The differential equation $t^2 y'' + (3t - 1)y' + y = 0$ has an irregular singular point at $t = 0$.

(a) Verify that $\sum_{n=0}^{\infty} (n!) y^n$ is a formal power series solution of the equation even though the power series has radius of convergence 0.

(b) Verify that $y(t) = t^{-1} e^{-1/t}$ is a solution for $t > 0$.

Problems 10–13 concern harmonic functions in the open unit disk, which were introduced in Problems 14–15 at the end of Chapter III. The first objective here is to use ordinary differential equations and Fourier series to show that all these functions may be expressed in a relatively simple form. The second objective is to use convolution, as defined in Problem 8 at the end of Chapter III, to relate this formula to the Poisson kernel, which was defined in Problems 27–29 at the end of Chapter I. Problems 10–12 here are an instance of the method of separation of variables, a beginning technique with partial differential equations; this topic is developed further in the companion volume, *Advanced Real Analysis*. In all problems in this set, let $u(x, y)$ be harmonic in the open unit disk.

10. Write $u(x, y)$ in polar coordinates as $u(r \cos \theta, r \sin \theta) = v(r, \theta)$. Using Fourier series, show for $0 \leq r < 1$ and any $\delta > 0$ that $v(r, \theta)$ is the sum of an absolutely convergent Fourier series $\sum_{n=-\infty}^{\infty} c_n(r) e^{in\theta}$ with $|c_n(r)| \leq M/n^2$ for $0 \leq r \leq 1 - \delta$ for some $M$ depending on $\delta$. 
11. Let $R_0$ be the rotation matrix defined in Problem 15 at the end of Chapter III. That problem shows that $(u \circ R_\varphi)(x, y) = v(r, \theta + \varphi)$ is harmonic for each $\varphi$. Prove that 
$$
\frac{1}{2\pi} \int_0^{2\pi} (u \circ R_\varphi)(x, y)e^{-ik\varphi} \, d\varphi
$$
is harmonic and is given in polar coordinates by $c_k(r)e^{ik\theta}$.

12. By computing with the Laplacian in polar coordinates and showing that $c_k(r)$ is bounded as $r \downarrow 0$, prove that $c_k(r) = ar^{|k|}$ for some complex constant $a_k$. Conclude that every harmonic function in the open unit disk is of the form $v(r, \theta) = \sum_{n=-\infty}^{\infty} c_n r^{|n|} e^{in\theta}$, the sum being absolutely convergent for all $r$ with $0 \leq r < 1$.

13. Deduce from Problem 8 at the end of Chapter III that if $v(r, \theta)$ is as in the previous problem and if $0 < R < 1$, then $v(r, \theta) = \frac{1}{2\pi} \int_0^{2\pi} f_R(\theta) P_{r/R}(\theta - \varphi) \, d\varphi$ for $0 \leq r < R$, where $P$ is the Poisson kernel and $f_R$ is the $C^\infty$ function 
$$
f_R(\theta) = \sum_{n=-\infty}^{\infty} c_n R^{|n|} e^{in\theta}.
$$

Problems 14–17 concern homogeneous linear differential equations. Except for the first of the problems, each works with a substitution in a second-order equation that simplifies the equation in some way.

14. If $a(t)$ is continuous on an interval and $A(t)$ is an indefinite integral, verify that all solutions of the single first-order linear homogeneous equation $y' = a(t)y$ are of the form $y(t) = ce^{A(t)}$.

15. (a) Suppose that $u(t)$ is a nowhere vanishing solution of 
$$
y'' + P(t)y' + Q(t)y = 0
$$
on an interval, with $P$ and $Q$ assumed continuous. Look for a solution of the form $u(t)v(t)$, and derive the necessary and sufficient condition 
$$
v'(t) = cu(t)^{-2} e^{-\int P(t) \, dt}.
$$

(b) For $y'' - ty' - y = 0$, one solution is $e^{t^2/2}$. Find a linearly independent solution.

16. Let $y'' + P(t)y' + Q(t)y = 0$ be given with $P$, $P'$, and $Q$ continuous on an interval. Write $y(t) = u(t)v(t)$, substitute, regard $u(t)$ as known, and obtain a second-order equation for $v$. Show how to choose $u(t)$ to make the coefficient of $v'$ be 0, and thus reduce the given equation to an equation $v'' + R(t)v = 0$ with $R$ continuous. Give a formula for $R$.

17. If $L(v) = (p^{*}v')' - qv + \lambda rv$, show that the substitution $u = v\sqrt{r}$ changes $L(v) = 0$ into $L_0(u) = 0$, where $L_0(u) = (p^{*}u')' - q^* u + \lambda u$ with $p^* = p/r$.

Problems 18–19 concern finding the form of the second solution to a second-order equation with a regular singular point. The first of the two problems amounts to a result in complex analysis but requires nothing beyond Chapter I of this book.
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18. Suppose that \( \sum_{n=0}^{\infty} c_n x^n \) is a power series with \( c_0 = 1 \).
   (a) Write down recursive formulas for the coefficients \( d_n \) of a power series
       \( \sum_{n=0}^{\infty} d_n x^n \) with \( d_0 = 1 \) such that \( (\sum_{n=0}^{\infty} c_n x^n)(\sum_{n=0}^{\infty} d_n x^n) = 1 \).
   (b) Prove, by induction on \( n \), that if \( |c_n| \leq M r^n \) for all \( n \geq 0 \), then \( |d_n| \leq M(M + 1)^{n-1} r^n \) for all \( n \geq 1 \).
   (c) Suppose that \( f(0) \neq 0 \) and if \( f(x) \) is the sum of a convergent power series for \( |x| < R \) for some \( R > 0 \), then \( 1/f(x) \) is the sum of a convergent power series for \( |x| < \varepsilon \) for some \( \varepsilon > 0 \).

19. Suppose that \( P(t) \) and \( Q(t) \) are given near \( t = 0 \) by power series with positive radii of convergence. Take for granted that \( a(t) \) is given by a power series with a positive radius of convergence, then so is \( e^{a(t)} \). Form the equation

\[
t^2 y'' + t P(t)y' + Q(t)y = 0,
\]

let \( s_1 \) and \( s_2 \) be the two roots of the indicial equation, and suppose that the differential equation has a solution given on some interval \( (0, \varepsilon) \) by \( f(t) = t^{s_1} \sum_{n=0}^{\infty} c_n t^n \) with \( c_0 \neq 0 \).
   (a) Using Problem 15a, prove that the differential equation has a linearly independent solution given on some interval \( (0, \varepsilon') \) by

\[
g(t) = cf(t) \log t + t^{s_2} \sum_{n=0}^{\infty} k_n t^n \quad \text{with} \quad k_0 \neq 0.
\]
   (b) Prove that the coefficient \( c \) in \( g(t) \) is \( \neq 0 \) if \( s_1 = s_2 \).
   (c) For Bessel’s equation \( t^2 y'' + ty' + (t^2 - p^2) y = 0 \) with \( p \geq 0 \) an integer and with \( s_1 = p \) and \( s_2 = -p \), show that the coefficient \( c \) in \( g(t) \) is \( \neq 0 \).

Thus there is a solution of the form \( J_p(t) \log t + t^{-p} \) (power series) on some interval \( (0, \varepsilon') \).

Problems 20–25 prove the **Cauchy–Peano Existence Theorem**, that a local solution in Theorem 4.1 to \( y' = F(t, y) \) and \( y(t_0) = y_0 \) exists if \( F \) is continuous even if \( F \) does not satisfy a Lipschitz condition. The idea is to construct a sequence of polygonal approximations to solutions, check that they form an equicontinuous family, apply Ascoli’s Theorem (Theorem 2.56) to extract a uniformly convergent subsequence, and then see that the limit of the subsequence is a solution. A member of the sequence of polygonal approximations depends on a number \( \epsilon > 0 \). With notation as in the statement of Theorem 4.1, the construction for \([t_0, t_0 + \delta] \) is as follows: Choose the \( \delta \) of uniform continuity for \( F \) and \( \epsilon \) on the set \( R \). Fix a partition \( t_0 < t_1 < \cdots < t_n = t_0 + \delta' \) of \([t_0, t_0 + \delta'] \) with \( \max_i |t_k - t_{k-1}| \leq \min(\delta, \delta/M) \).

Define \( y(t) \), as a function of \( \epsilon \), for \( t_k-1 < t \leq t_k \) inductively on \( k \) by \( y(t_0) = y_0 \) and

\[
y(t) = y(t_k-1) + F(t_k-1, y(t_k-1))(t - t_{k-1}).
\]
20. Check that the formula for \( y(t) \) when \( t_{k-1} < t \leq t_k \) remains valid when \( t = t_{k-1} \), and conclude that \( y(t) \) is continuous. Then prove by induction on \( k \) that 
\[
|y(t) - y(t_0)| \leq M(t - t_0) \leq b \text{ for } t_{k-1} \leq t \leq t_k,
\]
and deduce that \( (t, y(t)) \) is in \( R' \) for \( t_0 \leq t \leq t_0 + a' \).

21. Prove that \( |y(t) - y(t')| \leq M|t - t'| \) if \( t \) and \( t' \) are both in \([t_0, t_0 + a']\).

22. The function \( y'(t) \) is defined on \([t_0, t_0 + a']\) except at the points of the partition and is given by \( y'(t) = F(t_{k-1}, y(t_{k-1})) \) if \( t_{k-1} < t < t_k \). Prove that \( y(t) = y_0 + \int_{t_0}^{t} y'(s) \, ds \) for \( t_0 \leq t \leq t_0 + a' \) and that \( |y'(s) - F(s, y(s))| \leq \epsilon \) if \( t_{k-1} < s < t_k \).

23. Writing \( y(t) = y_0 + \int_{t_0}^{t} [F(s, y(s)) + [y'(s) - F(s, y(s))] \, ds \) and using the result of the previous problem, prove for all \( t \) in \([t_0, t_0 + a']\) that
\[
|y(t) - (y_0 + \int_{t_0}^{t} F(s, y(s)) \, ds)| \leq \epsilon a'.
\]

24. Let \( \epsilon_n \) be a monotone decreasing sequence with limit 0, and let \( y_n(t) \) be a function for \( t \) in \([t_0, t_0 + a']\) constructed as above for the number \( \epsilon_n \). Deduce from Problem 21 that \( \{y_n(t)\} \) is uniformly bounded and uniformly equicontinuous for \( t \) in \([t_0, t_0 + a']\).

25. Apply Ascoli’s Theorem to \( \{y_n\} \), and let \( y(t) \) be the uniform limit of a uniformly convergent subsequence of \( \{y_n\} \). Prove that \( y(t) \) is continuous, and use Problem 23 to prove that \( y(t) = y_0 + \int_{t_0}^{t} F(s, y(s)) \, ds \). What modifications are needed to the argument to handle \([t_0 - a', t_0]\)?

Problems 26–28 use elementary complex analysis as in Appendix B to shed further light on results and problems in this chapter.

26. Let \( u(x, y) \) be harmonic in the open unit disk. Bypassing Problems 10 and 11, write \( u(x, y) \) as the real part of an analytic function \( f(z) \), expand \( f(z) \) in Taylor series about \( z = 0 \), take the real part of the expansion, and deduce the conclusion of Problem 12 that \( u(x, y) \), when written in polar coordinates as \( v(r, \theta) \), is of the form \( \sum_{n=-\infty}^{\infty} c_n r^{|n|} e^{in\theta} \), the sum being absolutely convergent for all \( r \) with \( 0 \leq r < 1 \).

27. In the context of Problem 18, use the theory of analytic functions to deduce that if \( f(z) \) has \( f(0) \neq 0 \) and is the sum of a convergent power series for \( |x| < R \) for some \( R > 0 \), then \( 1/f(z) \) is the sum of a convergent power series for \( |z| < \epsilon \) for some \( \epsilon > 0 \).

28. This problem derives an integral formula for the Bessel function \( J_n(z) \) introduced near the end of Section 8. The function \( e^{iz \sin \theta} \) is a continuous complex-valued function for \((z, \theta)\) in \( \mathbb{C} \times \mathbb{R} \) that is analytic as a function of \( z \) for each fixed \( \theta \) and is periodic in \( \theta \) for each fixed \( z \). The problem works with the Fourier coefficients of this function.
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(a) Define \( c_n(z) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{iz\sin \theta} e^{-i\theta n} d\theta \). Why is this an entire function of \( z \)?

(b) Using the power series expansion of the exponential function, show that

\[
e^{iz\sin \theta} = \sum_{p=0}^{\infty} \frac{1}{p!} \left( \frac{z}{2} \right)^p (e^{i\theta} - e^{-i\theta})^p,
\]

and justify the interchange of limits that gives

\[
c_n(z) = \sum_{p=0}^{\infty} \frac{1}{p!} \left( \frac{z}{2} \right)^p \left( \frac{1}{2\pi} \int_{-\pi}^{\pi} (e^{i\theta} - e^{-i\theta})^p e^{-i\theta n} d\theta \right).
\]

(c) Write \( I_{n,p} \) for the expression \( \frac{1}{2\pi} \int_{-\pi}^{\pi} (e^{i\theta} - e^{-i\theta})^p e^{-i\theta n} d\theta \) in (b). Show that

\[
I_{n,p} = \begin{cases} 
(-1)^k \binom{p}{k} & \text{if } p = n + 2k \text{ with } k \geq 0 \\
0 & \text{otherwise,}
\end{cases}
\]

and simplify for \( n \geq 0 \) to obtain

\[
c_n(z) = \left( \frac{z}{2} \right)^n \sum_{k=0}^{\infty} \frac{(-1)^k}{k! (n + k)!} \left( \frac{z}{2} \right)^{2k}.
\]

(d) Conclude that \( c_n(z) = J_n(z) \) if \( n \geq 0 \) and that \( c_{-n}(z) = (-1)^n J_n(z) \) if \( n \geq 0 \). In particular,

\[
J_n(z) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{iz\sin \theta} e^{-i\theta n} d\theta
\]

for \( n \geq 0 \).

(e) Obtain the formula \( e^{i\sin \theta} = J_0(z) + \sum_{n=1}^{\infty} J_n(z)(e^{in\theta} + (-1)^n e^{-in\theta}) \).
CHAPTER V

Lebesgue Measure and Abstract Measure Theory

Abstract. This chapter develops the basic theory of measure and integration, including Lebesgue measure and Lebesgue integration for the line.

Section 1 introduces measures, including 1-dimensional Lebesgue measure as the primary example, and develops simple properties of them. Sections 2–4 introduce measurable functions and the Lebesgue integral and go on to establish some easy properties of integration and the fundamental theorems about how Lebesgue integration behaves under limit operations.

Sections 5–6 concern the Extension Theorem announced in Section 1 and used as the final step in the construction of Lebesgue measure. The theorem allows $\sigma$-finite measures to be extended from algebras of sets to $\sigma$-algebras. The theorem is proved in Section 5, and the completion of a measure space is defined in Section 6 and related to the proof of the Extension Theorem.

Section 7 treats Fubini’s Theorem, which allows interchange of order of integration under rather general circumstances. This is a deep result. As part of the proof, product measure is constructed and important measurability conditions are established. This section mentions that Fubini’s Theorem will be applicable to higher-dimensional Lebesgue measure, but the details are deferred to Chapter VI.

Section 8 extends Lebesgue integration to complex-valued functions and to functions with values in finite-dimensional vector spaces.

Section 9 gives a careful definition of the spaces $L^1$, $L^2$, and $L^\infty$ for any measure space, introduces the notion of a normed linear space, and verifies that these three spaces are examples. The main theorem of the section about $L^1$, $L^2$, and $L^\infty$ is the completeness of these three spaces as metric spaces. In addition, the section proves a version of Alaoglu’s Theorem concerning weak-star convergence.

1. Measures and Examples

In the theory of the Riemann integral, as discussed in Chapter I for $\mathbb{R}^1$ and in Chapter III for $\mathbb{R}^n$, we saw that Riemann integration is a powerful tool when applied to continuous functions. Riemann integration makes sense also when applied to certain kinds of discontinuous functions, but then the theory has some weaknesses.

Without any change in the definitions, one of these is that the theory applies only to bounded functions. Thus we can compute $\int_0^1 x^p \, dx = \left[ \frac{x^{p+1}}{p+1} \right]_0^n = (p + 1)^{-1}$ for $p \geq 0$, but only the right side makes sense for $-1 < p < 0$. More seriously we made calculations with trigonometric series in Section 1.10 and found that $\frac{1}{2} \log \left( \frac{1}{2 - 2 \cos \theta} \right) = \sum_{n=1}^{\infty} \frac{\cos n\theta}{n}$ and $\frac{1}{2} (\pi - \theta) = \sum_{n=1}^{\infty} \frac{\sin n\theta}{n}$ for $0 < \theta < 2\pi$. 
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When we tried to explain these similar-looking identities with Fourier series, we were able to handle the second one because \( \frac{1}{2}(\pi - \theta) \) is a bounded function, but we were not able to handle the first one because \( \frac{1}{2} \log \left( \frac{1 - \cos \theta}{\pi - 2 \cos \theta} \right) \) is unbounded.

Other weaknesses appeared in Chapters I–IV at certain times: when we always had to arrange for the set of integration to be bounded, when we had no clue which sequences \( \{c_n\} \) of Fourier coefficients occurred in the beautiful formula given by Parseval’s Theorem, when Fubini’s Theorem turned out to be awkward to apply to discontinuous functions, and when the change-of-variables formula did not immediately yield the desired identities even in simple cases like the change from Cartesian coordinates to polar coordinates.

The Lebesgue integral will solve all these difficulties when formed with respect to “Lebesgue measure” in the setting of \( \mathbb{R}^n \). In addition, the Lebesgue integral will be meaningful in other settings. For example, the Lebesgue integral will be meaningful on the unit sphere in Euclidean space, while the Riemann integral would always require a choice of coordinates. The Lebesgue integral will be meaningful also in other situations where we can take advantage of some action by a group (such as a rotation group) that is difficult to handle when the setting has to be Euclidean. And the Lebesgue integral will enable us to provide a rigorous foundation for the theory of probability.

There are five ingredients in Lebesgue integration, and these will be introduced in Sections 1–3 of this chapter:

(i) an underlying nonempty set, such as \( \mathbb{R}^1 \) in the case of Lebesgue integration on the line,
(ii) a distinguished class of subsets, called the “measurable sets,” which will form a “\( \sigma \)-ring” or a “\( \sigma \)-algebra,”
(iii) a measure, which attaches a member of \([0, +\infty]\) to each measurable set and which will be “length” in the case of Lebesgue measure on the line,
(iv) the “measurable functions,” those functions with values in \( \mathbb{R} \) (or some more general space) that we try to integrate,
(v) the integral of a measurable function over a measurable set.

Let us write \( X \) for the underlying nonempty set. The important thing about whatever sets are measurable will be that certain simple set-theoretic operations lead from measurable sets to measurable sets. The two main definitions are those of an “algebra” of sets and a “\( \sigma \)-algebra,” but we shall refer also to the notions of a “ring” of sets and a “\( \sigma \)-ring” in order to simplify certain technical problems in constructing measures. An algebra of sets \( \mathcal{A} \) is a set of subsets of \( X \) containing \( \emptyset \) and \( X \) and closed under the operation of forming the union \( E \cup F \) of two sets and under taking the complement \( E^c \) of a set. An algebra is necessarily closed under intersection \( E \cap F \) and difference \( E - F = E \cap F^c \). Another operation under which \( \mathcal{A} \) is closed is symmetric difference, which is defined by
\[ E \Delta F = (E - F) \cup (F - E); \] we shall make extensive use of this operation\(^1\) in Section 6 of this chapter.

In practice, despite the effort often needed to define an interesting measure on the sets in an algebra, the closure properties\(^2\) of the algebra are insufficient to deal with questions about limits. For this reason one defines a \(\sigma\)-\textbf{algebra} of subsets of \(X\) to be an algebra that is closed under countable unions (and hence also countable intersections). Typically a general foundational theorem (Theorem 5.5 below) is used to extend the constructed would-be measure from an algebra to a \(\sigma\)-algebra.

A \textbf{ring} \(\mathcal{R}\) of subsets of \(X\) is a set of subsets closed under finite unions and under difference. Then \(\mathcal{R}\) is closed also under the operations of finite intersections, difference, and symmetric difference.\(^3\) A \(\sigma\)-\textbf{ring} of subsets of \(X\) is a ring of subsets that is closed under countable unions.

\textbf{Examples.}

1. \(\mathcal{A} = \{\emptyset, X\}\). This is a \(\sigma\)-algebra.

2. All subsets of \(X\). This is a \(\sigma\)-algebra.

3. All finite subsets of \(X\). This is a ring. If the complements of such sets are included, the result is an algebra.

4. All finite and countably infinite subsets of \(X\). This is a \(\sigma\)-ring. If the complements of such sets are included, the result is a \(\sigma\)-algebra.

5. All \textbf{elementary sets} of \(\mathbb{R}\). These are all finite disjoint unions of bounded intervals in \(\mathbb{R}\) with or without endpoints. This collection is a ring. To see the closure properties, we first verify that any finite union of bounded intervals is a finite disjoint union; in fact, if \(I_1, \ldots, I_n\) are bounded intervals such that none contains any of the others, then \(I_k - \bigcup_{m=1}^{k-1} I_m\) is an interval, and these intervals are disjoint as \(k\) varies; also these intervals have the same union as \(I_1, \ldots, I_n\). Now let \(E = \bigcup I_i\) and \(F = \bigcup J_j\) be given. Since \(I_i \cap J_j\) is an interval, the identity \(E \cap F = \bigcup_{i,j} (I_i \cap J_j)\) shows that \(E \cap F\) is a finite union of intervals. Since each \(I_i - J_j\) is an interval or the union of two intervals, the identity \(E - F = \bigcup_{i,j} (I_i - J_j)\) then shows that \(E - F\) is a finite union of intervals.

6. If \(\mathcal{C}\) is an arbitrary class of subsets of \(X\), then there is a unique smallest algebra \(\mathcal{A}\) of subsets of \(X\) containing \(\mathcal{C}\). Similar statements apply to \(\sigma\)-algebras,

---

\(^1\)For some properties of symmetric difference, see Problem 1 at the end of the chapter.

\(^2\)An algebra of sets really is an algebra in the sense of the discussion of algebras with the Stone–Weierstrass Theorem (Theorem 2.58). The scalars replacing \(\mathbb{R}\) or \(\mathbb{C}\) are the members of the two-element field \([0, 1]\), addition is given by symmetric difference, and multiplication is given by intersection. The additive identity is \(\emptyset\), the multiplicative identity is \(X\), and every element is its own negative. Multiplication is commutative.

\(^3\)A ring of sets really is a ring in the sense of modern algebra; addition is given by symmetric difference, and multiplication is given by intersection.
If $\mathcal{R}$ is a ring of subsets of $X$, a set function is a function $\rho : \mathcal{R} \to \mathbb{R}^*$, where $\mathbb{R}^*$ denotes the extended real-number system as in Section I.1. The set function is nonnegative if its values are all in $[0, +\infty)$, it is additive if $\rho(\emptyset) = 0$ and if $\rho(E \cup F) = \rho(E) + \rho(F)$ whenever $E$ and $F$ are disjoint sets in $\mathcal{R}$, and it is completely additive or countably additive if $\rho(\emptyset) = 0$ and if $\rho\left(\bigcup_{n=1}^{\infty} E_n\right) = \sum_{n=1}^{\infty} \rho(E_n)$ whenever the sets $E_n$ are pairwise disjoint members of $\mathcal{R}$ with $\bigcup_{n=1}^{\infty} E_n$ in $\mathcal{R}$. In the definitions of “additive” and “completely additive,” it is taken as part of the definition that the sums in question are to be well defined in $\mathbb{R}^*$. Observe that completely additive implies additive, since $\rho(\emptyset) = 0$.

**Proposition 5.1.** An additive set function $\rho$ on a ring $\mathcal{R}$ of sets has the following properties:

(a) $\rho\left(\bigcup_{n=1}^{N} E_n\right) = \sum_{n=1}^{N} \rho(E_n)$ if the sets $E_n$ are pairwise disjoint and are in $\mathcal{R}$.

(b) $\rho(E \cup F) + \rho(E \cap F) = \rho(E) + \rho(F)$ if $E$ and $F$ are in $\mathcal{R}$.

(c) If $E$ and $F$ are in $\mathcal{R}$ and $|\rho(E)| < +\infty$, then $|\rho(E \cap F)| < +\infty$.

(d) If $E$ and $F$ are in $\mathcal{R}$ and $|\rho(E \cap F)| < +\infty$, then $\rho(E - F) = \rho(E) - \rho(E \cap F)$.

(e) If $\rho$ is nonnegative and if $E$ and $F$ are in $\mathcal{R}$ with $E \subseteq F$, then $\rho(E) \leq \rho(F)$.

(f) If $\rho$ is nonnegative and if $E_1, E_2, \ldots, E_N$ are sets in $\mathcal{R}$ such that $E \subseteq \bigcup_{n=1}^{N} E_n$, then $\rho(E) \leq \sum_{n=1}^{N} \rho(E_n)$.

(g) If $\rho$ is nonnegative and completely additive and if $E_1, E_2, \ldots$ are sets in $\mathcal{R}$ such that $E \subseteq \bigcup_{n=1}^{\infty} E_n$, then $\rho(E) \leq \sum_{n=1}^{\infty} \rho(E_n)$.

**Proof.** Part (a) follows by induction from the definition. In (b), we have $E \cup F = (E - F) \cup (E \cap F) \cup (F - E)$ disjointly. Application of (a) gives $\rho(E \cup F) = \rho(E - F) + \rho(E \cap F) + \rho(F - E)$, with $+\infty$ and $-\infty$ not both occurring. Adding $\rho(E \cap F)$ to both sides, regrouping terms, and taking into account that $\rho(E) = \rho(E - F) + \rho(E \cap F)$ and $\rho(F) = \rho(F - E) + \rho(E \cap F)$, we obtain (b). The right side of the identity $\rho(E) = \rho(E \cap F) + \rho(F - E)$ cannot be well defined if $\rho(E)$ is finite and $\rho(E \cap F)$ is infinite, and thus (c) follows. In the identity $\rho(E) = \rho(E \cap F) + \rho(E - F)$, we can subtract $\rho(E \cap F)$ from both sides and obtain (d) if $\rho(E \cap F)$ is finite. For (e), the inclusion $E \subseteq F$ forces $F = (F - E) \cup E$ disjointly; then $\rho(F) = \rho(F - E) + \rho(E)$, and (e) follows. In (f), put $F_n = E_n - \bigcup_{k=1}^{n-1} E_k$. Then $E = \bigcup_{n=1}^{N} (E \cap F_n)$ disjointly, and (a) and
(e) give $\rho(E) = \sum_{n=1}^{N} \rho(E \cap F_n) \leq \sum_{n=1}^{N} \rho(F_n) \leq \sum_{n=1}^{N} \rho(E_n)$. Conclusion (g) is proved in the same way as (f).

**Proposition 5.2.** Let $\rho$ be an additive set function on a ring $\mathcal{R}$ of sets. If $\rho$ is completely additive, then $\rho(E) = \lim \rho(E_n)$ whenever $\{E_n\}$ is an increasing sequence of members of $\mathcal{R}$ with union $E$ in $\mathcal{R}$. Conversely if $\rho(E) = \lim \rho(E_n)$ for all such sequences, then $\rho$ is completely additive.

**Proof.** First we prove the direct part of the proposition. For $E$ and $E_n$ as in the statement, let $F_1 = E_1$ and $F_n = E_n - E_{n-1}$ for $n \geq 2$. Then $E_n = \bigcup_{k=1}^{n} F_k$ disjointly, and $\rho(E_n) = \sum_{k=1}^{n} \rho(F_k)$ by additivity. Also, $E = \bigcup_{k=1}^{\infty} F_k$, and complete additivity gives $\rho(E) = \sum_{k=1}^{\infty} \rho(F_k) = \lim \sum_{k=1}^{n} \rho(F_k) = \lim \rho(E_n)$. The direct part of the proposition follows.

For the converse let $\{F_n\}$ be a disjoint sequence in $\mathcal{R}$ with union $F$ in $\mathcal{R}$. Put $E_n = \bigcup_{k=1}^{n} F_k$. Then $E_n$ is an increasing sequence of sets in $\mathcal{R}$ with union $F$ in $\mathcal{R}$. We are given that $\rho(F) = \lim \rho(E_n)$, and we have $\rho(E_n) = \sum_{k=1}^{n} \rho(F_k)$ by additivity and Proposition 5.1a. Therefore $\rho(F) = \sum_{k=1}^{\infty} \rho(F_k)$, and we conclude that $\rho$ is completely additive.

**Corollary 5.3.** Let $\rho$ be an additive set function on an algebra $\mathcal{A}$ of subsets of $X$ such that $|\rho(X)| < +\infty$. If $\rho$ is completely additive, then $\rho(E) = \lim \rho(E_n)$ whenever $\{E_n\}$ is a decreasing sequence of members of $\mathcal{A}$ with intersection $E$ in $\mathcal{A}$. Conversely if $\lim \rho(E_n) = 0$ whenever $\{E_n\}$ is a decreasing sequence of members of $\mathcal{A}$ with intersection empty, then $\rho$ is completely additive.

**Proof.** This follows from Proposition 5.2 by taking complements.

A **measure** is a nonnegative completely additive set function on a $\sigma$-ring of subsets of $X$. If no ambiguity is possible about the $\sigma$-ring, we may refer to a “measure on $X$.” When we use measures to work with integrals, the $\sigma$-ring will be taken to be a $\sigma$-algebra; if integration were to be defined relative to a $\sigma$-ring that is not a $\sigma$-algebra, then constant functions would not be measurable.

The assumption that our $\sigma$-ring is a $\sigma$-algebra for doing integration is no loss of generality. Even when the $\sigma$-ring is not a $\sigma$-algebra, there is a canonical way of extending a measure from a $\sigma$-ring to the smallest $\sigma$-algebra containing the $\sigma$-ring. Proposition 5.37 at the end of Section 5 gives the details.

**Examples.**

1. For $\emptyset, X$, define $\mu(X) = \alpha \geq 0$. This is a measure.

2. For $X$ equal to a countable set and with all subsets in the $\sigma$-algebra, attach a weight $\geq 0$ to each member of $X$. Define $\mu(E)$ to be the sum of the weights for the members of $E$. This is a measure.
(3) For $X$ arbitrary but nonempty, let $\mu(E)$ be the number of points in $E$, a nonnegative integer or $+\infty$. We refer to $\mu$ as the **counting measure**.

(4) **Lebesgue measure** $m$ on the ring $\mathcal{R}$ of elementary sets of $\mathbb{R}$. If $E$ is a finite disjoint union of bounded intervals, we let $m(E)$ be the sum of the lengths of the intervals. We need to see that this definition is unambiguous. Consider the special case that $J = I_1 \cup \cdots \cup I_r$ disjointly with $I_k$ extending from $a_k$ to $b_k$, with or without endpoints. Then we can arrange the intervals in order so that $b_k = a_{k+1}$ for $k = 1, \ldots, r - 1$. In this case, $m(J) = b_r - a_1$ and

$$m(I_k) = \sum_{k=1}^r (b_k - a_k) = b_r - a_1.$$

Thus the definition is unambiguous in this special case. If $E = I_1 \cup \cdots \cup I_r = J_1 \cup \cdots \cup J_s$, then the special case gives $m(J_k) = \sum_{j=1}^r m(I_j \cap J_k)$ and hence $\sum_{k=1}^r m(J_k) = \sum_{j,k} m(I_j \cap J_k)$. Reversing the roles of the $I_j$'s and the $J_k$'s, we obtain $\sum_{j=1}^r m(I_j) = \sum_{j,k} m(I_j \cap J_k)$. Thus

$$\sum_{k=1}^r m(J_k) = \sum_{j=1}^r m(I_j),$$

and the definition of $m$ on $\mathcal{R}$ is unambiguous. It is evident that $m$ is nonnegative and additive. We shall prove that $m$ is completely additive on $\mathcal{R}$. Even so, $m$ will not yet be a measure, since $\mathcal{R}$ is not a $\sigma$-ring. That step will have to be carried out separately. Proving that $m$ is completely additive on the ring $\mathcal{R}$ uses the fact that $m$ is **regular** on $\mathcal{R}$ in the sense that if $E$ is in $\mathcal{R}$ and if $\epsilon > 0$ is given, then there exist a compact set $K$ in $\mathcal{R}$ and an open set $U$ in $\mathcal{R}$ such that $K \subseteq E \subseteq U$, $m(K) \geq m(E) - \epsilon$, and $m(U) \leq m(E) + \epsilon$: In the special case that $E$ is a single bounded interval with endpoints $a$ and $b$, we can prove regularity by taking $U = (a - \epsilon/2, b + \epsilon/2)$ and by letting $K = \emptyset$ if $b - a \leq \epsilon$ or $K = [a + \epsilon/2, b - \epsilon/2]$ if $b - a > \epsilon$. In the general case that $E$ is the union of $n$ bounded intervals $I_j$, choose $K_j$ and $U_j$ for $I_j$ and for the number $\epsilon/n$, and put $K = \bigcup_{j=1}^n K_j$ and $U = \bigcup_{j=1}^n U_j$. Then $m(K) = \sum_{j=1}^n m(K_j) \geq \sum_{j=1}^n (m(I_j) - \epsilon/n) = m(E) - \epsilon$, and Proposition 5.1 gives $m(U) \leq \sum_{j=1}^n m(U_j) \leq \sum_{j=1}^n (m(I_j) + \epsilon/n) = m(E) + \epsilon$.

**Proposition 5.4.** Lebesgue measure $m$ is completely additive on the ring $\mathcal{R}$ of elementary sets in $\mathbb{R}^I$.

**Proof.** Let $\{E_n\}$ be a disjoint sequence in $\mathcal{R}$ with union $E$ in $\mathcal{R}$. Since $m$ is nonnegative and additive, Proposition 5.1 gives $m(E) \geq m\left(\bigcup_{k=1}^n E_k\right) = \sum_{k=1}^n m(E_k)$ for every $n$. Passing to the limit, we obtain $m(E) \geq \sum_{k=1}^\infty m(E_k)$. For the reverse inequality, let $\epsilon > 0$ be given. Choose by regularity a compact member $K$ of $\mathcal{R}$ and open members $U_n$ of $\mathcal{R}$ such that $K \subseteq E, U_n \supseteq E_n$ for all $n, m(K) \geq m(E) - \epsilon$, and $m(U_n) \leq m(E_n) + \epsilon/2^n$. Then $K \subseteq \bigcup_{n=1}^\infty U_n$, and the compactness implies that $K \subseteq \bigcup_{n=1}^N U_n$ for some $N$. Hence $m(E) - \epsilon \leq m(K) \leq \sum_{n=1}^N m(U_n) \leq \sum_{n=1}^N (m(E_n) + \epsilon/2^n) \leq \sum_{n=1}^\infty m(E_n) + \epsilon$. Since $\epsilon$ is arbitrary, $m(E) \leq \sum_{n=1}^\infty m(E_n)$, and the proposition follows. $\Box$
The smallest $\sigma$-ring containing the ring $\mathcal{R}$ of elementary sets in $\mathbb{R}^1$ is in fact a $\sigma$-algebra, since $\mathbb{R}^1$ is the countable union of bounded intervals. For Lebesgue measure to be truly useful, it must be extended from $\mathcal{R}$ to this $\sigma$-algebra, whose members are called the **Borel sets** of $\mathbb{R}^1$. Borel sets of $\mathbb{R}^1$ can be fairly complicated. Each open set is a Borel set because it is the countable union of bounded open intervals. Each closed set is a Borel set, being the complement of an open set, and each compact set is a Borel set because compact subsets of $\mathbb{R}^1$ are closed. In addition, any countable set, such as the set $\mathbb{Q}$ of rationals, is a Borel set as the countable union of one-point sets.

The extension is carried out by the general Extension Theorem that will be stated now and will be proved in Section 5. The theorem gives both existence and uniqueness for an extension, but not without an additional hypothesis. The need for an additional hypothesis to ensure uniqueness is closely related to the need to assume some finiteness condition on $\rho$ in Corollary 5.3: even though each member of a decreasing sequence of sets has infinite measure, the intersection of the sets need not have infinite measure. To see what can go wrong for the Extension Theorem, consider the ring $\mathcal{R}'$ of subsets of $\mathbb{R}^1$ consisting of all finite unions of bounded intervals with rational endpoints; the individual intervals may or may not contain their endpoints. If a set function $\mu$ is defined on this ring by assigning to each set the number of elements in the set, then $\mu$ is completely additive. Each interval in $\mathbb{R}^1$ can be obtained as the union of two sets—a countable union of intervals with rational endpoints and a countable intersection of intervals with rational endpoints. It follows that the smallest $\sigma$-ring containing $\mathcal{R}'$ is the $\sigma$-algebra of all Borel sets. The set function $\mu$ can be extended to the Borel sets in more than one way. In fact, each one-point set consisting of a rational must get measure 1, but a one-point set consisting of an irrational can be assigned any measure.

The additional hypothesis for the Extension Theorem is that the given nonnegative completely additive set function $\nu$ on a ring of sets $\mathcal{R}$ be $\sigma$-finite, i.e., that any member of $\mathcal{R}$ be contained in the countable union of members of $\mathcal{R}$ on which $\nu$ is finite. An obvious sufficient condition for $\sigma$-finiteness is that $\nu(E)$ be finite for every set in $\mathcal{R}$. This sufficient condition is satisfied by Lebesgue measure on the elementary sets, and thus the theorem proves that Lebesgue measure extends in a unique fashion to be a measure on the Borel sets.

The condition of $\sigma$-finiteness is less restrictive than a requirement that $X$ be the countable union of sets in $\mathcal{R}$ of finite measure, another condition that is satisfied in the case of Lebesgue measure. The condition of $\sigma$-finiteness on a ring allows for some very large measures when all the sets are in a sense generated by the sets of finite measure. For example, if $\mathcal{R}$ is the ring of finite subsets of an uncountable set and $\nu$ is the counting measure, the $\sigma$-finiteness condition is satisfied. In most areas of mathematics, these very large measures rarely arise.
Theorem 5.5 (Extension Theorem). Let \( \mathcal{R} \) be a ring of subsets of a nonempty set \( X \), and let \( \nu \) be a nonnegative completely additive set function on \( \mathcal{R} \) that is \( \sigma \)-finite on \( \mathcal{R} \). Then \( \nu \) extends uniquely to a measure \( \mu \) on the smallest \( \sigma \)-ring containing \( \mathcal{R} \).

A **measure space** is defined to be a triple \( (X, \mathcal{A}, \mu) \), where \( X \) is a nonempty set, \( \mathcal{A} \) is a \( \sigma \)-algebra of subsets of \( X \), and \( \mu \) is a measure on \( X \). The measure space is **finite** if \( \mu(X) < +\infty \); it is **\( \sigma \)-finite** if \( X \) is the countable union of sets on which \( \mu \) is finite. The real line, together with the \( \sigma \)-algebra of Borel sets and Lebesgue measure, is a \( \sigma \)-finite measure space.

### 2. Measurable Functions

In this section, \( X \) denotes a nonempty set, and \( \mathcal{A} \) is a \( \sigma \)-algebra of subsets of \( X \). The **measurable sets** are the members of \( \mathcal{A} \).

We say that a function \( f : X \to \mathbb{R}^n \) is **measurable** if

1. \( f^{-1}((-\infty, c)) \) is a measurable set for every real number \( c \).

Equivalently the measurability of \( f \) may be defined by any of the following conditions:

2. \( f^{-1}([-\infty, c]) \) is a measurable set for every real number \( c \),
3. \( f^{-1}((c, +\infty]) \) is a measurable set for every real number \( c \),
4. \( f^{-1}([-\infty, c]) \) is a measurable set for every real number \( c \).

In fact, the implications (i) implies (ii), (ii) implies (iii), (iii) implies (iv), and (iv) implies (i) follow from the identities\(^4\)

\[
\begin{align*}
  f^{-1}((-\infty, c]) &= \bigcap_{n=1}^{\infty} f^{-1}((-\infty, c + \frac{1}{n})), \\
  f^{-1}((c, +\infty]) &= (f^{-1}((-\infty, c]))^c, \\
  f^{-1}([c, +\infty]) &= \bigcap_{n=1}^{\infty} f^{-1}([c - \frac{1}{n}, +\infty]), \\
  f^{-1}((-\infty, c)) &= (f^{-1}([c, +\infty]))^c.
\end{align*}
\]

**Examples.**

1. If \( \mathcal{A} = \{\emptyset, X\} \), then only the constant functions are measurable.
2. If \( \mathcal{A} \) consists of all subsets of \( X \), then every function from \( X \) to \( \mathbb{R}^n \) is measurable.

\(^4\)Manipulations with inverse images of sets are discussed in Section A1 of Appendix A.
(3) If \( X = \mathbb{R}^1 \) and \( \mathcal{A} \) consists of the Borel sets of \( \mathbb{R}^1 \), the measurable functions are often called **Borel measurable**. Every continuous function is Borel measurable by (i) because the inverse image of every open set is open. Any function that is 1 on an open or compact set and is 0 off that set is Borel measurable. It is shown in Problem 33 at the end of the chapter that not every Riemann integrable function (when set equal to 0 off some bounded interval) is Borel measurable. However, let us verify that every function that is continuous except at countably many points is Borel measurable. In fact, let \( C \) be the exceptional countable set. The restriction of \( f \) to the metric space \( \mathbb{R} - C \) is continuous, and hence the inverse image in \( \mathbb{R} - C \) of any open set \([-\infty, c)\) is open in \( \mathbb{R} - C \). Hence the inverse image is the countable union of sets \((a, b) - C\), and these are Borel sets. The full inverse image in \( \mathbb{R} \) of \([-\infty, c)\) under \( f \) is the union of a countable set and this subset of \( \mathbb{R} - C \) and hence is a Borel set.

(4) If \( X = \mathbb{R}^1 \) and if \( \mathcal{A} \) consists of the “Lebesgue measurable sets” in a sense to be defined in Section 5, the measurable functions are often called **Lebesgue measurable**. Every Borel measurable function is Lebesgue measurable, and so is every Riemann integrable function (when set equal to 0 off some bounded interval).

The next proposition discusses, among other things, functions \( f^+, f^- \), and \(|f|\) defined by \( f^+(x) = \max\{f(x), 0\} \), \( f^-(x) = -\min\{f(x), 0\} \), and \(|f|(x) = |f(x)|\). Then \( f = f^+ - f^- \) and \(|f| = f^+ + f^- \).

**Proposition 5.6.**

(a) Constant functions are always measurable.
(b) If \( f \) is measurable, then the inverse image of any interval is measurable.
(c) If \( f \) is measurable, then the inverse image of any open set in \( \mathbb{R}^+ \) is measurable.
(d) If \( f \) is measurable, then the functions \( f^+ \), \( f^- \), and \(|f|\) are measurable.

**Proof.** In (a), the inverse image of a set under a constant function is either \( \emptyset \) or \( X \) and in either case is measurable. In (b), the inverse image of an interval is the intersection of two sets of the kind described in (i) through (iv) above and hence is measurable. In (c), any open set in \( \mathbb{R}^+ \) is the countable union of open intervals, and the measurability of the inverse image follows from (b) and the closure of \( \mathcal{A} \) under countable unions. In (d), \((f^+)^{-1}((c, +\infty))\) equals \((f^-)^{-1}((c, +\infty))\) if \( c \geq 0 \) and equals \( X \) if \( c < 0 \). The measurability of \( f^- \) and \(|f|\) are handled similarly. \( \square \)

Next we deal with measurability of sums and products, allowing for values \(+\infty\) and \(-\infty\). Recall from Section 1.1 that multiplication is everywhere defined in \( \mathbb{R}^* \) and that the product in \( \mathbb{R}^* \) of 0 with anything is 0.
Proposition 5.7. Let \( f \) and \( g \) be measurable functions, and let \( a \) be in \( \mathbb{R} \). Then \( af \) and \( fg \) are measurable, and \( f + g \) is measurable provided the sum \( f(x) + g(x) \) is everywhere defined. 

PROOF. For \( f + g \), with \( \mathbb{Q} \) denoting the rationals, 
\[
(f + g)^{-1}(c, +\infty] = \bigcup_{r \in \mathbb{Q}} f^{-1}(c + r, +\infty] \cap g^{-1}(-r, +\infty].
\]
If \( a = 0 \), then \( af = 0 \), and 0 is measurable. If \( a \neq 0 \), then 
\[
(af)^{-1}(c, +\infty] = \begin{cases} f^{-1}(\frac{c}{a}, +\infty] & \text{if } a > 0, \\ f^{-1}(-\infty, \frac{c}{a}) & \text{if } a < 0. \end{cases}
\]
If \( f \) and \( g \) are measurable and are \( \geq 0 \), then 
\[
(fg)^{-1}(c, +\infty] = \begin{cases} \bigcup_{r \in \mathbb{Q}, r > 0} f^{-1}(\frac{c}{r}, +\infty] \cap g^{-1}(r, +\infty] & \text{if } c \geq 0, \\ X & \text{if } c < 0. \end{cases}
\]
Hence \( fg \) is measurable in this special case. In the general case the formula 
\[
fg = f^+g^+ + f^-g^- - f^+g^- - f^-g^+
\]
exhibits \( fg \) as the everywhere-defined sum of measurable functions. \( \square \)

Proposition 5.8. If \( \{f_n\} \) is a sequence of measurable functions, then the functions 
(a) \( \sup_n f_n \), 
(b) \( \inf_n f_n \), 
(c) \( \limsup_n f_n \), 
(d) \( \liminf_n f_n \), 
are all measurable. 

PROOF. For (a) and (b), we have \( (\sup f_n)^{-1}(c, +\infty] = \bigcup_{n=1}^{\infty} f_n^{-1}(c, +\infty] \) and \( (\inf f_n)^{-1}([-\infty, c)) = \bigcap_{n=1}^{\infty} f_n^{-1}(-\infty, c) \). For (c) and (d), we have 
\[
\limsup_n f_n = \inf_n \sup_{k \geq n} f_k 
\]
and \( \liminf_n f_n = \sup_n \inf_{k \geq n} f_k \). \( \square \)

Corollary 5.9. The pointwise maximum and the pointwise minimum of a finite set of measurable functions are both measurable. 

PROOF. These are special cases of (a) and (b) in the proposition. \( \square \)

Corollary 5.10. If \( \{f_n\} \) is a sequence of measurable functions and if \( f(x) = \lim f_n(x) \) exists in \( \mathbb{R}^+ \) at every \( x \), then \( f \) is measurable. 

PROOF. This is the special case of (c) and (d) in the proposition in which 
\[
\limsup_n f_n = \liminf_n f_n.
\] \( \square \)
The above results show that the set of measurable functions is closed under pointwise limits, as well as the arithmetic operations and max and min. Since the measurable functions will be the ones we attempt to integrate, we can hope for good limit theorems from Lebesgue integration, as well as the familiar results about arithmetic operations and ordering properties.

If $E$ is a subset of $X$, the **indicator function** $I_E$ of $E$ is the function that is 1 on $E$ and 0 elsewhere. The set $(I_E)^{-1}(c, +\infty]$ is the union of $E$ or $X$, depending on the value of $c$. Therefore $I_E$ is a measurable function if and only if $E$ is a measurable set.

A **simple function** $s : X \to \mathbb{R}$ is a function $s$ with finite image contained in $\mathbb{R}$. Every simple function $s$ has a unique representation as $s = \sum_{n=1}^{N} c_{n}^{I_{E_{n}}}$, where the $c_{n}$ are distinct real numbers and the $E_{n}$ are disjoint nonempty sets with union $X$. In fact, the set of numbers $c_{n}$ equals the image of $s$, and $E_{n}$ is the set where $s$ takes the value $c_{n}$. This expansion of $s$ will be called the **canonical expansion** of $s$. The set $s^{-1}(c, +\infty]$ is the union of the sets $E_{n}$ such that $c < c_{n}$, and it follows that $s$ is a measurable function if and only if any of the sets $E_{n}$ in the canonical expansion are measurable sets.

**Proposition 5.11.** For any function $f : X \to [0, +\infty]$, there exists a sequence of simple functions $s_{n} \geq 0$ with the property that for each $x$ in $X$, $\{s_{n}(x)\}$ is a monotone increasing sequence in $\mathbb{R}$ with limit $f(x)$ in $\mathbb{R}$. If $f$ is measurable, then the simple functions $s$ may be taken to be measurable.

**Proof.** For $1 \leq n < \infty$ and $1 \leq j \leq n 2^{n}$, let

$$E_{nj} = f^{-1}\left(\left[\frac{j-1}{2^{n}}, \frac{j}{2^{n}}\right]\right), \quad F_{n} = f^{-1}\left[\left(n, +\infty\right]\right), \quad s_{n} = \sum_{j=1}^{n 2^{n}} \frac{j-1}{2^{n}} I_{E_{nj}} + n I_{F_{n}}.$$  

Then $\{s_{n}\}$ has the required properties. \qed

By convention from now on, *simple functions will always be understood to be measurable.*

### 3. Lebesgue Integral

Throughout this section, $(X, \mathcal{A}, \mu)$ denotes a measure space. The measurable sets continue to be those in $\mathcal{A}$. Our objective in this section is to define the Lebesgue

---

5 As noted in Chapter III, indicator functions are called “characteristic functions” by many authors, but the term “characteristic function” has another meaning in probability theory and is best avoided as a substitute for “indicator function” in any context where probability might play a role.
integral. We defer any systematic discussion of properties of the integral to Section 4.

Just as with the Riemann integral, the Lebesgue integral is defined by means of an approximation process. In the case of the Riemann integral, the process is to use upper sums and lower sums, which capture an approximate value of an integral by adding contributions influenced by proximity in the domain of the integrand. The process is qualitatively different for the Lebesgue integral, which captures an approximate value of an integral by adding contributions based on what happens in the image of the integrand.

Let \( s \) be a simple function \( \geq 0 \). By our convention at the end of the previous section, we have incorporated measurability into the definition of simple function. Let \( E \) be a measurable set, and let \( s = \sum_{n=1}^{N} c_n I_{A_n} \) be the canonical expansion of \( s \). We define \( \mathcal{I}_E(s) = \sum_{n=1}^{N} c_n \mu(A_n \cap E) \). This kind of object will be what we use as an approximation in the definition of the Lebesgue integral; the formula shows the sense in which \( \mathcal{I}_E(s) \) is built from the image of the integrand.

If \( f \geq 0 \) is a measurable function and \( E \) is a measurable set, we define the **Lebesgue integral** of \( f \) on the set \( E \) with respect to the measure \( \mu \) to be

\[
\int_E f \, d\mu = \int_E f(x) \, d\mu(x) = \sup_{0 \leq s \leq f, \ s \text{ simple}} \mathcal{I}_E(s).
\]

This is well-defined as a member of \( \mathbb{R}^* \) without restriction as long as \( E \) is a measurable set and the measurable function \( f \) is \( \geq 0 \) everywhere on \( X \). It is evident in this case that \( \int_E f \, d\mu \geq 0 \) and that \( \int_E 0 \, d\mu = 0 \).

For a general measurable function \( f \), not necessarily \( \geq 0 \), the integral may or may not be defined. We write \( f = f^+ - f^- \). The functions \( f^+ \) and \( f^- \) are \( \geq 0 \) and are measurable by Proposition 5.6d, and consequently \( \int_E f^+ \, d\mu \) and \( \int_E f^- \, d\mu \) are well-defined members of \( \mathbb{R}^* \). If \( \int_E f^+ \, d\mu \) and \( \int_E f^- \, d\mu \) are not both infinite, then we define

\[
\int_E f \, d\mu = \int_E f(x) \, d\mu(x) = \int_E f^+ \, d\mu - \int_E f^- \, d\mu.
\]

This definition is consistent with the definition in the special case \( f \geq 0 \), since such an \( f \) has \( f^- = 0 \) and therefore \( \int_E f^- \, d\mu = 0 \). We say that \( f \) is **integrable** if \( \int_E f^+ \, d\mu \) and \( \int_E f^- \, d\mu \) are both finite. In this case the subsets of \( E \) where \( f^+ \) is \( +\infty \) and where \( f^- \) is \( -\infty \) have measure 0. In fact, if \( S \) is the subset of \( E \) where \( f^+ \) is \( +\infty \), then the inequality \( \int_E f^+ \, d\mu \geq \mathcal{I}_E(CI_S) = C\mu(S) \) for every \( C > 0 \) shows that \( \mu(S) \leq C^{-1} \int_E f^+ \, d\mu \) for every \( C \); hence \( \mu(S) = 0 \). A similar argument applies to the set where \( f^- \) is \( +\infty \).

We shall give some examples of integration after showing that the definition of \( \int_E f \, d\mu \) reduces to \( \mathcal{I}_E(f) \) if \( f \) is nonnegative and simple. The first lemma
below will make use of the additivity of \( \mu \), and the second lemma will make use of the fact that \( \mu \) is nonnegative.

**Lemma 5.12.** Let \( s = \sum_{n=1}^{N} c_n I_{A_n} \) be the canonical expansion of a simple function \( \geq 0 \), and let \( s = \sum_{m=1}^{M} d_m I_{B_m} \) be another expansion in which the \( d_m \) are \( \geq 0 \) and the \( B_m \) are disjoint and measurable. Then \( \mathcal{I}_E(s) = \sum_{m=1}^{M} d_m \mu(B_m \cap E) \).

**Proof.** Adjoin the term \( 0 \cdot I_{[\bigcup_m B_m]^{c}} \) to the second expansion, if necessary, to make \( \bigcup_{m=1}^{M} B_m = X \). Without loss of generality, we may assume that no \( B_m \) is empty. Then the fact that the sets \( B_m \) are disjoint and nonempty with union \( X \) implies that the image of \( s \) is \( \{d_1, \ldots, d_M\} \). Thus we can write \( d_m = c_{n(m)} \) for each \( m \). Since \( A_n = s^{-1}([c_n]) \), we see that \( B_m \subseteq A_{n(m)} \). Since the \( B_m \) are disjoint with union \( X \), we obtain

\[
A_k = \bigcup_{\{m \mid n(m) = k\}} B_m
\]
disjointly. The additivity of \( \mu \) gives \( \mu(A_k \cap E) = \sum_{\{m \mid n(m) = k\}} \mu(B_m \cap E) \), and thus \( c_k \mu(A_k \cap E) = \sum_{\{m \mid n(m) = k\}} d_m \mu(B_m \cap E) \). Summing on \( k \), we obtain the conclusion of the lemma. \( \square \)

**Lemma 5.13.** If \( s \) and \( t \) are nonnegative simple functions and if \( t \leq s \) on \( E \), then \( \mathcal{I}_E(t) \leq \mathcal{I}_E(s) \).

**Proof.** If \( s = \sum_{j=1}^{J} c_j I_{A_j} \) and \( t = \sum_{k=1}^{K} d_k I_{B_k} \) are the canonical expansions of \( s \) and \( t \), then \( \bigcup_{j,k} (A_j \cap B_k) = X \) disjointly. Hence we can write

\[
s = \sum_{j,k} c_j I_{A_j \cap B_k} \quad \text{and} \quad t = \sum_{j,k} d_k I_{A_j \cap B_k}.
\]

Lemma 5.12 shows that

\[
\mathcal{I}_E(s) = \sum_{j,k} c_j \mu(A_j \cap B_k \cap E) \quad \text{and} \quad \mathcal{I}_E(t) = \sum_{j,k} d_k \mu(A_j \cap B_k \cap E).
\]

We now have term-by-term inequality: either \( \mu(A_j \cap B_k \cap E) = 0 \) for a term, or \( A_j \cap B_k \cap E \neq \emptyset \) and any \( x \) in \( A_j \cap B_k \cap E \) has \( t(x) \leq s(x) \) and exhibits \( d_k \leq c_j \). \( \square \)

**Proposition 5.14.** If \( s \geq 0 \) is a simple function, then \( \int_E s \, d\mu = \mathcal{I}_E(s) \) for every measurable set \( E \).

**Proof.** If \( t \) is a simple function with \( 0 \leq t \leq s \) everywhere, then Lemma 5.13 gives \( \mathcal{I}_E(t) \leq \mathcal{I}_E(s) \). Hence \( \int_E s \, d\mu = \sup_{0 \leq t \leq s} \mathcal{I}_E(t) \leq \mathcal{I}_E(s) \). On the other hand, we certainly have \( \mathcal{I}_E(s) \leq \sup_{0 \leq t \leq s} \mathcal{I}_E(t) = \int_E s \, d\mu \), and thus \( \int_E s \, d\mu = \mathcal{I}_E(s) \). \( \square \)
EXAMPLES.

1. Let \( A = \{\emptyset, X\} \) and \( \mu(X) = 1 \). Only the constant functions are measurable, and \( \int_X c \, d\mu = 0 \) and \( \int_X c \, d\mu = c \).

2. Let \( X \) be a nonempty countable set, let \( A \) consist of all subsets of \( X \), and let \( \mu \) be defined by nonnegative finite weights \( w_i \) attached to each point \( i \) in \( X \).

3. Let \( (X, A, \mu) \) be the real line \( \mathbb{R}^1 \) with \( A \) consisting of the Borel sets and with \( \mu \) equal to Lebesgue measure \( m \). Recall that real-valued continuous functions on \( \mathbb{R}^1 \) are measurable. For such a function \( f \), the assertion is that

\[
\int_{[a,x)} f \, dm = \int_a^x f(t) \, dt,
\]

the left side being a Lebesgue integral and the right side being a Riemann integral.

Proving this assertion involves using some properties of the Lebesgue integral that will be proved in the next section. We give the argument now before these properties have been established, in order to emphasize the importance of each of these properties: If \( h > 0 \), then

\[
\frac{1}{h} \left[ \int_{[x,x+h)} f \, dm - \int_{[a,x)} f \, dm \right] - f(x) = \frac{1}{h} \int_{[x,x+h)} f \, dm - f(x) = \frac{1}{h} \int_{[x,x+h)} [f - f(x)] \, dm.
\]

The absolute value of the left side is then

\[
\leq \frac{1}{h} \int_{[x,x+h)} |f - f(x)| \, dm \leq \frac{1}{h} \sup_{t \in [x,x+h)} |f(t) - f(x)| \, m([x,x+h)) = \sup_{t \in [x,x+h)} |f(t) - f(x)|,
\]

and the right side tends to 0 as \( h \) decreases to 0, by continuity of \( f \) at \( x \). If \( h < 0 \), then the argument corresponding to the first display is

\[
\frac{1}{h} \left[ \int_{[x,x+h)} f \, dm - \int_{[a,x)} f \, dm \right] - f(x) = -\frac{1}{h} \int_{[x-h,x]} f \, dm - f(x) = \frac{1}{|h|} \int_{[x-|h|,x)} [f - f(x)] \, dm.
\]
The absolute value of the left side is then \( \leq \sup_{t \in [x-|h|, x]} |f(t) - f(x)| \), and this tends to 0 as \( h \) increases to 0, by continuity of \( f \) at \( x \). We conclude that \( \int_{[\mu, \cdot]} f \, d\mu \) is differentiable with derivative \( f \). By the Fundamental Theorem of Calculus for the Riemann integral, together with a corollary of the Mean Value Theorem, \( \int_{(a, \cdot)} f \, d\mu = \int_{a}^{x} f(t) \, dt + c \) for all \( x \) and some constant \( c \). Putting \( x = a \), we see that \( c = 0 \). Therefore the Riemann and Lebesgue integrals coincide for continuous functions on bounded intervals \([a, b]\).

4. Properties of the Integral

In this section, \((X, \mathcal{A}, \mu)\) continues to denote a measure space. Our objective is to establish basic properties of the Lebesgue integral, including properties that indicate how Lebesgue integration interacts with passages to the limit. The properties that we establish will include all remaining properties needed to justify the argument in Example 3 at the end of the previous section.

**Proposition 5.15.** The Lebesgue integral has these four properties:

(a) If \( f \) is a measurable function and \( \mu(E) = 0 \), then \( \int_{E} f \, d\mu = 0 \).

(b) If \( E \) and \( F \) are measurable sets with \( F \subseteq E \) and if \( f \) is a measurable function, then \( \int_{F} f^+ \, d\mu \leq \int_{E} f^+ \, d\mu \) and \( \int_{F} f^- \, d\mu \leq \int_{E} f^- \, d\mu \). Consequently, if \( \int_{E} f \, d\mu \) is defined, then so is \( \int_{F} f \, d\mu \).

(c) If \( c \) is a constant function with its value in \( \mathbb{R}^* \), then \( \int_{E} cf \, d\mu = c \int_{E} f \, d\mu \).

(d) If \( \int_{E} f \, d\mu \) is defined and if \( c \) is in \( \mathbb{R} \), then \( \int_{E} cf \, d\mu \) is defined and \( \int_{E} cf \, d\mu = c \int_{E} f \, d\mu \). If \( f \) is integrable on \( E \), then so is \( cf \).

**Proof.** In (a), it is enough to deal with \( f^+ \) and \( f^- \) separately, and then it is enough to handle \( s \geq 0 \) simple. For such an \( s \), Proposition 5.14 says that the integral equals \( I_{E}(s) \), and the definition shows that this is 0. In (b), Proposition 5.14 makes it clear that the inequalities are valid for any simple function \( \geq 0 \), and then the general case follows by taking the supremum first for \( 0 \leq s \leq f^+ \) and then for \( 0 \leq s \leq f^- \). In (c), if \( 0 \leq c < +\infty \), then \( c \) is simple, and the integral equals \( I_{E}(c) = c \mu(E) \) by Proposition 5.14. If \( c = +\infty \), then the case \( \mu(E) = 0 \) follows from (a) and the case \( \mu(E) > 0 \) is handled by the observations that \( \int_{E} c \, d\mu \leq I_{E}(n) = n \mu(E) \) and that the right side tends to \(+\infty\) as \( n \) tends to \(+\infty\). For \( c \leq 0 \), we have \( \int_{E} c \, d\mu = -\int_{E} (-c) \, d\mu \) by definition, and then the result follows from the previous cases. In (d), we may assume, without loss of generality, that \( f \geq 0 \) and \( c \geq 0 \). Then \( \int_{E} cf \, d\mu = \sup_{0 \leq t \leq f} \int_{E} (ct) = c \sup_{0 \leq t \leq f} \int_{E} (t) = c \int_{E} f \, d\mu \), and (d) is proved. \( \square \)

**Proposition 5.16.** If \( f \) and \( g \) are measurable functions, if their integrals over \( E \) are defined, and if \( f(x) \leq g(x) \) on \( E \), then \( \int_{E} f \, d\mu \leq \int_{E} g \, d\mu \).
Remark. Observe that the inequality \( f(x) \leq g(x) \) is assumed only on \( E \), despite the definitions that take into account values of a function everywhere on \( X \). This “localization” property of the integral is as one wants it to be.

Proof. First suppose that \( f \geq 0 \) and \( g \geq 0 \). If \( s \) is any simple function with \( 0 \leq s \leq f \), define \( r \) to equal \( s \) on \( E \) and to equal 0 off \( E \). Then \( 0 \leq t \leq g \), and Lemma 5.13 gives \( \mathcal{I}_E(s) = \mathcal{I}_E(t) \leq \int_E g \, d\mu \). Hence \( \int_E f \, d\mu \leq \int_E g \, d\mu \) when \( f \geq 0 \) and \( g \geq 0 \).

In the general case the inequality \( f(x) \leq g(x) \) on \( E \) implies that \( f^+(x) \leq g^+(x) \) on \( E \) and \( f^-(x) \geq g^-(x) \) on \( E \). The special case gives \( \int_E f^+ \, d\mu = \int_E g^+ \, d\mu \) and \( \int_E f^- \, d\mu = \int_E g^- \, d\mu \). Subtracting these inequalities, we obtain the desired result.

Corollary 5.17. If \( f \) and \( g \) are measurable functions that are equal on \( E \) and if \( \int_E f \, d\mu \) is defined, then \( \int_E g \, d\mu \) is defined and \( \int_E f \, d\mu = \int_E g \, d\mu \).

Proof. Apply Proposition 5.16 to the following inequalities on \( E \), and then sort out the results: \( f^+ \leq g^+ \), \( f^+ \geq g^+ \), \( f^- \leq g^- \), and \( f^- \geq g^- \).

Corollary 5.18. If \( f \) is a measurable function, then \( f \) is integrable on \( E \) if either

(a) there is a function \( g \) integrable on \( E \) such that \( |f(x)| \leq g(x) \) on \( E \), or

(b) \( \mu(E) \) is finite and there is a real number \( c \) such that \( |f(x)| \leq c \) on \( E \).

Proof. For (a), apply Proposition 5.16 to the inequalities \( f^+ \leq g \) and \( f^- \leq g \) valid on \( E \). For (b), use the formula for \( \int_E c \, d\mu \) in Proposition 5.15c and apply (a).

We turn our attention now to properties that indicate how Lebesgue integration interacts with passages to the limit. These make essential use of the complete additivity of the measure \( \mu \). We shall bring this hypothesis to bear initially through the following theorem.

Theorem 5.19. Let \( f \) be a fixed measurable function, and suppose that \( \int_E f \, d\mu \) is defined. Then the set function \( \rho(E) = \int_E f \, d\mu \) is completely additive.

Proof. We have \( \rho(\emptyset) = 0 \) by Proposition 5.15a, since \( \mu(\emptyset) = 0 \). We shall prove that if \( f \geq 0 \), then \( \rho \) is completely additive. The general case follows from this by applying the result to \( f^+ \) and \( f^- \) separately and by using the fact that \( \int_E f^+ \, d\mu \) and \( \int_E f^- \, d\mu \) are not both infinite. Thus we are to show that if \( E = \bigcup_{n=1}^{\infty} E_n \) disjointly and if \( f \geq 0 \), then \( \rho(E) = \sum_{n=1}^{\infty} \rho(E_n) \).

For simple \( s \geq 0 \) with canonical expansion \( s = \sum_{n=1}^{N} c_n 1_{A_n} \), the identity \( \mathcal{I}_F(s) = \sum_{n=1}^{N} c_n \mu(A_n \cap F) \) and the complete additivity of \( \mu \) show that \( \mathcal{I}_F(s) \) is
a completely additive function of the set \( F \). Thus for \( s \) simple with \( 0 \leq s \leq f \), we have

\[
\mathcal{I}_E(s) = \sum_{n=1}^{\infty} \mathcal{I}_{E_n}(s) \leq \sum_{n=1}^{\infty} \rho(E_n).
\]

Hence

\[
\rho(E) = \sup_{0 \leq s \leq f} \mathcal{I}_E(s) \leq \sum_{n=1}^{\infty} \rho(E_n).
\]

We now prove the reverse inequality. By Proposition 5.15b, \( \rho(E) \geq \rho(E_n) \) for every \( n \), since \( f = f^+ \). Hence if \( \rho(E_n) = +\infty \) for any \( n \), the desired result is proved. Thus assume that \( \rho(E_n) < +\infty \) for all \( n \). Let \( \epsilon > 0 \) be given, and choose simple functions \( t \) and \( u \) that are \( \geq 0 \) and are \( \leq f \) and have

\[
\mathcal{I}_{E_1}(t) \geq \int_{E_1} f \, d\mu - \epsilon \quad \text{and} \quad \mathcal{I}_{E_2}(u) \geq \int_{E_2} f \, d\mu - \epsilon.
\]

Let \( s \) be the pointwise maximum \( s = \max\{t, u\} \). Then \( s \) is simple, and Lemma 5.13 gives \( \mathcal{I}_{E_1}(s) \geq \mathcal{I}_{E_1}(t) \) and \( \mathcal{I}_{E_2}(s) \geq \mathcal{I}_{E_2}(u) \). Consequently

\[
\rho(E_1 \cup E_2) = \int_{E_1 \cup E_2} f \, d\mu \geq \mathcal{I}_{E_1 \cup E_2}(s) = \mathcal{I}_{E_1}(s) + \mathcal{I}_{E_2}(s) \\
\geq \mathcal{I}_{E_1}(t) + \mathcal{I}_{E_2}(u) \geq \int_{E_1} f \, d\mu + \int_{E_2} f \, d\mu - 2\epsilon \\
= \rho(E_1) + \rho(E_2) - 2\epsilon.
\]

Since \( \epsilon \) is arbitrary, \( \rho(E_1 \cup E_2) \geq \rho(E_1) + \rho(E_2) \). By induction, we obtain \( \rho(E_1 \cup \cdots \cup E_n) \geq \rho(E_1) + \cdots + \rho(E_n) \) for every \( n \), and thus \( \rho(E) \geq \rho(E_1) + \cdots + \rho(E_n) \) by another application of Proposition 5.15b. Therefore \( \rho(E) \geq \sum_{n=1}^{\infty} \rho(E_n) \), and the reverse inequality has been proved. \( \square \)

We give five corollaries that are consequences of Corollary 5.17 and Theorem 5.19. The first three make use only of additivity, not of complete additivity.

**Corollary 5.20.** If \( \int_E f \, d\mu \) is defined, then \( \int_X I_E \, f \, d\mu \) is defined and equals \( \int_E f \, d\mu \).

**Proof.** It is sufficient to handle \( f^+ \) and \( f^- \) separately. Then both integrals are defined, and \( \int_E f \, d\mu = \int_E I_E \, f \, d\mu + \int_E 0 \, d\mu = \int_E I_E \, f \, d\mu + \int_{E^c} I_E \, f \, d\mu = \int_X I_E \, f \, d\mu. \) \( \square \)
Corollary 5.21. If \( \int_E f \, d\mu \) is defined, then \( |\int_E f \, d\mu| \leq \int_E |f| \, d\mu \). If \( f \) is integrable on \( E \), so is \( |f| \).

PROOF. Let \( E_1 = E \cap f^{-1}([0, +\infty]) \) and \( E_2 = E \cap f^{-1}([-\infty, 0)) \). Then use of the triangle inequality gives

\[
|\int_E f \, d\mu| = |\int_{E_1} f^+ \, d\mu - \int_{E_2} f^- \, d\mu| \leq \int_{E_1} f^+ \, d\mu + \int_{E_2} f^- \, d\mu = \int_{E_1} |f| \, d\mu + \int_{E_2} |f| \, d\mu = \int_E |f| \, d\mu.
\]

If \( f \) is integrable on \( E \), both \( \int_{E_1} f^+ \, d\mu \) and \( \int_{E_2} f^- \, d\mu \) are finite. Their sum is \( \int_E |f| \, d\mu \). \( \square \)

Corollary 5.22. If \( f \) is a measurable function and \( \mu(E \Delta F) = 0 \), then \( \int_E f \, d\mu = \int_F f \, d\mu \), provided one of the integrals exists.

PROOF. Without loss of generality, we may assume that \( f \geq 0 \). Then both integrals are defined. Since \( E \Delta F = (E - F) \cup (F - E) \), we have \( \mu(E - F) = \mu(F - E) = 0 \). Then Theorem 5.19 and Proposition 5.15a give

\[
\int_E f \, d\mu = \int_{E - F} f \, d\mu + \int_{E \cap F} f \, d\mu = 0 + \int_{E \cap F} f \, d\mu = \int_{E \cap F} f \, d\mu = \int_F f \, d\mu. \quad \square
\]

Corollary 5.23. If \( f \) is a measurable function and if the set \( A = \{ x \mid f(x) \neq 0 \} \) has \( \mu(A) = 0 \), then \( \int_X f \, d\mu = 0 \). Conversely if \( f \) is measurable, is \( \geq 0 \), and has \( \int_X f \, d\mu = 0 \), then \( A = \{ x \mid f(x) \neq 0 \} \) has \( \mu(A) = 0 \).

REMARKS. When a set where some condition fails to hold has measure 0, one sometimes says that the condition holds almost everywhere, or a.e., or at almost every point. If there is any ambiguity about what measure is being referred to, one says “a.e. \( [d\mu] \).” Thus the conclusion in the converse half of the above proposition is that \( f \) is zero a.e. \( [d\mu] \).

PROOF. For the first statement, Corollary 5.20 gives \( \int_X f \, d\mu = \int_X I_A f \, d\mu = \int_A f \, d\mu = 0 \). Conversely let \( A_n = f^{-1}([\frac{1}{n}, +\infty]) \). This is a measurable set. Since \( f \) is \( \geq 0 \), \( A = \bigcup_{n=1}^{\infty} A_n \). Proposition 5.1g and complete additivity of \( \mu \) give \( \mu(A) \leq \sum_{n=1}^{\infty} \mu(A_n) \). If \( \mu(A_n) > 0 \) for some \( n \), then \( \int_X f \, d\mu = \int_{A_n} f \, d\mu + \int_{A \setminus A_n} f \, d\mu \geq \int_{A_n} \frac{1}{n} \, d\mu = \frac{1}{n} \mu(A_n) > 0 \), and we obtain a contradiction. We conclude that \( \mu(A_n) = 0 \) for all \( n \) and hence that \( \mu(A) = 0 \). \( \square \)

Corollary 5.24. If \( f \geq 0 \) is an integrable function on \( X \), then for any \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that \( \int_E f \, d\mu \leq \epsilon \) for every measurable set \( E \) with \( \mu(E) \leq \delta \).
4. Properties of the Integral

Let $\epsilon > 0$ be given. If $N > 0$ is an integer, then the sets $S_N = \{ x \in X \mid f(x) \geq N \}$ form a decreasing sequence whose intersection is $S = \{ x \in X \mid f(x) = +\infty \}$. Since $f$ is integrable, $\mu(S) = 0$ and therefore $\int_S f \, d\mu = 0$. The finiteness of $\int_X f \, d\mu$, together with Corollary 5.3 and the complete additivity of $E \mapsto \int_E f \, d\mu$ given in Theorem 5.19, implies that $\lim_N \int_{S_N} f \, d\mu = 0$. Choose $N$ large enough so that $\int_{S_N} f \, d\mu \leq \epsilon/2$, and then choose $\delta = \epsilon/(2N)$. If $\mu(E) \leq \delta$, then

$$\int_E f \, d\mu = \int_{S_N \cap E} f \, d\mu + \int_{S_N \setminus E} f \, d\mu \leq \int_{S_N} f \, d\mu + \int_{S_N \setminus E} N \, d\mu \leq \epsilon/2 + N \mu(E) \leq \epsilon/2 + \epsilon/2 = \epsilon,$$

and the proof is complete. \qed

In a number of the remaining results in the section, a sequence $\{ f_n \}$ of measurable functions converges pointwise to a function $f$. Corollary 5.10 assures us that $f$ is measurable. Suppose that $\int_E f_n \, d\mu$ exists for each $n$. Is it true that $\int_E f \, d\mu$ exists, is it true that $\lim_n \int_E f_n \, d\mu$ exists, and if both exist, are they equal? Once again we encounter an interchange-of-limits problem, and there is no surprise from the general fact: all three answers can be “no” in particular cases. Examples of the failure of the limit of the integral to equal the integral of the limit are given below. After giving the examples, we shall discuss theorems that give “yes” answers under additional hypotheses.

**Examples.**

1. Let $X$ be the set of positive integers, let $\mathcal{A}$ consist of all subsets of $X$, and let $\mu$ be counting measure. A measurable function $f$ is a sequence $\{ f(k) \}$ with values in $\mathbb{R}^+$. Define a sequence $\{ f_n \}$ of measurable functions for $n \geq 1$ by taking

$$f_n(k) = \begin{cases} 1/n & \text{if } k \leq n, \\ 0 & \text{if } k > n. \end{cases}$$

Then $\int_X f_n \, d\mu = 1$ for all $n$, $\lim_n f_n = 0$ pointwise, and

$$\int_X \lim_n f_n \, d\mu < \lim \int_X f_n \, d\mu.$$

2. Let the measure space be $X = \mathbb{R}^1$ with the Borel sets and Lebesgue measure $m$. Define

$$f_n(x) = \begin{cases} n & \text{for } 0 < x < 1/n, \\ 0 & \text{otherwise.} \end{cases}$$

Then the same phenomenon results, and everything of interest is taking place within $[0, 1]$. So the difficulty in the previous example does not result from the fact that $X$ has infinite measure.
**Theorem 5.25** (Monotone Convergence Theorem). Let $E$ be a measurable set, and suppose that \( \{f_n\} \) is a sequence of measurable functions that satisfy
\[
0 \leq f_1(x) \leq f_2(x) \leq \cdots \leq f_n(x) \leq \cdots
\]
for all $x$. Put $f(x) = \lim_n f_n(x)$, the limit being taken in $\mathbb{R}^*$. Then $\int_E f \, d\mu$ and $\lim_n \int_E f_n \, d\mu$ both exist, and
\[
\int_E f \, d\mu = \lim_{n \to \infty} \int_E f_n \, d\mu.
\]

**Remarks.** This theorem generalizes Corollary 1.14, which is the special case of the Monotone Convergence Theorem in which $X$ is the set of positive integers, every subset is measurable, and $\mu$ is counting measure. In the general setting of the Monotone Convergence Theorem, one of the by-products of the theorem is that we obtain an easier way of dealing with the definition of $\int_E f \, d\mu$ for $f \geq 0$. Instead of using the totality of simple functions between 0 and $f$, we may use a single increasing sequence with pointwise limit $f$, such as the one given by Proposition 5.11. The proof of Proposition 5.26 below will illustrate how we can take advantage of this fact.

**Proof.** Since $f$ is the pointwise limit of measurable functions and is $\geq 0$, $f$ is measurable and $\int_E f \, d\mu$ exists in $\mathbb{R}^*$. Since $\{f_n(x)\}$ is monotone increasing in $n$, the same is true of $\{\int_E f_n \, d\mu\}$. Therefore $\lim_n \int_E f_n \, d\mu$ exists in $\mathbb{R}^*$. Let us call this limit $k$. For each $n$, $\int_E f_n \, d\mu \leq \int_E f \, d\mu$ because $f_n \leq f$. Therefore $k \leq \int_E f \, d\mu$, and the problem is to prove the reverse inequality.

Let $c$ be any real number with $0 < c < 1$, to be regarded as close to 1, and let $s$ be a simple function with $0 \leq s \leq f$. Define
\[
E_n = \{x \in E \mid f_n(x) \geq cs(x)\}.
\]
These sets are measurable, and $E_1 \subseteq E_2 \subseteq E_3 \subseteq \cdots \subseteq E$. Let us see that $E = \bigcup_{n=1}^{\infty} E_n$. If $f(x) = 0$ for a particular $x$ in $E$, then $f_n(x) = 0$ for all $n$ and also $cs(x) = 0$. Thus $x$ is in every $E_n$. If $f(x) > 0$, then the inequality $f(x) \geq s(x)$ forces $f(x) > cs(x)$. Since $f_n(x)$ has increasing limit $f(x)$, $f_n(x)$ must be $> cs(x)$ eventually, and then $x$ is in $E_n$. In either case $x$ is in $\bigcup_{n=1}^{\infty} E_n$.

Thus $E = E_1$.

For every $n$, we have
\[
k \geq \int_E f_n \, d\mu \geq \int_{E_n} f_n \, d\mu \geq \int_{E_n} cs \, d\mu = c \int_{E_n} s \, d\mu.
\]
Since, by Theorem 5.19, the integral is a completely additive set function, Proposition 5.2 shows that $\lim \int_{E_n} s \, d\mu = \int_E s \, d\mu$. Therefore $k \geq c \int_E s \, d\mu$. Since $c$ is arbitrary with $0 < c < 1$, $k \geq \int_E s \, d\mu$. Taking the supremum over $s$ with $0 \leq s \leq f$, we conclude that $k \geq \int_E f \, d\mu$. \qed
Proposition 5.26. If $f$ and $g$ are measurable functions, if their sum $h = f + g$ is everywhere defined, and if $\int_E f \, d\mu + \int_E g \, d\mu$ is defined, then $\int_E h \, d\mu$ is defined and

$$\int_E h \, d\mu = \int_E f \, d\mu + \int_E g \, d\mu.$$

REMARK. It may seem surprising that complete additivity plays a role in the proof of this proposition, since it apparently played no role in the linearity of the Riemann integral. In fact, although complete additivity is used when $f$ and $g$ are unbounded, it can be avoided when $f$ and $g$ are bounded, as will be observed in Problems 42–43 at the end of the chapter. The distinction between the two cases is that the pointwise convergence in Proposition 5.11 is actually uniform if the given function is bounded, whereas it cannot be uniform for an unbounded function because the uniform limit of bounded functions is bounded.

PROOF. The sum $h$ is measurable by Proposition 5.7. For the conclusions about integration, first assume that $f \geq 0$ and $g \geq 0$. In the case of simple functions $s = t + u$ with $t \geq 0$ and $u \geq 0$, we use Proposition 5.14 and Lemma 5.12. The proposition shows that we are to prove that $I_E(s) = I_E(t) + I_E(u)$, and the lemma shows that we can use expansions of $t$ and $u$ into sets on which $t$ and $u$ are both constant and the conclusion about $I_E(s)$ is evident. If $f$ and $g$ are $\geq 0$ and are not necessarily simple, then we can use Proposition 5.11 to find increasing sequences $\{t_n\}$ and $\{u_n\}$ of simple functions $\geq 0$ with limits $f$ and $g$. If $s_n = t_n + u_n$, then $s_n$ is nonnegative simple, and $\{s_n\}$ increases to $h$. For each $n$, we have just proved that $\int_E s_n \, d\mu = \int_E t_n \, d\mu + \int_E u_n \, d\mu$, and therefore $\int_E h \, d\mu = \int_E f \, d\mu + \int_E g \, d\mu$ by the Monotone Convergence Theorem (Theorem 5.25).

The next case is that $f \geq 0$, $g \leq 0$, and $h = f + g \geq 0$. Then $f = h + (-g)$ with $h \geq 0$ and $(-g) \geq 0$, so that $\int_E f \, d\mu = \int_E h \, d\mu + \int_E (-g) \, d\mu$. Hence $\int_E h \, d\mu = \int_E f \, d\mu + \int_E g \, d\mu$, provided the right side is defined.

For a general $h \geq 0$, we decompose $E$ into the disjoint union of three sets, one where $f \geq 0$ and $g \geq 0$, one where $f \geq 0$ and $g < 0$, and one where $f < 0$ and $g \geq 0$. The additivity of the integral as a set function (Theorem 5.19), in combination with the cases that we have already proved, then gives the desired result. Finally for general $h$, we have only to write $h = h^+ - h^-$ and consider $h^+$ and $h^-$ separately. \qed

Corollary 5.27. Let $E$ be a measurable set, and let $\{f_n\}$ be a sequence of measurable functions $\geq 0$. Put $F(x) = \sum_{n=1}^{\infty} f_n(x)$. Then $\int_E F \, d\mu = \sum_{n=1}^{\infty} \int_E f_n \, d\mu$.

PROOF. Apply Proposition 5.26 to the $n^{th}$ partial sum of the series, and then use the Monotone Convergence Theorem (Theorem 5.25). \qed
The next corollary is given partly to illustrate a standard technique for passing
from integration results about indicator functions to integration results about
general functions. This technique is used again and again in measure theory.

**Corollary 5.28.** If \( f \geq 0 \) is a measurable function and if \( v \) is the measure
\( v(E) = \int_E f \, d\mu \), then \( \int_E g \, dv = \int_E g f \, d\mu \) for every measurable function \( g \) for
which at least one side is defined.

**Remarks.** The set function \( v \) is a measure by Theorem 5.19. In the situation
of this corollary, we shall write \( v = f \, d\mu \).

**Proof.** By Corollary 5.20 it is enough to prove that
\[
\int_X g \, dv = \int_X g f \, d\mu.
\]
For \( g = I_E \), (*) is true by hypothesis. Proposition 5.26 shows that (*) extends to
be valid for simple functions \( g \geq 0 \). For general \( g \geq 0 \), Proposition 5.11 produces
an increasing sequence \( \{s_n\} \) of simple functions \( g \geq 0 \) with pointwise limit \( g \). Then
(*) for this \( g \) follows from the result for simple functions in combination with
monotone convergence. For general \( g \), write \( g = g^+ - g^- \), apply (*) for \( g^+ \) and
\( g^- \), and subtract the results using Proposition 5.26.

**Theorem 5.29 (Fatou’s Lemma).** If \( E \) is a measurable set and if \( \{f_n\} \) is a
sequence of nonnegative measurable functions, then
\[
\int_E \liminf_n f_n \, d\mu \leq \liminf_n \int_E f_n \, d\mu.
\]
In particular, if \( f(x) = \lim_n f_n(x) \) exists for all \( x \), then
\[
\int_E f \, d\mu \leq \liminf_n \int_E f_n \, d\mu.
\]

**Remark.** Fatou’s Lemma applies to both examples that precede the Monotone
Convergence Theorem (Theorem 5.25), and strict inequality holds in both cases.

**Proof.** Set \( g_n(x) = \inf_{k \geq n} f_k(x) \). Then \( \lim_n g_n(x) = \liminf_n f_n(x) \), and the
Monotone Convergence Theorem (Theorem 5.25) gives
\[
\int_E \liminf_n f_n \, d\mu = \int_E \lim_n g_n \, d\mu = \lim_n \int_E g_n \, d\mu.
\]
But \( g_n(x) \leq f_n(x) \) pointwise, so that \( \int_E g_n \, d\mu \leq \int_E f_n \, d\mu \) for all \( n \). Thus
\[
\lim \int_E g_n \, d\mu \leq \liminf \int_E f_n \, d\mu,
\]
and the theorem follows.
Theorem 5.30 (Dominated Convergence Theorem). Let \( E \) be a measurable set, and suppose that \( \{ f_n \} \) is a sequence of measurable functions such that for some integrable \( g \), \( |f_n| \leq g \) for all \( n \). If \( f = \lim f_n \) exists pointwise, then \( \lim_n \int_E f_n \, d\mu \) exists, \( f \) is integrable on \( E \), and

\[
\int_E f \, d\mu = \lim_n \int_E f_n \, d\mu.
\]

Proof. The set on which \( g \) is infinite has measure 0, since \( g \) is integrable. If we redefine \( g \), \( f_n \), and \( f \) to be 0 on this set, we change no integrals and we affect the validity of neither the hypotheses nor the conclusion.

By Corollary 5.18, \( f \) is integrable on \( E \), and so is \( f_n \) for every \( n \). Applying Fatou’s Lemma (Theorem 5.29) to \( f_n + g \geq 0 \), we obtain

\[
\int_E (f + g) \, d\mu \leq \liminf \int_E (f_n + g) \, d\mu.
\]

Since \( g \) is integrable and everywhere finite, this inequality becomes

\[
\int_E f \, d\mu \leq \liminf \int_E f_n \, d\mu.
\]

A second application of Fatou’s Lemma, this time to \( g - f_n \geq 0 \), gives

\[
\int_E (g - f) \, d\mu \leq \liminf \int_E (g - f_n) \, d\mu.
\]

Thus

\[
-\int_E f \, d\mu \leq \liminf \int_E (-f_n) \, d\mu
\]

and

\[
\int_E f \, d\mu \geq \limsup \int_E f_n \, d\mu.
\]

Therefore \( \lim \int_E f_n \, d\mu \) exists and has the value asserted. \( \square \)

Corollary 5.31. Let \( E \) be a set of finite measure, let \( c \geq 0 \) be in \( \mathbb{R} \), and suppose that \( \{ f_n \} \) is a sequence of measurable functions such that \( |f_n| \leq c \) for all \( n \). If \( f = \lim f_n \) exists pointwise, then \( \lim \int_E f_n \, d\mu \) exists, \( f \) is integrable on \( E \), and

\[
\int_E f \, d\mu = \lim_n \int_E f_n \, d\mu.
\]

Proof. This is the special case \( g = c \) in Theorem 5.30. \( \square \)

5. Proof of the Extension Theorem

In this section we shall prove the Extension Theorem, Theorem 5.5. After the end of the proof, we shall fill in one further detail left from Section 1—to show
that a measure on a $\sigma$-ring has a canonical extension to a measure on the smallest $\sigma$-algebra containing the given $\sigma$-ring.

Most of this section will concern the proof of the Extension Theorem in the case that $X$ is measurable and $v(X)$ is finite. Thus, until further notice, let us assume that $X$ is a nonempty set, $\mathcal{A}$ is an algebra of subsets of $X$, and $v$ is a nonnegative completely additive set function defined on $\mathcal{A}$ such that $v(X) < +\infty$.

In a way, the intuition for the proof is typical of that for many existence-uniqueness theorems in mathematics: to see how to prove existence, we assume existence and uniqueness outright, see what necessary conditions each of the assumptions puts on the object to be constructed, and then begin the proof.

With the present theorem in the case that $v(X)$ is finite, we shall assign to each subset $E$ of $X$ an upper bound $\mu^*(E)$ and a lower bound $\mu_*(E)$ for the value of the extended measure on the set $E$. If the existence half of the theorem is valid, we must have $\mu_*(E) \leq \mu^*(E)$ for $E$ in the smallest $\sigma$-algebra containing $\mathcal{A}$. In fact, we shall see that this inequality holds for all subsets $E$ of $X$. On the other hand, if $\mu_*(E) < \mu^*(E)$ for some $E$ in the $\sigma$-algebra of interest and if our upper and lower bounds are good estimates, we might expect that there is more than one way to define the extended measure on $E$, in contradiction to uniqueness. That thought suggests trying to prove that $\mu_*(E) = \mu^*(E)$ for the sets of interest. One way of doing so is to try to prove that the class of subsets for which this equality holds is a $\sigma$-algebra containing $\mathcal{A}$, and then the common value of $\mu_*$ and $\mu^*$ is the desired extension.

This procedure in fact works, and the only subtlety is in the definitions of $\mu_*(E)$ and $\mu^*(E)$. We give these definitions after one preliminary lemma that will make $\mu_*$ and $\mu^*$ well defined. For orientation, think of the setting as the unit interval $[0, 1]$, with Lebesgue measure to be extended from the elementary sets to the Borel sets. In this case the families $\mathcal{U}$ and $\mathcal{K}$ in the first lemma contain all the open sets and all the compact sets, respectively, and may be regarded as generalizations of these collections of sets.

**Lemma 5.32.** Let $\mathcal{U}$ be the class of all countable unions of sets in $\mathcal{A}$, and let $\mathcal{K}$ be the class of all countable intersections of sets in $\mathcal{A}$. Then $\mu^*$ and $\mu_*$ are consistently defined on $\mathcal{U}$ and $\mathcal{K}$, respectively, by letting

$$
\mu^*(U) = \lim v(A_n) \quad \text{and} \quad \mu_*(K) = \lim v(C_n)
$$

whenever $\{A_n\}$ is an increasing sequence of sets in $\mathcal{A}$ with union $U$ and $\{C_n\}$ is a decreasing sequence of sets in $\mathcal{A}$ with intersection $K$. Moreover, $\mu^*$ and $\mu_*$ have the following properties:

(a) $\mu^*$ and $\mu_*$ agree with $v$ on sets of $\mathcal{A}$,

(b) $\mu^*(U) \leq \mu^*(V)$ whenever $U$ is in $\mathcal{U}$, $V$ is in $\mathcal{U}$, and $U \subseteq V$. 

Conclusions
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Hence \( \mu^* \) is consistently defined on \( \mathcal{U} \). Similarly if \( \{ D_n \} \) decreases to \( K \), then Corollary 5.3 and Theorem 1.13 give

\[
\nu(X) - \lim_m \nu(C_m) = \nu(X) - \lim_m \left( \lim_n \nu(C_m \cap D_n) \right) = \nu(X) - \lim_n \nu(C_m \cap D_n) = \nu(X) - \lim_n \nu(D_n),
\]

and hence \( \lim_m \nu(C_m) = \lim_n \nu(D_n) \). Thus \( \mu_\nu \) is consistently defined on \( \mathcal{K} \). The set functions \( \mu^* \) and \( \mu_\nu \) are defined on all of \( \mathcal{U} \) and \( \mathcal{K} \) because a set that is a countable union (or intersection) of sets in an algebra is a countable increasing union (or decreasing intersection).

Of the four properties, (a) is clear, and (b) and (c) follow from the inequalities

\[
\mu^*(U) = \sup_{A \subseteq U, A \in \mathcal{A}} \nu(A) = \sup_{A \subseteq V, A \in \mathcal{A}} \nu(A) = \mu^*(V)
\]

and

\[
\mu_\nu(K) = \inf_{A \supseteq K, A \in \mathcal{A}} \nu(A) = \inf_{A \supseteq L, A \in \mathcal{A}} \nu(A) = \mu_\nu(L).
\]

In (d), \( U \) is in \( \mathcal{U} \), since the countable union of countable unions is again a countable union, and (b) shows that \( \lim \mu^*(U_n) \leq \mu^*(U) \). For each \( n \), let \( \{ A_m^{(n)} \} \) be an increasing sequence of sets from \( \mathcal{A} \) with union \( U_n \). Arrange all the \( A_m^{(n)} \) in a sequence, and let \( B_k \) denote the union of the first \( k \) members of the sequence. Then \( \{ B_k \} \) is an increasing sequence with union \( U \). Let \( \epsilon > 0 \) be given, and choose \( M \) large enough so that \( \mu^*(B_M) \geq \mu^*(U) - \epsilon \). Since the sets \( U_n \) increase, since \( B_M \) is a finite union of sets \( A_m^{(n)} \), and since \( A_m^{(n)} \subseteq U_n \), we must have \( \mu^*(U_n) \geq \mu^*(B_M) \) for some \( N \). But then

\[
\lim \mu^*(U_n) \geq \mu^*(U_N) \geq \mu^*(B_M) \geq \mu^*(U) - \epsilon.
\]

Since \( \epsilon \) is arbitrary, \( \lim \mu^*(U_n) \geq \mu^*(U) \).

For each subset \( E \) of \( X \), we define

\[
\mu^*(E) = \inf_{U \supseteq E, U \in \mathcal{U}} \mu^*(U) \quad \text{and} \quad \mu_\nu(E) = \sup_{K \subseteq E, K \in \mathcal{K}} \mu_\nu(K).
\]

Conclusions (b) and (c) of Lemma 5.32 show that the new definitions of \( \mu^* \) and \( \mu_\nu \) are consistent with the old ones. The set functions \( \mu^* \) and \( \mu_\nu \) on arbitrary subsets \( E \) of \( X \) may be called the \textbf{outer measure} and the \textbf{inner measure} associated to \( \nu \).
Lemma 5.33. If $A$ and $B$ are subsets of $X$ with $A \subseteq B$, then $\mu^*(A) \leq \mu^*(B)$ and $\mu_+(A) \leq \mu_+(B)$. In addition,

(a) if $E \subseteq \bigcup_{n=1}^{\infty} E_n$, then $\mu^*(E) \leq \sum_{n=1}^{\infty} \mu^*(E_n)$,
(b) if $F$ and $G$ are disjoint, then $\mu_+(F) + \mu_+(G) \leq \mu_+(F \cup G)$.

Proof. Since $\mu^*(A)$ is an infimum over a larger class of sets than $\mu^*(B)$ is, we have $\mu^*(A) \leq \mu^*(B)$. Similarly $\mu_+(A) \leq \mu_+(B)$.

For (a), let $E \subseteq \bigcup_{n=1}^{\infty} E_n$. In the special case in which $E_n$ is in $\mathcal{U}$ for all $n$, let $\{G_n\}$ be, for fixed $n$ and varying $m$, an increasing sequence of sets in $\mathcal{A}$ with union $E_n$. For any $N$, we then have $\bigcup_{m=1}^{\infty} (F_1^{(1)} \cup \cdots \cup F_m^{(N)}) = E_1 \cup \cdots \cup E_N$. Hence

$$\mu^*(E) \leq \mu^*\left(\bigcup_{n=1}^{\infty} E_n\right) = \lim_{N} \mu^*\left(\bigcup_{n=1}^{N} E_n\right) \quad \text{by Lemma 5.32d}$$

$$= \lim_{N} \mu^*\left(\bigcup_{m=1}^{\infty} (F_1^{(1)} \cup \cdots \cup F_m^{(N)})\right)$$

$$= \lim_{N} \lim_{m} \mu^*\left(v(F_1^{(m)} \cup \cdots \cup F_m^{(N)})\right) \quad \text{by definition of } \mu^* \text{ on } \mathcal{U}$$

$$\leq \lim_{N} \lim_{m} \sum_{n=1}^{N} \mu^*(F_n^{(m)}) \quad \text{by Proposition 5.1f}$$

$$= \lim_{N} \sum_{n=1}^{N} \mu^*(E_n) = \sum_{n=1}^{\infty} \mu^*(E_n).$$

For general subsets $E_n$ of $X$, choose $U_n$ in $\mathcal{U}$ with $U_n \supseteq E_n$ and $\mu^*(U_n) \leq \mu^*(E_n) + \epsilon/2^n$. Then $E \subseteq \bigcup_{n} U_n$, and the special case applied to the $U_n$ shows that $\mu^*(E) \leq \mu^*\left(\bigcup_{n} U_n\right) \leq \sum_{n} \mu^*(U_n) \leq \sum_{n} \mu^*(E_n) + \epsilon$.

Hence $\mu^*(E) \leq \sum_{n} \mu^*(E_n)$, and (a) is proved.

For (b), let $F$ and $G$ be disjoint. In the special case in which $F$ and $G$ are in $\mathcal{K}$, let $\{F_n\}$ and $\{G_n\}$ be decreasing sequences of sets in $\mathcal{A}$ with intersections $F$ and $G$. Then

$$\mu_+(F \cup G) = \lim_n \mu_+(F_n \cup G_n) \quad \text{by definition of } \mu_+ \text{ on } \mathcal{K}$$

$$= \lim_n \left(\mu_+(F_n) + \mu_+(G_n) - \mu_+(F_n \cap G_n)\right) \quad \text{by Proposition 5.1b}$$

$$= \mu_+(F) + \mu_+(G),$$

the last step holding by Corollary 5.3, since $F \cap G$ is empty. For general disjoint
subsets $F$ and $G$ in $X$, choose $K$ and $L$ in $\mathcal{K}$ with $K \subseteq F$, $L \subseteq G$, $\mu_*(K) \geq \mu_*(F) - \epsilon$, and $\mu_*(L) \geq \mu_*(G) - \epsilon$. Then

$$\mu_*(F \cup G) \geq \mu_*(K \cup L) = \mu_*(K) + \mu_*(L) \geq \mu_*(F) + \mu_*(G) - 2\epsilon,$$

the middle step holding by the special case. Hence $\mu_*(F \cup G) \geq \mu_*(F) + \mu_*(G)$, and (b) is proved.

**Lemma 5.34.** For every subset $E$ of $X$, $\mu_*(E) \leq \mu^*(E)$. Equality holds if $E$ is in $\mathcal{U}$ or $\mathcal{K}$.

**Proof:** The proof is in three steps.

First we prove that if $U$ is in $\mathcal{U}$ and $K$ is in $\mathcal{K}$, then $\mu^*(U) \leq \mu_*(U)$ and $\mu^*(K) \leq \mu_*(K)$. In fact, choose $C$ in $\mathcal{A}$ with $C \subseteq U$ and $\mu^*(U) \leq \mu(C) + \epsilon$. Then $\mu^*(U) \leq \mu(C) + \epsilon \leq \mu_*(U) + \epsilon$ by Lemma 5.33 since $C \subseteq U$. Hence $\mu^*(U) \leq \mu_*(U)$. Similarly choose $D$ in $\mathcal{A}$ with $D \supseteq K$ and $\mu_*(K) \geq \mu(D) - \epsilon$. Then $\mu_*(K) \geq \mu(D) - \epsilon \geq \mu^*(K) - \epsilon$, and hence $\mu_*(K) \geq \mu^*(K)$.

Second we prove that if $K$ is in $\mathcal{K}$, then $\mu^*(K) = \mu_*(K)$. In fact, choose $C$ in $\mathcal{A}$ with $C \supseteq K$ and $\mu(C) - \mu_*(K) \leq \epsilon$. Then $C - K$ is in $\mathcal{U}$, and

$$\mu_*(K) \leq \mu(C) \leq \mu^*(C - K) + \mu^*(K) \quad \text{by Lemma 5.33a}$$

$$\leq (\mu_*(C - K) + \mu_*(K)) - \mu_*(K) + \mu^*(K) \quad \text{by the previous step}$$

$$\leq \mu(C) - \mu_*(K) + \mu^*(K) \quad \text{by Lemma 5.33b}$$

$$\leq \mu^*(K) + \epsilon \quad \text{by the choice of } C.$$

Combining this inequality with the previous step, we see that $\mu^*(K) = \mu_*(K)$.

Third we prove that $\mu_*(E) \leq \mu^*(E)$ for every $E$. In fact, find $K$ in $\mathcal{K}$ and $U$ in $\mathcal{U}$ with $K \subseteq E \subseteq U$, $\mu_*(K) \geq \mu_*(E) - \epsilon$, and $\mu^*(U) \leq \mu^*(E) + \epsilon$. Then $\mu_*(E) \leq \mu_*(K) + \epsilon = \mu^*(K) + \epsilon \leq \mu^*(U) + \epsilon \leq \mu^*(E) + 2\epsilon$, and the proof is complete.

Define a subset $E$ of $X$ to be **measurable** for purposes of this section if $\mu_*(E) = \mu^*(E)$, and let $\mathcal{B}$ be the class of measurable subsets of $X$. Lemma 5.34 shows that $\mathcal{U}$ and $\mathcal{K}$ are both contained in $\mathcal{B}$.

**Lemma 5.35.** If $U$ is in $\mathcal{U}$ and $K$ is in $\mathcal{K}$ with $K \subseteq U$, then

$$\mu^*(U - K) = \mu^*(U) - \mu_*(K).$$

If $E$ is measurable, then for any $\epsilon > 0$, there are sets $K$ in $\mathcal{K}$ and $U$ in $\mathcal{U}$ with $K \subseteq E \subseteq U$ and

$$\mu^*(E - K) \leq \mu^*(U - K) \leq \epsilon.$$
PROOF. For the first conclusion, \( U - K \) is in \( \mathcal{U} \) and hence \( \mu^*(U - K) = \mu_*(U - K) = \mu_*(U) - \mu_*(K) = \mu^*(U) - \mu^*(K) \) by Lemma 5.34, Lemma 5.33b, and Lemma 5.34 again.

For the second conclusion choose \( K \) in \( \mathcal{K} \) and \( U \) in \( \mathcal{U} \) with \( K \subseteq E \subseteq U \), \( \mu_*(K) + \frac{1}{2} \geq \mu_*(E) \), and \( \mu^*(E) \geq \mu^*(U) - \frac{1}{2} \). Since \( \mu_*(K) \geq \mu^*(E) \) by the assumed measurability, we see that \( \mu_*(K) + \frac{1}{2} \geq \mu^*(U) - \frac{1}{2} \), hence that \( \mu^*(U) - \mu_*(K) \leq \varepsilon \). The result now follows from Lemma 5.33 and the first conclusion of the present lemma. \( \square \)

**Lemma 5.36.** The class \( \mathcal{B} \) of measurable sets is a \( \sigma \)-algebra containing \( \mathcal{A} \), and the restriction of \( \mu^* \) to \( \mathcal{B} \) is a measure.

PROOF. Certainly \( \mathcal{B} \supseteq \mathcal{A} \). The rest of the proof is in three steps.

First we prove that the intersection of two measurable sets is measurable. In fact, let \( F \) and \( G \) be in \( \mathcal{B} \), and use Lemma 5.35 to choose \( K \subseteq F \) and \( L \subseteq G \) with \( \mu^*(F - K) \leq \varepsilon \) and \( \mu^*(G - L) \leq \varepsilon \). Since \( F \cap G \subseteq (F - K) \cup (K \cap L) \cup (G - L) \),

\[
\mu^*(F \cap G) = \mu^*(F - K) + \mu^*(K \cap L) + \mu^*(G - L) \quad \text{by Lemma 5.33a}
\]

\[
\leq \mu_*(F \cap L) + 2\varepsilon \quad \text{by definition of } K \text{ and } L
\]

\[
= \mu_*(K \cap L) + 2\varepsilon \quad \text{by Lemma 5.34}
\]

\[
\leq \mu_*(F \cap G) + 2\varepsilon \quad \text{since } K \cap L \subseteq F \cap G.
\]

Second we prove that the complement of a measurable set is measurable. Let \( E \) be measurable. By Lemma 5.35 choose \( K \) in \( \mathcal{K} \) and \( U \) in \( \mathcal{U} \) with \( K \subseteq E \subseteq U \) and \( \mu^*(U - K) \leq \varepsilon \). Since \( E^c \subseteq U^c \subseteq K^c \) and \( K^c - U^c = U - K \), we have

\[
\mu^*(E^c) = \mu^*(K^c - U^c) = \mu^*(U^c) \quad \text{since } K \text{ is in } \mathcal{K}
\]

\[
\leq \varepsilon + \mu_*(E^c).
\]

Thus the complement of a measurable set is measurable, and \( \mathcal{B} \) is an algebra of sets.

Third we prove that the countable disjoint union of measurable sets is measurable, and \( \mu^* \) is a measure on \( \mathcal{B} \). In fact, let \( \{E_n\} \) be a sequence of disjoint sets in \( \mathcal{B} \). Application of Lemma 5.33a, Lemma 5.33b, and Lemma 5.34 gives

\[
\mu^* \left( \bigcup_{n=1}^{\infty} E_n \right) \leq \sum_{n=1}^{\infty} \mu^*(E_n) = \sum_{n=1}^{\infty} \mu_*(E_n) = \lim_{N} \sum_{n=1}^{N} \mu_*(E_n)
\]

\[
\leq \lim_{N} \mu_*( \bigcup_{n=1}^{N} E_n ) \leq \mu_*( \bigcup_{n=1}^{\infty} E_n ) \leq \mu^* \left( \bigcup_{n=1}^{\infty} E_n \right).
\]
The end members of this chain of inequalities are equal, and thus equality must hold throughout: \( \mu_s(\bigcup_n E_n) = \mu^*(\bigcup_n E_n) = \sum \mu^*(E_n) \). Consequently \( \bigcup_n E_n \) is measurable, and \( \mu^* \) is completely additive.

**Proof of Theorem 5.5 Under the Special Hypotheses.** We continue to assume that the given ring of subsets of \( X \) is an algebra and that \( \nu(X) \) is finite. Define \( \mathcal{B} \) to be the class of measurable sets in the previous construction. Then Lemma 5.36 shows that \( \mathcal{B} \) is a \( \sigma \)-algebra containing \( \mathcal{A} \). Hence \( \mathcal{B} \) contains the smallest \( \sigma \)-algebra \( \mathcal{C} \) containing \( \mathcal{A} \). Lemma 5.36 shows also that the restriction of \( \mu^* \) to \( \mathcal{C} \) is a measure extending \( \nu \). This proves existence of the extension under the special hypotheses.

For uniqueness, suppose that \( \mu' \) is an extension of \( \nu \) to \( \mathcal{C} \). Proposition 5.2 and Corollary 5.3 show that \( \mu' \) has to agree with \( \mu^* \) on \( \mathcal{U} \) and with \( \mu_o \) on \( K \). If \( K \subseteq E \subseteq U \) with \( K \in \mathcal{K} \) and \( U \in \mathcal{U} \), then we have

\[
\mu_o(K) = \mu'(K) \leq \mu'(E) \leq \mu'(U) = \mu^*(U).
\]

Taking the supremum over \( K \) and the infimum over \( U \) gives \( \mu_o(E) \leq \mu'(E) \leq \mu^*(E) \). Since \( E \) is in \( \mathcal{B} \), \( \mu_o(E) = \mu^*(E) \), and we see that \( \mu'(E) = \mu^*(E) \). Thus \( \mu' \) coincides with the restriction of \( \mu^* \) to \( \mathcal{C} \). This proves uniqueness of the extension under the special hypotheses.

Now we return to the general hypotheses of Theorem 5.5—that \( \mathcal{R} \) is a ring of subsets of \( X \), that \( \nu \) is a nonnegative completely additive set function on \( \mathcal{R} \), and that \( \nu \) is \( \sigma \)-finite—and we shall complete the proof that \( \nu \) extends uniquely to a measure on the smallest \( \sigma \)-ring \( \mathcal{C} \) containing \( \mathcal{R} \).

**Proof of Theorem 5.5 in the General Case.** If \( S \) is an element of \( \mathcal{R} \) with \( \nu(S) \) finite, define \( S \cap \mathcal{R} = \{ S \cap R \mid R \in \mathcal{R} \} \). Then \( (S, S \cap \mathcal{R}, \nu|_{S \cap \mathcal{R}}) \) is a set of data satisfying the special hypotheses of the Extension Theorem considered above. By the special case, if \( \mathcal{C}_S \) denotes the smallest \( \sigma \)-algebra of subsets of \( S \) containing \( S \cap \mathcal{R} \), then \( \nu|_{S \cap \mathcal{R}} \) has a unique extension to a measure \( \mu_S \) on \( \mathcal{C}_S \). The measures \( \mu_S \) have a certain consistency property because of the uniqueness: if \( S' \subseteq S \), then \( \mu_S|_{S' \cap \mathcal{R}} = \mu_{S'} \).

Now let \( \{ S_n \} \) be a sequence of sets in \( \mathcal{R} \) with union \( S \) in \( \mathcal{C} \) and with \( \nu(S_n) \) finite for all \( n \). Possibly replacing each set \( S_n \) by the difference of \( S_n \) and all previous \( S_k \)'s, we may assume that the sequence is disjoint. We define \( \mu_S \) on the \( \sigma \)-algebra \( S \cap \mathcal{C} \) of subsets \( S \) by \( \mu_S(E) = \sum_n \mu_{S_n}(E \cap S_n) \) for \( E \) in \( S \cap \mathcal{C} \). Let us check that \( \mu_S \) is unambiguously defined and is completely additive. If \( \{ T_m \} \) is another sequence of sets in \( \mathcal{R} \) with union \( S \) and with \( \nu(T_m) \) finite for all \( m \), then the corresponding definition of a set function on \( S \cap \mathcal{C} \) is \( \mu'_S(E) = \sum_m \mu_{T_m}(E \cap T_m) \). The consistency property from the previous paragraph gives
us \( \mu_{S_m}(E \cap S_n \cap T_m) = \mu_{T_m}(E \cap S_n \cap T_m) \). Then Corollary 1.15 allows us to write

\[
\mu'_S(E) = \sum_m \mu_{T_m}(E \cap T_m) = \sum_m \sum_n \mu_{T_m}(E \cap S_n \cap T_m)
\]

\[
= \sum_m \sum_n \mu_{S_m}(E \cap S_n \cap T_m) = \sum_n \sum_m \mu_{S_m}(E \cap S_n \cap T_m)
\]

\[
= \sum_n \mu_{S_m}(E \cap S_n) = \mu_S(E),
\]

and we see that \( \mu_S \) is unambiguously defined. To check that \( \mu_S \) is completely additive, let \( F_1, F_2, \ldots \) be a disjoint sequence of sets in \( S \cap \mathcal{C} \) with union \( F \). Then the complete additivity of \( \mu_{S_m} \), in combination with Corollary 1.15, gives

\[
\mu_S(F) = \sum_n \mu_{S_m}(F \cap S_n) = \sum_n \sum_m \mu_{S_m}(F \cap S_n)
\]

\[
= \sum_m \sum_n \mu_{S_m}(F \cap S_n) = \sum_m \mu_S(F_m),
\]

and thus \( \mu_S \) is completely additive.

The measures \( \mu_S \) are consistent on their common domains. To see the consistency, let us see that \( \mu_S \) and \( \mu_T \) agree on subsets of \( S \cap \mathcal{C} \). Let \( S \) be the countable disjoint union of sets \( S_n \) in \( \mathcal{R} \), and let \( T \) be the countable disjoint union of sets \( T_m \) in \( \mathcal{R} \). Then \( S \cap T \) is the countable disjoint union of the sets \( S_n \cap T_m \). If \( E \) is in \( (S \cap T) \cap \mathcal{C} \), then Corollary 1.15 and the consistency property of the set functions \( \mu_R \) for \( R \) in \( \mathcal{R} \) yield

\[
\mu_S(E) = \sum_n \mu_{S_m}(E \cap S_n) = \sum_n \mu_{S_m}(E \cap S_n \cap T)
\]

\[
= \sum_n \sum_m \mu_{S_m}(E \cap S_n \cap T_m) = \sum_n \sum_m \mu_{S_n \cap T_m}(E \cap S_n \cap T_m)
\]

\[
= \sum_m \sum_n \mu_{S_n \cap T_m}(E \cap S_n \cap T_m) = \sum_m \sum_n \mu_{T_m}(E \cap S_n \cap T_m)
\]

\[
= \sum_m \mu_{T_m}(E \cap S \cap T_m) = \sum_m \mu_{T_m}(E \cap T_m) = \mu_T(E).
\]

Hence the measures \( \mu_S \) are consistent on their common domains.

If \( \mathcal{M} \) denotes the set of subsets of \( X \) that are contained in a countable union of members of \( \mathcal{R} \) on which \( \nu \) is finite, then \( \mathcal{M} \) is closed under countable unions and differences and is thus a \( \sigma \)-ring containing \( \mathcal{R} \). It therefore contains \( \mathcal{C} \), and we conclude that every member of \( \mathcal{C} \) is contained in a countable union of members of \( \mathcal{R} \) on which \( \nu \) is finite. It follows that we can define \( \mu \) on all of \( \mathcal{C} \) as follows: if \( E \)
is in \( \mathcal{C} \), then \( E \) is contained in some countable union \( S \) of members of \( \mathcal{R} \) on which \( v \) is finite, and we define \( \mu(E) = \mu_S(E) \). We have seen that the measures \( \mu_S \) are consistently defined, and hence \( \mu(E) \) is well defined. If a countable disjoint union \( E = \bigcup_{n=1}^{\infty} E_n \) of sets in \( \mathcal{C} \) is given, then all the sets in question lie in a single \( S \), and we then have \( \mu(E) = \mu_S(E) = \sum_{n=1}^{\infty} \mu_S(E_n) = \sum_{n=1}^{\infty} \mu(E_n) \). In other words, \( \mu \) is completely additive. This proves existence.

For uniqueness let \( E \) be given in \( \mathcal{C} \), and suppose that \( S \) is a member of \( \mathcal{C} \) containing \( E \) and equal to the countable disjoint union of sets \( S_n \) in \( \mathcal{R} \) with \( v(S_n) \) finite for all \( n \). We have seen that the value of \( \mu(E \cap S) = \mu_S(E \cap S) \) is determined by \( \nu|_{S \cap \mathcal{R}} \), hence by \( \nu \) on \( \mathcal{R} \). By complete additivity of \( \mu \), \( \mu(E) \) is determined by the values of \( \mu(E \cap S_n) \) for all \( n \). Therefore \( \mu \) on \( \mathcal{C} \) is determined by \( \nu \) on \( \mathcal{R} \). This proves uniqueness.

As was promised, we shall now fill in one further detail left from Section 1—to show that a measure on a \( \sigma \)-ring has a canonical extension to a measure on the smallest \( \sigma \)-algebra containing the given \( \sigma \)-ring.

**Proposition 5.37.** Let \( \mathcal{R} \) be a \( \sigma \)-ring of subsets of a nonempty set \( X \), let \( \mathcal{R}_c \) be the set of complements in \( X \) of the members of \( \mathcal{R} \), and let \( \mathcal{A} \) be the smallest \( \sigma \)-algebra containing \( \mathcal{R} \). Then either

(i) \( \mathcal{R} = \mathcal{R}_c = \mathcal{A} \) or
(ii) \( \mathcal{R} \cap \mathcal{R}_c = \emptyset \) and \( \mathcal{A} = \mathcal{R} \cup \mathcal{R}_c \).

In the latter case any measure \( \mu \) on \( \mathcal{R} \) has a canonical extension to a measure \( \mu_1 \) on \( \mathcal{A} \) given by \( \mu_1(E) = \sup \{ \mu(F) \mid F \in \mathcal{R} \text{ and } F \subseteq E \} \) for \( E \) in \( \mathcal{R}_c \).

This canonical extension has the property that any other extension \( \mu_2 \) satisfies \( \mu_2 \geq \mu_1 \).

**Proof.** If \( X \) is in \( \mathcal{R} \), then \( \mathcal{R} \) is closed under complements, since \( \mathcal{R} \) is closed under differences; hence \( \mathcal{R}_c = \mathcal{A} \). If \( X \) is not in \( \mathcal{R} \), then \( \mathcal{R} \cap \mathcal{R}_c = \emptyset \) because any set \( E \) in the intersection has \( E^c \) in the intersection and then also \( X = E \cup E^c \) in the intersection. In this latter case it is plain that \( \mathcal{A} \supseteq \mathcal{R} \cup \mathcal{R}_c \). Thus (ii) will be the only alternative to (i) if it is proved that \( \mathcal{B} = \mathcal{R} \cup \mathcal{R}_c \) is a \( \sigma \)-algebra. Certainly \( \mathcal{B} \) is closed under complements. To see that \( \mathcal{B} \) is closed under countable unions, we may assume, because \( \mathcal{R} \) is a \( \sigma \)-ring, that we are to check the union of countably many sets with at least one in \( \mathcal{R}_c \). Thus let \( \{ E_n \} \) be a sequence of sets in \( \mathcal{R} \), and let \( \{ F_n \} \) be a sequence of sets in \( \mathcal{R}_c \). Then \( E = \bigcup_{n=1}^{\infty} E_n \) is in \( \mathcal{R} \) and \( F = \bigcap_{n=1}^{\infty} F_n \) is in \( \mathcal{R} \), since \( \mathcal{R} \) is a \( \sigma \)-ring. The union of the sets \( E_n \) and \( F_n \) in question is \( E \cup F^c = (F - E)^c \), is exhibited as the complement of the difference of two sets in \( \mathcal{R} \), and is therefore in \( \mathcal{R}_c \). Thus \( \mathcal{A} \) is closed under countable unions and is a \( \sigma \)-algebra.
In the case of (ii), let us see that \( \mu_1 \) is a measure on \( \mathcal{A} \). If we are to check the measure of a disjoint sequence of sets in \( \mathcal{A} \), there is no problem if all the sets are in \( \mathcal{R} \), since \( \mu_1 \big|_\mathcal{R} = \mu \) is completely additive. There cannot be as many as two of the sets in \( \mathcal{R} \), because no two sets \( F_1 \) and \( F_2 \) in \( \mathcal{R} \) are disjoint; in fact, \( F_1 \cap F_2 = (F_1^c \cup F_2^c)^c \) exhibits the intersection as in \( \mathcal{R} \), and the empty set is not a member of \( \mathcal{R} \). Thus we may assume that the disjoint sequence consists of a sequence \( \{E_n\} \) of sets in \( \mathcal{R} \) and a single set \( F \) in \( \mathcal{R} \). If \( E = \bigcup_{n=1}^{\infty} E_n \), then \( \mu_1(E) = \mu(E) = \sum_{n=1}^{\infty} \mu(E_n) = \sum_{n=1}^{\infty} \mu_1(E_n) \). So it is enough to see that \( \mu_1(E \cup F) = \mu(E) + \mu_1(F) \). If \( E' \) is a subset of \( F \) that is in \( \mathcal{R} \), then \( \mu_1(E \cup F) \geq \mu(E \cup E') = \mu(E) + \mu(E') \). Taking the supremum over all such \( E' \) shows that \( \mu_1(E \cup F) \geq \mu(E) + \mu_1(F) \). For the reverse inequality let \( S \) be a member of \( \mathcal{R} \) contained in \( E \cup F \). Then the sets \( E \cap S \) and \( F \cap S = S \cup F^c \) are in \( \mathcal{R} \), and thus \( \mu(S) = \mu(E \cap S) + \mu(F \cap S) \leq \mu(E) + \mu_1(F) \). Taking the supremum over \( S \) gives \( \mu_1(E \cup F) \leq \mu(E) + \mu_1(F) \). Thus \( \mu_1 \) is completely additive.

If \( \mu_2 \) is any other extension, any set \( F \) in \( \mathcal{R} \) has \( \mu_2(F) \geq \mu_2(E) = \mu_1(F) \) for all subsets \( E \) of \( F \) that are in \( \mathcal{R} \). Taking the supremum over \( E \) gives \( \mu_2(F) \geq \mu_1(F) \), and thus \( \mu_2 \geq \mu_1 \) as set functions on \( \mathcal{A} \).

\[ \square \]

6. Completion of a Measure Space

If \((X, \mathcal{A}, \mu)\) is a measure space, we define the completion of this space to be the measure space \((X, \overline{\mathcal{A}}, \overline{\mu})\) defined by

\[
\overline{\mathcal{A}} = \left\{ E \triangle Z \mid E \text{ is in } \mathcal{A} \text{ and } Z \subseteq Z' \text{ for some } Z' \in \mathcal{A} \text{ with } \mu(Z') = 0 \right\},
\]

\[
\overline{\mu}(E \triangle Z) = \mu(E).
\]

It is necessary to verify that the result is in fact a measure space, and we shall carry out this step in the proposition below. In the case of Lebesgue measure \( m \) on the line, when initially defined on the \( \sigma \)-algebra \( \mathcal{A} \) of Borel sets, the sets in \( \sigma \)-algebra \( \overline{\mathcal{A}} \) are said to be Lebesgue measurable.

**Proposition 5.38.** If \((X, \mathcal{A}, \mu)\) is a measure space, then the completion \((X, \overline{\mathcal{A}}, \overline{\mu})\) is a measure space. Specifically

(a) \( \overline{\mathcal{A}} \) is a \( \sigma \)-algebra containing \( \mathcal{A} \),
(b) the set function \( \overline{\mu} \) is unambiguously defined on \( \overline{\mathcal{A}} \), i.e., if \( E_1 \triangle Z_1 = E_2 \triangle Z_2 \) as above, then \( \mu(E_1) = \mu(E_2) \),
(c) \( \overline{\mu} \) is a measure on \( \overline{\mathcal{A}} \), and \( \overline{\mu}(E) = \mu(E) \) for all sets \( E \) in \( \mathcal{A} \).
In addition,

(d) if \( \tilde{\mu} \) is any measure on \( \bar{\mathcal{A}} \) such that \( \tilde{\mu}(E) = \mu(E) \) for all \( E \) in \( \mathcal{A} \), then \( \tilde{\mu} = \mu \) on \( \mathcal{A} \).

(e) if \( \mu(X) < +\infty \) and if for \( E \subseteq X \), \( \mu_s(E) \) and \( \mu^s(E) \) are defined by

\[
\mu_s(E) = \sup_{A \subseteq E, A \in \mathcal{A}} \mu(A) \quad \text{and} \quad \mu^s(E) = \inf_{A \supseteq E, A \in \mathcal{A}} \mu(A),
\]

then \( E \) is in \( \mathcal{A} \) if and only if \( \mu_s(E) = \mu^s(E) \).

**Proof.** For (a), certainly \( \mathcal{A} \subseteq \bar{\mathcal{A}} \) because we can use \( Z = Z' = \emptyset \) in the definition of \( \bar{\mathcal{A}} \). Since \( (E \Delta Z)^c = (E \Delta Z) \Delta X = (E \Delta X) \Delta Z = E^c \Delta Z \), \( \mathcal{A} \) is closed under complements.

To prove closure under countable unions, let us first prove that

\[
\bar{\mathcal{A}} = \left\{ E \cup Z \mid \begin{array}{l}
E \text{ is in } \mathcal{A} \text{ and } Z \subseteq Z' \text{ for some } Z' \in \mathcal{A} \text{ with } \mu(Z') = 0
\end{array} \right\},
\]

Thus let \( E \cup Z \) be given, with \( Z \subseteq Z' \). Then \( E \cup Z = E \cup (Z \Delta (E \cap Z)) \) with \( Z \Delta (E \cap Z) \subseteq Z' \). So \( E \cup Z \) is in \( \bar{\mathcal{A}} \). Conversely if \( E \cup Z \) is in \( \bar{\mathcal{A}} \), we can write \( E \cup Z = (E - Z) \cup ((E \cap Z) - Z) \cup (Z - E) \) with \((E \cap Z) - Z \cup (Z - E) \subseteq Z' \), and then we see that \( E \Delta Z \) is of the form \( E'' \cup Z'' \) with \( E'' \) in \( \mathcal{A} \) and \( Z'' \subseteq Z' \).

Returning to the proof of closure under countable unions, let \( E_n \cup Z_n \) be given in \( \bar{\mathcal{A}} \) with \( Z_n \subseteq Z'_n \) and \( \mu(Z'_n) = 0 \). Then \( \bigcup_n (E_n \cup Z_n) = \left( \bigcup_n E_n \right) \cup \left( \bigcup_n Z_n \right) \) with \( \bigcup_n Z_n \subseteq \bigcup_n Z'_n \) and \( \mu(\bigcup_n Z'_n) = 0 \). In view of (a), \( \mathcal{A} \) is therefore closed under countable unions.

For (b), we take as given that \( E_1 \Delta Z_1 = E_2 \Delta Z_2 \) with \( Z_1 \subseteq Z'_1 \), \( Z_2 \subseteq Z'_2 \), and \( \mu(Z'_1) = \mu(Z'_2) = 0 \). Then \( (E_1 \Delta Z_1) \Delta (Z_1 \Delta Z_2) = \emptyset \) and hence \( E_1 \Delta E_2 = Z_1 \Delta Z_2 \subseteq Z'_1 \cup Z'_2 \). Therefore \( \mu(E_1 \Delta E_2) \leq \mu(E_1 \Delta E_2) \leq \mu(Z'_1 \cup Z'_2) = 0 \) and similarly \( \mu(E_2 \Delta E_1) = 0 \). It follows that \( \mu(E_1) = \mu(E_1 - E_2) + \mu(E_1 \cap E_2) = \mu(E_1 \cap E_2) = \mu(E_2 - E_1) + \mu(E_1 \cap E_2) = \mu(E_2) \), and \( \tilde{\mu} \) is unambiguously defined.

For (c), we see from (e) that \( \mu \) can be defined equivalently by \( \tilde{\mu}(E \cup Z) = \mu(E) \) if \( Z \subseteq Z' \) and \( \mu(Z') = 0 \). If a disjoint sequence \( E_n \cup Z_n \) is given, then we find that \( \tilde{\mu}(\bigcup_n (E_n \cup Z_n)) = \tilde{\mu}\left( \bigcup_n E_n \right) \cup (\bigcup_n Z_n) = \mu(\bigcup_n E_n) = \sum \mu(E_n) = \sum \tilde{\mu}(E_n \cup Z_n) \), and complete additivity is proved. Taking \( Z = \emptyset \) in the definition \( \tilde{\mu}(E \cup Z) = \mu(E) \), we obtain \( \tilde{\mu}(E) = \mu(E) \) for \( E \) in \( \mathcal{A} \).

For (d), we use (a) as the description of the sets in \( \mathcal{A} \). Let \( E \cup Z \) be in \( \bar{\mathcal{A}} \) with \( E \) in \( \mathcal{A} \), \( Z \subseteq Z' \), and \( Z' \) in \( \mathcal{A} \) with \( \mu(Z') = 0 \). Then Proposition 5.1e gives \( \tilde{\mu}(E \cap Z) \leq \tilde{\mu}(Z) = \mu(Z') = 0 \), so that \( \tilde{\mu}(E \cap Z) = \tilde{\mu}(Z) = 0 \).

Meanwhile, Proposition 5.1b gives \( \tilde{\mu}(E \cup Z) = \tilde{\mu}(E \cup Z) = \tilde{\mu}(E) + \tilde{\mu}(Z) \). Hence \( \tilde{\mu}(E \cup Z) = \tilde{\mu}(E) = \mu(E) \).
Thus sequence $a$ of $K$ where

$$\mu_a(E) \leq \mu^*(E)$$

for every subset $E$ of $X$. Let $E = C \cup Z$ be in $\mathcal{A}$ with $C$ in $A$, $Z \subseteq Z'$, and $Z'$ in $A$ with $\mu(Z') = 0$. Then $\mu(C) \leq \mu_a(E) \leq \mu^*(E) \leq \mu(C \cup Z') \leq \mu(C) + \mu(Z') = \mu(C)$. Since the expressions at the ends are equal, we must have equality throughout, and therefore $\mu_a(E) = \mu^*(E)$.

In the converse direction let $\mu_a(E) = \mu^*(E)$. We can find a sequence of sets $A_n \in \mathcal{A}$ contained in $E$ with $\lim \mu(A_n) = \mu_a(E)$, and we may assume without loss of generality that $\{A_n\}$ is an increasing sequence. Similarly we can find a decreasing sequence of sets $B_n \in \mathcal{A}$ containing $E$ with $\lim \mu(B_n) = \mu^*(E)$. Let $A = \bigcup_n A_n$ and $B = \bigcap_n B_n$. When combined with the equality $\mu_a(E) = \mu^*(E)$, Proposition 5.2 and Corollary 5.3 show that $\mu(A) = \mu_a(E) = \mu^*(E) = \mu(B)$. Since $A \subseteq E \subseteq B$, we have $\mu(B - A) = \mu(B) - \mu(A) = 0$ and $E = A \cup (E - A)$ with $E - A \subseteq B - A$ and $\mu(B - A) = 0$. By (s), $E$ is in $\overline{\mathcal{A}}$.

A variant of Proposition 5.38e and its proof identifies the $\sigma$-algebra on which the extended measure is constructed in the proof of the Extension Theorem (Theorem 5.5) in the special case we considered. In the special case of the Extension Theorem, the given ring of sets is an algebra $A$, and $\nu(X)$ is finite. The set function $\nu$ gets extended to a measure $\mu$ on a $\sigma$-algebra $B$ that contains the smallest $\sigma$-algebra $\mathcal{C}$ containing $A$. The sets of $B$ are those for which $\mu_a(E) = \mu^*(E)$, where

$$\mu^*(E) = \inf_{U \supseteq E, U \in \mathcal{U}} \mu^*(U) \quad \text{and} \quad \mu_a(E) = \sup_{K \subseteq E, K \in \mathcal{K}} \mu_a(K),$$

$\mathcal{K}$ and $\mathcal{U}$ having been defined in terms of countable intersections and countable unions, respectively, from $A$. The variant of Proposition 5.38e is that a subset $E$ of $X$ has $\mu_a(E) = \mu^*(E)$ if and only if $E$ is of the form $C \cup Z$ with $C$ in $\mathcal{C}$, $Z \subseteq Z'$, and $Z'$ in $\mathcal{C}$ with $\mu(Z') = 0$. In other words, $(X, \mathcal{B}, \mu)$ is the completion of $(X, \mathcal{C}, \mu)$.

The proof is modeled on the proof of Proposition 5.38e. If $E = C \cup Z$ is a set in $\mathcal{C}$ with $C$ in $\mathcal{C}$, $Z \subseteq Z'$, and $Z'$ in $\mathcal{C}$ with $\mu(Z') = 0$, then $\mu(C) \leq \mu_a(E) \leq \mu^*(E) \leq \mu(C \cup Z') \leq \mu(C) + \mu(Z') = \mu(C)$. We conclude that $\mu_a(E) = \mu^*(E)$.

In the converse direction let $\mu_a(E) = \mu^*(E)$. We can find an increasing sequence of sets $A_n \in \mathcal{K} \subseteq \mathcal{C}$ contained in $E$ with $\lim \mu(A_n) = \mu_a(E)$, and we can find a decreasing sequence of sets $B_n \in \mathcal{U} \subseteq \mathcal{C}$ containing $E$ with $\lim \mu(B_n) = \mu^*(E)$. Let $A = \bigcup_n A_n$ and $B = \bigcap_n B_n$. Arguing as in the proof of Proposition 5.38e, we have $\mu(A) = \mu_a(E) = \mu^*(E) = \mu(B)$, $\mu(B - A) = \mu(B) - \mu(A) = 0$, and $E = A \cup (E - A)$ with $E - A \subseteq B - A$ and $\mu(B - A) = 0$. Thus $E = C \cup Z$ with $C = A$ and $Z = E - A$.

This calculation has the following interesting consequence.
Proposition 5.39. In \( \mathbb{R}^1 \), the Lebesgue measurable sets of measure 0 are exactly the subsets \( E \) of \( \mathbb{R}^1 \) with the following property: for any \( \varepsilon > 0 \), the set \( E \) can be covered by countably many intervals of total length less than \( \varepsilon \).

Proof. Within a bounded interval \([a, b]\), the above remarks apply and show that the Lebesgue measurable sets of measure 0 are the sets \( E \) with \( \mu^*(E) = 0 \), where \( \mu^*(E) = \inf_{U \supseteq E} \mu^*(U) \). The sets \( U \) defining \( \mu^*(E) \) are countable unions of intervals, and the proposition follows for subsets of any bounded interval \([a, b]\).

For general sets \( E \) in \( \mathbb{R}^1 \), if the covering condition holds, then Proposition 5.14 shows that \( E \) has Lebesgue measure 0. Conversely if \( E \) is Lebesgue measurable of measure 0, then \( E \cap [-N, N] \) is a bounded set of measure 0 and can be covered by countably many intervals of arbitrarily small total length. Let us arrange that the total length is \( < 2^{-N} \varepsilon \). Taking the union of these sets of intervals as \( N \) varies, we obtain a cover of \( E \) by countably many intervals of total length less than \( \varepsilon \). \( \square \)

7. Fubini’s Theorem for the Lebesgue Integral

Fubini’s Theorem for the Lebesgue integral concerns the interchange of order of integration of functions of two variables, just as with the Riemann integral in Section III.9. In the case of Euclidean space \( \mathbb{R}^n \), we could have constructed Lebesgue measure in each dimension by a procedure similar to the one we used for \( \mathbb{R}^1 \). Then Fubini’s Theorem relates integration of a function of \( k + l \) variables over a set by either integrating in all variables at once or integrating in the first \( k \) variables first or integrating in the last \( l \) variables first. In the context of more general measure spaces, we need to develop the notion of the product of two measure spaces. This corresponds to knowing \( \mathbb{R}^k \) and \( \mathbb{R}^l \) with their Lebesgue measures and to constructing \( \mathbb{R}^{k+l} \) with its Lebesgue measure.

In the theorem as we shall state it, we are given two measures spaces \((X, \mathcal{A}, \mu)\) and \((Y, \mathcal{B}, \nu)\), and we assume that both \( \mu \) and \( \nu \) are \( \sigma \)-finite. We shall construct a product measure space \((X \times Y, \mathcal{A} \times \mathcal{B}, \mu \times \nu)\), and the formula in question will be

\[
\int_{X \times Y} f \, d(\mu \times \nu) = \int_X \left( \int_Y f(x, y) \, d\nu(y) \right) \, d\mu(x)
\]

\[
= \int_Y \left( \int_X f(x, y) \, d\mu(x) \right) \, d\nu(y).
\]

This formula will be valid for \( f \geq 0 \) measurable with respect to \( \mathcal{A} \times \mathcal{B} \).

The technique of proof will be the standard one indicated in connection with proving Corollary 5.28. We start with indicator functions, extend the result to simple functions by linearity, and pass to the limit by the Monotone Convergence Theorem.
Theorem (Theorem 5.25). It is then apparent that the difficult step is the case that $f$ is an indicator function. In fact, it is not even clear in this special case that the inside integral $\int_X I_E(x, y) \, dv(y)$ is a measurable function of $X$, and this is the step that requires some work.

We begin by describing $\mathcal{A} \times \mathcal{B}$, the $\sigma$-algebra of measurable sets for the product $X \times Y$. Recall from Section A1 of Appendix A that $X \times Y$ is defined as a set of ordered pairs. If $A \subseteq X$ and $B \subseteq Y$, then the set of ordered pairs that constitute $A \times B$ is a subset of $X \times Y$, and we call $A \times B$ a rectangle\(^6\) in $X \times Y$. The sets $A$ and $B$ are called the sides of the rectangle.

**Proposition 5.40.** If $\mathcal{A}$ and $\mathcal{B}$ are algebras of subsets of nonempty sets $X$ and $Y$, then the class $\mathcal{C}$ of all finite disjoint unions of rectangles $A \times B$ with $A$ in $\mathcal{A}$ and $B$ in $\mathcal{B}$ is an algebra of sets in $X \times Y$. In particular, a finite union of rectangles is a finite disjoint union.

**Proof.** The intersection of the rectangles $R_1 = A_1 \times B_1$ and $R_2 = A_2 \times B_2$ is the rectangle $R = (A_1 \cap A_2) \times (B_1 \cap B_2)$ because both $R_1 \cap R_2$ and $R$ coincide with the set $\{(x, y) \in X \times Y \mid x \in A_1, \ y \in A_2, \ x \in B_1, \ y \in B_2\}$. Therefore

$$
\left(\bigcup_{i=1}^{m} (A_i \times B_i)\right) \cap \left(\bigcup_{j=1}^{n} (C_j \times D_j)\right) = \bigcup_{i,j} \{(A_i \cap C_j) \times (B_i \cap D_j)\},
$$

and the right side is a disjoint union if both $\bigcup_{i} (A_i \times B_i)$ and $\bigcup_{j} (C_j \times D_j)$ are disjoint unions. Moreover, the right side is in $\mathcal{C}$ if both unions on the left are in $\mathcal{C}$. Therefore $\mathcal{C}$ is closed under finite intersections.

Certainly $\emptyset$ and $X \times Y$ are in $\mathcal{C}$. The identity

$$(X \times Y) - (A \times B) = (X - A) \times B \cup (X \times (Y - B))$$

exhibits the complement of a rectangle as a disjoint union of rectangles. Since the complement of a disjoint union is the intersection of the complements, $\mathcal{C}$ is closed under complementation. Thus $\mathcal{C}$ is an algebra of sets, and the proof is complete. \hfill \Box

If $\mathcal{A}$ and $\mathcal{B}$ are $\sigma$-algebras in $X$ and $Y$, then we denote the smallest $\sigma$-algebra containing the algebra $\mathcal{C}$ of the above proposition by $\mathcal{A} \times \mathcal{B}$. The set $X \times Y$, together with the $\sigma$-algebra $\mathcal{A} \times \mathcal{B}$, is called a product space. The **measurable sets** of $X \times Y$ are the sets of $\mathcal{A} \times \mathcal{B}$.

---

\(^6\)The word “rectangle” was used with a different meaning in Chapter III, but there will be no possibility of confusion for now. Starting in Chapter VI, both kinds of rectangles will be in play; the ones in Chapter III can then be called “geometric rectangles” and the present ones can be called “abstract rectangles.”
Let \( E \) be any set in \( X \times Y \). The section \( E_x \) of \( E \) determined by \( x \) in \( X \) is defined by
\[
E_x = \{ y \mid (x, y) \text{ is in } E \}.
\]
Similarly the section \( E^y \) determined by \( y \) in \( Y \) is
\[
E^y = \{ x \mid (x, y) \text{ is in } E \}.
\]
The section \( E_x \) is a subset of \( Y \), and the section \( E^y \) is a subset of \( X \).

**Lemma 5.41.** Let \( \{ E_a \} \) be a class of subsets of \( X \times Y \), and let \( x \) be a point of \( X \). Then
(a) \( \left( \bigcup_a E_a \right)_x = \bigcup_a (E_a)_x \),
(b) \( \left( \bigcap_a E_a \right)_x = \bigcap_a (E_a)_x \),
(c) \( (E_a - E_\beta)_x = (E_a)_x - (E_\beta)_x \) and, in particular, \( (E^c_\beta)_x = Y - (E_\beta)_x \).

**Proof.** These facts are special cases of the identities at the end of Section A.1 of Appendix A for inverse images of functions. In this case the function in question is given by \( f(y) = (x, y) \). \( \square \)

**Proposition 5.42.** Let \( A \) and \( B \) be \( \sigma \)-algebras in \( X \) and \( Y \), and let \( E \) be a measurable set in \( X \times Y \). Then every section \( E_x \) is a measurable set in \( Y \), and every section \( E^y \) is a measurable set in \( X \).

**Proof.** We prove the result for sections \( E_x \), the proof for \( E^y \) being completely analogous. Let \( \mathcal{E} \) be the class of all subsets \( E \) of \( X \times Y \) all of whose sections \( E_x \) are in \( B \). Then \( \mathcal{E} \) contains all rectangles with measurable sides, since a section of a rectangle is either the empty set or one of the sides. By Lemma 5.41a, \( \mathcal{E} \) is closed under finite unions. Hence \( \mathcal{E} \) contains the algebra \( \mathcal{C} \) of finite disjoint unions of rectangles with measurable sides. By parts (a) and (c) of Lemma 5.41, \( \mathcal{E} \) is closed under countable unions and complements. It is therefore a \( \sigma \)-algebra containing \( \mathcal{C} \) and thus contains \( A \times B \). \( \square \)

A corollary of Proposition 5.42 is that a rectangle in \( X \times Y \) is measurable if and only if its sides are measurable. The sufficiency follows from the fact that a rectangle with measurable sides is in \( \mathcal{C} \), and the necessity follows from the proposition.

From now on, we shall adhere to the convention that a rectangle is always assumed to be measurable.

We turn to the implementation of the sketch of proof of Fubini’s Theorem given earlier in this section. The basic question will be the equality of the iterated integrals in either order when the integrand is an indicator function. If \( E \) is
a measurable set in $X \times Y$, then we know from Proposition 5.42 that $E_x$ is a measurable subset of $Y$. In order to form the iterated integral
\[
\int_X \left[ \int_Y I_{E}(x, y) \, d\nu(y) \right] \, d\mu(x),
\]
we compute the inside integral as $\nu(E_x)$, and we have to be able to form the outside integral, which is $\int_X \nu(E_x) \, d\mu(x)$. That is, we need to know that $\nu(E_x)$ is a measurable function on $X$. For the iterated integral in the other order, we need to know that $\mu(E^y)$ is measurable on $Y$.

The proof of this measurability is the hard step, since the class of sets $E$ for which $\nu(E_x)$ and $\mu(E^y)$ are both measurable does not appear to be necessarily a $\sigma$-algebra, even when $\mu$ and $\nu$ are finite measures. To deal with this difficulty, we introduce the following terminology: a class of sets is called a **monotone class** if it is closed under countable increasing unions and countable decreasing intersections. It is readily verified that the class of all subsets of a set is a monotone class and that the intersection of any nonempty family of monotone classes is a monotone class; hence there is a smallest monotone class containing any given class of sets.

The proof of the lemma below introduces the notation $\uparrow$ and $\downarrow$ to denote increasing countable union and decreasing countable intersection, respectively.

**Lemma 5.43** (Monotone Class Lemma). The smallest monotone class $\mathcal{M}$ containing an algebra $\mathcal{A}$ of sets is identical to the smallest $\sigma$-algebra $\widetilde{\mathcal{A}}$ containing $\mathcal{A}$.

**Proof.** We have $\mathcal{M} \subseteq \widetilde{\mathcal{A}}$ because $\widetilde{\mathcal{A}}$ is a monotone class containing $\mathcal{A}$. To prove the reverse inclusion, it is sufficient to show that $\mathcal{M}$ is closed under the operations of finite union and complementation, since a countable union can be written as the increasing countable union of finite unions. The proof is in three steps.

First we prove that if $A$ is in $\mathcal{A}$ and $M$ is in $\mathcal{M}$, then $A \cup M$ and $A \cap M$ are in $\mathcal{M}$. For fixed $A$ in $\mathcal{A}$, let $\mathcal{U}_A$ be the class of all sets $M$ in $\mathcal{M}$ such that $A \cup M$ and $A \cap M$ are in $\mathcal{M}$. Then $\mathcal{U}_A \supseteq \mathcal{A}$. If we show that $\mathcal{U}_A$ is a monotone class, then it will follow that $\mathcal{U}_A \supseteq \mathcal{M}$. For this purpose let
\[
U_n \uparrow U \quad \text{and} \quad V_n \downarrow V \quad \text{with} \quad U_n \text{ and } V_n \text{ in } \mathcal{U}_A.
\]
By definition of $\mathcal{U}_A$, the sets $U_n \cup A$, $U_n \cap A$, $V_n \cup A$, and $V_n \cap A$ are in $\mathcal{M}$. But
\[
U_n \cup A \uparrow U \cup A \quad \text{and} \quad U_n \cap A \uparrow U \cap A, \quad \text{and} \quad V_n \cup A \downarrow V \cup A \quad \text{and} \quad V_n \cap A \downarrow V \cap A.
\]
Therefore $U$ and $V$ are in $\mathcal{U}_A$, and $\mathcal{U}_A$ is a monotone class.
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Second we prove that \( \mathcal{M} \) is closed under finite unions. For fixed \( N \) in \( \mathcal{M} \), let \( \mathcal{U}_N \) be the class of all sets \( M \) in \( \mathcal{M} \) such that \( N \cup M \) and \( N \cap M \) are in \( \mathcal{M} \). Then \( \mathcal{U}_N \supseteq \mathcal{A} \) by the previous step. The same argument as in that step shows that \( \mathcal{U}_N \) is a monotone class, and hence \( \mathcal{U}_N = \mathcal{M} \).

Third we prove that \( \mathcal{M} \) is closed under complements. Let \( \mathcal{N} \) be the class of all sets in \( \mathcal{M} \) whose complements are in \( \mathcal{M} \). Then \( \mathcal{N} \supseteq \mathcal{A} \), and it is enough to show that \( \mathcal{N} \) is a monotone class. If

\[
C_n \uparrow C \quad \text{and} \quad D_n \downarrow D \quad \text{with} \quad C_n \text{ and } D_n \text{ in } \mathcal{N},
\]

then \( C \) and \( D \) are in \( \mathcal{M} \) since \( C_n \) and \( D_n \) are in \( \mathcal{M} \). Now

\[
C^c_n \downarrow C^c \quad \text{and} \quad D^c_n \uparrow D^c,
\]

and by definition of \( \mathcal{N} \), \( C^c_n \) and \( D^c_n \) are in \( \mathcal{M} \). Therefore \( C^c \) and \( D^c \) are in \( \mathcal{M} \), and \( C \) and \( D \) must be in \( \mathcal{N} \). That is, \( \mathcal{N} \) is a monotone class. \( \square \)

**Lemma 5.44.** If \((X, \mathcal{A}, \mu)\) and \((Y, \mathcal{B}, \nu)\) are \( \sigma \)-finite measure spaces, then \( \nu(E) \) and \( \mu(E^y) \) are measurable functions for every \( E \) in \( \mathcal{A} \times \mathcal{B} \).

**Proof.** If \( \mu(X) < +\infty \) AND \( \nu(Y) < +\infty \). Let \( \mathcal{M} \) be the class of all sets \( E \) in \( \mathcal{A} \times \mathcal{B} \) for which \( \nu(E_x) \) and \( \mu(E^y) \) are measurable. We shall show that \( \mathcal{M} \) is a monotone class containing the algebra \( \mathcal{C} \) of finite disjoint unions of rectangles. If \( R = A \times B \) is a rectangle, then

\[
\nu(R) = \nu(B) I_A \quad \text{and} \quad \mu(R^y) = \mu(A) I_B,
\]

and so \( R \) is in \( \mathcal{M} \). If \( E \) and \( F \) are disjoint sets in \( \mathcal{M} \), then

\[
\nu((E \cup F)_x) = \nu(E_x \cup F_x) = \nu(E_x) + \nu(F_x)
\]

for each \( x \), and similarly for \( \mu \) for each \( y \). By Proposition 5.7, \( \nu((E \cup F)_x) \) and \( \mu((E \cup F)^y) \) are measurable. Hence \( E \cup F \) is in \( \mathcal{M} \), and \( \mathcal{M} \) contains \( \mathcal{C} \). If \( \{E_n\} \) and \( \{F_n\} \) are increasing and decreasing sequences of sets in \( \mathcal{M} \), then the finiteness and complete additivity of \( \nu \) imply that

\[
\nu\left(\left(\bigcup_n E_n\right)_x\right) = \nu\left(\bigcup_n (E_n)_x\right) = \lim \nu((E_n)_x)
\]

and

\[
\nu\left(\left(\bigcap_n F_n\right)_x\right) = \nu\left(\bigcap_n (F_n)_x\right) = \lim \nu((F_n)_x),
\]

and similarly for \( \mu \). Since the limit of measurable functions is measurable (Corollary 5.10), we conclude that \( \mathcal{M} \) is a monotone class. Therefore \( \mathcal{M} \) contains \( \mathcal{A} \times \mathcal{B} \) by the Monotone Class Lemma (Lemma 5.43). \( \square \)
Proof for $\sigma$-finite $\mu$ and $\nu$. Write $X = \bigcup_{m=1}^{\infty} X_m$ and $Y = \bigcup_{n=1}^{\infty} Y_n$ disjointly, with $\mu(X_m) < +\infty$ and $\nu(Y_n) < +\infty$ for all $m$ and $n$. Define $A_m$ and $B_n$ by

$$A_m = \{ A \cap X_m \mid A \text{ is in } \mathcal{A} \} \quad \text{and} \quad B_n = \{ B \cap Y_n \mid B \text{ is in } \mathcal{B} \},$$

and define $\mu_m$ and $\nu_n$ on $A_m$ and $B_n$ by restriction from $\mu$ and $\nu$. Then the triples $(X_m, A_m, \mu_m)$ and $(Y_n, B_n, \nu_n)$ are finite measure spaces, and the previous case applies. If $E$ is in $A \times \mathcal{B}$, then $E_{mn} = E \cap (X_m \times Y_n)$ is in $A_m \times \mathcal{B}_n$, and so $\nu((E_{mn})_x)$ and $\mu((E_{mn})^y)$ are measurable with respect to $A_m$ and $B_n$, hence with respect to $\mathcal{A}$ and $\mathcal{B}$. Thus

$$\nu(E_x) = \sum_{m,n} \nu((E_{mn})_x) \quad \text{and} \quad \mu(E^y) = \sum_{m,n} \mu((E_{mn})^y)$$

exhibit $\nu(E_x)$ and $\mu(E^y)$ as countable sums of nonnegative measurable functions. They are therefore measurable.

The next proposition simultaneously constructs the product measure and establishes Fubini’s Theorem for indicator functions.

**Proposition 5.45.** Let $(X, \mathcal{A}, \mu)$ and $(Y, \mathcal{B}, \nu)$ be $\sigma$-finite measure spaces. Then there exists a unique measure $\mu \times \nu$ on $\mathcal{A} \times \mathcal{B}$ such that

$$(\mu \times \nu)(A \times B) = \mu(A) \nu(B)$$

for every rectangle $A \times B$. The measure $\mu \times \nu$ is $\sigma$-finite, and

$$(\mu \times \nu)(E) = \int_X \nu(E_x) \, d\mu(x) = \int_Y \mu(E^y) \, d\nu(y)$$

for every set $E$ in $\mathcal{A} \times \mathcal{B}$.

**Proof.** In view of the measurability of $\nu(E_x)$ given in Lemma 5.44, we can define a set function $\rho$ on $\mathcal{A} \times \mathcal{B}$ by

$$\rho(E) = \int_X \nu(E_x) \, d\mu(x).$$

Then $\rho(\emptyset) = 0$, and $\rho$ is nonnegative. On a rectangle $A \times B$, we have

$$\rho(A \times B) = \mu(A) \nu(B) \quad (\ast)$$

since $\nu((A \times B)_x) = \nu(B)_A$. We shall show that $\rho$ is completely additive. If $\{E_n\}$ is a disjoint sequence in $\mathcal{A} \times \mathcal{B}$, then
\[
\rho\left(\bigcup_n E_n\right) = \int_X \nu\left(\left(\bigcup_n E_n\right)_x\right) d\mu(x) \quad \text{by definition of } \rho
\]
\[
= \int_X \nu\left(\bigcup_n (E_n)_x\right) d\mu(x) \quad \text{by Lemma 5.41a}
\]
\[
= \int_X \left[ \sum_n \nu((E_n)_x) \right] d\mu(x) \quad \text{since the sets } (E_n)_x \text{ are disjoint for each fixed } x
\]
\[
= \sum_n \int_X \nu((E_n)_x) d\mu(x) \quad \text{by Corollary 5.27}
\]
\[
= \sum_n \rho(E_n).
\]

Now \(X \times Y = \bigcup_{m,n} (X_m \times Y_n)\). Since \(\rho\) has just been shown to be completely additive and since \(\mu\) and \(\nu\) are \(\sigma\)-finite, (*) shows that \(\rho\) is \(\sigma\)-finite. Also, (*) completely determines \(\rho\) on the algebra \(C\) of finite disjoint unions of rectangles. By the Extension Theorem (Theorem 5.5), \(\rho\) is completely determined on the smallest \(\sigma\)-algebra \(A \times B\) containing \(C\).

Defining \(\sigma(E) = \int_Y \mu(E') d\nu(y)\) and arguing in the same way, we see that \(\sigma\) is a measure on \(A \times B\) agreeing with \(\rho\) on rectangles and determined on \(A \times B\) by its values on rectangles. Thus we have \(\rho = \sigma\) on \(A \times B\), and can define \(\mu \times \nu = \rho = \sigma\) to complete the proof. \(\square\)

**Lemma 5.46.** If \(f\) is a measurable function defined on a product space \(X \times Y\), then for each \(x\) in \(X\), \(y \mapsto f(x, y)\) is a measurable function on \(Y\), and for each \(y\) in \(Y\), \(x \mapsto f(x, y)\) is a measurable function on \(X\).

**Proof.** For each fixed \(x\), the formula
\[
\{ y \mid f(x, y) > c \} = \{ (x, y) \mid f(x, y) > c \}_x
\]
exhibits the set on the left as a section of a measurable set, which must be measurable according to Proposition 5.42. The result for fixed \(y\) is proved similarly. \(\square\)

**Theorem 5.47** (Fubini’s Theorem). Let \((X, \mathcal{A}, \mu)\) and \((Y, \mathcal{B}, \nu)\) be \(\sigma\)-finite measure spaces, and let \((X \times Y, \mathcal{A} \times B, \mu \times \nu)\) be the product measure space. If \(f\) is a nonnegative measurable function on \(X \times Y\), then \(\int_Y f(x, y) d\nu(y)\) and \(\int_X f(x, y) d\mu(x)\) are measurable, and
\[
\int_{X \times Y} f \, d(\mu \times \nu) = \int_X \left[ \int_Y f(x, y) \, d\nu(y) \right] d\mu(x)
\]
\[
= \int_Y \left[ \int_X f(x, y) \, d\mu(x) \right] d\nu(y).
\]
Proof. Lemma 5.46 shows that \( f(x, y) \) is measurable in each variable separately and hence that the inside integrals in the conclusion are well defined. If \( f \) is the indicator function of a measurable subset \( E \) of \( X \times Y \), then the theorem reduces to Proposition 5.45. The result immediately extends to the case of a simple function \( f \geq 0 \).

Now let \( f \) be an arbitrary nonnegative measurable function. Find by Proposition 5.11 an increasing sequence of simple functions \( s_n \geq 0 \) with pointwise limit \( f \). The sequence of functions \( \int_Y s_n(x, y) \, dv(y) \) is an increasing sequence of nonnegative functions, and each is measurable by what we have already shown for simple functions. By the Monotone Convergence Theorem (Theorem 5.25),

\[
\lim_{n} \int_Y s_n(x, y) \, dv(y) = \int_Y \lim_{n} s_n(x, y) \, dv(y) = \int_Y f(x, y) \, dv(y).
\]

Therefore \( \int_Y f(x, y) \, dv(y) \) is the pointwise limit of measurable functions and is measurable. Similarly \( \int_X f(x, y) \, d\mu(x) \) is measurable.

For every \( n \), the result for simple functions gives

\[
\int_{X \times Y} s_n \, d(\mu \times v) = \int_X \left( \int_Y s_n(x, y) \, dv(y) \right) \, d\mu(x).
\]

By a second application of monotone convergence,

\[
\int_{X \times Y} f \, d(\mu \times v) = \lim_{n} \int_{X \times Y} s_n \, d(\mu \times v) = \lim_{n} \int_X \left( \int_Y s_n(x, y) \, dv(y) \right) \, d\mu(x).
\]

By a third application of monotone convergence,

\[
\lim_{n} \int_X \left( \int_Y s_n(x, y) \, dv(y) \right) \, d\mu(x) = \int_X \left( \lim_{n} \int_Y s_n(x, y) \, dv(y) \right) \, d\mu(x).
\]

Putting our results together, we obtain

\[
\int_{X \times Y} f \, d(\mu \times v) = \int_X \left( \int_Y f(x, y) \, dv(y) \right) \, d\mu(x).
\]

The other equality of the conclusion follows by interchanging the roles of \( X \) and \( Y \). \( \square \)

Fubini’s Theorem arises surprisingly often in practice. In some applications the theorem is applied at least in part to prove that an integral with a parameter is finite or is 0 for almost every value of the parameter. Here is a general result concerning integral 0.
Corollary 5.48. Suppose that \((X, \mathcal{A}, \mu)\) and \((Y, \mathcal{B}, \nu)\) are \(\sigma\)-finite measure spaces, and suppose that \(E\) is a measurable subset of \(X \times Y\) such that
\[
\nu\left(\left\{ y \mid (x, y) \in E \right\}\right) = 0
\]
for almost every \(x\) \([d\mu]\). Then \(\mu\left(\left\{ x \mid (x, y) \in E \right\}\right) = 0\) for almost every \(y\) \([d\nu]\).

Remarks. In words, if the \(x\) section of \(E\) has \(\nu\) measure 0 for almost every \(x\) in \(X\), then the \(y\) section of \(E\) has \(\mu\) measure 0 for almost every \(y\) in \(Y\). For example, if one-point sets in \(X\) and \(Y\) have measure 0 and if every \(x\) section of \(E\) is a finite subset of \(Y\), then for almost every \(y\) in \(Y\), the \(y\) section of \(E\) has measure 0 in \(X\).

Proof. Apply Fubini’s Theorem to \(I_E\). The iterated integrals are equal, and the hypothesis makes one of them be 0. Then the other one must be 0, and the conclusion follows.

When one tries to drop the hypothesis in Fubini’s Theorem that the integrand is nonnegative, some finiteness condition is needed, and the result in the form of Theorem 5.47 is often used to establish this finiteness. Specifically suppose that \(f\) is measurable with respect to \(\mathcal{A} \times \mathcal{B}\) but is not necessarily nonnegative. The assumption will be that one of the iterated integrals
\[
\int_X \left[ \int_Y |f(x, y)| \, d\nu(y) \right] \, d\mu(x) \quad \text{and} \quad \int_Y \left[ \int_X |f(x, y)| \, d\mu(x) \right] \, d\nu(y)
\]
is finite. Then the conclusions are that
(a) \(f\) is integrable with respect to \(\mu \times \nu\);
(b) \(\int_Y f(x, y) \, d\nu(y)\) is defined for almost every \(x\) \([d\mu]\); if it is redefined to be 0 on the exceptional set, then it is measurable and is in fact integrable \([d\mu]\);
(c) a similar conclusion is valid for \(\int_X f(x, y) \, d\mu(x)\);
(d) after the redefinitions in (b) and (c), the double integral equals each iterated integral, and the two iterated integrals are equal.

These conclusions follow immediately by applying Fubini’s Theorem to \(f^+\) and \(f^-\) separately and subtracting. The redefinitions in (b) and (c) are what make the subtractions of integrands everywhere defined.

One final remark is in order: The completion of \(\mathcal{A} \times \mathcal{B}\) is not necessarily the same as the product of the completions of \(\mathcal{A}\) and \(\mathcal{B}\), and thus the statement of Fubini’s Theorem requires some modification if completions of measure spaces are to be used. We shall see in the next chapter that Borel sets in Euclidean space behave well under the formation of product spaces, but Lebesgue measurable sets do not. Thus it simplifies matters to stick to integration of Borel-measurable sets in Euclidean space whenever possible.
8. Integration of Complex-Valued and Vector-Valued Functions

Fix a measure space \((X, \mathcal{A}, \mu)\). In this chapter we have worked so far with measurable functions on \(X\) whose values are in \(\mathbb{R}^*\), dividing them into two classes as far as integration is concerned. One class consists of measurable functions with values in \([0, +\infty]\), and we defined the integral of any such function as a member of \([0, +\infty]\). The other class consists of general measurable functions with values in \(\mathbb{R}^*\). The integral in this case can end up being anything in \(\mathbb{R}^*\), and there are some such functions for which the integral is not defined.

It is important in the theory to be able to integrate functions whose values are complex numbers or vectors in \(\mathbb{R}^m\) or \(\mathbb{C}^m\), and it will not be productive to allow the same broad treatment of infinities as was done for general functions with values in \(\mathbb{R}^*\). On the other hand, it is desirable to have the flexibility with nonnegative measurable functions of being able to treat infinite values and infinite integrals in the same way as finite values and finite integrals. In order to have two theories, rather than three, once we pass to vector-valued functions, we shall restrict somewhat the theory we have already developed for general functions with values in \(\mathbb{R}^*\).

Let us label these two theories of integration as the one for scalar-valued nonnegative measurable functions and the one for integrable vector-valued functions. The first of these theories has already been established and needs no change. The second of these theories needs some definitions and comments that in part repeat steps taken with Riemann integration in Sections I.5, III.3, and III.7 and in part are new. In applications of this second theory later, if the term “vector-valued” is not included in a reference to a function either explicitly or by implication, the convention is that the function is scalar-valued.

In the theory for vector-valued functions, we shall be assuming integrability, and the integrability will force the function to have meaningful finite values almost everywhere. Our convention will be that the values are finite everywhere. This will not be a serious restriction for any function that can be considered integrable, since we can redefine such a function on a certain set of measure 0 to be 0, and then the condition will be met without any changes in the values of integrals.

Thus let a function \(f : X \rightarrow \mathbb{C}^m\) be given. Since the function can have its image contained in \(\mathbb{R}^m\), we will be handling \(\mathbb{R}^m\)-valued functions at the same time. Since \(m\) can be 1, we will be handling complex-valued functions at the same time. Since the image can be in \(\mathbb{R}^m\) and \(m\) can be 1, we will at the same time be recasting our theory of real-valued functions whose values are not necessarily nonnegative. We impose the usual Hermitian inner product \((\cdot, \cdot)\) and norm \(|\cdot|\) on \(\mathbb{C}^m\).

The function \(\tilde{f} : X \rightarrow \mathbb{C}^m\) is the composition of \(f\) followed by complex conjugation in each entry of \(\mathbb{C}^m\). We can write \(f = \text{Re} f + i \text{Im} f\), where
\[ \text{Re } f = \frac{1}{2}(f + \bar{f}) \quad \text{and} \quad \text{Im } f = \frac{1}{2i}(f - \bar{f}) \],
and then the functions \( \text{Re } f \) and \( \text{Im } f \) take values in \( \mathbb{R}^m \). Following the convention in Section A7 of Appendix A, let \( \{u_1, \ldots, u_m\} \) be the standard basis of \( \mathbb{R}^m \).

By a basic open set in \( \mathbb{C}^m \), we mean a set that is a product in \( \mathbb{R}^{2m} \) of bounded open intervals in each coordinate. In symbols, such a set is centered at some \( v_0 \in \mathbb{C}^m \), and there are positive numbers \( \xi_j \) and \( \eta_j \) such that the set is

\[ \{ v \in \mathbb{C}^m \mid |(\text{Re}(v - v_0), u_j)| < \xi_j \quad \text{and} \quad |(\text{Im}(v - v_0), u_j)| < \eta_j \quad \text{for} \quad 1 \leq j \leq m \}. \]

We say that \( f : X \to \mathbb{C}^m \) is \textbf{measurable} if the inverse image under \( f \) of each basic open set in \( \mathbb{C}^m \) is measurable, i.e., lies in \( \mathcal{A} \).

\textbf{Lemma 5.49.} A function \( f : X \to \mathbb{C}^m \) is measurable if and only if the inverse image under \( f \) of each open set in \( \mathbb{C}^m \) is in \( \mathcal{A} \).

\textbf{Proof.} If the stated condition holds, then the inverse image of any basic open set is in \( \mathcal{A} \), and hence \( f \) is measurable. Conversely suppose \( f \) is measurable, and let an open set \( U \) in \( \mathbb{C}^m \) be given. Then \( U \) is the union of a sequence of basic open sets \( U_n \), and the measurability of \( f \), in combination with the formula \( f^{-1}(U) = \bigcup_n f^{-1}(U_n) \), shows that \( f^{-1}(U) \) is in \( \mathcal{A} \). \qed

\textbf{Proposition 5.50.} A function \( f : X \to \mathbb{C}^m \) is measurable if and only if \( \text{Re } f \) and \( \text{Im } f \) are measurable.

\textbf{Proof.} In view of Lemma 5.49, we can work with arbitrary open sets in place of basic open sets. If \( U \) and \( V \) are open sets in \( \mathbb{R}^m \), then the product set \( U + iV \) is open in \( \mathbb{C}^m \), and \( f^{-1}(U + iV) = (\text{Re } f)^{-1}(U) \cap (\text{Im } f)^{-1}(V) \). It is immediate that measurability of \( \text{Re } f \) and \( \text{Im } f \) implies measurability of \( f \). Conversely if we specialize this formula to \( V = \mathbb{R}^m \), then we see that measurability of \( f \) implies measurability of \( \text{Re } f \). Similarly if we specialize to \( U = \mathbb{R}^m \), then we see that measurability of \( f \) implies measurability of \( \text{Im } f \). \qed

\textbf{Proposition 5.51.} The following conditions on a function \( f : X \to \mathbb{C}^m \) are equivalent:

\begin{enumerate}
  \item \( f \) is measurable,
  \item \( (f, v) \) is measurable for each \( v \in \mathbb{C}^m \),
  \item \( (f, u_j) \) is measurable for \( 1 \leq j \leq m \).
\end{enumerate}

\textbf{Remarks.} When infinite-dimensional ranges are used in more advanced texts, (a) is summarized by saying that \( f \) is “strongly measurable,” and (b) is summarized by saying that \( f \) is “weakly measurable.”
Proof. Suppose (a) holds. The function in (b) is the composition of \( f \) followed by the continuous function \( \cdot, v \) from \( \mathbb{C}^m \) to \( \mathbb{C} \). The inverse image of an open set in \( \mathbb{C} \) is then open in \( \mathbb{C}^m \), and the inverse image of the latter open set under \( f \) is in \( A \). This proves (b). Condition (b) trivially implies condition (c). If (c) holds, then Proposition 5.50 shows for each standard basis vector \( u_j \) that \( (\text{Re } f, u_j) \) and \( (\text{Im } f, u_j) \) are measurable from \( X \) into \( \mathbb{R} \). Thus the inverse image of any open interval under any of these \( 2m \) functions on \( X \) is in \( A \). The inverse image of a basic open set in \( \mathbb{C}^m \) under \( f \) is the intersection of \( 2m \) such sets in \( A \) and is therefore in \( A \). Hence (a) holds.

Proposition 5.52. Measurability of vector-valued functions has the following properties:

(a) If \( f : X \to \mathbb{C}^m \) and \( g : X \to \mathbb{C}^m \) are measurable, then so is \( f + g \) as a function from \( X \) to \( \mathbb{C}^m \).

(b) If \( f : X \to \mathbb{C}^m \) is measurable and \( c \) is in \( \mathbb{C} \), then \( cf \) is measurable as a function from \( X \) to \( \mathbb{C}^m \).

(c) If \( f : X \to \mathbb{C}^m \) is measurable, then so is \( \bar{f} : X \to \mathbb{C}^m \).

(d) If \( f : X \to \mathbb{C} \) and \( g : X \to \mathbb{C} \) are measurable, then so is \( fg : X \to \mathbb{C} \).

(e) If \( f : X \to \mathbb{C}^m \) is measurable, then \( |f| : X \to [0, +\infty) \) is measurable.

(f) If \( \{f_n\} \) is a sequence of measurable functions from \( X \) into \( \mathbb{C}^m \) converging pointwise to a function \( f : X \to \mathbb{C}^m \), then \( f \) is measurable.

proof. Conclusions (a) through (e) may all be proved in the same way. It will be enough to illustrate the technique with (a). We can write the function \( x \mapsto f(x) + g(x) \) as a composition of \( x \mapsto (f(x), g(x)) \) followed by addition \( (a, b) \mapsto a + b \). Let an open set in \( \mathbb{C}^m \) be given. The inverse image under addition is open in \( \mathbb{C}^m \times \mathbb{C}^m \), since addition is continuous (Proposition 2.28). The inverse image of a product \( U \times V \) of open sets in \( \mathbb{C}^m \times \mathbb{C}^m \) under \( x \mapsto (f(x), g(x)) \) is \( f^{-1}(U) \cap g^{-1}(V) \), which is in \( A \) because \( f \) and \( g \) are measurable, and therefore the inverse image of any open set in \( \mathbb{C}^m \times \mathbb{C}^m \) under \( x \mapsto (f(x), g(x)) \) is in \( A \). This handles (a), and (b) through (e) are similar.

For (f), we apply Proposition 5.50 to \( f \), and then we apply the equivalence of (a) and (c) of Proposition 5.51 for \( \text{Re } f \) and \( \text{Im } f \). In this way the result is reduced to the real-valued scalar case, which is known from Corollary 5.10.

If \( E \) is a measurable subset of \( X \), we say that a function \( f : X \to \mathbb{C} \) is integrable on \( E \) if \( \text{Re } f \) and \( \text{Im } f \) are integrable on \( E \), and in this case we define
\[
\int_E f \, d\mu = \int_E \text{Re } f \, d\mu + i \int_E \text{Im } f \, d\mu.
\]

Proposition 5.53. Let \( E \) be a measurable subset of \( X \). Integrability on \( E \) of functions from \( X \) to \( \mathbb{C} \) has the following properties:
8. Integration of Complex-Valued and Vector-Valued Functions

(a) If $f$ and $g$ are functions from $X$ into $\mathbb{C}$ that are integrable on $E$, then $f + g$ is integrable on $E$, and $\int_X (f + g) \, d\mu = \int_X f \, d\mu + \int_X g \, d\mu$.

(b) If $f$ is a function from $X$ into $\mathbb{C}$ that is integrable on $E$ and if $c$ is in $\mathbb{C}$, then $cf$ is integrable on $E$, and $\int_E cf \, d\mu = c \int_E f \, d\mu$.

(c) If $f$ is a measurable function from $X$ into $\mathbb{C}$ such that $|f|$ is integrable on $E$, then $f$ is integrable on $E$, and $\left| \int_E f(x) \, d\mu(x) \right| \leq \int_E |f(x)| \, d\mu(x)$.

(d) (Dominated convergence) Let $f_n$ be a sequence of measurable functions from $X$ into $\mathbb{C}$ integrable on $E$ and converging pointwise to $f$. If there is a measurable function $g : X \to [0, +\infty]$ that is integrable on $E$ and has $|f_n(x)| \leq g(x)$ for all $x$ in $E$, then $f$ is integrable on $E$, $\lim_n \int_E f_n \, d\mu$ exists in $\mathbb{C}$, and $\lim_n \int_E f_n \, d\mu = \int_E f \, d\mu$.

**Proof.** Conclusion (a) is immediate from the definitions, and so is (b) for real scalars. Taking (a) and (b) into account, we see that (b) holds if it holds for $c = i$. We have $i f = -\text{Im } f + i \text{Re } f$. If $f$ is integrable, then $-\text{Im } f$ and $\text{Re } f$ are integrable, and hence $i f$ is integrable. Then
\[
i \int_E f \, d\mu = i \left( \int_E \text{Re } f \, d\mu + i \int_E \text{Im } f \, d\mu \right)
\]
\[= \int_E (-\text{Im } f) \, d\mu + \int_E (i \text{Re } f) \, d\mu = \int_E i f \, d\mu,
\]
and hence (b) is proved.

In (c), if $f : X \to \mathbb{C}$ is integrable, choose $c$ with $|c| = 1$ such that $c \int_E f \, d\mu$ is real and $\geq 0$. Application of (b) and Proposition 5.16 gives $\left| \int_E f \, d\mu \right| = c \int_E f \, d\mu = \int_E cf \, d\mu = \int_E \text{Re}(cf) \, d\mu \leq \int_E |cf| \, d\mu = \int_E |f| \, d\mu$.

Finally (d) follows by applying the Dominated Convergence Theorem (Theorem 5.30) to $\text{Re } f_n$ and $\text{Im } f_n$ separately and then combining the results.

We turn now to the matter of integrability of vector-valued functions, together with the value of the integral. One way of proceeding is to go back and adapt the theory in Sections 3–4 to work directly with vector-valued functions and approximations by vector-valued simple functions. This approach is useful if at some stage one wants systematically to allow infinite-dimensional vectors as values. Examples of this situation will arise in this book, but there are not enough examples to justify an abstract treatment. One important example arises in the next section with functions of the form $f(x, y)$, which can be regarded as functions of $x$ that take values in a space of functions of $y$.

Thus we use an abstract definition of integrability that is appropriate only to the case of finite-dimensional range. If $E$ is a measurable subset of $X$, we say that a function $f : X \to \mathbb{C}^m$ is integrable on $E$ if the complex-valued functions $(f, u_j)$ are integrable on $E$ for each $u_j$ in the standard basis, and in this case we define $\int_E f \, d\mu = \sum_{j=1}^m \left( \int_E (f, u_j) \, d\mu \right) u_j$. 
Proposition 5.54. Let $E$ be a measurable subset of $X$. Integrability of vector-valued functions on $E$ satisfies the following properties:

(a) If $f$ and $g$ are functions from $X$ into $\mathbb{C}^m$ that are integrable on $E$, then $f + g$ is integrable on $E$, and $\int_X (f + g) \, d\mu = \int_X f \, d\mu + \int_X g \, d\mu$.

(b) If $f$ is a function from $X$ into $\mathbb{C}^m$ that is integrable on $E$, then $cf$ is integrable on $E$, and $\int_E cf \, d\mu = c \int_E f \, d\mu$.

(c) A function $f : X \to \mathbb{C}^m$ is integrable on $E$ if and only if $\text{Re} \ f$ and $\text{Im} \ f$ are integrable on $E$, and then $\int_X f \, d\mu = \int_X \text{Re} \ f \, d\mu + i \int_X \text{Im} \ f \, d\mu$.

(d) If $f$ is a function from $X$ into $\mathbb{C}^m$ that is integrable on $E$ and if $v$ is a member of $\mathbb{C}^n$, then $x \mapsto (f(x), v)$ is integrable on $E$ and $\int_E (f(x), v) \, d\mu(x) = \left( \int_E f(x) \, d\mu(x), v \right)$.

(e) If $f$ is a measurable function from $X$ into $\mathbb{C}^m$ such that $|f|$ is integrable on $E$, then $f$ is integrable on $E$, and $|\int_E f(x) \, d\mu(x)| \leq \int_E |f(x)| \, d\mu(x)$.

(f) (Dominated convergence) Let $f_n$ be a sequence of measurable functions from $X$ into $\mathbb{C}^m$ integrable on $E$ and converging pointwise to $f$. If there is a measurable function $g : X \to [0, +\infty]$ that is integrable on $E$ and has $|f_n(x)| \leq g(x)$ for all $x$ in $E$, then $f$ is integrable on $E$, $\lim_n \int_E f_n \, d\mu$ exists in $\mathbb{C}^m$, and $\lim_n \int_E f_n \, d\mu = \int_E f \, d\mu$.

Proof. All of the relevant questions about measurability are addressed by Propositions 5.50 and 5.52. Conclusions (a), (b), (c), and (f) about integrability are immediate from Proposition 5.53.

For (d), let $v = \sum c_j u_j$ with each $c_j$ in $\mathbb{C}$. Since $f$ is by assumption integrable, $(f, v) = (f, \sum c_j u_j) = \sum_j \bar{c}_j (f, u_j)$ exhibits $(f, v)$ as a linear combination of functions integrable on $E$. Therefore $(f, v)$ is integrable on $E$. To obtain the formula asserted in (d), we first consider $v = u_i$. Then the definition of $\int_E f \, d\mu$ gives $(\int_E f \, d\mu, u_i) = \left( \sum_j (\int_E f \, d\mu) u_j, u_i \right) = \int_E (f, u_i) \, d\mu$. Multiplying by $\bar{c}_i$ and adding, we obtain $(\int_E f \, d\mu, v) = \int_E (f, v) \, d\mu$. This proves (d).

For (e), let $f : X \to \mathbb{C}^m$ be measurable on $X$ with $|f|$ integrable on $E$. The asserted inequality is trivial if $\int_E f \, d\mu = 0$. Otherwise, for every $v$ in $\mathbb{C}^m$,

$$|\left( \int_E f \, d\mu, v \right)| = \left| \int_E (f, v) \, d\mu \right| \quad \text{by (d)}$$

$$\leq \int_E |(f, v)| \, d\mu \quad \text{by Proposition 5.53c}$$

$$\leq |v| \int_E |f| \, d\mu \quad \text{by Proposition 5.16 and the Schwarz inequality.}$$

Taking $v = \int_E f \, d\mu$ gives $|\int_E f \, d\mu|^2 \leq \int_E f \, d\mu \int_E |f| \, d\mu$. Since $\int_E f \, d\mu$ has been assumed nonzero, we can divide by its magnitude, and then (e) follows. $\square$
9. \( L^1, L^2, L^\infty \), and Normed Linear Spaces

Let \((X, \mathcal{A}, \mu)\) be a measure space. In this section we introduce the spaces \(L^1(X)\), \(L^2(X)\), and \(L^\infty(X)\). Roughly speaking, these will be vector spaces of functions on \(X\) with suitable integrability properties. More precisely the actual vector spaces of functions will form pseudometric spaces, and the spaces \(L^1(X)\), \(L^2(X)\), and \(L^\infty(X)\) will be the corresponding metric spaces obtained from the construction of Proposition 2.12. They will all turn out to be vector spaces over \(\mathbb{R}\) or \(\mathbb{C}\). It will matter little whether the scalars for these vector spaces are real or complex. When we need to refer to operations with scalars, we may use the symbol \(\mathbb{F}\) to denote \(\mathbb{R}\) or \(\mathbb{C}\), and we call \(\mathbb{F}\) the field of scalars. We shall make explicit mention of \(\mathbb{R}\) or \(\mathbb{C}\) in any situation in which it is necessary to insist on a particular one of \(\mathbb{R}\) or \(\mathbb{C}\).

The three spaces we will construct will all be obtained by introducing “pseudonorms” in vector spaces of measurable functions. A pseudonorm on a vector space \(V\) is a function \(\| \cdot \|\) from \(V\) to \([0, +\infty)\) such that\(^7\)

\[
\begin{align*}
(i) &\quad \|x\| \geq 0 \text{ for all } x \in V, \\
(ii) &\quad \|cx\| = |c|\|x\| \text{ for all scalars } c \text{ and all } x \in V, \\
(iii) &\quad \text{(triangle inequality)} \quad \|x + y\| \leq \|x\| + \|y\| \text{ for all } x \text{ and } y \in V.
\end{align*}
\]

We encountered pseudonorms earlier in connection with pseudo inner-product spaces; in Proposition 2.3 we saw how to form a pseudonorm from a pseudo inner product. However, only the pseudonorm for \(L^2(X)\) arises from a pseudo inner product in the construction of \(L^1, L^2, \text{ and } L^\infty\).

The definitions of the pseudonorms in these three instances are

\[
\begin{align*}
\|f\|_1 &= \int_X |f| \, d\mu \quad \text{for } L^1(X), \\
\|f\|_2 &= (\int_X |f|^2 \, d\mu)^{1/2} \quad \text{for } L^2(X), \\
\|f\|_\infty &= \text{“essential supremum” of } f \quad \text{for } L^\infty(X).
\end{align*}
\]

Once we have defined “essential supremum,” all the above expressions are meaningful for any measurable function \(f\) from \(X\) to the scalars, and the vector space \(V\) in each of the cases is the space of all measurable functions from \(X\) to the scalars such that the indicated pseudonorm is finite. In other words, \(V\) consists of the integrable functions on \(X\) in the case of \(L^1(X)\), the square-integrable functions on \(X\) in the case of \(L^2(X)\), and the “essentially bounded” functions on \(X\) in the case of \(L^\infty(X)\).

We need to check that \(\| \cdot \|_1, \| \cdot \|_2, \text{ and } \| \cdot \|_\infty\) are indeed pseudonorms and that the spaces \(V\) are vector spaces in each case.

\(^7\)The word “seminorm” is a second name for a function with these properties and is generally used in the context of a family of such functions. We shall not use the word “seminorm” in this text.
For $L^1(X)$, properties (i) and (ii) are immediate from the definition. For (iii), we have $|f(x) + g(x)| \leq |f(x)| + |g(x)|$ for all $x$ and therefore $\|f + g\|_1 = \int_X |f + g| \, d\mu \leq \int_X |f| \, d\mu + \int_X |g| \, d\mu = \|f\|_1 + \|g\|_1$.

For $L^2(X)$, let $V$ be the space of all square-integrable functions on $X$. The space $V$ is certainly closed under scalar multiplication; let us see that it is closed under addition. If $f$ and $g$ are in $V$, then we have

\[(|f(x)| + |g(x)|)^2 \leq (\max\{|f(x)|, |g(x)|\} + \max\{|f(x)|, |g(x)|\})^2 \leq 4 \max\{|f(x)|^2, |g(x)|^2\} \leq 4|f(x)|^2 + 4|g(x)|^2\]

for every $x$ in $X$. Integrating over $X$, we see that $f + g$ is in $V$ if $f$ and $g$ are in $V$. Also, the left side is $\geq 4|f(x)||g(x)|$, and it follows that $f \overline{g}$ is integrable whenever $f$ and $g$ are in $V$. Then the definition $(f, g)_2 = \int_X f \overline{g} \, d\mu$ makes $V$ into a pseudo inner product-space in the sense of Section II.1. Hence Proposition 2.3 shows that the function $\| \cdot \|_2$ with $\|f\|_2 = (f, f)^{1/2}$ is a pseudonorm on $V$.

For $L^\infty(X)$, we say that $f$ is essentially bounded if there is a real number $M$ such that $|f(x)| \leq M$ almost everywhere $[d\mu]$. Let us call such an $M$ an essential bound for $|f|$. When $f$ is essentially bounded, we define $\|f\|_\infty$ to be the infimum of all essential bounds for $|f|$. This infimum is itself an essential bound, since the countable union of sets of measure 0 is of measure 0. The infimum of the essential bounds is called the essential supremum of $|f|$. Certainly $\| \cdot \|_\infty$ satisfies (i) and (ii). If $|f|$ is bounded a.e. by $M$ and if $|g|$ is bounded a.e. by $N$, then $|f + g|$ is bounded everywhere by $|f| + |g|$, which is bounded a.e. by $M + N$. It follows that $f + g$ is essentially bounded and $\|f + g\|_\infty \leq \|f\|_\infty + \|g\|_\infty$. So (iii) holds for $\| \cdot \|_\infty$.

A real or complex vector space with a pseudonorm is a pseudo normed linear space. Such a space $V$ becomes a pseudometric space by the definition $d(f, g) = \|f - g\|$, according to the proof of Proposition 2.3. Proposition 2.12 shows that if we define two members $f$ and $g$ of $V$ to be equivalent whenever $d(f, g) = 0$, then the result is an equivalent relation and the function $d$ descends to a well-defined metric on the set of equivalence classes. If we take into account the vector space structure on $V$, then we can see that the operations of addition and scalar multiplication descend to the set of equivalence classes, and the set of equivalence classes is then also a vector space. The argument for addition is that if $d(f_1, f_2) = 0$ and $d(g_1, g_2) = 0$, then $d(f_1 + g_1, f_2 + g_2) = 0$ because

\[
d(f_1 + g_1, f_2 + g_2) = \|(f_1 + g_1) - (f_2 + g_2)\| = \|(f_1 - f_2) + (g_1 - g_2)\| \\
\leq \|f_1 - f_2\| + \|g_1 - g_2\| = d(f_1, f_2) + d(g_1, g_2) = 0.
\]

The argument for scalar multiplication is similar, and one readily checks that the space of equivalence classes is a vector space.
This construction is to be applied to the spaces $V$ we formed in connection with integrability, square integrability, and essential boundedness. The spaces of equivalence classes in the respective cases are called $L^1(X)$, $L^2(X)$, and $L^\infty(X)$. These spaces of equivalence classes are pseudo normed linear spaces with the additional property that $\|f\| = 0$ only for the 0 element of the vector space. If there is any possibility of confusion, we may write $L^1(\mu)$ or $L^1(X, \mu)$ or $L^1(X, A, \mu)$ in place of $L^1(X)$, and similarly for $L^2$ and $L^\infty$.

A pseudo normed linear space is called a **normed linear space** if $\|f\| = 0$ implies $f$ is the 0 element of the vector space. Thus $L^1(X)$, $L^2(X)$, and $L^\infty(X)$ are normed linear spaces.

In practice, in order to avoid clumsiness, one sometimes relaxes the terminology and works with the members of $L^1(X)$, $L^2(X)$, and $L^\infty(X)$ as if they were functions, saying, “Let the function $f$ be in $L^1(X)$” or “Let $f$ be an $L^1$ function.” There is little possibility of ambiguity in using such expressions.

The 1-dimensional vector space consisting of the field of scalars $\mathbb{F}$ with absolute value as norm is an example of a normed linear space. Apart from this and $\mathbb{F}^m$, we have encountered one other important normed linear space thus far in the book. This is the space $B(S)$ of bounded functions on a nonempty set $S$. It has various vector subspaces of interest, such as the space $C(S)$ of bounded continuous functions in the case that $S$ is a metric space. The norm for $B(S)$ is the **supremum norm** or the **uniform norm** defined by

$$\|f\|_{\text{sup}} = \sup_{s \in S} |f(s)|.$$  

The corresponding metric is

$$d(f, g) = \|f - g\|_{\text{sup}} = \sup_{s \in S} |f(s) - g(s)|,$$

and this agrees with the definition of the metric in the example in Chapter II. Proposition 2.44 shows that the metric space $B(S)$ is complete. Any vector subspace of $B(S)$ is a normed linear space under the restriction of the supremum norm to the subspace.

In working with specific normed linear spaces, we shall often be interested in seeing whether a particular subset of the space is dense. In checking denseness, the following proposition about an arbitrary normed linear space is sometimes helpful. The intersection of vector subspaces of $X$ is a vector subspace, and the intersection of closed sets is closed. Therefore it makes sense to speak of the **smallest closed vector subspace** containing a given subset $S$ of $X$.

**Proposition 5.55.** If $X$ is a normed linear space with norm $\| \cdot \|$ and with $\mathbb{F}$ as field of scalars, then

(a) addition is a continuous function from $X \times X$ to $X$,
(b) scalar multiplication is a continuous function from $\mathbb{F} \times X$ to $X$,
(c) the closure of any vector subspace of $X$ is a vector subspace,
(d) the set of all finite linear combinations of members of a subset $S$ of $X$ is
dense in the smallest closed vector subspace containing $S$.

PROOF. The formula $\| (x + y) - (x_0 + y_0) \| \leq \| x - x_0 \| + \| y - y_0 \|$ shows
continuity of addition because it says that if $x$ is within distance $\epsilon/2$ of $x_0$ and $y$
is within distance $\epsilon/2$ of $y_0$, then $x + y$ is within distance $\epsilon$ of $x_0 + y_0$. Similarly the
formula $\| cx - c_0x_0 \| \leq \| c(x - x_0) \| + \| (c - c_0)x_0 \| = |c|\| x - x_0 \| + |c - c_0|\| x_0 \|$shows that $\| cx - c_0x_0 \| \leq \delta(\| c_0 \| + 1) + \delta\| x_0 \|$ as soon as $\delta \leq 1$, $|c - c_0| \leq \delta$, and
$\| x - x_0 \| \leq \delta$. If $\epsilon$ with $0 < \epsilon \leq 1$ is given and if we set $\delta = (\| c_0 \| + 1 + \| x_0 \|)^{-1}\epsilon$,
then we see that $|c - c_0| \leq \delta$ and $\| x - x_0 \| \leq \delta$ together imply $\| cx - c_0x_0 \| \leq \epsilon$.
Hence scalar multiplication is continuous. This proves (a) and (b).

From (a) and (b) it follows that if $x_n \to x$ and $y_n \to y$ in $X$ and $c_n \to c$ in $\mathbb{F}$,
then $x_n + y_n \to x + y$ and $c_n x_n \to cx$. This proves (c).

For (d), the smallest closed vector subspace $V_1$ containing $S$ certainly contains
the closure $\overline{V_2}$ of the set of all finite linear combinations of members of $S$. Part (c)
shows that $\overline{V_2}$ is a closed vector subspace, and hence the definition of $V_1$ implies
that $V_1$ is contained in $\overline{V_2}$. Therefore $V_1 = V_2$, and (d) is proved. \qed

Proposition 5.56. Let $(X, \mathcal{A}, \mu)$ be a measure space, and let $p = 1$ or $p = 2$.
Then every indicator function of a set of finite measure is in $L^p(X)$, and the
smallest closed subspace of $L^p(X)$ containing all such indicator functions is
$L^p(X)$ itself.

REMARK. Proposition 5.55d allows us to conclude from this that the set of
simple functions built from sets of finite measure lies in both $L^1(X)$ and $L^2(X)$
and is dense in each. It of course lies in $L^\infty(X)$ as well, but it is dense in $L^\infty(X)$
if and only if $\mu(X)$ is finite.

PROOF. If $E$ is a set of finite measure, then the equality $\int_X (I_E)^p \, d\mu = \mu(E)$
shows that $I_E$ is in $L^p$ for $p = 1$ and $p = 2$.

In the reverse direction let $V$ be the smallest closed vector subspace of $L^p$
containing all indicator functions of sets of finite measure. Suppose that $s = \sum_k c_k I_{E_k}$ is the canonical expansion of a simple function $s \geq 0$ in $L^p$ and that
$c_k > 0$. The inequalities $0 \leq c_k I_{E_k} \leq s$ imply that $c_k I_{E_k}$ is in $L^p$. Hence $I_{E_k}$ is in
$L^p$, and $\mu(E_k)$ is finite. Thus every nonnegative simple function in $L^p$ lies in $V$.

Let $f \geq 0$ be in $L^p$, and let $s_n$ be an increasing sequence of simple functions
$\geq 0$ with pointwise limit $f$. Since $0 \leq s_n \leq f$, each $s_n$ is in $L^p$. Since $|f - s_n|^p$
has pointwise limit $0$ and is dominated pointwise for every $n$ by the integrable
function $|f|^p$, dominated convergence gives $\lim \int_X |f - s_n|^p \, d\mu = 0$. Hence
$s_n$ tends to $f$ in $L^p$. Combining this conclusion with the result of the previous
paragraph, we see that every nonnegative $L^p$ function is in $V$. Any $L^p$ function
is a finite linear combination of nonnegative \( L^p \) functions, and hence every \( L^p \) function lies in \( V \).

Let us digress briefly once more from our study of \( L^1 \), \( L^2 \), and \( L^\infty \) to obtain two more results about general normed linear spaces. A linear function between two normed linear spaces is often called a linear operator. A linear function whose range space is the field of scalars is called a linear functional. The following equivalence of properties is fundamental and is often used without specific reference.

**Proposition 5.57.** Let \( X \) and \( Y \) be normed linear spaces that are both real or both complex, and let their respective norms be \( \| \cdot \|_X \) and \( \| \cdot \|_Y \). Then the following conditions on a linear operator \( L : X \to Y \) are equivalent:

(a) \( L \) is uniformly continuous on \( X \),

(b) \( L \) is continuous on \( X \),

(c) \( L \) is continuous at 0,

(d) \( L \) is bounded in the sense that there exists a constant \( M \) such that

\[
\| L(x) \|_Y \leq M \| x \|_X
\]

for all \( x \) in \( X \).

**Proof.** If \( L \) is uniformly continuous on \( X \), then \( L \) is certainly continuous on \( X \). If \( L \) is continuous on \( X \), then \( L \) is certainly continuous at 0. Thus (a) implies (b), and (b) implies (c).

If \( L \) is continuous at 0, find \( \delta > 0 \) for \( \varepsilon = 1 \) such that \( \| x - 0 \|_X \leq \delta \) implies \( \| L(x) - L(0) \|_Y \leq 1 \). Here \( L(0) = 0 \). If a general \( x \neq 0 \) is given, then \( \| x \|_X \neq 0 \), and the properties of the norm give \( \| (\frac{\delta}{\| x \|_X})x \|_X = \delta \). Thus \( \| L(\frac{\delta}{\| x \|_X})x \|_Y \leq 1 \). By the linearity of \( L \) and the properties of the norm, \( \| (\frac{\delta}{\| x \|_X})L(x) \|_Y \leq 1 \). Therefore \( \| L(x) \|_Y \leq \delta^{-1} \| x \|_X \), and \( L \) is bounded with \( M = \delta^{-1} \). Thus (c) implies (d).

If \( L \) is bounded with constant \( M \) and if \( \varepsilon > 0 \) is given, let \( \delta = \varepsilon / M \). Then \( \| x_1 - x_2 \|_X \leq \delta \) implies

\[
\| L(x_1) - L(x_2) \|_Y = \| L(x_1 - x_2) \|_Y \leq M \| x_1 - x_2 \|_X \leq \delta M = \varepsilon.
\]

Thus (d) implies (a).

If \( L : X \to Y \) is a bounded linear operator, then the infimum of all constants \( M \) such that \( \| L(x) \|_Y \leq M \| x \|_X \) for all \( x \) in \( X \) is again such a constant, and it is called the operator norm \( \| L \| \) of \( L \). Thus it in particular satisfies

\[
\| L(x) \|_Y \leq \| L \| \| x \|_X
\]

for all \( x \) in \( X \).
As a consequence of the way that $L$ and the norms in $X$ and $Y$ interact with scalar multiplication, the operator norm is given by the formulas

$$
\|L\| = \sup_{\|x\|_X \leq 1} \|L(x)\|_Y = \sup_{\|x\|_X = 1} \|L(x)\|_Y
$$

except in the uninteresting case $X = 0$. It is easy to check that the bounded linear operators from $X$ into $Y$ form a vector space, and the operator norm makes this vector space into a normed linear space that we denote by $\mathcal{B}(X, Y)$. When the domain and range are the same space $X$, we refer to the members of $\mathcal{B}(X, X)$ as bounded linear operators on $X$. The normed linear space $\mathcal{B}(X, X)$ has a multiplication operation given by composition.

When $Y$ is the field of scalars $\mathbb{F}$, the space $\mathcal{B}(X, \mathbb{F})$ reduces to the space of continuous linear functionals on $X$. This is called the dual space of $X$ and is denoted by $X^*$. For example, if $X = L^1(\mu)$, then every member $g$ of $L^\infty(\mu)$ defines a member $x^*_g$ of $X^*$ by $x^*_g(f) = \int fg\,d\mu$ for $f$ in $L^1(\mu)$; the linear functional $x^*_g$ has $\|x^*_g\| \leq \|g\|_\infty$. We shall be interested in two kinds of convergence in $X^*$. One is norm convergence, in which a sequence $\{x^*_n\}$ converges to an element $x^*$ in $X^*$ if $\|x^*_n - x^*\|$ tends to 0. The other is weak-star convergence, in which $\{x^*_n\}$ converges to $x^*$ weak-star against $X$ if $\lim_{n} x^*_n(x) = x^*(x)$ for each $x$ in $X$.

**Theorem 5.58** (Alaoglu’s Theorem, preliminary form). If $X$ is a separable normed linear space, then any sequence in $X^*$ that is bounded in norm has a subsequence that converges weak-star against $X$.

**Remarks.** In Chapter VI we shall see that $L^1$ and $L^2$ are separable in the case of Lebesgue measure on $\mathbb{R}^1$ and in the case of many generalizations of Lebesgue measure to $N$-dimensional Euclidean space.

**Proof.** Let a sequence $\{x^*_n\}_{n=1}^\infty$ be given with $\|x^*_n\| \leq M$, and let $\{x_k\}$ be a countable dense set in $X$. For each $k$, we have $\|x^*_n(x_k)\| \leq \|x^*_n\| \|x_k\| \leq M \|x_k\|$, and hence the sequence $\{x^*_n(x_k)\}_{n=1}^\infty$ of scalars is bounded for each fixed $k$. By the Bolzano–Weierstrass Theorem, $\{x^*_n(x_k)\}_{n=1}^\infty$ has a convergent subsequence. Since we can pass to a convergent subsequence of any subsequence for any particular $k$, we can use a diagonal process to pass to a single convergent subsequence $\{x^*_k\}_{k=1}^\infty$ such that $\lim_{n} x^*_n(x_k)$ exists for all $k$.

Now let $x_0$ be arbitrary in $X$, let $\epsilon > 0$ be given, and choose $x_k$ in the dense set with $\|x_k - x_0\| < \epsilon$. Then

$$
|x^*_n(x_0) - x^*_n(x_k)| \leq |x^*_n(x_0 - x_k)| + |x^*_n(x_k) - x^*_n(x_k)| + |x^*_n(x_k - x_0)|
$$

$$
\leq M \|x_0 - x_k\| + |x^*_n(x_k) - x^*_n(x_k)| + M \|x_k - x_0\|
$$

$$
\leq 2M\epsilon + |x^*_n(x_k) - x^*_n(x_k)|.
$$
Thus \( \limsup_{l,p\to \infty} |x^a_n(x_0) - x^a_{n_f}(x_0)| \leq 2M \epsilon \). Since \( \epsilon \) is arbitrary, we conclude that \( \{x^a_n(x_0)\}_{n=1}^{\infty} \) is a Cauchy sequence of scalars. It is therefore convergent. Denote the limit by \( x^a(x_0) \), so that \( \lim_{n \to \infty} x^a_n(x_0) = x^a(x_0) \) for all \( x_0 \) in \( X \). Since limits respect addition and multiplication of scalars, \( x^a \) is a linear functional on \( X \). The computation \( |x^a(x_0)| = |\lim_{n \to \infty} x^a_n(x_0)| = \lim_{n \to \infty} |x^a_n(x_0)| \leq \limsup_{n \to \infty} \|x^a_n\| \leq M \|x_0\| \) shows that \( x^a \) is bounded. Hence \( \{x^a_n\}_{n=1}^{\infty} \) converges to \( x^a \) weak-star against \( X \).

Now, as promised, we return to \( L^1, L^2, \) and \( L^\infty \). The completeness asserted in the next theorem will turn out to be one of the key advantages of Lebesgue integration over Riemann integration.

**Theorem 5.59.** Let \( (X, A, \mu) \) be any measure space, and let \( p \) be 1, 2, or \( \infty \). Any Cauchy sequence \( \{f_n\} \) in \( L^p \) has a subsequence \( \{f_{n_k}\} \) such that \( \|f_{n_{km}} - f_{n_m}\|_p \leq C_{\min(m,n)} \) with \( \sum_n C_n < +\infty \). A subsequence \( \{f_{n_k}\} \) with this property is necessarily Cauchy pointwise almost everywhere. If \( f \) denotes the almost-everywhere limit of \( \{f_{n_k}\} \), then the original sequence \( \{f_n\} \) converges to \( f \) in \( L^p \). Consequently these three spaces \( L^p \), when regarded as metric spaces, are complete in the sense that every Cauchy sequence converges.

**Remarks.** The broad sweep of the theorem is that the spaces \( L^1, L^2, \) and \( L^\infty \) are complete. But the detail is important, too. First of all, the detail allows us to conclude that a sequence convergent in one of these spaces has a subsequence that converges pointwise almost everywhere. Second of all, the detail allows us to conclude that if a sequence of functions is convergent in \( L^{p_1} \) and in \( L^{p_2} \), then the limit functions in the two spaces are equal almost everywhere.

**Proof.** Let \( \{f_n\} \) be a Cauchy sequence in \( L^p \). Inductively choose integers \( n_k \) by defining \( n_0 = 1 \) and taking \( n_k \) to be any integer \( n_k \geq n_{k-1} \) such that \( \|f_m - f_{n_k}\|_p \leq 2^{-k} \) for \( m \geq n_k \); we can do so since the given sequence is Cauchy. Then the subsequence \( \{f_{n_k}\} \) has the property that \( \|f_{n_{km}} - f_{n_k}\| \leq 2^{-\min(k,l)} \) for all \( k \geq 1 \) and \( 0 \leq l \leq 1 \). This proves the first conclusion of the theorem.

Now suppose that we have a sequence \( \{f_n\} \) in \( L^p \) such that \( \|f_n - f_m\|_p \leq C_{\min(m,n)} \) with \( \sum_n C_n = C < +\infty \). We shall prove that \( \{f_n\} \) is Cauchy pointwise almost everywhere and that if \( f \) is its almost-everywhere limit, then \( f_n \) tends to \( f \) in \( L^p \).

First suppose that \( p < \infty \). Let \( g_n \) be the function from \( X \) to \( [0, +\infty] \) given by

\[
g_n = |f_1| + \sum_{k=2}^{n} |f_k - f_{k-1}|,
\]  

\( (*) \)
and define \( g(x) = \lim g_n(x) \) pointwise. Then

\[
\left( \int_X g^n \, d\mu \right)^{1/p} = \|g_n\|_p \leq \|f_1\|_p + \sum_{k=2}^n \|f_k - f_{k-1}\|_p
\]

\[
\leq \|f_1\|_p + \sum_{k=2}^n C_{k-1} \leq \|f_1\|_p + C.
\]

By monotone convergence, we deduce that \( \left( \int_X g^n \, d\mu \right)^{1/p} = \|g\|_p \) is finite. Thus \( g \) is finite a.e., and consequently the series

\[
\sum_{k=2}^\infty |f_k(x) - f_{k-1}(x)|
\]

converges in \( \mathbb{R} \) for a.e. \( x \) \([d\mu]\). (**)

By redefining the functions \( f_k \) as 0 on a set of \( \mu \) measure 0, we may assume that the series (**) converges pointwise to a limit in \( \mathbb{R} \) for every \( x \). Consequently the series

\[
\sum_{k=2}^\infty (f_k(x) - f_{k-1}(x))
\]

is absolutely convergent for all \( x \) and must be convergent for all \( x \). The partial sums for the series without the absolute value signs are \( f_n(x) = f_1(x) \), and hence \( f(x) = \lim f_n(x) \) exists in \( \mathbb{R} \) for every \( x \). For every \( n \),

\[
|f - f_n| \leq \sum_{k=n+1}^{\infty} |f_k - f_{k-1}| \leq g,
\]

(†)

and we have seen that \( g^p \) is integrable. By dominated convergence, we conclude that \( \lim_n \int_X |f - f_n|^p \, d\mu = \int_X \lim_n |f(x) - f_n(x)|^p \, d\mu(x) = 0 \). In other words, \( \lim_n \|f - f_n\|_p = 0 \). Therefore \( f_n \) tends to \( f \) in \( L^p(\mu) \).

Next suppose that \( p = \infty \). Let \( \{f_n\} \) be any Cauchy sequence in \( L^\infty \). For each \( m \) and \( n \), let \( E_{mn} \) be the subset of \( X \) where \( |f_m - f_n| > \|f_m - f_n\|_\infty \), and put \( E = \bigcup_{m,n} E_{mn} \). This set has measure 0. Redefine all functions to be 0 on \( E \). The sequence of redefined functions is then uniformly Cauchy, hence uniformly convergent to some function \( f \), and then \( f_n \) tends to \( f \) in \( L^\infty(X) \).

For any \( p \), we have shown that the original Cauchy sequence \( \{f_n\} \) has a convergent subsequence \( \{f_{n_k}\} \) in \( L^p \). Let \( f \) be the \( L^p \) limit of the subsequence. Given \( \epsilon > 0 \), choose \( N \) such that \( n \geq m \geq N \) implies \( \|f_n - f_m\|_p \leq \epsilon \), and then choose \( K \) such that \( \|f_{n_k} - f\|_p \leq \epsilon \) for \( k \geq K \). Fix \( k \geq K \) with \( n_k \geq N \). Taking \( m = n_k \), we see that \( \|f_n - f\|_p \leq \|f_n - f_{n_k}\|_p + \|f_{n_k} - f\|_p \leq 2\epsilon \) whenever \( n \geq n_k \). Thus \( \{f_n\} \) converges to \( f \). This completes the proof of the theorem. \( \square \)
9. \( L^1, L^2, L^\infty, \text{ and Normed Linear Spaces} \)

In Section 8 we introduced integration of functions with values in \( \mathbb{R}^m \) or \( \mathbb{C}^m \). The definitions of \( L^1, L^2, \) and \( L^\infty \) may be extended to include such functions, and we write \( L^1(X, \mathbb{C}^m) \), for example, to indicate that the functions in question take values in \( \mathbb{C}^m \). In the definitions any expression \(|f(x)|\) or \(|f|\) that arises in the definition and refers to absolute value in the scalar-valued case is now to be understood as referring to the norm on the vector space where the functions take their values. The vector-valued \( L^1, L^2, \) and \( L^\infty \) spaces are further normed linear spaces, and one readily checks that Theorem 5.59 with the above proof applies to them because the range spaces are complete.

The triangle inequality for a pseudo normed linear space says that the norm of the sum of two elements is less than or equal to the sum of the norms, and of course the inequality instantly extends to a sum of any finite number of elements. But what about an integral of elements? In the case that the linear space is one of the precursor spaces “\( V \)” for \( L^1, L^2, \) or \( L^\infty \), the setting is that of functions of two variables. One of the variables corresponds to the measure space under study, and the other corresponds to the indexing set for the integral of the norms. Thus we could, if we wanted, force the situation into the mold of vector-valued functions whose values are in a space of functions. But it is not necessary to do so, and we do not. Here is the theorem.

**Theorem 5.60** (Minkowski’s inequality for integrals). Let \((X, \mathcal{A}, \mu)\) and \((Y, \mathcal{B}, \nu)\) be \( \sigma \)-finite measure spaces, and put \( p = 1, 2, \text{ or } \infty \). If \( f \) is measurable on \( X \times Y \), then

\[
\left\| \int_X f(x, y) \, d\mu(x) \right\|_{p, \nu(y)} \leq \int_X \| f(x, y) \|_{p, \nu(y)} \, d\mu(x)
\]

in the following sense: The integrand on the right side is measurable. If the integral on the right is finite, then for almost every \( y \, [d\nu] \) the integral on the left is defined; when it is redefined to be 0 for the exceptional \( y \)’s, then the formula holds.

**Remark.** An extension of this theorem to values of \( p \) other than 1, 2, \( \infty \) will be given in Chapter IX, and that result will have the same name.

**Proof.** The right side of the integral formula is unchanged if we replace \( f \) by \(|f|\), and thus we may assume that \( f \geq 0 \) without loss of generality. If \( p = 1 \), then the formula for \( f \geq 0 \) reads

\[
\int_Y \left[ \int_X f(x, y) \, d\mu(x) \right] \, d\nu(y) \leq \int_X \left[ \int_Y f(x, y) \, d\nu(y) \right] \, d\mu(x).
\]

In fact, equality holds, and the result just amounts to Fubini’s Theorem (Theorem 5.47).
Let $p = 2$. We have
\[
\|f(x, y)\|_{2, dv(y)}^2 = \int_y |f(x, y)|^2 dv(y),
\]
and this is measurable by Fubini’s Theorem. Hence $\|f(x, y)\|_{2, dv(y)}$ is measurable. The idea for proving the inequality in the statement of the theorem is to imitate the argument that derives the triangle inequality for $L^2$ from the Schwarz inequality. That earlier argument is
\[
\|g + h\|_2^2 = \|g\|_2^2 + 2 \text{Re}(g, h) + \|h\|_2^2 \leq \|g\|_2^2 + 2\|g\|_2\|h\|_2 + \|h\|_2^2.
\]
The adapted argument is
\[
\int_X f(x, y) d\mu(x) \|_{2, dv(y)}^2 = \int_X f(x, y) d\mu(x) \int_{x \in X} f(x', y) d\mu(x') dv(y)
\]
\[
= \int_{x \in X} \left[ \int_{x \in X} f(x, y) \int_{x \in X} f(x, y') d\mu(y) d\mu(y') \right] d\mu(x) d\mu(x')
\]
\[
\leq \int_{x \in X} \|f(x, y)\|_{2, dv(y)} \|f(x', y)\|_{2, dv(y)} d\mu(x) d\mu(x')
\]
\[
= \left[ \int_X f(x, y) d\mu(x) \right]^2,
\]
the second and third lines following from Fubini’s Theorem and the Schwarz inequality.

Let $p = \infty$. This is the hard case of the proof. We proceed in three steps. The first step is to prove the asserted measurability of $\|f(x, y)\|_{\infty, dv(y)}$, and we do so by first handling simple functions and then passing to the limit. If $s = \sum_{n=1}^{N} c_n I_{E_n}$ is the canonical expansion of a simple function $s \geq 0$ on $X \times Y$ and if $x$ is fixed, then $\|s(x, y)\|_{\infty, dv(y)} = \max \{ c_n \mid v((E_n)_x) > 0 \}$. In other words, if $k_n$ is the indicator function of the set $\{ x \in X \mid v((E_n)_x) > 0 \}$, then $s = \max\{c_1 k_1, \ldots, c_N k_N\}$. Each function $c_n k_n$ is measurable by Lemma 5.44, and the pointwise maximum $s$ is measurable by Corollary 5.9. Returning to our function $f \geq 0$, we use Proposition 5.11 to choose an increasing sequence $\{s_n\}$ of nonnegative simple functions with pointwise limit $f$. We prove that $\|s_n(x, y)\|_{\infty, dv(y)}$ increases to $\|f(x, y)\|_{\infty, dv(y)}$ for each $x$, and then the measurability follows from Corollary 5.10. Since $x$ is fixed in this step, let us drop it and consider an increasing sequence $\{s_n\}$ of nonnegative measurable functions on $Y$ with limit $f$ on $Y$; we are to show that $\|f\|_\infty = \lim \|s_n\|_\infty$. The numbers $\|s_n\|_\infty$ are monotone increasing and are $\leq \|f\|_\infty$. Thus $\lim \|s_n\|_\infty = \|f\|_\infty$. Arguing by contradiction, suppose that equality fails and that $\lim \|s_n\|_\infty \leq M < M + \epsilon < \|f\|_\infty$. Then $\{ y \mid s_n(y) \geq M + \epsilon \}$ has measure 0 for every $n$, and so does $\bigcup_n \{ y \mid s_n(y) \geq M + \epsilon \}$, by complete additivity. On the other hand, $\{ y \mid f(y) > M + \epsilon \}$ is a subset of this union, and it has positive measure since $M + \epsilon < \|f\|_\infty$. Thus we have a contradiction and conclude that $\lim \|s_n\|_\infty = \|f\|_\infty$. Consequently $\|f(x, y)\|_{\infty, dv(y)}$ is measurable, as asserted.
The second step is to prove that any measurable function $F \geq 0$ on $Y$ has $\|F\|_{\infty} = \sup_{g} |\int_{Y} Fg \, dv|$, where the supremum is taken over all $g \geq 0$ with $\|g\|_{1} \leq 1$. Certainly any such $g$ has $|\int_{Y} Fg \, dv| \leq \|F\|_{\infty} \int_{Y} g \, dv \leq \|F\|_{\infty}$, and therefore $\sup_{g} |\int_{Y} Fg \, dv| \leq \|F\|_{\infty}$. For the reverse inequality, let $I_E$ be the indicator function of a set of finite positive measure, and put $g = v(E)^{-1} I_E$. Then $\int_{Y} Fg \, dv = v(E)^{-1} \int_{E} F \, dv \geq \inf_{E}(F)$. If $m$ is less than $\|F\|_{\infty}$, then the set $E$ where $F$ is $\geq m$ has positive measure, and the inequality reads $m \leq \int_{Y} Fg \, dv$ for the associated $g$. Hence $m \leq \sup_{g} \int_{Y} Fg \, dv$. Taking the supremum of such $m$’s, we obtain $\|F\|_{\infty} \leq \sup_{g} \int_{Y} Fg \, dv$, and the reverse inequality is proved.

The third step is to use the previous two steps to prove the inequality in the statement of the theorem for $f \geq 0$. Let $g$ be any nonnegative function on $Y$ with $\int_{Y} Fg \, dv \leq 1$. Then Fubini’s Theorem, the result of the first step above, and the result in the easy direction of the second step above give

$$\int_{Y} g(y) \left[ \int_{X} f(x, y) \, d\mu(x) \right] \, dv(y) = \int_{X} \left[ \int_{Y} f(x, y) g(y) \, dv(y) \right] \, d\mu(x) \leq \int_{X} \left[ \|f(x, y)\|_{\infty, dav(y)} \right] \, d\mu(x).$$

Taking the supremum over $g$ and using the result in the hard direction of the second step, we obtain the inequality in the statement of the theorem. □

10. Arc Length and Lebesgue Integration

Section III.11 took up the topic of arc length for simple arcs $\gamma : [a, b] \to \mathbb{R}^{n}$. For any partition $P = \{t_{j}\}_{j=0}^{m}$ of $[a, b]$, we wrote $\ell(\gamma(P))$ for the sum of the lengths of the line segments connecting the consecutive points $\gamma(t_{j})$, namely $\ell(\gamma(P)) = \sum_{j=1}^{m} |\gamma(t_{j}) - \gamma(t_{j-1})|$, and we defined

$$\ell(\gamma) = \sup_{P} \ell(\gamma(P)),$$

the supremum being taken over all partitions $P$ of $[a, b]$. We called $\gamma$ rectifiable if $\ell(\gamma)$ is finite.

In practice the simple arcs of most interest are the ones for which $\gamma$ is of class $C^{1}$ on $(a, b)$. We saw in Section III.11 on the one hand that not every simple arc of this kind is rectifiable but that the simple arcs of this kind with $|\gamma'|$ bounded are indeed rectifiable. We saw on the other hand that the theory omits vital examples if we consider only simple arcs in this class for which $|\gamma'|$ is bounded.

To handle this gap, we studied those simple arcs that are “tamely behaved” in the sense of being of class $C^{1}$ on $(a, b)$ and having the property that near each endpoint, each entry of $\gamma'$ is either bounded below or bounded above. These arcs
were sufficient for our purposes. They were all rectifiable, and we derived the formula

$$
\ell(y) = \lim_{a'\downarrow a, b'\uparrow b, a < a' < b' < b} \int_{a'}^{b'} |y'(t)| \, dt.
$$

Armed with Lebesgue integration, we can sort out these matters and see exactly which simple arcs under study were rectifiable. The answer is as follows.

**Proposition 5.61.** A simple arc $y : [a, b] \to \mathbb{R}^n$ that is of class $C^1$ on $(a, b)$ is rectifiable if and only if $|y'|$ is Lebesgue integrable on $[a, b]$ with respect to Lebesgue measure $m$, and then

$$
\ell(y) = \int_{[a, b]} |y'| \, dm.
$$

**Proof.** Whenever $a < a' < b' < b$, Theorem 3.42 and Example 3 of Section 2 show that

$$
\ell(y_{[a', b']}) = \int_{a'}^{b'} |y'(t)| \, dt = \int_{[a, b]} |y'| \, dm.
$$

Since the Lebesgue integral is a completely additive set function (Theorem 3.19) and since the one-point sets $\{a\}$ and $\{b\}$ have Lebesgue measure 0, we obtain

$$
\lim_{a'\downarrow a, b'\uparrow b, a < a' < b' < b} \ell(y_{[a', b']}) = \int_{[a, b]} |y'| \, dm = \int_{[a, b]} |y'| \, dm.
$$

Proposition 3.38 shows that the limit on the left side equals $\ell(y)$ if $y$ is rectifiable, i.e., if $\ell(y) < \infty$, and the proof will be complete if we show that $\int_{[a, b]} |y'| \, dm = \infty$ when $\ell(y) = \infty$.

Arguing by contradiction, suppose that $\ell(y) = \infty$ and that $\int_{[a, b]} |y'| \, dm = C < \infty$. Let $M$ be an upper bound for $|y(t)|$ for $a \leq t \leq b$. Because $\ell(y) = \infty$, we can choose a partition $P$ with $\ell(y(P)) \geq C + 4M + 1$, say $P = \{t_j\}_{j=0}^m$. Without loss of generality, we may assume that the points $t_j$ are distinct. Put $a^j = t_1$ and $b^j = t_{m-1}$. Then we have

$$
\ell(y(P)) = |y(a') - y(a)| + \sum_{j=2}^{m-1} |y(t_j) - y(t_{j-1})| + |y(b) - y(b')|.
$$

The first and third terms on the right side are each $\leq 2M$, and the middle term is $\gamma_{[a', b']}(P')$ for the partition $P' = \{t_j\}_{j=1}^m$ of $[a', b']$. Thus

$$
C + 4M + 1 \leq \ell(y(P)) \leq 4M + \ell(\gamma_{[a', b']}(P')) \leq 4M + \ell(\gamma_{[a', b']}).
$$

The formula of the proposition has been proved for $\gamma_{[a', b']}$, and thus $C + 1 \leq \ell(\gamma_{[a', b']}) = \int_{[a', b']} |y'| \, dm \leq \int_{[a, b]} |y'| \, dm = C$. Since $C$ has been assumed finite, this inequality is a contradiction, and the result follows. $\square$
Corollary 5.62. If a simple arc $\gamma : [a, b] \to \mathbb{R}^n$ with $\gamma$ of class $C^1$ on $(a, b)$ is tamely behaved, then $|\gamma'|$ is integrable on $[a, b]$.

Proof. This is immediate from Theorem 3.42 and Proposition 5.61. \qed

Remark. It is instructive to verify Corollary 5.62 by direct calculation. We omit the details.

11. Problems

1. Let $X$ be a finite set of $n > 0$ elements.
   (a) If $\mathcal{A}$ is an algebra of subsets, what are the possible numbers of sets in $\mathcal{A}$?
   (b) Show that symmetric difference $A \Delta B = (A - B) \cup (B - A)$ is an abelian
group operation on the set of all subsets of $X$ and that every nontrivial
   element has order 2.
   (c) If $\mathcal{B}$ is a class of subsets containing $\emptyset$ and $X$ and closed under symmetric
difference, what are the possible numbers of sets in $\mathcal{B}$?
   (d) Prove or disprove: The class of sets in (c) is necessarily an algebra of sets.
   (e) Show that intersection and symmetric difference satisfy the distributive law
   $A \cap (B \Delta C) = (A \cap B) \Delta (A \cap C)$.

2. Exhibit a completely additive set function $\rho$ on a $\sigma$-algebra and two sets $A$ and
   $B$ such that $\rho(A) < 0$ and $\rho(B) < 0$ but $\rho(A \cup B) > 0$.

3. Let $\{E_n\}$ be a sequence of subsets of $X$, and put
   \[
   A = \bigcap_{n=1}^{\infty} \bigcup_{k=n}^{\infty} E_k \quad \text{and} \quad B = \bigcup_{n=1}^{\infty} \bigcap_{k=n}^{\infty} E_k.
   \]
   Prove that the indicator functions of $E_k$, $A$, and $B$ satisfy
   $I_A = \lim sup I_{E_n}$ and $I_B = \lim inf I_{E_n}$.

4. Suppose that $\mu$ is a finite measure defined on a $\sigma$-algebra and $\{E_n\}$ is a sequence
   of measurable sets with
   \[
   \bigcap_{n=1}^{\infty} \bigcup_{k=n}^{\infty} E_k = \bigcup_{n=1}^{\infty} \bigcap_{k=n}^{\infty} E_k.
   \]
   Call the set on the two sides of this equation $E$. Prove that $\lim_n \mu(E_n)$ exists and
   equals $\mu(E)$.

5. Let $X$ be the set of rational numbers, and let $\mathcal{R}$ be the ring of all finite disjoint
   unions of bounded intervals in $X$, with or without endpoints. For each set $E$ in
   $\mathcal{R}$, let $\mu(E)$ be its length.
   (a) Show that $\mu$ is nonnegative additive.
   (b) Show that $\mu$ is not completely additive.
6. Prove that if $E$ is a Lebesgue measurable subset of $[0, 1]$ of Lebesgue measure 0, then the complement of $E$ is dense in $[0, 1]$.

7. Let $\mu$ be a measure defined on a $\sigma$-algebra. Prove that if the complement of every set of measure $+\infty$ is of finite measure, then $\sup_{\mu(A)<+\infty} \mu(A)$ is finite and there is a set $B$ with $\mu(B) = \sup_{\mu(A)<+\infty} \mu(A)$.

8. If $f$ is a measurable function, prove that $f^{-1}(E)$ is measurable whenever $E$ is a Borel subset of the real line.

9. For the measure space $(X, \mathcal{A}, \mu)$ in which $X$ is the positive integers, $\mathcal{A}$ consists of all subsets of $X$, and $\mu$ is the counting measure, the theory of Lebesgue integration becomes a theory of infinite series. Restate Fatou’s Lemma and the Dominated Convergence Theorem in this context.

10. Suppose on a finite measure space that $\{f_n\}$ is a sequence of real-valued integrable functions tending uniformly to $f$. Prove that $\lim_n \int_X f_n \, d\mu = \int_X f \, d\mu$.

11. This problem involves a Cantor set $C$ in $[0, 1]$ built using fractions $r_n$ as in Section II.9.
   (a) Show that $C$ has Lebesgue measure $\prod_{n=1}^{\infty} (1 - r_n)$.
   (b) Prove that the indicator function $I_C$ is discontinuous at every point of $C$ and only there. Thus the set of discontinuities of $I_C$ is not of measure 0 if $\prod_{n=1}^{\infty} (1 - r_n) > 0$.
   (c) Show that if the result of redefining $I_C$ on a set of Lebesgue measure 0 is a function $f$, then the only possible points of continuity of $f$ are those where $f$ is 0.
   (d) Conclude that there exists a bounded Lebesgue measurable function on $[0, 1]$ that is not Riemann integrable and cannot be redefined on a set of measure 0 so as to be Riemann integrable.

12. Let $(X, \mathcal{A}, \mu)$ be any measure space, and let $(X, \overline{\mathcal{A}}, \overline{\mu})$ be its completion. Prove that if $f$ is a function measurable with respect to $\overline{\mathcal{A}}$, then $f$ can be redefined on a set of $\overline{\mu}$-measure 0 so as to be measurable with respect to $\mathcal{A}$.

13. Let $X$ be an uncountable set, and let $\mathcal{A}$ be the set of all countable subsets of $X$ and their complements. Prove that the diagonal $\{(x, x) \mid x \in X\}$ is not a member of the $\sigma$-algebra $\mathcal{A} \times \mathcal{A}$, the smallest $\sigma$-algebra containing all rectangles with sides in $\mathcal{A}$.

14. Let $(\mathbb{R}^1, B, m)$ be the real line with Lebesgue measure on the Borel sets, and let $(X, \mathcal{A}, \mu)$ be a $\sigma$-finite measure space. If $f \geq 0$ is a measurable function on $X$, prove that the “region under the graph of $f$,” defined by

$$R = \{(x, y) \mid 0 \leq y < f(x)\},$$

is a measurable subset of $X \times \mathbb{R}^1$ and that its measure relative to $\mu \times m$ is

$$\int_X f(x) \, d\mu(x).$$
15. Let $\mathcal{A}$ be a $\sigma$-algebra of subsets of a nonempty set $X$, let $F : \mathbb{C}^n \times \cdots \times \mathbb{C}^n \to \mathbb{C}^N$ be continuous, and let $f_j : X \to \mathbb{C}^n$ be measurable with respect to $\mathcal{A}$ for $1 \leq j \leq k$. Prove that $x \mapsto F(f_1(x), \ldots, f_k(x))$ is measurable with respect to $\mathcal{A}$.

16. This problem complements the proof in Theorem 5.59 that $L^1$ is a complete metric space. For $n \geq 1$, suppose that $0 < a_n < 1$ and $\sum_{n=1}^{\infty} a_n = +\infty$. Find a measure space $(X, \mathcal{A}, \mu)$ and a sequence of functions $f_n$ with $\|f_n\|_1 = a_n$ and $\{f_n(x)\}$ convergent for no $x$.

17. (Egoroff's Theorem) Let $(X, \mathcal{A}, \mu)$ be a finite measure space. Suppose that $f_n$ and $f$ are measurable functions with values in $\mathbb{R}$ such that $\lim f_n(x) = f(x)$ pointwise. The objective of this problem is to prove that $\lim f_n = f$ "almost uniformly." By considering the sets

$$E_{nM} = \{x \in X \mid |f_n(x) - f(x)| < 1/M \text{ for } n \geq N\}$$

for $M$ fixed and $N$ varying, prove that if $\epsilon > 0$ is given, then there exists a measurable subset $E$ of $X$ with $\mu(E) < \epsilon$ such that $\lim f_n(x) = f(x)$ uniformly for $x \in E^c$.

18. (a) Derive the Dominated Convergence Theorem for a space of finite measure from Egoroff's Theorem (Problem 17) and Corollary 5.24.

(b) Derive the Dominated Convergence Theorem for a space of infinite measure from the Dominated Convergence Theorem for a space of finite measure.

Problems 19–21 use Egoroff’s Theorem (Problem 17) to show how close pointwise convergence is to $L^1$ convergence on a measure space $(X, \mathcal{A}, \mu)$ of finite measure. Theorem 5.59 shows that if a sequence converges in $L^1(X)$, then a subsequence converges almost everywhere. These problems address the converse direction in a way different from Problem 16. Suppose that $f_n$ and $f$ are integrable functions with values in $\mathbb{R}$ such that $\lim f_n(x) = f(x)$ pointwise.

19. Suppose that $f_n \geq 0$ for all $n$ and that $\lim \int_X f_n \, d\mu = \int_X f \, d\mu$. Prove that $\lim \int_E f_n \, d\mu = \int_E f \, d\mu$ for every measurable set $E$.

20. Suppose that $f_n \geq 0$ for all $n$ and that $\lim \int_X f_n \, d\mu = \int_X f \, d\mu$. Use the previous problem and Egoroff’s Theorem to prove that $\lim \int_X |f_n - f| \, d\mu = 0$.

21. A sequence $\{g_n\}$ of nonnegative integrable functions is called uniformly integrable if for any $\epsilon > 0$, there is an $N$ such that $\int_{\{x \mid f_n(x) \geq N\}} g_n \, d\mu < \epsilon$ for all $n$. Suppose that the members of the given convergent sequence $\{f_n\}$ are nonnegative. Using Egoroff’s Theorem in one direction and the previous problem in the converse direction, prove that $\lim \int_X f_n \, d\mu = \int_X f \, d\mu$ if and only if the $f_n$ are uniformly integrable.

Problems 22–24 concern the extension of measures beyond what is given in Theorem 5.5 and Proposition 5.37. Let $\mu$ be a finite measure on a $\sigma$-algebra $\mathcal{A}$ of subsets of $X$, and define $\mu^\ast$ and $\mu^\ast$ on all subsets of $X$ as in Lemma 5.32 and immediately
after it. Let $E$ be a subset of $X$ that is not in $\mathcal{A}$, and let $\mathcal{B}$ be the smallest $\sigma$-algebra containing $E$ and the members of $\mathcal{A}$.

22. Show that there exist two sets $K$ and $U$ in $\mathcal{A}$ such that $K \subseteq E \subseteq U$, $\mu_*(E) = \mu(K)$, and $\mu_*(E) = \mu(U)$. Show that $K$ and $U$ have the further properties that $U^c \subseteq E^c \subseteq K^c$, $\mu_*(E^c) = \mu(U^c)$, and $\mu_*(E^c) = \mu(K^c)$.

23. Show that the sets $K$ and $U$ of the previous problem satisfy $\mu_*(A \cap E) = \mu(A \cap K)$ and $\mu_*(A \cap E) = \mu(A \cap U)$ for every $A$ in $\mathcal{A}$.

24. Fix $t$ in $[0, 1]$. Show that the set function $\sigma$ defined for $A$ and $B$ in $\mathcal{A}$ by

$$\sigma[(A \cap E) \cup (B \cap E^c)] = t\mu_*(A \cap E) + (1-t)\mu_*(A \cap E) + t\mu_*(B \cap E^c) + (1-t)\mu_*(B \cap E^c)$$

is defined on all of $\mathcal{B}$, is a measure, agrees with $\mu$ on $\mathcal{A}$, and assigns measure $t\mu_*(E) + (1-t)\mu_*(E)$ to the set $E$.

Problems 25–33 concern a construction by “transfinite induction” of all sets in the smallest $\sigma$-algebra containing an algebra of sets. In particular, it describes how to obtain all Borel sets of the interval $[0, 1]$ of the line from the elementary sets in that interval. Later problems in the set apply the construction in various ways. This set of problems makes use of partial orderings as described in Section A9 of Appendix A, but they do not use Zorn’s Lemma. The set of countable ordinals is an uncountable partially ordered set $\Omega$, under a partial ordering $\leq$, with the following properties:

(i) $\Omega$ has the property that $x \leq y$ and $y \leq x$ together imply $x = y$,

(ii) $\Omega$ is “totally ordered” in the sense that any $x$ and $y$ in the set have either $x \leq y$ or $y \leq x$,

(iii) $\Omega$ is “well ordered” in the sense that any nonempty subset has a least element,

(iv) for any $x$ in $\Omega$, the set of elements $\leq x$ is at most countable.

Take as known that such a set $\Omega$ exists.

25. Prove that any countable subset of $\Omega$ has a least upper bound.

26. This problem asks for a proof of the validity of transfinite induction as applied to $\Omega$. Let $1$ be the least element of $\Omega$, and let “$<”$ mean “$\leq$ but not $=.”$ Suppose that some $p(\omega)$ is specified for each $\omega$ in $\Omega$. Suppose further that $p(1)$ is true and that if for each $\omega > 1$, $p(\omega')$ is true for all $\omega' < \omega$, then $p(\omega)$ is true. Prove that $p(\omega)$ is true for all $\omega$ in $\Omega$.

27. Let $X$ be a nonempty set, let $\mathcal{A}$ be an algebra of subsets of $X$, and let $\mathcal{B}$ be the smallest $\sigma$-algebra containing $\mathcal{A}$. This problem uses $\Omega$ to describe “constructively” $\mathcal{B}$ in terms of $\mathcal{A}$. We define by transfinite induction two successively larger classes of sets $\mathcal{U}_1$ and $\mathcal{K}_\alpha$ for each countable ordinal $\alpha \geq 1$. Let $\mathcal{U}_1$ be the set of all countable increasing unions of members of $\mathcal{A}$, let $\mathcal{K}_\alpha$ for $\alpha \geq 1$ be the set of all countable decreasing intersections of members of $\mathcal{U}_\alpha$, and let $\mathcal{U}_\alpha$ for $\alpha > 1$ be the set of all countable increasing unions of members of previous $\mathcal{K}_\beta$'s.
(a) Prove at each stage $\alpha$ that $\mathcal{U}_\alpha$ and $\mathcal{K}_\alpha$ are both closed under finite unions and finite intersections.

(b) Prove that $B$ is the union of all $\mathcal{K}_\alpha$ for $\alpha \in \Omega$.

28. For the case that $v(X) < +\infty$, prove the uniqueness half of the Extension Theorem (Theorem 5.5) by using the transfinite construction of Problem 27. [Educational note: It is not known how to prove the existence half of the Extension Theorem in this “constructive” way.]

29. Prove the Monotone Class Lemma (Lemma 5.43) by making use of the transfinite construction of Problem 27.

30. Devise a transfinite construction of all finite-valued Borel measurable functions on $\mathbb{R}$ that starts from continuous functions and alternately allows pointwise increasing limits and pointwise decreasing limits. The construction is to be in the spirit of Problem 27. Show that all finite-valued Borel measurable functions are obtained in this way if the indexing is done with $\Omega$.

31. This problem “counts” the number of Borel sets of the real line, using Problem 27. It uses the material on cardinality in Section A10 of Appendix A.

(a) Prove that

(i) $\Omega$ has the same cardinality as some subset of $\mathbb{R}$,

(ii) the set of all sequences of members of $\mathbb{R}$ has the same cardinality as $\mathbb{R}$,

(iii) if $A \subseteq B \subseteq C$ and if $A$ and $C$ have the same cardinality as $\mathbb{R}$, then so does $B$,

(iv) if a set $A$ has the same cardinality as $\mathbb{R}$ and if for each $\alpha$ in $A$, $B_\alpha$ is a set with the same cardinality as $\mathbb{R}$, then $\bigcup_{\alpha \in A} B_\alpha$ has the same cardinality as $\mathbb{R}$.

(b) Deduce that the set of all Borel sets of $\mathbb{R}$ has the same cardinality as $\mathbb{R}$ itself.

32. The standard Cantor set $C$ in $[0, 1]$, built using fractions $r_n = 1/3$ as in Section II.9, is a Borel set of Lebesgue measure 0 by Problem 11. Prove that $C$ has the same cardinality as $\mathbb{R}$. Conclude that the cardinality of the set of all Lebesgue measurable sets equals the cardinality of the set of all subsets of $\mathbb{R}$. [Educational note: From this and Problem 31 it follows that there exists a Lebesgue measurable set in $[0, 1]$ that is not a Borel set.]

33. For the standard Cantor set $C$ as in the previous problem, show that the indicator function $I_{C^c}$ of any subset $C'$ of $C$ is continuous on $C^c$. Conclude that the cardinality of the set of Riemann integrable functions on $[0, 1]$ equals the cardinality of the set of all subsets of $\mathbb{R}$. [Educational note: From this and Problems 30–31, it follows that there exists a Riemann integrable function on $[0, 1]$ that is not Borel measurable.]

Problems 34–41 show how to produce nontrivial nonnegative additive set functions on the set of all subsets of an infinite set from Zorn’s Lemma (Section A9 of Appendix A).
A filter \( F \) on a nonempty set \( X \) is a nonempty class of subsets of \( X \) such that

(i) if \( E \) is in \( F \) and \( F \supseteq E \), then \( F \) is in \( F \), i.e., \( F \) is closed under the operation of forming supersets,

(ii) if \( E \) and \( F \) are in \( F \), so is \( E \cap F \),

(iii) \( \emptyset \) is not in \( F \).

An ultrafilter is a filter that is not properly contained in any larger filter.

34. Verify the following:
   (a) \( \{X\} \) is a filter.
   (b) Any filter is closed under finite intersections.
   (c) A one-point set and all of its supersets form an ultrafilter. (Such an ultrafilter is called a trivial ultrafilter.)
   (d) If \( X \) is infinite, then the set \( F \) of all subsets whose complements are finite sets is a filter.

35. Use Zorn’s Lemma to show that every filter is contained in some ultrafilter.

36. Show that if \( C \) is a nonempty class of subsets of \( X \), then there is a filter containing \( C \) if and only if no finite intersection of members of \( C \) is empty.

37. Prove that a filter \( F \) is an ultrafilter if and only if \( A \cup B \) in \( F \) implies that either \( A \) is in \( F \) or \( B \) is in \( F \).

38. Prove that a filter \( F \) is an ultrafilter if and only if for every \( A \subseteq X \), either \( A \) is in \( F \) or \( A^c \) is in \( F \).

39. Prove that the nonzero additive set functions defined on the set of all subsets of a set \( X \) and having image \( \{0, 1\} \) stand in one-one correspondence with the ultrafilters on \( X \), the correspondence being that the sets in the ultrafilter are exactly the sets on which the set function is 1. Prove that the set function is a measure if and only if the corresponding ultrafilter is closed under countable intersections.

40. Let \( X \) be any infinite set. Prove that \( X \) has a nontrivial ultrafilter, hence that \( X \) has a nonnegative additive set function \( \mu \) that assumes only the values 0 and 1 and is not a point mass.

41. Prove that the set \( \mathbb{Z}^+ \) of positive integers has no nontrivial ultrafilter closed under countable intersections, i.e., that the set function \( \mu \) in the previous problem is not a measure.

Problems 42–43 concern a theory of integration in which complete additivity is dropped as an assumption. An example is given in Problems 39–41 of a nonnegative additive set function on the set of all subsets of an infinite set that is not completely additive. For the present set of problems, let \( X \) be a nonempty set, let \( \mathcal{A} \) be a \( \sigma \)-algebra of subsets, and let \( \mu \) be a nonnegative additive set function on \( \mathcal{A} \) such that \( \mu(X) < +\infty \). Imagine an integration theory for \( \int_E f \, d\mu \) with the definitions just as in the case that \( \mu \) is a measure. All the properties of the integral proved in the
text before the Monotone Convergence Theorem would still be valid, except that the
integral $\int_E f\,d\mu$ as a function of $E$ would be merely additive, rather than completely
additive, and hence we would have to drop Corollary 5.24 and the converse half of
Corollary 5.23.

42. Let $f \geq 0$, and let $s_n$ be the standard pointwise increasing sequence of simple
functions with limit $f$, as in Proposition 5.11. Show that the convergence of $s_n$
to $f$ is uniform if $f$ is bounded.

43. Use the result of the previous problem to show in this theory that $\int_E (f+g)\,d\mu =$ $\int_E f\,d\mu + \int_E g\,d\mu$ if $f$ and $g$ are bounded and measurable.
CHAPTER VI

Measure Theory for Euclidean Space

Abstract. This chapter mines some of the powerful consequences of the basic measure theory in Chapter V.

Sections 1–3 establish properties of Lebesgue measure and other Borel measures on Euclidean space and on open subsets of Euclidean space. The main general property is the regularity of all such measures—that the measure of any Borel set can be approximated by the measure of compact sets from within and open sets from without. Lebesgue measure in all of Euclidean space has an additional property, translation invariance, which allows for the notion of the convolution of two functions. Convolution gives a kind of moving average of the translates of one function weighted by the other function. Convolution with the dilates of a fixed integrable function provides a handy kind of approximate identity.

Section 4 gives the final form of the comparison of the Riemann and Lebesgue integrals, a preliminary form having been given in Chapter III.

Section 5 gives the final form of the change-of-variables theorem for integration, starting from the preliminary form of the theorem in Chapter III and taking advantage of the ease with which limits can be handled by the Lebesgue integral. Sard’s Theorem allows one to disregard sets of lower dimension in establishing such changes of variables, thereby giving results in their expected form rather than in a form dictated by technicalities.

Section 6 concerns the Hardy–Littlewood Maximal Theorem in $N$ dimensions. In dimension 1, this theorem implies that the derivative of a 1-dimensional Lebesgue integral with respect to Lebesgue measure recovers the integrand almost everywhere. The theorem in the general case implies that certain averages of a function over small sets about a point tend to the function almost everywhere. But the theorem can be regarded as saying also that a particular approximate identity formed by dilations applies to problems of almost-everywhere convergence, as well as to problems of norm convergence and uniform convergence. A corollary of the theorem is that many approximate identities formed by dilations yield almost-everywhere convergence theorems.

Section 7 redevelops the beginnings of the subject of Fourier series using the Lebesgue integral, the theory having been developed with the Riemann integral in Section I.10. With the Lebesgue integral and its accompanying tools, Fourier series are meaningful for more functions than before, Dini’s test applies even to a wider class of Riemann integrable functions than before, and Fejér’s Theorem and Parseval’s Theorem become easier and more general than before. A completely new result with the Lebesgue integral is the Riesz–Fischer Theorem, which characterizes the trigonometric series that are Fourier series of square-integrable functions.

Sections 8–10 deal with Stieltjes measures, which are Borel measures on the line, and their application to Fourier series. Such measures are characterized in terms of a class of monotone functions on the line, and they lead to a handy generalization of the integration-by-parts formula. This formula allows one to bound the size of the Fourier coefficients of functions of bounded variation, which are differences of monotone functions. In combination with earlier results, this bound yields
the Dirichlet–Jordan Theorem, which says that the Fourier series of a function of bounded variation converges pointwise everywhere, the convergence being uniform on any compact set on which the function is continuous. Section 10 is a short section on computation of integrals.

1. Lebesgue Measure and Other Borel Measures

Lebesgue measure on $\mathbb{R}^1$ was constructed in Section V.1 on the ring of “elementary” sets—the finite disjoint unions of bounded intervals—and extended from there to the $\sigma$-algebra of Borel sets by the Extension Theorem (Theorem 5.5), which was proved in Section V.5. Fubini’s Theorem (Theorem 5.47) would have allowed us to build Lebesgue measure in $\mathbb{R}^N$ as an iterated product of 1-dimensional Lebesgue measure, but we postponed the construction in $\mathbb{R}^N$ until the present chapter in order to show that it can be carried out in a fashion independent of how we group 1-dimensional factors.

The Borel sets of $\mathbb{R}^1$ are, by definition, the sets in the smallest $\sigma$-algebra containing the elementary sets, and we saw readily that every set that is open or compact is a Borel set. We write $\mathcal{B}_1$ for this $\sigma$-algebra. In fact, $\mathcal{B}_1$ may be described as the smallest $\sigma$-algebra containing the open sets of $\mathbb{R}^1$ or as the smallest $\sigma$-algebra containing the compact sets. The reason that the open sets generate $\mathcal{B}_1$ is that every open interval is an open set, and every interval is a countable intersection of open intervals. Similarly the compact sets generate $\mathcal{B}_1$ because every closed bounded interval is a compact set, and every interval is the countable union of closed bounded intervals.

Now let us turn our attention to $\mathbb{R}^N$. We have already used the word “rectangle” in two different senses in connection with integration—in Chapter III to mean an $N$-fold product along coordinate directions of open or closed bounded intervals, and in Chapter V to mean a product of measurable sets. For clarity let us refer to any product of bounded intervals as a geometric rectangle and to any product of measurable sets as an abstract rectangle or an abstract rectangle in the sense of Fubini’s Theorem. In $\mathbb{R}^N$, every geometric rectangle under our definition is an abstract rectangle, but not conversely.

Define the Borel sets of $\mathbb{R}^N$ to be the members of the smallest $\sigma$-algebra $\mathcal{B}_N$ containing all compact sets in $\mathbb{R}^N$. It is equivalent to let $\mathcal{B}_N$ be the smallest $\sigma$-algebra containing all open sets. In fact, every open geometric rectangle is the countable union of compact geometric rectangles, and every open set in turn is the countable union of open geometric rectangles; thus the open sets are in the smallest $\sigma$-algebra containing the compact sets. In the reverse direction every closed set is the complement of an open set, and every compact set is closed; thus the compact sets are in the smallest $\sigma$-algebra containing the open sets.

Functions on $\mathbb{R}^N$ measurable with respect to $\mathcal{B}_N$ are called Borel measurable functions or Borel functions. Any continuous real-valued function $f$ on $\mathbb{R}^N$
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is Borel measurable because the inverse image \( f^{-1}((c, +\infty]) \) of the open set \((c, +\infty]\) has to be open and therefore has to be a Borel set.

**Proposition 6.1.** If \( m \) and \( n \) are integers \( \geq 1 \), then \( \mathcal{B}_m \times \mathcal{B}_n = \mathcal{B}_{m+n} \) within the product set \( \mathbb{R}^m \times \mathbb{R}^n = \mathbb{R}^{m+n} \).

**Proof.** If \( U \) is open in \( \mathbb{R}^m \) and \( V \) is open in \( \mathbb{R}^n \), then \( U \times V \) is open in \( \mathbb{R}^{m+n} \), and it follows that \( \mathcal{B}_m \times \mathcal{B}_n \subseteq \mathcal{B}_{m+n} \). For the reverse inclusion, let \( W \) be open in \( \mathbb{R}^{m+n} \). Then \( W \) is the countable union of open geometric rectangles, and each of these is of the form \( U \times V \) with \( U \) open in \( \mathbb{R}^m \) and \( V \) open in \( \mathbb{R}^n \). Since each such \( U \times V \) is in \( \mathcal{B}_m \times \mathcal{B}_n \), so is \( W \). Thus we obtain the reverse inclusion \( \mathcal{B}_{m+n} \subseteq \mathcal{B}_m \times \mathcal{B}_n \). \( \square \)

Lebesgue measure on \( \mathbb{R}^N \) will, at least initially, be a measure defined on the \( \sigma \)-algebra \( \mathcal{B}_N \). Proposition 6.1 tells us that the \( \sigma \)-algebra on which the measure is to be defined is independent of the grouping of variables used in Fubini’s Theorem. It will be quite believable that different constructions of Lebesgue measure by using different iterated product decompositions of \( \mathbb{R}^N \), such as \( (\mathbb{R}^1 \times \mathbb{R}^1) \times \mathbb{R}^1 \) and \( \mathbb{R}^1 \times (\mathbb{R}^1 \times \mathbb{R}^1) \), will lead to the same measure, but we shall give two abstract characterizations of the result that will ensure uniqueness without any act of faith. These characterizations will take some moments to establish, but we shall obtain useful additional results along the way. The procedure will be to state the constructions of the measure via Fubini’s Theorem, then to consider a wider class of measures on \( \mathcal{B}_N \) known as the “Borel measures,” and finally to establish the two characterizations of Lebesgue measure among all Borel measures on \( \mathbb{R}^N \).

It is customary to write \( dx \) in place of \( dm(x) \) for Lebesgue measure on \( \mathbb{R}^1 \), and we shall do so except when there is some special need for the symbol \( m \). Then the notation for the measure normally becomes an expression like \( dx \) or \( dy \) instead of \( m \). To construct Lebesgue measure \( dx \) on \( \mathbb{R}^N \), we can proceed inductively, adding one variable at a time. Fubini’s Theorem allows us to construct the product of Lebesgue measure on \( \mathbb{R}^{N-1} \) and Lebesgue measure on \( \mathbb{R}^1 \), and Proposition 6.1 shows that the result is defined on the Borel sets of \( \mathbb{R}^N \). Let us take this particular construction as an inductive definition of Lebesgue measure on \( \mathbb{R}^N \). It is apparent from the construction that the measure of a geometric rectangle is the product of the lengths of the sides.

Alternatively, we could construct Lebesgue measure on \( \mathbb{R}^N \) inductively by grouping \( \mathbb{R}^N \) as some other \( \mathbb{R}^m \times \mathbb{R}^{N-m} \) and using the product measure from versions of the Lebesgue measures on \( \mathbb{R}^m \) and \( \mathbb{R}^{N-m} \). Again the result has the property that the measure of a geometric rectangle is the product of the lengths of the sides. It is believable that this condition determines completely the measure on \( \mathbb{R}^N \), and we shall give a proof of this uniqueness shortly.
A Borel measure on \( \mathbb{R}^N \) is a measure on the \( \sigma \)-algebra \( B_N \) of Borel sets of \( \mathbb{R}^N \) that is finite on every compact set. A key property of Borel measures on \( \mathbb{R}^N \) is their regularity as expressed in Theorem 6.2 below. The theorem makes use of two simple properties of \( \mathbb{R}^N \):

(i) there exists a sequence \( \{F_n\}_{n=1}^\infty \) of compact sets with union the whole space such that \( F_n \subseteq F_{n+1} \) for all \( n \),

(ii) for any compact set \( K \), there exists a decreasing sequence of open sets \( U_n \) with compact closure such that \( \bigcap_{n=1}^\infty U_n = K \).

For (i), we can take \( F_n \) to be the closed ball of radius \( n \) centered at the origin. For (ii), we can take \( U_n = \{ x \mid D(x, K) < 1/n \} \) if \( K \neq \emptyset \), and we can take all \( U_n = \emptyset \) if \( K = \emptyset \).

**Theorem 6.2.** Every Borel measure \( \mu \) on \( \mathbb{R}^N \) is regular in the sense that the value of \( \mu \) on any Borel set \( E \) is given by

\[
\mu(E) = \sup_{K \subseteq E, \text{compact}} \mu(K) = \inf_{U \supseteq E, \text{open}} \mu(U).
\]

**Remark.** This conclusion is new for us even for \( \mathbb{R}^1 \). Although regularity of 1-dimensional Lebesgue measure was introduced before Proposition 5.4, it was established only for the elementary sets at that time.

**Proof.** We shall begin by showing for each Borel set \( E \) and for any \( \epsilon > 0 \) that there exist closed \( C \) and open \( U \) such that

\[
C \subseteq E \subseteq U \quad \text{and} \quad \mu(U - C) < \epsilon. \tag{*}
\]

Let \( \mathcal{A} \) be the set of Borel sets \( E \) for which (*) holds for all \( \epsilon > 0 \).

If \( E \) is compact, then we can take \( C = E \) and \( U = U_n \) as in (ii) for a suitable \( n \) in order to prove (*); Corollary 5.3 gives us \( \lim_n \mu(U_n - C) = 0 \), since the compact closure of \( U_n \) forces \( \mu(U_1) \) to be finite. Therefore \( \mathcal{A} \) contains all compact sets.

To see that \( \mathcal{A} \) is closed under complements, suppose \( E \) is in \( \mathcal{A} \). Let \( \epsilon > 0 \) be given and choose, by (*) for \( E \), a closed set \( C \) and an open set \( U \) such that \( C \subseteq E \subseteq U \) and \( \mu(U - C) < \epsilon \). Taking complements, we have \( U^c \subseteq E^c \subseteq C^c \) and \( \mu(C^c - U^c) = \mu(U - C) < \epsilon \). Thus \( E^c \) is in \( \mathcal{A} \).

Let us see that \( \mathcal{A} \) is closed under finite unions. Suppose that \( E_1 \) and \( E_2 \) are in \( \mathcal{A} \). Let \( \epsilon > 0 \) be given and choose, by (*) for \( E_1 \) and \( E_2 \), two closed sets \( C_1 \) and \( C_2 \) and two open sets \( U_1 \) and \( U_2 \) such that \( C_1 \subseteq E_1 \subseteq U_1 \) and \( \mu(U_1 - C_1) < \epsilon \), \( C_2 \subseteq E_2 \subseteq U_2 \), and \( \mu(U_2 - C_2) < \epsilon \). Then \( C_1 \cup C_2 \subseteq E_1 \cup E_2 \subseteq U_1 \cup U_2 \) and \( \mu((U_1 \cup U_2) - (C_1 \cup C_2)) \leq \mu(U_1 - C_1) + \mu(U_2 - C_2) < 2\epsilon \). Since \( \epsilon \) is
arbitrary, \( E_1 \cup E_2 \) is in \( \mathcal{A} \). Hence \( \mathcal{A} \) is closed under finite unions, and \( \mathcal{A} \) is an algebra of sets.

The proof that \( \mathcal{A} \) is closed under countable unions takes two steps. For the first step we let a sequence of sets \( E_n \) in \( \mathcal{A} \) be given with union \( E \), and first assume that all \( E_n \) lie in one of the sets \( F_M \) in (i) above. Let \( \epsilon > 0 \) be given and choose, by (a) for each \( E_n \), closed sets \( C_n \) and open sets \( U_n \) such that \( C_n \subseteq E_n \subseteq U_n \) and \( \mu(U_n - C_n) < \epsilon/2^n \). Possibly by intersecting \( U_n \) with \( F_M \), we may assume that all \( U_n \) lie in the compact set \( F_M \). Set \( U = \bigcup_{n=1}^{\infty} U_n \) and \( C = \bigcup_{n=1}^{\infty} C_n \). Then \( C \subseteq E \subseteq U \) with \( U \) open but \( C \) not necessarily closed. Nevertheless, we have \( U - C \subseteq \bigcup_{n=1}^{\infty} (U_n - C_n) \), and Proposition 5.1g gives \( \mu(U - C) \leq \sum_{n=1}^{\infty} \mu(U_n - C_n) < \epsilon \). The sets \( S_n = U - \bigcup_{m=1}^{n} C_n \) form a decreasing sequence within \( F_{M+1} \) with intersection \( U - C \). Since \( \mu(F_{M+1}) \) is finite, Corollary 5.3 shows that \( \mu(S_n) \) decreases to \( \mu(U - C) \), which is \( < \epsilon \). Thus there is some \( m = m_0 \) with \( \mu(S_{m_0}) < \epsilon \). The set \( C' = \bigcup_{n=1}^{m_0} C_n \) is closed, and we have \( C' \subseteq E \subseteq U \) and \( \mu(U - C') = \mu(S_{m_0}) < \epsilon \). Therefore \( E \) is in \( \mathcal{A} \).

For the second step we let the sets \( E_n \) be general members of \( \mathcal{A} \). Since \( \mathcal{A} \) is an algebra, \( E_n \cap (F_{M+1} - F_m) \) is in \( \mathcal{A} \) for every \( n, m \). Applying the previous step, we see that \( E'_m = E \cap (F_{M+1} - F_m) \) is in \( \mathcal{A} \) for every \( m \). The sets \( E'_m \) have union \( E \), and \( E'_m \) is contained in \( F_{M+1} - F_m \). Changing notation, we may assume that the given sets \( E_n \) all have \( E_n \subseteq F_{n+1} \cap F_n \). If \( \epsilon > 0 \) is given, construct \( U_n \) open and \( C_n \) closed as in the previous paragraph except that \( U_n \) is not constrained to lie in a particular \( F_M \). Again let \( U = \bigcup_{n=1}^{\infty} U_n \) and \( C = \bigcup_{n=1}^{\infty} C_n \), so that \( C \subseteq E \subseteq U \) and \( \mu(U - C) < \epsilon \). The set \( U \) is open, and this time we can prove that the set \( C \) is closed. In fact, let \( \{x_k\} \) be a sequence in \( C \) convergent to some limit point \( x_0 \). The point \( x_0 \) is in some \( F_M \) since the sets \( F_M \) have union the whole space. Since \( F_M \subseteq F_{M+1} \) and \( F_{M+1} \) is open, the sequence is eventually in \( F_{M+1} \). The inclusion \( C_n \subseteq E_n \subseteq F_{n+1} - F_n \) shows that \( C_n \cap F_{M+1} = \emptyset \) for \( n \geq M + 1 \). Thus no term of the sequence after some point lies in \( C_{M+1}, C_{M+2}, \ldots \), i.e., all the terms of the sequence after some point lie in \( \bigcup_{n=1}^{M} C_n \). This is a closed set, and the limit \( x_0 \) must lie in it. Therefore \( x_0 \) lies in \( C \), and \( C \) is closed. This proves that \( E \) is in \( \mathcal{A} \). Hence \( \mathcal{A} \) is a \( \sigma \)-algebra and must contain all Borel sets.

From (a) for all Borel sets \( E \) satisfies

\[
\mu(E) = \sup_{C \subseteq E, \ C \text{ closed}} \mu(C) = \inf_{U \supseteq E, \ U \text{ open}} \mu(U). \tag{**}
\]

Proposition 5.2 shows that the sets \( F_n \) of (i) have the property that \( \mu(C) = \sup \mu(C \cap F_n) \) for every Borel set \( C \). When \( C \) is closed, the sets \( C \cap F_n \) are compact, and thus (**) implies the equality asserted in the statement of the theorem. This completes the proof. \( \square \)

Recall from Section III.10 that the support of a scalar-valued function on a metric space is the closure of the set where it is nonzero. Let \( C_{\text{com}}(\mathbb{R}^N) \) be the
space of continuous scalar-valued functions on \( \mathbb{R}^N \) of compact support. If there is no special mention of the scalars, the scalars may be either real or complex.

If \( K \) is a compact set and the open sets \( U_n \) are as in (ii) before Theorem 6.2, Proposition 2.30e gives us continuous functions \( f_n : \mathbb{R}^N \to [0, 1] \) such that \( f_n \) is 1 on \( K \) and is 0 on \( U_n^c \). The support of the function \( f_n \) is then contained in \( U_n^d \), which is compact. By replacing the functions \( f_n \) by \( g_n = \min\{f_1, \ldots, f_n\} \), we may assume that they are pointwise decreasing. Consequently

(iii) there exists a decreasing sequence of real-valued members of \( \text{C}_\text{com}(\mathbb{R}^N) \) with pointwise limit the indicator function of \( K \).

**Corollary 6.3.** If \( \mu \) and \( \nu \) are Borel measures on \( \mathbb{R}^N \) such that \( \int_{\mathbb{R}^N} f \, d\mu = \int_{\mathbb{R}^N} f \, d\nu \) for all continuous functions on \( \mathbb{R}^N \) of compact support, then \( \mu = \nu \).

**Proof.** Let \( K \) be a compact subset of \( \mathbb{R}^N \), and use (iii) to choose a decreasing sequence \( \{f_n\} \) of real-valued members of \( \text{C}_\text{com}(\mathbb{R}^N) \) with pointwise limit the indicator function \( I_K \). Since \( f_1 \) is integrable, dominated convergence allows us to deduce \( \int_{\mathbb{R}^N} I_K \, d\mu = \int_{\mathbb{R}^N} I_K \, d\nu \) from the equality \( \int_{\mathbb{R}^N} f_n \, d\mu = \int_{\mathbb{R}^N} f_n \, d\nu \) for all \( n \). Thus \( \mu(K) = \nu(K) \) for every compact set \( K \). Applying Theorem 6.2, we obtain \( \mu(E) = \nu(E) \) for every Borel set \( E \).

**Corollary 6.4.** Let \( p = 1 \) or \( p = 2 \). If \( \mu \) is a Borel measure on \( \mathbb{R}^N \), then

(a) \( \text{C}_\text{com}(\mathbb{R}^N) \) is dense in \( L^p(\mathbb{R}^N, \mu) \).

(b) the smallest closed subspace of \( L^p(\mathbb{R}^N, \mu) \) containing all indicator functions of compact sets in \( \mathbb{R}^N \) is \( L^p(\mathbb{R}^N, \mu) \) itself.

**Remark.** The scalars are assumed to be the same for \( \text{C}_\text{com}(\mathbb{R}^N) \) as for \( L^1(\mathbb{R}^N, \mu) \) and \( L^2(\mathbb{R}^N, \mu) \); the corollary is valid both for real scalars and for complex scalars.

**Proof.** If \( E \) is a Borel set of finite \( \mu \) measure and if \( \epsilon \) is given, Theorem 6.2 allows us to choose a compact set \( K \) with \( K \subseteq E \) and \( \mu(E - K) < \epsilon \). Then \( \int_{\mathbb{R}^N} |I_E - I_K|^p \, d\mu = \mu(E - K) < \epsilon \), and consequently the closure in \( L^p(\mathbb{R}^N, \mu) \) of the set of all indicator functions of compact sets contains all indicator functions of Borel sets of finite \( \mu \) measure. Proposition 5.56 shows consequently that the smallest closed subspace of \( L^p(\mathbb{R}^N, \mu) \) containing all indicator functions of compact sets is \( L^p(\mathbb{R}^N, \mu) \) itself. This proves (b).

For (a), let \( K \) be compact, and use (iii) to choose a decreasing sequence \( \{f_n\} \) of real-valued members of \( \text{C}_\text{com}(\mathbb{R}^N) \) with pointwise limit \( I_K \). Since \( f_1^p \) is integrable, dominated convergence yields \( \lim_n \int_{\mathbb{R}^N} |f_n - I_K|^p \, d\mu = 0 \). Hence the closure of \( \text{C}_\text{com}(\mathbb{R}^N) \) in \( L^p(\mathbb{R}^N, \mu) \) contains all indicator functions of compact sets. By Propositions 5.55c and 5.55d this closure contains the smallest closed subspace of \( L^p(\mathbb{R}^N, \mu) \) containing all indicator functions of compact sets. By (b), the latter subspace is \( L^p(\mathbb{R}^N, \mu) \) itself. This proves (a).
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Fix an integer $n \geq 0$, and let $(a_1, \ldots, a_N)$ be an $N$-tuple of integers. The diadic cube $Q_n(a_1, \ldots, a_N)$ in $\mathbb{R}^N$ of side $2^{-n}$ is defined to be the geometric rectangle

$$Q_n(a_1, \ldots, a_N) = \{(x_1, \ldots, x_N) \mid 2^{-n}a_j < x_j \leq 2^{-n}(a_j + 1) \text{ for } 1 \leq j \leq N\}.$$

Let $Q_n$ be the set of all diadic cubes of side $2^{-n}$. The members of $Q_n$ are disjoint and have union $\mathbb{R}^N$. Thus we can associate uniquely to each $x$ in $\mathbb{R}^N$ a sequence $\{Q_n\}$ of diadic cubes such that $x$ is in $Q_n$ and $Q_n$ is in $Q_n$. Since for each $n$, the members of $Q_{n+1}$ are obtained by subdividing each member of $Q_n$ into $2^N$ disjoint smaller diadic cubes, the diadic cubes $Q_n$ associated to $x$ must have the property that $Q_n \supseteq Q_{n+1}$ for all $n \geq 0$.

**Lemma 6.5.** Any open set in $\mathbb{R}^N$ is the countable disjoint union of diadic cubes.

**Proof.** Let an open set $U$ be given. We may assume that $U \neq \mathbb{R}^N$, so that $U^c \neq \emptyset$. We describe which diadic cubes to include in a collection $A$ so that $A$ has the required properties. If $x$ is in $U$, then $D(x, U^c) = d$ is positive since $U^c$ is closed and nonempty. Let $\{Q_n\}$ be the sequence of diadic cubes associated to $x$. The distance between any two points of $Q_n$ is $\leq 2^{-n}\sqrt{N}$, and this is $< d$ if $n$ is sufficiently large. Hence $Q_n$ is contained in $U$ for $n$ sufficiently large. The cube in $A$ that contains $x$ is to be the $Q_n$ with $n$ as small as possible so that $Q_n \subseteq U$.

The construction has been arranged so that the union of the diadic cubes in $A$ is exactly $U$. Suppose that $Q$ and $Q'$ are members of $A$ obtained from respective points $x$ and $x'$ in $U$. If $Q \cap Q' \neq \emptyset$, let $x''$ be in the intersection. Then $Q$ and $Q'$ are two of the diadic cubes in the sequence associated to $x''$, and one has to contain the other. Without loss of generality, suppose that $Q \supseteq Q'$. Then $x'$ lies in $Q$ as well as $Q'$, and we should have selected $Q$ for $x'$ rather than $Q'$ if $Q \neq Q'$. We conclude that $Q = Q'$, and thus the members of $A$ are disjoint. Each collection $Q_n$ is countable, and therefore the collection $A$ is countable. □

**Proposition 6.6.** Any Borel measure on $\mathbb{R}^N$ is determined by its values on all the diadic cubes.

**Remark.** We shall apply this result in the present section in connection with Lebesgue measure on $\mathbb{R}^N$ and in Section 8 in connection with general Borel measures on $\mathbb{R}^1$.

**Proof.** The values on the diadic cubes determine the values on all open sets by Lemma 6.5, and the values on all open sets determine the values on all Borel sets by Theorem 6.2. □
Corollary 6.7. There exists a unique Borel measure on $\mathbb{R}^N$ for which the measure of each geometric rectangle is the product of the lengths of the sides. The measure is the $N$-fold product of $1$-dimensional Lebesgue measure.

Remarks. The uniqueness is immediate from Proposition 6.6. The first version of Lebesgue measure that we constructed has the property stated in the corollary and therefore proves existence. All the other versions of Lebesgue measure we constructed have the same property, and so all such versions are equal. The corollary therefore allows us to use Fubini’s Theorem for any decomposition $\mathbb{R}^N = \mathbb{R}^m \times \mathbb{R}^n$ with $m + n = N$. As in the 1-dimensional case, we shall often write $dx$ for Lebesgue measure.

Corollary 6.7 gives one characterization of Lebesgue measure. We shall use Proposition 6.6 to give a second characterization, which will be in terms of translation invariance.

Proposition 6.8. Under a Borel function $F : \mathbb{R}^N \to \mathbb{R}^{N'}$, $F^{-1}(E)$ is in $\mathcal{B}_N$ whenever $E$ is in $\mathcal{B}_{N'}$. In particular, this conclusion is valid if $F$ is continuous.

Proof. The set of $E$’s for which $F^{-1}(E)$ is in $\mathcal{B}_N$ is a $\sigma$-algebra, and the result will follow if this set of $E$’s contains the open geometric rectangles of $\mathbb{R}^{N'}$. If $F_j$ denotes the $j$th component of $F$, then $F_j : \mathbb{R}^N \to \mathbb{R}^1$ is Borel measurable and Proposition 5.6c shows that $F_j^{-1}(U_j)$ is a Borel set in $\mathbb{R}^N$ if $U_j$ is open in $\mathbb{R}^1$. Then $F^{-1}(U_1 \times \cdots \times U_{N'}) = \bigcap_{j=1}^{N'} F_j^{-1}(U_j)$ is a Borel set in $\mathbb{R}^N$. \qed

Corollary 6.9. Any homeomorphism of $\mathbb{R}^N$ carries $\mathcal{B}_N$ to $\mathcal{B}_{N'}$.

Corollary 6.9 is a special case of Proposition 6.8. The particular homeomorphisms of interest at the moment are translations and dilations. Translation by $x_0$ is the homeomorphism $\tau_{x_0}(x) = x + x_0$. Its operation on a set $E$ is given by $\tau_{x_0}(E) = \{\tau_{x_0}(x) \mid x \in E\} = \{x + x_0 \mid x \in E\} = E + x_0$, and its operation on a function $f$ on $\mathbb{R}^N$ is given by $\tau_{x_0}(f)(x) = f(\tau_{-x_0}^{-1}(x)) = f(x - x_0)$. Its operation on an indicator function $1_E$ is $\tau_{x_0}(1_E)(x) = 1_{E+x_0}(x) = 1_{E+x_0}(x) = 1_{\tau_{x_0}(E)}(x)$. Because of Corollary 6.9, translations operate on measures, the formula being $\tau_{x_0}(\mu)(E) = \mu(\tau_{-x_0}^{-1}(E))$; since homeomorphisms carry compact sets to compact sets, the right side is a Borel measure if $\mu$ is a Borel measure. The actions of $\tau_{x_0}$ on functions and measures are related by integration. If $f \geq 0$ is a Borel function, then so is $\tau_{x_0}(f)$, and $\int_{\mathbb{R}^N} f d\tau_{x_0}\mu = \int_{\mathbb{R}^N} \tau_{-x_0}^{-1}(f) d\mu$; this formula is verified by checking it for indicator functions and then passing to simple functions $\geq 0$ by linearity and to Borel functions $f \geq 0$ by monotone convergence.

Dilation $\delta_c$ by a nonzero real $c$ is given on members of $\mathbb{R}^N$ by $\delta_c(x) = cx$, and the operations on sets, functions, indicator functions, and measures are analogous
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Theorem 6.10. Lebesgue measure \( m \) on \( \mathbb{R}^N \) is translation invariant in the sense that \( \tau_{x_0}(m) = m \) for every \( x_0 \) in \( \mathbb{R}^N \). In fact, Lebesgue measure is the unique translation-invariant Borel measure on \( \mathbb{R}^N \) that assigns measure 1 to the diadic cube \( Q_0(0, \ldots, 0) \). The effect of dilations on Lebesgue measure is that 
\[
\delta_c(m) = |c|^{-N} m
\]
for every nonnegative Borel function \( f \).

REMARKS. From one point of view, translation and dilation are examples of bounded linear operators on each \( L^p(\mathbb{R}^N, dx) \), with translation preserving norms and with dilation multiplying norms by a constant depending on \( p \) and the particular dilation. From another point of view, translation and dilation are especially simple examples of changes of variables. Operationally the theorem allows us to write
\[
dy = dx \quad \text{when} \quad y = \tau_{x_0}(x)
\]
and
\[
dz = |c|^N dx \quad \text{when} \quad z = cx.
\]
These effects of translations and dilations on integration with respect to Lebesgue measure are special cases of the general change-of-variables formula to be proved in Section 5.

PROOF. For any \( x_0 \) in \( \mathbb{R}^N \), \( m \) and \( \tau_{x_0}(m) \) assign the product of the lengths of the sides as measure to any diadic cube. From Proposition 6.6 we conclude that \( m = \tau_{x_0}(m) \). The assertion about the effect of dilations on Lebesgue measure is proved similarly.

We still have to prove the uniqueness. Let \( \mu \) be a translation-invariant Borel measure. The members of \( Q_n \) are translates of one another and hence have equal \( \mu \) measure. The members of \( Q_{n+1} \) are obtained by partitioning each member of \( Q_n \) into \( 2^N \) members of \( Q_{n+1} \) that are translates of one another. Thus the \( \mu \) measure of any member of \( Q_{n+1} \) is \( 2^{-N} \) times the \( \mu \) measure of any member of \( Q_n \). Consequently the \( \mu \) measure of any diadic cube is completely determined by the value of \( \mu \) on \( Q_0(0, \ldots, 0) \), which is a member of \( Q_0 \). The uniqueness then follows by another application of Proposition 6.6.

For a continuous function on a closed bounded interval, it was shown at the end of Section V.3 that the Riemann integral equals the Lebesgue integral. The next proposition gives an \( N \)-dimensional analog. A general comparison of the Riemann and Lebesgue integrals will be given in Section 4.

Proposition 6.11. For a continuous function on a compact geometric rectangle, the Riemann integral equals the Lebesgue integral.

PROOF. The two are equal in the 1-dimensional case, and the \( N \)-dimensional cases of each may be computed by iterated 1-dimensional integrals—as a result of
Corollary 3.33 in the case of the Riemann integral and as a result of the definition of Lebesgue measure as a product and the use of Fubini’s Theorem (Theorem 5.47) in the case of the Lebesgue integral.

So far, we have worked in this section only with Lebesgue measure on the Borel sets. The Lebesgue measurable sets are those sets that occur when Lebesgue measure is completed. The Lebesgue measurable sets of measure 0 are of particular interest. In Section III.8 we defined an ostensibly different notion of measure 0 by saying that a set in $\mathbb{R}^N$ is of measure 0 if for any $\epsilon > 0$, it can be covered by a countable set of open geometric rectangles of total volume less than $\epsilon$, and Theorem 3.29 characterized the Riemann integrable functions on a compact geometric rectangle as those functions whose discontinuities form a set of measure 0 in this sense. Later, Proposition 5.39 showed for $\mathbb{R}^1$ that a set has measure 0 in this sense if and only if it is Lebesgue measurable of Lebesgue measure 0. This equivalence extends to $\mathbb{R}^N$, as the next proposition shows.

Proposition 6.12. In $\mathbb{R}^N$, the Lebesgue measurable sets of measure 0 are exactly the subsets $E$ of $\mathbb{R}^N$ with the following property: for any $\epsilon > 0$, the set $E$ can be covered by countably many geometric rectangles of total volume less than $\epsilon$.

PROOF. Let $m$ be Lebesgue measure on $\mathbb{R}^N$. If $E$ has the stated property, let $E_n$ be the union of the given countable collection of geometric rectangles of total volume $< 1/n$ used to cover $E$. Proposition 5.1g shows that $m(E_n) < 1/n$, and hence the Borel set $E' = \bigcap_k E_k$ has $m(E') < 1/n$ for every $n$. Therefore $m(E') = 0$. Since $E \subseteq E'$, $E$ is Lebesgue measurable and has Lebesgue measure 0.

Conversely if $E$ is Lebesgue measurable of Lebesgue measure 0 and if $\epsilon > 0$ is given, we are to find a union of open geometric rectangles containing $E$ and having total volume $< \epsilon$. Find a set $E'$ in $\mathcal{B}_N$ with $E \subseteq E'$ and $m(E') = 0$. It is enough to handle $E'$. Writing $\mathbb{R}^N$ as the union of compact geometric cubes $C_n$ of side $2n$ centered at the origin and covering $E' \cap C_n$ up to $\epsilon/2^n$, we see that we may assume that $E'$ is bounded, being contained in some cube $C_n$.

Within $\mathbb{R}^1 \cap [-n, n]$, we know that the set of finite unions of intervals is an algebra $\mathcal{A}^{(n)}_1$ of sets such that $\mathcal{B}^{(n)}_1 = \mathcal{B}_1 \cap [-n, n]$ is the smallest $\sigma$-algebra containing $\mathcal{A}^{(n)}_1$. Applying Proposition 5.40 inductively, we see that the set of finite disjoint unions of $N$-fold products of members of $\mathcal{A}^{(n)}_1$ is an algebra $\mathcal{A}^{(n)}_N$, and then Proposition 6.1 shows that the smallest $\sigma$-algebra containing $\mathcal{A}^{(n)}_N$ is $\mathcal{B}^{(n)}_N = \mathcal{B}_N \cap C_n$. Proposition 5.38 shows that the measure $m$ on $\mathcal{B}^{(n)}_N$ is given by $m^*$, where $m^*(A)$ is the infimum of countable unions of members of $\mathcal{A}^{(n)}_N$ that cover $A$. Consequently the subset $E'$ of $C_n$ can be covered by countably many
geometric rectangles of total volume $< \epsilon$. Doubling these rectangles about their centers and discarding their edges, we obtain a covering of $E'$ by open rectangles of total volume $< 2^N \epsilon$, and we have the required covering.

Borel measurable sets have two distinct advantages over Lebesgue measurable sets. One advantage is that Borel measurable sets are independent of the particular Borel measure in question, whereas the sets in the completion of a $\sigma$-algebra relative to a Borel measure very much depend on the particular measure. The other advantage is that Fubini’s Theorem applies in a tidy fashion to Borel measurable functions as a consequence of the identity $B_m \times B_n = B_{m+n}$ given in Proposition 6.1. By contrast, there are Lebesgue measurable sets for $\mathbb{R}^N$ that are not in the product of the $\sigma$-algebras of Lebesgue measurable sets from $\mathbb{R}^m$ and $\mathbb{R}^{N-m}$. For example, take a set $E$ in $\mathbb{R}^1$ that is not Lebesgue measurable; such a set is produced in Problem 1 at the end of the present chapter. Then $E \times \{0\}$ in $\mathbb{R}^2$ is a subset of the Borel set $\mathbb{R}^1 \times \{0\}$, and hence it is Lebesgue measurable of measure 0. However, $E \times \{0\}$ is not in the product $\sigma$-algebra, because a section of a function measurable with respect to the product has to be measurable with respect to the appropriate factor (Lemma 5.46).

On the other hand, Lebesgue measurable functions are sometimes unavoidable. An example occurs with Riemann integrability: In view of Proposition 6.12, Theorem 3.29 says that the Riemann integrable functions on a compact geometric rectangle are exactly the functions whose discontinuities form a Lebesgue measurable set of Lebesgue measure 0, and Problems 31–33 at the end of Chapter V produced such a function in the 1-dimensional case that is not a Borel measurable function.

The upshot is that a little care is needed when using Fubini’s Theorem and Lebesgue measurable sets at the same time, and there are times when one wants to do so. The situation is a little messy but not intractable. Problem 12 at the end of Chapter V showed that a Lebesgue measurable function can be adjusted on a set of Lebesgue measure 0 so as to become Borel measurable. Using this fact, one can write down a form of Fubini’s Theorem for Lebesgue measurable functions that is usable even if inelegant.

2. Convolution

Convolution is an important operation available for functions on $\mathbb{R}^N$. On a formal level, the convolution $f \ast g$ of two functions $f$ and $g$ is

$$(f \ast g)(x) = \int_{\mathbb{R}^N} f(x - y)g(y) \, dy.$$
One place convolution arises is as a limit of a linear combination of translates: We shall see in Proposition 6.13 that the convolution at \(x\) may be written also as \(\int_{\mathbb{R}^N} f(y)g(x-y)\,dy\). If \(f\) is fixed and if finite sets of translation operators \(t_{y_i}\) and of weights \(f(y_i)\) are given, then the value at \(x\) of the linear combination \(\sum_i f(y_i)t_{y_i}\) applied to \(g\) and evaluated at \(x\) is \(\int_{\mathbb{R}^N} f(y_i)g(x-y_i)\). Corollary 6.17 will show a sense in which we can think of \(\int_{\mathbb{R}^N} f(y)g(x-y)\,dy\) as a limit of such expressions.

To make mathematical sense out of \(f \ast g\), let us begin with the case that \(f\) and \(g\) are nonnegative Borel functions on \(\mathbb{R}^N\). The assertion is that \(f \ast g\) is meaningful as a Borel function \(\geq 0\). In fact, \((x,y) \mapsto f(x-y)\) is the composition of the continuous function \(F: \mathbb{R}^{2N} \to \mathbb{R}^N\) given by \(F(x,y) = x - y\), followed by the Borel function \(f: \mathbb{R}^N \to [0, +\infty]\). If \(U\) is open in \([0, +\infty]\), then \(f^{-1}(U)\) is in \(\mathcal{B}_N\), and Proposition 6.8 shows that \((f \circ F)^{-1}(U) = F^{-1}(f^{-1}(U))\) is in \(\mathcal{B}_{2N}\). Then the product \((x,y) \mapsto f(x-y)g(y)\) is a Borel function, and Fubini’s Theorem (Theorem 5.47) and Proposition 6.1 combine to show that \(x \mapsto (f \ast g)(x)\) is a Borel function \(\geq 0\).

**Proposition 6.13.** For nonnegative Borel functions on \(\mathbb{R}^N\),

(a) \(f \ast g = g \ast f\),

(b) \(f \ast (g \ast h) = (f \ast g) \ast h\).

**PROOF.** We use Theorem 6.10 for both parts and also Fubini’s Theorem for (b). For (a), the changes of variables \(y \mapsto y + x\) and then \(y \mapsto -y\) give

\[
\int_{\mathbb{R}^N} f(x-y)g(y)\,dy = \int_{\mathbb{R}^N} f(-y)g(y+x)\,dx = \int_{\mathbb{R}^N} f(y)g(x-y)\,dy.
\]

For (b), the computation is

\[
(f \ast (g \ast h))(x) = \int_{\mathbb{R}^N} f(x-y)(g \ast h)(y)\,dy
\]

\[
= \int_{\mathbb{R}^N} \left[ \int_{\mathbb{R}^N} f(x-y)g(y-z)h(z)\,dz \right]dy
\]

\[
= \int_{\mathbb{R}^N} \left[ \int_{\mathbb{R}^N} f(x-y)g(y-z)h(z)\,dy \right]dz
\]

\[
= \int_{\mathbb{R}^N} \left[ \int_{\mathbb{R}^N} f(x-z-y)g(y)h(z)\,dy \right]dz
\]

\[
= \int_{\mathbb{R}^N} (f \ast g)(x-z)h(z)\,dz = ((f \ast g) \ast h)(x),
\]

the change of variables \(y \mapsto y + z\) being used for the fourth equality. \(\square\)

In order to have a well-defined expression for \(f \ast g\) when \(f\) and \(g\) are not necessarily \(\geq 0\), we need conditions under which the nonnegative case leads to something finite. The conditions we use ensure finiteness of \((|f| \ast |g|)(x)\) for almost every \(x\). For real-valued \(f\) and \(g\), we then define \(f \ast g(x)\) by subtraction at the points where \((|f| \ast |g|)(x)\) is finite, and we define it to be 0 elsewhere. For complex-valued \(f\) and \(g\), we define \((f \ast g)(x)\) as a linear combination of the
appropriate parts where \(|f| \ast |g|)(x)\) is finite, and we define it to be 0 elsewhere. When we proceed this way, the commutativity and associativity properties in Proposition 6.13 will be valid even though \(f\) and \(g\) are not necessarily \(\geq 0\).

**Proposition 6.14.** For nonnegative Borel functions \(f\) and \(g\) on \(\mathbb{R}^N\), convolution is finite almost everywhere in the following cases, and then the indicated inequalities of norms are satisfied:

(a) for \(f\) in \(L^1(\mathbb{R}^N)\) and \(g\) in \(L^1(\mathbb{R}^N)\), and then \(\|f \ast g\|_1 \leq \|f\|_1 \|g\|_1\);

(b) for \(f\) in \(L^1(\mathbb{R}^N)\) and \(g\) in \(L^2(\mathbb{R}^N)\), and then \(\|f \ast g\|_2 \leq \|f\|_1 \|g\|_2\);

(c) for \(f\) in \(L^1(\mathbb{R}^N)\) and \(g\) in \(L^\infty(\mathbb{R}^N)\), and then \(\|f \ast g\|_\infty \leq \|f\|_1 \|g\|_\infty\);

(d) for \(f\) in \(L^2(\mathbb{R}^N)\) and \(g\) in \(L^2(\mathbb{R}^N)\), and then \(\|f \ast g\|_\infty \leq \|f\|_2 \|g\|_2\).

Consequently \(f \ast g\) is defined in the above situations even if the scalar-valued functions \(f\) and \(g\) are not necessarily \(\geq 0\), and the estimates on the norm of \(f \ast g\) are still valid.

**Proof.** For (a) and the first conclusions in (b) and (c), let \(p\) be 1, 2, or \(\infty\) as appropriate. By Minkowski’s inequality for integrals (Theorem 5.60),

\[
\|f \ast g\|_p = \|\int_{\mathbb{R}^N} f(x)g(x-y)\,dy\|_{p,x} \leq \int_{\mathbb{R}^N} \|f(x-y)\|_{p,x} \,dy.
\]

The next-to-last equality following from the translation invariance of \(dx\). The second conclusions in (b) and (c) require only notational changes.

For (d), we have

\[
\sup_x |(f \ast g)(x)| = \sup_x \left| \int_{\mathbb{R}^N} f(y)g(x-y)\,dy \right|
\]

\[
\leq \sup_x \|f\|_2 \|g(x-y)\|_{2,y} = \|f\|_2 \|g\|_2,
\]

the inequality following from the Schwarcz inequality and the last step following from translation invariance of \(dy\) and invariance under \(y \mapsto -y\).

Going over these arguments, we see that we may use them even if \(f\) and \(g\) are not necessarily \(\geq 0\). Then the last statement of the proposition follows. \(\Box\)

Next let us relate the translation operators of Section 1 to convolution. The formula for the effect of a translation operator on a function is \(\tau_t(f)(x) = f(x-t)\).

**Proposition 6.15.** Convolution commutes with translations in the sense that \(\tau_t(f \ast g) = (\tau_t f) \ast g = f \ast \tau_t g\).

**Proof.** It is enough to treat functions \(\geq 0\). Then we have \(\tau_t(f \ast g)(x) = (f \ast g)(x-t) = \int_{\mathbb{R}^N} f(x-t-y)g(y)\,dy\), which equals \(\int_{\mathbb{R}^N} (\tau_t f)(x-y)g(y)\,dy = \int_{\mathbb{R}^N} (\tau_t f)(x-y)\,dy = (\tau_t(f \ast g))(x)\) on the one hand and, because of translation invariance of Lebesgue measure, equals \(\int_{\mathbb{R}^N} f(x-y)g(y-t)\,dy = (f \ast \tau_t g)(x)\) on the other hand. \(\Box\)
Proposition 6.16. If \( p = 1 \) or \( p = 2 \), then translation of a function is continuous in the translation parameter in \( L^p(\mathbb{R}^N, dx) \). In other words, if \( f \) is in \( L^p \) relative to Lebesgue measure, then \( \lim_{h \to 0} \| \tau_{t+h} f - \tau_t f \|_p = 0 \) for all \( t \).

REMARK. However, continuity fails on \( L^\infty \). In this case, there is a substitute result, and we take that up in a moment.

PROOF. Let \( f \) be in \( L^p \). By translation invariance of Lebesgue measure, 
\[
\| \tau_{t+h} f - \tau_t f \|_p = \| \tau_{h} f - f \|_p.
\]
If \( g \) is in \( C_{\text{com}}(\mathbb{R}^N) \), then \( \| \tau_{h} g - g \|_p = \int_{\mathbb{R}^N} |g(x-h) - g(x)|^p dx \), and dominated convergence shows that this tends to 0 as \( h \) tends to 0. Let \( \epsilon > 0 \) and \( f \) be given. By Corollary 6.4a, \( C_{\text{com}}(\mathbb{R}^N) \) is dense in \( L^p(\mathbb{R}^N, dx) \), and thus we can choose \( g \) in \( C_{\text{com}}(\mathbb{R}^N) \) with \( \| f - g \|_p < \epsilon \). Then
\[
\| \tau_{h} f - f \|_p \leq \| \tau_{h} f - \tau_{h} g \|_p + \| \tau_{h} g - g \|_p + \| g - f \|_p
\]
\[
= 2 \| f - g \|_p + \| \tau_{h} g - g \|_p \leq 2\epsilon + \| \tau_{h} g - g \|_p.
\]
If \( h \) is close enough to 0, the term \( \| \tau_{h} g - g \|_p \) is \( < \epsilon \), and then \( \| \tau_{h} f - f \|_p < 3\epsilon \).

Corollary 6.17. Let \( p = 1 \) or \( p = 2 \), and let \( g_1, \ldots, g_r \) be finitely many functions in \( L^p(\mathbb{R}^N) \). If a positive number \( \epsilon \) and a function \( f \) in \( L^1(\mathbb{R}^N) \) are given, then there exist finitely many members \( y_j \) of \( \mathbb{R}^N \), \( 1 \leq j \leq n \), and constants \( c_j \) such that \( \| f * g_k - \sum_{j=1}^n c_j \tau_{y_j} g_k \|_p < \epsilon \) for \( 1 \leq k \leq r \).

REMARK. In the case \( r = 1 \), the corollary says that any convolution \( f * g \) can be approximated in \( L^p \) by a linear combination of translates of \( g \). The result will be used in Chapter VIII with \( r > 1 \).

PROOF. Let \( V \) be the set of functions \( f \) in \( L^1(\mathbb{R}^N) \) for which this kind of approximation is possible for every \( \epsilon > 0 \). The main step is to show that \( V \) contains the indicator functions of the compact sets in \( \mathbb{R}^N \). Let \( K \) be compact, and let \( I_K \) be its indicator function. Proposition 6.16 shows that the functions \( y \mapsto \tau_y g_k \) are continuous from \( K \) into \( L^p(\mathbb{R}^N) \) for \( 1 \leq k \leq r \), and therefore these functions are uniformly continuous. Fix \( \epsilon > 0 \), and let \( \delta > 0 \) be such that \( \| \tau_y g_k - \tau_y' g_k \|_p < \epsilon \) for all \( k \) whenever \( |y - y'| < \delta \) and \( y \) and \( y' \) are in \( K \). For each \( y \) in \( K \), form the open ball \( B(\delta; y) \) in \( \mathbb{R}^N \). These balls cover \( K \), and finitely many suffice; let their centers be \( y_1, \ldots, y_n \). Define sets \( S_1, \ldots, S_n \) inductively as follows: \( S_j \) is the subset of \( K \) where \( |y - y_j| < \delta \) but \( |y - y_i| \geq \delta \) for \( i < j \). Then \( K = \bigcup_{j=1}^n S_j \) disjointly. By the choice of \( \delta \), we have \( \| \tau_y g_k - \tau_{y_j} g_k \|_p < \epsilon \) for all \( y \) in \( S_j \) and all \( k \). Using Minkowski’s inequality for integrals (Theorem
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Summing over \( j \) gives

\[
\| I_K * g_k - \sum_{j=1}^{n} m(S_j) \tau_{y_j} g_k \|_p \leq \epsilon m(S_j).
\]

Since \( \epsilon \) is arbitrary, \( I_K \) lies in \( V \).

If \( f_1 \) and \( f_2 \) are in \( V \) and if \( g_1, \ldots, g_r \) are given, then we may assume, by taking the union of the sets of members \( y_j \) of \( \mathbb{R}^N \) and by setting any unnecessary constants \( c_j \) equal to 0, that the translates used for \( f_1 \) and \( f_2 \) with the same \( \epsilon > 0 \) are the same. Thus we can write

\[
\int_{S_j} (g_k(x) - g_k(x - y)) dy < \epsilon/2 \quad \text{and} \quad \| f_2 * g_k - \sum_{j=1}^{n} c_j \tau_{y_j} g_k \|_p < \epsilon/2 \quad \text{for suitable \( y_j \)’s and \( c_j \)’s, and the triangle inequality gives} \quad \| (f_1 + f_2) * g_k - \sum_{j=1}^{n} (c_j + d_j) \tau_{y_j} g_k \|_p < \epsilon \].

Hence \( V \) is closed under addition. Similarly \( V \) is closed under scalar multiplication. If \( f_1 \to f \) in \( L^1 \) with \( f_1 \) in \( V \) and if \( \epsilon > 0 \) is given, choose \( l \) large enough so that \( \| f - f_l \|_1 < \epsilon/(2 \max \| g_k \|_p) \). If

\[
\| f_1 * g_k - \sum_{j=1}^{n} c_j^{(0)} \tau_{y_j} g_k \|_p < \epsilon/2,
\]

then the inequality \( \| f * g_k - f_i * g_k \|_p \leq \| f - f_i \|_1 \| g_k \|_p \) and the triangle inequality
together give \( \| f * g_k - \sum_{j=1}^{n} c_j^{(0)} \tau_{y_j} g_k \|_p < \epsilon \). Hence \( f \) is in \( V \), and \( V \) is closed.

By Corollary 6.4b, \( V = L^1(\mathbb{R}^N) \), and the proof is complete.

In some cases with \( L^\infty(\mathbb{R}^N) \), results have more content when phrased in terms of the supremum norm \( \| f \|_{\sup} = \sup_{x \in \mathbb{R}^N} | f(x) | \) defined in Section V.9. For a continuous function \( f \), the two norms agree because the set where \( | f(x) | > M \)

is open and therefore has positive measure if it is nonempty. For a bounded function \( f \), the condition \( \lim_{h \to 0} \| \tau_h f - f \|_{\sup} = 0 \) is equivalent to uniform continuity of \( f \), basically by definition. The functions \( f \) in \( L^\infty \) for which \( \lim_{h \to 0} \| \tau_h f - f \|_{\infty} = 0 \) are not much more general than the bounded uniformly continuous functions; we shall see shortly that they can be adjusted on a set of measure 0 so as to be bounded and uniformly continuous.

**Proposition 6.18.** In \( \mathbb{R}^N \) with Lebesgue measure, the convolution of \( L^1 \) with \( L^\infty \) results in an everywhere-defined bounded uniformly continuous function, not just an \( L^\infty \) function. Moreover,

\[
\| f * g \|_{\sup} \leq \| f \|_1 \| g \|_{\infty}, \quad \| f * g \|_1 \leq \| f \|_\infty \| g \|_1, \quad \text{or} \quad \| f * g \|_{\sup} \leq \| f \|_2 \| g \|_2
\]

in the various cases.
2. Convolution

**PROOF.** We give the proof when \( f \) is in \( L^1 \) and \( g \) is in \( L^\infty \), the other cases being handled similarly. The bound follows from the computation \( \| f * g \|_\text{sup} = \sup_y | \int_{\mathbb{R}^N} f(x - y)g(y) \, dy | \leq \sup_y \| g \|_\infty \int_{\mathbb{R}^N} |f(x - y)| \, dy = \| f \|_1 \| g \|_\infty \).

For uniform continuity we use Proposition 6.15 and the bound \( \| f * g \|_\text{sup} \leq \| f \|_1 \| g \|_\infty \) to make the estimate

\[
\| \tau_0 (f * g) - (f * g) \|_\text{sup} = \| (\tau_0 f) * (g - f) \|_\text{sup} = \| (\tau_0 f - f) * g \|_\text{sup} \leq \| \tau_0 f - f \|_1 \| g \|_\infty ,
\]

and then we apply Proposition 6.16 to see that the right side tends to 0 as \( h \) tends to 0.

A corollary of Proposition 6.18 gives a first look at how differentiability interacts with convolution.

**Corollary 6.19.** Suppose that \( f \) is a compactly supported function of class \( C^n \) on \( \mathbb{R}^N \) and that \( g \) is in \( L^p(\mathbb{R}^N, dx) \) with \( p \) equal to 1, 2, or \( \infty \). Then \( f * g \) is of class \( C^n \), and \( D(f * g) = (Df) * g \) for any iterated partial derivative of order \( \leq n \).

**PROOF.** First suppose that \( n = 1 \). Fix \( j \) with 1 \( \leq j \leq N \), and put \( D_j = \partial / \partial x_j \).

The function \( (D_j f) * g \) is continuous by Proposition 6.18. If we can prove that \( D_j(f * g)(x) \) exists and equals \((D_j f) * g)(x)\) for each \( x \), then it will follow that \( D_j(f * g) \) is continuous. This fact for all \( j \) implies that \( f * g \) is of class \( C^1 \), by Theorem 3.7, and the result for \( n = 1 \) will have been proved. The result for higher \( n \) can then be obtained by iterating the result for \( n = 1 \).

Thus we are to prove that \( D_j(f * g)(x) \) exists and equals \((D_j f) * g)(x)\) for each \( x \). In the respective cases \( p = 1, 2, \infty \), put \( p' = \infty, 2, 1 \). Let \( e_j \) be the \( j \)th standard basis vector of \( \mathbb{R}^N \) and let \( h \) be real with \( |h| \leq 1 \). Proposition 6.15 gives

\[
h^{-1}((f * g)(x + he_j) - (f * g)(x)) = (h^{-1}(\tau_{-he_j} f - f)) * g)(x) \quad (\star)
\]

Proposition 3.28a shows that \( h^{-1}(\tau_{-he_j} f - f) \) converges uniformly, as \( h \to 0 \), to \( D_j f \) on any compact set; since the support is compact, \( h^{-1}(\tau_{-he_j} f - f) \) converges uniformly to \( D_j f \) on \( \mathbb{R}^N \). Hence the convergence occurs in \( L^\infty \), and dominated convergence shows that it occurs in \( L^1 \) and \( L^2 \) also. Combining Proposition 6.18 and (\( \star \)), we see that

\[
|h^{-1}((f * g)(x + he_j) - (f * g)(x)) - (D_j f)(x)| \leq \|h^{-1}(\tau_{-he_j} f - f) - D_j f\|_{p'} \|g\|_p.
\]

The right side tends to 0 as \( h \to 0 \), and thus indeed \( D_j(f * g)(x) \) exists and equals \((D_j f) * g)(x)\).
Twice in Chapter I we made use of an “approximate identity” in $\mathbb{R}^1$, a system of functions peaking at the origin such that convolution by these functions acts more and more like the identity operator on some class of functions. The first occasion of this kind was in Section I.9 in connection with the Weierstrass Approximation Theorem, where the functions in the system were $\varphi_n(x) = c_n (1 - x^2)^n$ on $[-1, 1]$ with the constants $c_n$ chosen to make the total integral be 1. The polynomials $\varphi_n$ had the properties

(i) $\varphi_n(x) \geq 0$,
(ii) $\int_{-1}^{1} \varphi_n(x) \, dx = 1$,
(iii) for any $\delta > 0$, $\sup_{\delta \leq |x| \leq 1} \varphi_n(x)$ tends to 0 as $n$ tends to infinity,
and the convolutions were with continuous functions $f$ such that $f(0) = f(1) = 0$ and $f$ vanishes outside $[0, 1]$. The second occasion was in Section I.10 in connection with Fejér’s Theorem, where the functions in the system were trigonometric polynomials $K_N(x)$ such that

(i) $K_N(x) \geq 0$,
(ii) $\frac{1}{\pi} \int_{-\pi}^{\pi} K_N(x) \, dx = 1$,
(iii) for any $\delta > 0$, $\sup_{\delta \leq |x| \leq \pi} K_N(x)$ tends to 0 as $n$ tends to infinity.

In this case the convolutions were with periodic functions of period $2\pi$ over an interval of length $2\pi$, and the integrations involved $\frac{1}{2\pi} \, dx$ instead of $\, dx$.

Now we shall use the dilations of a single function in order to produce a more robust kind of approximate identity, this time on $\mathbb{R}^N$. One sense in which convolution by this system acts more and more like the identity appears in Theorem 6.20 below, and a sample application appears in Corollary 6.21. The corollary will illustrate how one can use an approximate identity to pass from conclusions about nice functions in some class to conclusions about all functions in the class.

**Theorem 6.20.** Let $\varphi$ be in $L^1(\mathbb{R}^N, \, dx)$, not necessarily $\geq 0$. Define

$$\varphi_\varepsilon(x) = \varepsilon^{-N} \varphi(\varepsilon^{-1} x) \quad \text{for } \varepsilon > 0,$$

and put $c = \int_{\mathbb{R}^N} \varphi(x) \, dx$. Then the following hold:

(a) if $p = 1$ or $p = 2$ and if $f$ is in $L^p(\mathbb{R}^N, \, dx)$, then

$$\lim_{\varepsilon \downarrow 0} \| \varphi_\varepsilon \ast f - cf \|_p = 0,$$

(b) the conclusion in (a) is valid for $p = \infty$ if $f$ is in $L^\infty(\mathbb{R}^N, \, dx)$ and $\lim_{t \to 0} \|\tau_t f - f\|_\infty = 0$,

(c) if $f$ is bounded on $\mathbb{R}^N$ and is continuous at $x$, then $\lim_{\varepsilon \downarrow 0} (\varphi_\varepsilon \ast f)(x) = cf(x)$,

(d) the convergence in (c) is uniform for any set $E$ of $x$’s such that $f$ is uniformly continuous at the points of $E$. 

PROOF. We prove conclusions (a) and (b) together. Since \( \int_{\mathbb{R}^n} \varphi_k(y) \, dy = \varepsilon^{-N} \int_{\mathbb{R}^N} \varphi(e^{-1}y) \, dy = \int_{\mathbb{R}^N} \varphi(y) \, dy = c \), we have

\[
|(\varphi_k \ast f)(x) - cf(x)| = \left| \int_{\mathbb{R}^N} \varphi_k(y) f(x-y) \, dy - cf(x) \right| \\
= \left| \int_{\mathbb{R}^N} \varphi_k(y)(f(x-y) - f(x)) \, dy \right| \\
\leq \int_{\mathbb{R}^N} |\varphi_k(y)||f(x-y) - f(x)| \, dy.
\]

Now we apply Minkowski’s inequality for integrals (Theorem 5.60), taking \( p \) to be 1, 2, or \( \infty \), and we obtain

\[
\|\varphi_k \ast f - cf\|_p \leq \int_{\mathbb{R}^N} |\varphi_k(y)||f(x-y) - f(x)| \, dy \\
\leq \int_{\mathbb{R}^N} \|\varphi_k(y)||f(x-y) - f(x)\|_{p,x} \, dy \\
= \int_{\mathbb{R}^N} |\varphi_k(y)||\tau_y f - f\|_p \, dy \\
= \int_{\mathbb{R}^N} |\varphi(y)||\tau_y f - f\|_p \, dy.
\]

Let \( \varepsilon \) decrease to 0. For \( p = 1 \) or \( p = 2 \), \( \|\tau_y f - f\|_p \) tends to 0 for each \( y \) by Proposition 6.16; for \( p = \infty \), it tends to 0 for each \( y \) by assumption on \( f \). The integrand \( |\varphi(y)||\tau_y f - f\|_p \) is dominated pointwise by the integrable function \( 2|\varphi(y)||f\|_p \) independently of \( \varepsilon \), and therefore we have dominated convergence along any sequence \( \varepsilon_n \) tending to 0. Since convergence to a limit within \( \mathbb{R} \) occurs as \( \varepsilon \downarrow 0 \) if and only if convergence to that limit occurs along every sequence decreasing to 0, we conclude that \( \lim_{\varepsilon \downarrow 0} \|\varphi_k \ast f - cf\|_p = 0 \). This proves (a) and (b).

For (c), inequality (*) and a change of variables by a dilation gives

\[
|(\varphi_k \ast f)(x) - cf(x)| \leq \int_{\mathbb{R}^N} |\varphi(y)||f(x-\varepsilon y) - f(x)| \, dy.
\]

Since \( f \) is bounded and \( \varphi \) is integrable, dominated convergence shows that the right side tends to 0 if \( f \) is continuous at \( x \). This proves (c).

For (d), let \( \eta > 0 \) be given, and choose \( M > 0 \) by the boundedness of \( f \) and integrability of \( \varphi \) such that \( 2\left(\sup_{t \in \mathbb{R}^N}|f(t)|\right) \int_{|y| > M} |\varphi(y)| \, dy \leq \eta \). Then choose \( \delta > 0 \) by uniform continuity such that \( |u| \leq \delta \) implies that \( |f(x + u) - f(x)| \leq \eta/\|\varphi\|_1 \). Whenever \( \varepsilon \leq \delta/M \), the inequality \( |y| \leq M \) implies that \( |f(x - \varepsilon y) - f(x)| \leq \eta/\|\varphi\|_1 \). Then

\[
\int_{\mathbb{R}^N} |\varphi(y)||f(x-\varepsilon y) - f(x)| \, dy = \left( \int_{|y| > M} + \int_{|y| \leq M} \right) (\text{same}) \, dy \\
\leq \eta + \int_{|y| \leq M} |\varphi(y)|/(\eta/\|\varphi\|_1) \, dy \leq 2\eta,
\]

and (d) follows.
VI. Measure Theory for Euclidean Space

Corollary 6.21. If \( f \) in \( L^\infty(\mathbb{R}^N, dx) \) satisfies \( \lim_{t \to 0} k\tau_t f - f k_\infty = 0 \), then \( f \) can be adjusted on a set of measure 0 so as to be uniformly continuous.

**Proof.** Let \( \varphi \) be a member of \( C_{\text{com}}(\mathbb{R}^N) \) such that \( \int_{\mathbb{R}^N} \varphi(x) dx = 1 \). Fix a sequence \( \{\varepsilon_n\} \) decreasing to 0 in \( \mathbb{R}^1 \). Proposition 6.18 shows that each \( \varphi_{\varepsilon_n} \ast f \) is bounded and uniformly continuous for every \( n \), and Theorem 6.20 shows that \( \{\varphi_{\varepsilon_n} \ast f\} \) is Cauchy in \( L^\infty \). Since the \( L^\infty \) and supremum norms coincide for continuous functions, \( \{\varphi_{\varepsilon_n} \ast f\} \) is uniformly Cauchy and must therefore be uniformly convergent. Let \( g \) be the limit function, which is necessarily bounded and uniformly continuous. Then \( \|f - g\|_\infty \leq \|f - \varphi_{\varepsilon_n} \ast f\|_\infty + \|\varphi_{\varepsilon_n} \ast f - g\|_\infty \), and both terms on the right tend to 0 as \( n \) tends to infinity. Consequently \( \|f - g\|_\infty = 0 \), and \( g \) is a bounded uniformly continuous function that differs from \( f \) only on a set of measure 0.

\[ \Box \]

3. Borel Measures on Open Sets

A number of results in Sections 1–2 about Borel measures on \( \mathbb{R}^N \) extend to suitably defined Borel measures on arbitrary nonempty open subsets \( V \) of \( \mathbb{R}^N \), and we shall collect some of these results here in order to do two things: to prepare for the proof in Section 5 of the change-of-variables formula for the Lebesgue integral in \( \mathbb{R}^N \) and to provide motivation for the treatment in Chapter XI of Borel measures on locally compact Hausdorff spaces.

Throughout this section, let \( V \) be a nonempty open subset of \( \mathbb{R}^N \). We shall make use of the following lemma that generalizes to \( V \) three properties (i–iii) listed for \( \mathbb{R}^N \) before Theorem 6.2 and Corollary 6.3. Let \( C_{\text{com}}(V) \) be the vector space of scalar-valued continuous functions on \( V \) of compact support in \( V \), and the scalars may be either real or complex.

Lemma 6.22.

(a) There exists a sequence \( \{F_n\}_{n=1}^\infty \) of compact subsets of \( V \) with union \( V \) such that \( F_n \subseteq F_{n+1}^c \) for all \( n \).

(b) For any compact subset \( K \) of \( V \), there exists a decreasing sequence of open sets \( U_n \) with compact closure in \( V \) such that \( \bigcap_{n=1}^\infty U_n = K \).

(c) For any compact subset \( K \) of \( V \), there exists a decreasing sequence of functions in \( C_{\text{com}}(V) \) with values in \( [0, 1] \) and with pointwise limit the indicator function of \( K \).

**Proof.** In (a), the case \( V = \mathbb{R}^N \) was handled by (i) before Theorem 6.2. For \( V \neq \mathbb{R}^N \), we can take \( F_n = \{x \in V \mid D(x, V^c) \geq 1/n \text{ and } |x| \leq n\} \) as long as \( n \) is \( \geq \) some suitable \( n_0 \). We complete the definition of the \( F_n \)'s by taking \( F_1 = \cdots = F_{m-1} = \emptyset \).
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In (b), the case \( V = \mathbb{R}^N \) was handled by (ii) before Theorem 6.2. For \( V \neq \mathbb{R}^N \), every \( x \) in \( K \) has \( D(x, V^c) > 0 \) since \( V^c \) is closed and is disjoint from \( K \). The function \( D(\cdot, V^c) \) is continuous and therefore has a positive minimum on \( K \). Choose \( n_0 \) such that \( D(x, V^c) \geq 1/n_0 \) for \( x \) in \( K \), i.e., \( |x - y| \geq 1/n_0 \) for all \( x \in K \) and \( y \in V^c \). Then \( D(y, K) \geq 1/n_0 \) if \( y \) is not in \( V \). Let \( U_n = \{ y \in \mathbb{R}^N \mid D(y, K) < 1/n \} \) for \( n > n_0 \). This is an open set containing \( K \), and its closure in \( \mathbb{R}^N \) is contained in the set where \( D(y, K) \leq 1/n \), which in turn is contained in \( V \). The set where \( D(y, K) \leq 1/n \) is closed and bounded in \( \mathbb{R}^N \) and hence is compact. Therefore \( U_n^c \) is contained in a compact subset of \( V \). We complete the definition of the \( U_n \)'s by letting \( U_1, \ldots, U_{n_0} \) all equal \( U_{n_0+1} \).

For (c), we argue as with (iii) before Corollary 6.3. Choose open sets \( U_n \) as in (b) that decrease and have intersection \( K \), and apply Proposition 2.30e to obtain continuous functions \( f_n : \mathbb{R}^N \to [0, 1] \) such that \( f_n \) is 1 on \( K \) and is 0 on \( U_n^c \). The support of the function \( f_n \) is then contained in \( U_n^{\text{cl}} \), which is compact. By replacing the functions \( f_n \) by \( g_n = \min\{f_1, \ldots, f_n\} \), we may assume that they are pointwise decreasing. Then (c) follows. \( \square \)

The Borel sets in the open set \( V \) are the sets in the \( \sigma \)-algebra

\[
\mathcal{B}_N(V) = \mathcal{B}_N \cap V = \{ E \cap V \mid E \in \mathcal{B}_N \}
\]

of subsets of \( V \). We can regard \( V \) as a metric space by restricting the distance function on \( \mathbb{R}^N \), and because \( V \) is open, the open sets of \( V \) are the open sets of \( \mathbb{R}^N \) that are subsets of \( V \). We shall prove the following proposition about these Borel sets after first proving a lemma.

**Proposition 6.23.** The \( \sigma \)-algebra \( \mathcal{B}_N(V) \) is the smallest \( \sigma \)-algebra for \( V \) containing the open sets of \( V \), and it is the smallest \( \sigma \)-algebra for \( V \) containing the compact sets of \( V \).

**Lemma 6.24.** Let \( X \) be a nonempty set, let \( \mathcal{U} \) be a family of subsets of \( X \), let \( \mathcal{B} \) be the smallest \( \sigma \)-ring of subsets of \( X \) containing \( \mathcal{U} \), and let \( E \) be a member of \( \mathcal{B} \). Then \( \mathcal{B} \cap \mathcal{U} \) is the smallest \( \sigma \)-ring containing \( \mathcal{U} \cap E \).

**Proof of Lemma 6.24.** Let \( \mathcal{A} \) be the smallest \( \sigma \)-ring containing \( \mathcal{U} \cap E \), and let \( \mathcal{A}' \) be the smallest \( \sigma \)-ring containing \( \mathcal{U} \cap E^c \). Since \( \mathcal{B} \cap \mathcal{U} \) is a \( \sigma \)-ring of subsets of \( X \) containing \( \mathcal{U} \cap E \), \( \mathcal{A} \) is contained in \( \mathcal{B} \cap \mathcal{U} \). Similarly \( \mathcal{A}' \subseteq \mathcal{B} \cap \mathcal{U} \). Thus the set of unions \( A \cup A' \) with \( A \in \mathcal{A} \) and \( A' \in \mathcal{A}' \) is contained in \( \mathcal{B} \), contains \( \mathcal{U} \cap E \), and is closed under countable unions. To see that it is closed under differences, let \( A_1 \cup A_1' \) and \( A_2 \cup A_2' \) be such unions. Then \( (A_1 \cup A_1') - (A_2 \cup A_2') = (A_1 - A_2) \cup (A_1' - A_2') \) exhibits the difference of the given sets as such a union. Hence the set of such unions is a \( \sigma \)-ring and must equal \( \mathcal{B} \). \( \square \)
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PROOF OF PROPOSITION 6.23. The statement about open sets follows from Lemma 6.24 by taking $X$ to be $\mathbb{R}^N$, $\mathcal{U}$ to be the set of open sets in $\mathbb{R}^N$, and $E$ to be $V$. The set $\mathcal{U} \cap E$ is the set of open subsets of $V$, and the lemma says that the smallest $\sigma$-ring containing $\mathcal{U} \cap E$ is $\mathcal{B}_N(V)$. This is a $\sigma$-algebra of subsets of $V$ since $V$ itself is in $\mathcal{U} \cap V$.

Let $\{F_n\}$ be the sequence of compact subsets of $V$ produced by Lemma 6.22a. Since $V = \bigcup_{n=1}^{\infty} F_n$, $V$ is a member of the smallest $\sigma$-ring of subsets containing the compact subsets of $V$. If $F$ is a relatively closed subset of $V$, then each $F \cap F_n$ is compact, and the countable union $F$ is therefore in this $\sigma$-algebra. Taking complements, we see that every open subset of $V$ is in the smallest $\sigma$-algebra of subsets of $V$ containing the compact sets. Therefore $\mathcal{B}_N(V)$ is contained in this $\sigma$-algebra and must equal this $\sigma$-algebra. 

A Borel function on $V$ is a scalar-valued function measurable with respect to $\mathcal{B}_N(V)$. A Borel measure on $V$ is a measure on $\mathcal{B}_N(V)$ that is finite on every compact set in $V$.

Theorem 6.25. Every Borel measure $\mu$ on the nonempty open subset $V$ of $\mathbb{R}^N$ is regular in the sense that the value of $\mu$ on any Borel set $E$ in $V$ is given by

$$\mu(E) = \sup_{K \subseteq E, K \text{ compact in } V} \mu(K) = \inf_{U \supseteq E, U \text{ open in } V} \mu(U).$$

REMARK. If $\mu$ is a Borel measure on $V$ and if we define $\nu(E) = \mu(E \cap V)$ for Borel sets $E$ of $\mathbb{R}^N$, then $\nu$ is a measure on the Borel sets of $\mathbb{R}^N$, but $\nu$ need not be finite on compact sets. Thus Theorem 6.25 is not a special case of Theorem 6.2.

PROOF. This is proved from parts (a) and (b) of Lemma 6.22 in exactly the same way that Theorem 6.2 is proved from items (i) and (ii) before the statement of that theorem. 

Corollary 6.26. If $\mu$ and $\nu$ are Borel measures on $V$ such that $\int_V f \, d\mu = \int_V f \, d\nu$ for all $f$ in $C_{\text{com}}(V)$, then $\mu = \nu$.

PROOF. This is proved from Theorem 6.25 and Lemma 6.22c in the same way that Corollary 6.3 is proved from Theorem 6.2 and item (iii) before the statement of that corollary. 

Corollary 6.27. Let $p = 1$ or $p = 2$. If $\mu$ is a Borel measure on $V$, then

(a) $C_{\text{com}}(V)$ is dense in $L^p(V, \mu)$,

(b) the smallest closed subspace of $L^p(V, \mu)$ containing all indicator functions of compact subsets of $V$ is $L^p(V, \mu)$ itself,
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(c) $C_{\text{com}}(V)$, as a normed linear space under the supremum norm, is separable.
(d) $L^p(V, \mu)$ is separable.

PROOF. Conclusions (a) and (b) are proved from Lemma 6.22c with the aid of Propositions 5.56 and 5.55d in the same way that Corollary 6.4 is proved from item (ii) before Corollary 6.3 with the aid of those propositions.

For (c), Lemma 6.22a produces a sequence $\{F_n\}_{n=1}^\infty$ of compact subsets of $V$ with union $V$ such that $F_n \subseteq F_{n+1}^\alpha$ for all $n$. Since the open sets $F_n^\alpha$ cover $V$, they cover any compact subset $K$ of $V$, and $K$ must be contained in some $F_n^\alpha$. Let us put that observation aside for a moment. For each $n$, we can identify the vector subspace of $C_{\text{com}}(V)$ of functions supported in $F_n^\alpha$ with a vector subspace of $C(F_n)$. The latter is separable by Corollary 2.59, and hence the vector subspace of $C_{\text{com}}(V)$ of functions supported in $F_n^\alpha$ is separable. If we form the union on $n$ of these countable dense sets of certain vector subspaces and if we take into account that the functions supported in any compact subset of $V$ have compact support within some $F_n^\alpha$, we see that $C_{\text{com}}(V)$ is separable.

For (d), we apply (a) and (c) with $V$ replaced by $F_n^\alpha$ and take into account that $\mu(F_n) < \infty$. Let $f$ be arbitrary in $L^p(F_n^\alpha, \mu|_{F_n^\alpha})$. If $\varepsilon > 0$ is given, choose $g$ in $C_{\text{com}}(F_n^\alpha)$ with $\|f - g\|_p \leq \varepsilon$. Then choose $h$ in the countable dense set $D_n$ of $C_{\text{com}}(F_n^\alpha)$ such that $\|g - h\|_{\text{sup}} \leq \varepsilon$. Since $\|f - h\|_p \leq \|f - g\|_p + \|g - h\|_p$ and $\|g - h\|_p^p = \int_{F_n^\alpha} |g(x) - h(x)|^p \, d\mu(x) \leq \varepsilon^p \mu(F_n)$, we obtain $\|f - h\|_p \leq \varepsilon + \varepsilon^p \mu(F_n)^{1/p}$. Hence the closure in $L^p(V, \mu)$ of the countable set $D = \bigcup_{n=1}^\infty D_n$ contains $f$. In particular, $D_{\text{cl}}$ contains a vector subspace containing all indicator functions of compact subsets of $V$. By (b), $D_{\text{cl}} = L^p(V, \mu)$. \qed

Proposition 6.28. With $V$ still open in $\mathbb{R}^N$, let $V'$ be an open set in $\mathbb{R}^{N'}$. Under a continuous function or even a Borel measurable function $F : V \to V'$, $F^{-1}(E)$ is in $\mathcal{B}_N(V)$ whenever $E$ is in $\mathcal{B}_{N'}(V')$.

PROOF. The set of $E$'s for which $F^{-1}(E)$ is in $\mathcal{B}_N(V)$ is a $\sigma$-algebra, and this $\sigma$-algebra contains the open geometric rectangles of $\mathbb{R}^{N'}$ by the same argument as for Proposition 6.8. Thus it contains $\mathcal{B}_{N'}(V')$. \qed

Corollary 6.29. If $V'$ is a second nonempty open subset in $\mathbb{R}^N$ besides $V$, then any homeomorphism of $V$ onto $V'$ carries $\mathcal{B}_N(V)$ to $\mathcal{B}_N(V')$.

If $K$ is a nonempty compact subset of $\mathbb{R}^N$, it will be convenient to be able to speak of the Borel sets in $K$, just as we can speak of the Borel sets in an open subset $V$ of $\mathbb{R}^N$. The theory for $K$ is easier than the theory for $V$, partly because Borel measures on $K$ can all be obtained by restriction from Borel measures on $\mathbb{R}^N$. 
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The Borel sets in $K$ are the sets in $\mathcal{B}_N(K) = \mathcal{B}_N \cap K$. Using Lemma 6.24, we readily see that $\mathcal{B}_N(K)$ is the smallest $\sigma$-algebra for $K$ containing the compact subsets of $K$; the argument is simpler than the corresponding proof for Proposition 6.23 in that it is not necessary to produce some sequence of sets by means of Lemma 6.22.

A Borel function on the compact set $K$ is a scalar-valued function measurable with respect to $\mathcal{B}_N(K)$. A Borel measure on $K$ is a measure on $\mathcal{B}_N(K)$ that is finite on compact subsets of $K$. In this situation regularity is a consequence of the regularity of Borel measures on $\mathbb{R}^N$, and no separate argument is needed. In fact, if $\mu$ is a Borel measure on $K$, we can define $\nu(E) = \mu(E \cap K)$ for each Borel subset $E$ on $\mathbb{R}^N$, and then the finiteness of $\mu(K)$ implies that $\nu$ is a Borel measure on $\mathbb{R}^N$. Borel measures on $\mathbb{R}^N$ are regular, and therefore we have

$$\nu(E) = \sup_{K' \subseteq E, K' \text{ compact in } \mathbb{R}^N} \nu(K') = \inf_{U \supseteq E, U \text{ open in } \mathbb{R}^N} \nu(U).$$

Replacing $E$ by $E \cap K$ and substituting from the definition of $\nu$, we obtain the following proposition.

**Proposition 6.30.** Every Borel measure $\mu$ on a compact nonempty set $K$ in $\mathbb{R}^N$ is regular in the sense that the value of $\mu$ on any Borel set $E$ in $K$ is given by

$$\mu(E) = \sup_{K' \subseteq E, K' \text{ compact in } K} \mu(K') = \inf_{U \supseteq E, U \text{ relatively open in } K} \mu(U).$$

4. Comparison of Riemann and Lebesgue Integrals

This section contains the definitive theorem about the relationship between the Riemann integral and the Lebesgue integral in $\mathbb{R}^N$. The Riemann integral is defined in Section III.7, the Lebesgue integral is defined in Section V.3, and Lebesgue measure in $\mathbb{R}^N$ is defined in Section 1 of the present chapter. In order to have a notational distinction between the Riemann and Lebesgue integrals, we write in this section $\mathcal{R} \int_A f \, dx$ for the Riemann integral of a bounded real-valued function on a compact geometric rectangle $A$, and we write $\int_A f \, dx$ for the Lebesgue integral.

**Theorem 6.31.** Suppose that $f$ is a bounded real-valued function on a compact geometric rectangle $A$ in $\mathbb{R}^N$. Then $f$ is Riemann integrable on $A$ if and only if $f$ is continuous except on a Lebesgue measurable set of Lebesgue measure 0. In this case, $f$ is Lebesgue measurable, and $\mathcal{R} \int_A f \, dx = \int_A f \, dx$. 
PROOF. Proposition 6.12 shows that a set in $\mathbb{R}^N$ has “measure 0” in the sense of Chapter III if and only if it is Lebesgue measurable of measure 0, and Theorem 3.29 shows that $f$ is Riemann integrable on $A$ if and only if $f$ is continuous except on a set of measure 0. This proves the first conclusion of the theorem.

For the second conclusion, suppose that $\mathcal{R} \int_A f \, dx$ exists. Lemma 3.23 shows that there exists a sequence of partitions $P^{(k)}$ of $A$, each refining the previous one, such that the lower Riemann sums $L(P^{(k)}, f)$ increase to $\mathcal{R} \int_A f \, dx$ and the upper Riemann sums $U(P^{(k)}, f)$ decrease to $\mathcal{R} \int_A f \, dx$. For each $k$, we define Borel functions $L_k$ and $U_k$ on $A$ as follows: If $x$ is an interior point of some component (closed) rectangle $S$ of $P^{(k)}$, we define $L_k(x) = m_S(f)$, where $m_S(f)$ is the infimum of $f$ on $S$; otherwise we let $L_k(x) = 0$. If we write $|S|$ for the volume of $S$, then the Lebesgue integral of $L_k$ over $S$ is given by $\int_S L_k(x) \, dx = m_S(f)|S|$. Consequently

$$\int_A L_k(x) \, dx = \sum_S m_S(f)|S| = L(P^{(k)}, f).$$

We define $U_k(x)$ similarly, using the supremum $M_S(f)$ of $f$ on $S$ instead of the infimum, and then

$$\int_A U_k(x) = \sum_S M_S(f)|S| = U(P^{(k)}, f).$$

Let $E$ be the subset of points $x$ in $A$ such that $x$ is in the interior of a component rectangle of $P^{(k)}$ for all $k$. The set $A - E$ is a Borel set of Lebesgue measure 0. Since $P^{(k+1)}$ is a refinement of $P^{(k)}$ for every $k$, we have $L_k(x) \leq L_{k+1}(x)$ and $U_k(x) \geq U_{k+1}(x)$ for all $x$ in $E$ and all $k$. Therefore $L(x) = \lim L_k(x)$ and $U(x) = \lim U_k(x)$ exist for $x$ in $E$. Since $L_k(x) \leq f(x) \leq U_k(x)$ for $x$ in $E$, we see that

$$L(x) \leq f(x) \leq U(x) \quad \text{for all } x \in E.$$  

Define $L(x) = U(x) = 0$ on $A - E$. Then $L$ and $U$ are Borel functions with $L(x) \leq U(x)$ everywhere on $A$. On $E$, we have dominated convergence, and thus

$$\int_E L(x) \, dx = \lim_k \int_E L_k(x) \, dx \quad \text{and} \quad \int_E U(x) \, dx = \lim_k \int_E U_k(x) \, dx.$$  

The set $A - E$ has Lebesgue measure 0, and therefore these equations imply that

$$\int_A L(x) \, dx = \lim_k \int_A L_k(x) \, dx \quad \text{and} \quad \int_A U(x) \, dx = \lim_k \int_A U_k(x) \, dx.$$  
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Consequently
\[
\int_A L(x) \, dx = \lim_k \int_A L_k(x) \, dx = \lim_k L(P^{(k)}, f) = R \int_A f \, dx
\]
\[
= \lim_k U(P^{(k)}, f) = \lim_k \int_A U_k(x) \, dx = \int_A U(x) \, dx.
\]

Since \( L(x) \leq U(x) \) on \( A \), Corollary 5.23 shows that the set \( F \) where \( L(x) = U(x) \)
is a Borel set such that \( A - F \) has Lebesgue measure 0. Since the inequalities
\( L(x) \leq f(x) \leq U(x) \) are valid for \( x \) in \( E \), \( f(x) \) equals \( L(x) \) at least on \( E \cap F \).
The set \( E \cap F \) is a Borel set, and \( L \) is Borel measurable; hence the restriction of \( f \)
to \( E \cap F \) is Borel measurable. The set \( A - (E \cap F) \) is a Borel set of measure 0, and
the restriction of \( f \) to this set is Lebesgue measurable no matter what values \( f \)
assumes on this set. Thus \( f \) is Lebesgue measurable. Then the Lebesgue integral
\( \int_A f \, dx \) is defined, and we have
\[
\int_A f(x) \, dx = \int_{E \cap F} f(x) \, dx = \int_{E \cap F} L(x) \, dx = \int_A L(x) \, dx = R \int_A f \, dx.
\]

\[
\square
\]

5. Change of Variables for the Lebesgue Integral

A general-looking change-of-variables formula for the Riemann integral was
proved in Section III.10. On closer examination of the theorem, we found that
the result did not fully handle even as ostensibly simple a case as the change from
Cartesian coordinates in \( \mathbb{R}^2 \) to polar coordinates. Lebesgue integration gives us
methods that deal with all the unpleasantness that was concealed by the earlier
formula.

**Theorem 6.32** (change-of-variables formula). Let \( \varphi \) be a one-one function of
class \( C^1 \) from an open subset \( U \) of \( \mathbb{R}^N \) onto an open subset \( \varphi(U) \) of \( \mathbb{R}^N \) such that
\( \det \varphi'(x) \) is nowhere 0. Then
\[
\int_{\varphi(U)} f(y) \, dy = \int_U f(\varphi(x)) | \det \varphi'(x) | \, dx
\]
for every nonnegative Borel function \( f \) defined on \( \varphi(U) \).

**Remark.** The \( \sigma \)-algebra on \( \varphi(U) \) is understood to be \( B_N \cap \varphi(U) \), the set
of intersections of Borel sets in \( \mathbb{R}^N \) with the open set \( \varphi(U) \). If \( f \) is extended
from \( \varphi(U) \) to \( \mathbb{R}^N \) by defining it to be 0 off \( \varphi(U) \), then measurability of \( f \) with
respect to this \( \sigma \)-algebra is the same as measurability of the extended function
with respect to \( B_N \).
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PROOF. Theorem 3.34 gives us the change-of-variables formula, as an equality of Riemann integrals, for every \( f \) in \( C_{\text{com}}(\varphi(U)) \). In this case the integrands on both sides, when extended to be \( 0 \) outside the regions of integration, are continuous on all of \( \mathbb{R}^N \), and the integrations can be viewed as involving continuous functions on compact geometric rectangles. Proposition 6.11 (or Theorem 6.31 if one prefers) allows us to reinterpret the equality as an equality of Lebesgue integrals.

In the extension of this identity to all nonnegative Borel functions, measurability will not be an issue. The function \( f \) is to be measurable with respect to \( B_N(\varphi(U)) \), and Corollary 6.29 shows that such \( f \)’s correspond exactly to functions \( f \circ \varphi \) measurable with respect to \( B_N(U) \).

Using Theorem 5.19, define a measure \( \mu \) on \( B_N(U) \) by
\[
\mu(E) = \int_E |\det \varphi'(x)| \, dx.
\]
Corollary 5.28 implies that \( \mu \) satisfies
\[
\int_U g \, d\mu = \int_U g(x) |\det \varphi'(x)| \, dx
\]
for every nonnegative \( g \) on \( U \) measurable with respect to \( B_N(U) \). Next define another set function \( v \) on \( B_N(U) \) by
\[
v(E) = m(\varphi(E)),
\]
where \( m \) is Lebesgue measure. It is immediate that \( v \) is a measure, and we have
\[
\int_{\varphi(U)} I_E(\varphi^{-1}(y)) \, dy = \int_{\varphi(U)} I_{\varphi(E)} \, dy = m(\varphi(E)) = v(E) = \int_U I_E \, dv.
\]
Passing to simple functions \( \geq 0 \) and then using monotone convergence, we obtain
\[
\int_{\varphi(U)} g \circ \varphi^{-1} \, dy = \int_U g \, dv
\]
for every nonnegative \( g \) on \( U \) measurable with respect to \( B_N(U) \).

If in (**) and (*) we take \( g = f \circ \varphi \) with \( f \) in \( C_{\text{com}}(\varphi(U)) \) and we substitute into the change-of-variables formula as it is given for \( f \) in \( C_{\text{com}}(\varphi(U)) \), we obtain the identity
\[
\int_U g \, dv = \int_U g \, d\mu
\]
for all \( g \) in \( C_{\text{com}}(U) \). From Corollary 6.26 we conclude that \( \mu = v \). Hence (†) holds for every nonnegative \( g \) on \( U \) measurable with respect to \( B_N(U) \). We unwind (†) using (**) and (*) with \( g = f \circ \varphi \) but now taking \( f \) to be any nonnegative function on \( \varphi(U) \) measurable with respect to \( B_N(\varphi(U)) \), and we obtain the conclusion of the theorem.
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Let us return to the example of polar coordinates in \( \mathbb{R}^2 \), first considered in Section III.10. The data in the theorem are

\[
U = \left\{ \left( \begin{array}{c} r \\ \theta \end{array} \right) \mid 0 < r < +\infty \text{ and } 0 < \theta < 2\pi \right\},
\]

\[
\left( \begin{array}{c} x \\ y \end{array} \right) = \varphi \left( \begin{array}{c} r \\ \theta \end{array} \right) = \left( \begin{array}{c} r \cos \theta \\ r \sin \theta \end{array} \right),
\]

and we have

\[
\varphi(U) = \mathbb{R}^2 - \left\{ \left( \begin{array}{c} x \\ 0 \end{array} \right) \mid x \geq 0 \right\}.
\]

Since \( \det \varphi' \left( \begin{array}{c} r \\ \theta \end{array} \right) = r \), Theorem 6.32 gives

\[
\int_{\varphi(U)} f(x, y) \, dx \, dy = \int_{0 < r < +\infty, \ 0 < \theta < 2\pi} f(r \cos \theta, r \sin \theta) r \, dr \, d\theta
\]

for every nonnegative Borel function \( f \) on \( \varphi(U) \). The set of integration \( \varphi(U) \) on the left side is not quite the whole plane; it omits the part of the \( x \) axis where \( x \geq 0 \). But this is a harmless defect: this subset of the \( x \) axis is contained in the entire \( x \) axis, which is an abstract rectangle in the sense of Fubini’s Theorem and has measure 0. Thus the formula can be changed to read

\[
\int_{\mathbb{R}^2} f(x, y) \, dx \, dy = \int_{0 \leq r < +\infty, \ 0 \leq \theta < 2\pi} f(r \cos \theta, r \sin \theta) r \, dr \, d\theta
\]

for every nonnegative Borel function \( f \) on \( \mathbb{R}^2 \). Here is an application of this formula that we shall use in proving the Fourier Inversion Formula in Chapter VIII.

**Proposition 6.33.** \( \int_{-\infty}^{\infty} e^{-\pi x^2} \, dx = 1 \).

**Remark.** Since we now know from Theorem 6.31 that there is no discrepancy between the Riemann integral and the Lebesgue integral with respect to Lebesgue measure, there will be no harm in the future in writing limits of integration in the usual way for integrals with respect to 1-dimensional Lebesgue measure.

**Proof.** We use polar coordinates and Fubini’s Theorem to compute the square of the integral in question:

\[
(f \int_{\mathbb{R}^2} e^{-\pi x^2} \, dx)^2 = \int_{\mathbb{R}^2} e^{-\pi x^2} e^{-\pi y^2} \, dx \, dy = \int_{\mathbb{R}^2} e^{-\pi (x^2 + y^2)} \, dx \, dy
\]

\[
= \int_{0}^{\infty} \int_{0}^{2\pi} e^{-\pi r^2} r \, d\theta \, dr = 2\pi \int_{0}^{\infty} r e^{-\pi r^2} \, dr
\]

\[
= 2\pi \lim_{N} \int_{0}^{N} r e^{-\pi r^2} \, dr = \lim_{N} \left[ -e^{-\pi r^2} \right]_{0}^{N} = 1.
\]

Since the integral in question is certainly \( > 0 \), the proposition follows. \( \square \)
Proposition 6.33 is closely related to properties of the “gamma function,” a certain function of a complex variable that reduces essentially to the factorial function on the positive integers. The definition of the gamma function makes use of the expression $t^s$ defined for $0 < t < +\infty$ and $s \in \mathbb{C}$ by $t^s = e^{s \log t}$.

Fix $s \in \mathbb{C}$ with $\text{Re } s > 0$. The function $t \mapsto t^{s-1} e^{-t}$ is continuous on $(0, +\infty)$ and hence Borel measurable. Let us see that it is integrable with respect to Lebesgue measure. Since $|t^{s-1} e^{-t}| = t^{|\text{Re } s|-1} e^{-t}$, we may assume that $s$ is real (and positive) in showing the integrability. Integrability on $(0, 1]$ is no problem, since we know that $\int_0^1 t^{s-1} dt < \infty$ for $s > 0$. To handle $[1, +\infty)$, let $n$ be an integer $\geq s - 1$. Then $t^{s-1} \leq t^n = 2^n n! (\frac{1}{\pi} (\frac{1}{2})^n) \leq 2^n n! \sum_{k=0}^{\infty} \frac{1}{k!} (\frac{1}{2})^k = 2^n n! e^{1/2}$. Hence $t^{s-1} e^{-t} \leq 2^n n! e^{-1/2}$, and the integrability on $[1, +\infty)$ follows.

With this integrability in place, we define the **gamma function** by

$$\Gamma(s) = \int_0^\infty t^{s-1} e^{-t} dt \quad \text{for } \text{Re } s > 0.$$ 

**Proposition 6.34.** The gamma function has the properties that

- (a) $\Gamma(s + 1) = s\Gamma(s)$ for $\text{Re } s > 0$,
- (b) $\Gamma(1) = 1$ and $\Gamma(n + 1) = n!$ for integers $n > 0$,
- (c) $\Gamma(\frac{1}{2}) = \sqrt{\pi}$.

**Proof.** Part (a) follows from integration by parts, which needs to be done on an interval $[\varepsilon, M]$ and followed by passages to the limit $\varepsilon \to 0$ and $M \to \infty$. In (b), the formula $\Gamma(1) = 1$ just amounts to the elementary integral $\int_0^\infty e^{-t} dt = 1$, and then the formula $\Gamma(n + 1) = n!$ for integers $n > 0$ follows by iterating (a). For (c), the change of variables $t = \pi x^2$ gives

$$\Gamma\left(\frac{1}{2}\right) = \int_0^\infty t^{-1/2} e^{-t} dt = \int_0^\infty (\pi x^2)^{-1/2} e^{-\pi x^2} 2\pi x dx = 2\sqrt{\pi} \int_0^\infty e^{-\pi x^2} dx.$$ 

Since $\int_0^\infty e^{-\pi x^2} dx = \frac{1}{2} \int_{-\infty}^{\infty} e^{-\pi x^2} dx$, Proposition 6.33 allows us to conclude that $2 \int_0^\infty e^{-\pi x^2} dx = 1$. Hence $\Gamma\left(\frac{1}{2}\right) = \sqrt{\pi}$.

It is often true in applications of the change-of-variables formula that the set $\varphi(U)$ does not exhaust the set that one might hope to have as region of integration. For polar coordinates the exceptional set was the part of the $x$ axis with $x \geq 0$, and an easy argument showed that the exceptional set had measure 0. In a more complicated example, that easy argument will not ordinarily apply, but still the exceptional set has a certain “lower-dimensional” quality to it. A general result saying that certain lower-dimensional sets have measure 0 will be given as a corollary of Sard’s Theorem, which we prove now.

Let $\psi : V \to \mathbb{R}^N$ be a smooth map defined on an open subset $V$ of $\mathbb{R}^N$. A **critical point** $x$ of $\psi$ is a point where $\psi'(x)$ has rank $< N$. In this case, $\psi(x)$ is called a **critical value**.
**Theorem 6.35** (Sard’s Theorem). If \( \psi : V \to \mathbb{R}^N \) is a smooth map defined on an open subset \( V \) of \( \mathbb{R}^N \), then the set of critical values of \( \psi \) is a Borel set of Lebesgue measure 0 in \( \mathbb{R}^N \).

**Proof.** The set where \( \psi'(x) \) has rank \( \leq N - 1 \) is relatively closed in \( V \) and hence is the union of countably many compact sets. The set of critical values is then the union of the compact images of these sets and consequently is a Borel set.

Let us see that this Borel set has Lebesgue measure 0. Since \( V \) is the countable union of compact geometric rectangles and since the countable union of sets of measure 0 is of measure 0, it is enough to prove the theorem for the restriction of \( \psi \) to a compact geometric rectangle \( R \).

For points \( x = (x_1, \ldots, x_N) \) and \( x' = (x'_1, \ldots, x'_N) \) in \( R \), the Mean Value Theorem gives

\[
\psi_i(x') - \psi_i(x) = \sum_{j=1}^N \frac{\partial \psi_i}{\partial x_j}(z_i)(x'_j - x_j),
\]

where \( z_i \) is a point on the line segment from \( x \) to \( x' \). Since the \( \frac{\partial \psi_i}{\partial x_j} \) are bounded on \( R \), we see as a consequence that

\[
|\psi(x') - \psi(x)| \leq a|x' - x|
\]

with \( a \) independent of \( x \) and \( x' \). Let \( L_x(x') = (L_{x,1}(x'), \ldots, L_{x,N}(x')) \) be the best first-order approximation to \( \psi \) about \( x \), namely

\[
L_{x,i}(x') = \psi_i(x) + \sum_{j=1}^N \frac{\partial \psi_i}{\partial x_j}(x)(x'_j - x_j).
\]

Subtracting this equation from \((*)\), we obtain

\[
\psi_i(x') - L_{x,i}(x') = \sum_{j=1}^N \left( \frac{\partial \psi_i}{\partial x_j}(z_i) - \frac{\partial \psi_i}{\partial x_j}(x) \right)(x'_j - x_j).
\]

Since \( \frac{\partial \psi_i}{\partial x_j} \) is smooth and \( |z_i - x| \leq |x' - x| \), we deduce that

\[
|\psi(x') - L_x(x')| \leq b|x' - x|^2
\]

with \( b \) independent of \( x \) and \( x' \).

If \( x \) is a critical point, let us bound the image of the set of \( x' \) with \( |x' - x| \leq c \).

The determinant of the linear part of \( L_x \) is 0, and hence \( L_x \) has image in a hyperplane, not necessarily a coordinate hyperplane. By \((\dagger)\), \( \psi(x') \) has distance
\[\leq bc^2\] from this hyperplane. In each of the \(N - 1\) perpendicular directions, (***) shows that \(\psi(x')\) and \(\psi(x)\) are at distance \(\leq ac\) from each other. Thus \(\psi(x')\) is contained in a box\(^1\) centered at \(\psi(x)\) with volume \(2^N(ac)^{N-1}(bc^2) = 2^N a^{N-1} b c^{N+1}\).

We subdivide \(R\) into \(MN\) smaller compact geometric rectangles whose dimensions are \(1/M\) times those of \(R\). If \(d\) is the diameter of \(R\) and if one of these smaller geometric rectangles \(R'\) contains a critical point \(x\), then any point \(x'\) in \(R'\) has \(|x' - x| \leq d/M\). By the result of the previous paragraph, \(\psi\) of \(R'\) is contained in a box of volume \(2^N a^{N-1} b (d/M)^{N+1}\). The union of these boxes, taken over all of the smaller geometric rectangles containing critical points, contains the critical values.

Since there are at most \(MN\) of the smaller geometric rectangles, the outer measure \(m^*\) of the set of critical values, where \(m\) refers to Lebesgue measure, is \(\leq 2^N a^{N-1} bd^{N+1} M^{-1}\). This estimate is valid for all \(M\), and hence the set \(S\) of critical values has \(m^*(S) = 0\). Therefore the Borel set \(S\) has Lebesgue measure 0.

\[\square\]

**Corollary 6.36.** If \(\psi : V \to \mathbb{R}^N\) is a smooth map defined on an open subset \(V\) of \(\mathbb{R}^M\) with \(M < N\), then the image of \(\psi\) is a Borel set of Lebesgue measure 0 in \(\mathbb{R}^N\).

**Proof.** Sard’s Theorem (Theorem 6.35) applies to the composition of the projection \(\mathbb{R}^N \to \mathbb{R}^M\) followed by \(\psi\). Every point of the domain is a critical point, and hence every point of the image is a critical value. The result follows. \(\square\)

We define a **lower-dimensional set** in \(\mathbb{R}^N\) to be any set contained in the countable union of smooth images of open sets in Euclidean spaces of dimension \(< N\). The following result is immediate from Corollary 6.36.

**Corollary 6.37.** Any lower-dimensional set in \(\mathbb{R}^N\) is Lebesgue measurable of Lebesgue measure 0.

The \(N\)-dimensional generalization of polar coordinates in \(\mathbb{R}^2\) is **spherical coordinates** in \(\mathbb{R}^N\). In the notation of Theorem 6.32, we have

\[
U = \left\{ \left( \begin{array}{c}
 r \\
 \theta_1 \\
 \vdots \\
 \theta_{N-1}
 \end{array} \right) \middle| \begin{array}{l}
 0 < r < +\infty, \\
 0 < \theta_j < \pi \text{ for } 1 \leq j \leq N - 2, \\
 0 < \theta_{N-1} < 2\pi
\end{array} \right\}
\]

and

\[
\left( \begin{array}{c}
 x_1 \\
 \vdots \\
 x_N
 \end{array} \right) = \varphi \left( \begin{array}{c}
 r \\
 \theta_1 \\
 \vdots \\
 \theta_{N-1}
 \end{array} \right) = \left( \begin{array}{c}
 r \cos \theta_1 \\
 r \sin \theta_1 \cos \theta_2 \\
 \vdots \\
 r \sin \theta_1 \cdots \sin \theta_{N-2} \cos \theta_{N-1} \\
 r \sin \theta_1 \cdots \sin \theta_{N-2} \sin \theta_{N-1}
 \end{array} \right).
\]

\(^1\)This box need not have its faces parallel to the coordinate hyperplanes.
VI. Measure Theory for Euclidean Space

Problem 2 at the end of the chapter asks for three things to be checked:

(i) the determinant factor in the change-of-variables formula is given by
\[ |\det \varphi'| = r^{N-1} \sin^{N-2} \theta_1 \sin^{N-3} \theta_2 \cdots \sin \theta_{N-2}, \]

(ii) \( \varphi \) is one-one on \( U \),

(iii) the complement of \( \varphi(U) \) in \( \mathbb{R}^N \) is a lower-dimensional set.

Then it follows that the change-of-variables formula applies and that the integration over \( \varphi(U) \) can be extended over \( \mathbb{R}^N \). We can write the result as
\[ \int_{\mathbb{R}^N} f(x) \, dx = \int_0^\infty \int_0^\pi \cdots \int_0^{2\pi} f(r \cos \theta_1, \ldots) \]
\[ \times r^{N-1} \sin^{N-2} \theta_1 \cdots \sin \theta_{N-2} \, d\theta_{N-1} \cdots d\theta_1 \, dr. \]

The expression \( \sin^{N-2} \theta_1 \cdots \sin \theta_{N-2} \, d\theta_{N-1} \cdots d\theta_1 \) we abbreviate as \( d\omega \). Geometrically it is the contribution to Lebesgue measure on \( \mathbb{R}^N \) from the sphere \( S^{N-1} \) of radius 1 centered at the origin. In Chapter XI we shall speak of Borel sets in any compact metric space. The sphere \( S^{N-1} \) is a compact metric space, and we shall note that \( d\omega \) refers to a rotation-invariant Borel measure on \( S^{N-1} \). We write
\[ \Omega_{N-1} = \int_{S^{N-1}} d\omega \]
for the “area” of the sphere \( S^{N-1} \). This constant is evaluated in Problem 12 at the end of the present chapter with the aid of Proposition 6.33. In terms of \( d\omega \), the change-of-variables formula for spherical coordinates is
\[ \int_{\mathbb{R}^N} f(x) \, dx = \int_0^\infty \int_{\omega \in S^{N-1}} f(r \omega) \, r^{N-1} \, d\omega \, dr. \]

This formula allows us quickly to check the integrability of powers of \( |x| \) near the origin and near \( \infty \). In fact, we have
\[ \int_{|x| \leq 1} |x|^q \, dx = \Omega_{N-1} \int_0^1 r^{q+N-1} \, dr \]
and
\[ \int_{|x| \geq 1} |x|^q \, dx = \Omega_{N-1} \int_1^\infty r^{q+N-1} \, dr, \]
from which we see that
\[ |x|^q \text{ is integrable near } \begin{cases} 0 & \text{for } q > -N, \\ \infty & \text{for } q < -N. \end{cases} \]
6. Hardy–Littlewood Maximal Theorem

This section takes a first look at the theory of almost-everywhere convergence. The theory developed historically out of Lebesgue’s work on an extension of the Fundamental Theorem of Calculus to general integrable functions on intervals of the line, work that we address largely in the next chapter. We shall see gradually that the theory applies to a broader range of problems than the ones immediately generalizing Lebesgue’s work, and one can make a case that nowadays the theory in this section is of considerably greater significance in real analysis than one might expect from Lebesgue’s work on the Fundamental Theorem.

The theory brings together two threads. The first thread is the observation that an effort to differentiate integrals of general integrable functions on an interval of the line can be reinterpreted as a problem of almost-everywhere convergence in connection with an approximate identity of the kind in Theorem 6.20. In explaining this assertion, let us denote Lebesgue measure by \( m \) as necessary.

To differentiate \( F(x) = \int_a^x f(t) \, dt \), one forms the usual difference quotient \( h^{-1}[F(x + h) - F(x)] \), which can be written for \( h > 0 \) as

\[
\frac{1}{m([-h, 0])} \int_{[-h, 0]} f(x - y) \, dy = \int_{\mathbb{R}} f(x - y) m([-h, 0])^{-1} I_{[-h, 0]}(y) \, dy
\]

or as \( f \ast \varphi_h(x) \), where \( \varphi(y) = m([-1, 0])^{-1} I_{[-1, 0]}(y) \). Here \( \varphi \) has integral 1, and \( \varphi_h \) is the normalized dilated function defined in Section 2 by \( \varphi_h(y) = h^{-1} \varphi(h^{-1}y) \) in the 1-dimensional case. Theorem 6.20 says for \( p = 1 \) and \( p = 2 \) that as \( h \) decreases to 0, \( f \ast \varphi_h \) converges to \( f \) in \( L^p \) if \( f \) is in \( L^p \). Also, \( f \ast \varphi_h \) converges uniformly to \( f \) if \( f \) is bounded and uniformly continuous, and \( f \ast \varphi_h(x) \) converges to \( f(x) \) at the point \( x \) if \( f \) is bounded and is continuous at \( x \). The problem about differentiation of integrals asks about convergence almost everywhere.

We shall want to have a theorem in \( \mathbb{R}^N \), and for this purpose an \( N \)-dimensional version of \( I_{[-1, 0]} \) does not seem attractive for generalizing. Instead, let us generalize from \( I_{[-1, 1]} \), taking the \( N \)-dimensional problem to involve a ball \( B \) of radius 1 centered at the origin; there is some flexibility in choosing the set \( B \), and a cube centered at the origin would work as well. We write \( rB \) for the set of dilates of the members of \( B \) by the scalar \( r \). Thus we investigate

\[
m(rB)^{-1} \int_{rB} f(x - y) \, dy
\]

as \( r \) decreases to 0; equivalently we investigate

\[
f \ast \varphi_r(x), \quad \text{where} \quad \varphi(y) = m(B)^{-1} I_B(y).
\]
The second thread comes from making a simple observation and then trying to prove the converse in specific settings, as improbable as it sounds. The observation is that if some sequence of nonnegative functions indexed by \(n\) is to converge almost everywhere, its supremum on \(n\) must be finite almost everywhere. A converse would say that a finite supremum almost everywhere implies convergence almost everywhere. Banach succeeded in proving an abstract such converse in a 1926 paper, making use of the completeness of the space of functions he was studying. In a celebrated 1930 paper, Hardy and Littlewood proved a concrete such converse in connection with differentiation of integrals; they obtained a quantitative estimate about the supremum, and then the almost everywhere convergence followed from that estimate and from the fact that the convergence certainly takes place for nice functions. Here is an \(N\)-dimensional version of the basic theorem in that direction.

**Theorem 6.38** (Hardy–Littlewood Maximal Theorem). If \(f\) is in \(L^1(\mathbb{R}^N)\), then

\[
m \{ x \mid f^*(x) > \frac{\xi}{5^N} \} \leq \frac{5^N \|f\|_1}{\xi}
\]

for every \(\xi > 0\), where

\[
f^*(x) = \sup_{0 < r < \infty} m_r B(x)
\]

\(m_r B(x)\) being the measure of the ball of radius \(r\) centered at \(x\).

Before examining the statement of the theorem more closely and then proving the theorem, let us see how to derive a corresponding \(N\)-dimensional convergence result from it, and let us see how the first part of Lebesgue’s version of the Fundamental Theorem of Calculus, the part about differentiation of integrals, the part about differentiation of integrals, follows as well.

**Corollary 6.39.** If \(f\) is integrable on every bounded subset of \(\mathbb{R}^N\), then

\[
\lim_{r \downarrow 0} m(r B)^{-1} \int_{r B} f(x - y) \, dy = f(x) \quad \text{a.e.}
\]

**Proof.** Since the convergence for a particular \(x\) depends on the behavior of the function only near \(x\), we may assume that \(f\) is identically 0 off some bounded set. The effect of this assumption for our purposes is that \(f\) then has to be in \(L^1(\mathbb{R}^N)\). Define

\[
T_r(f) = m(r B)^{-1} \int_{r B} f(x - y) \, dy,
\]

bearing in mind that \(f^*(x) = \sup_{r>0} T_r(|f|)(x)\). If \(g\) is continuous of compact support, then \(\lim_{r \downarrow 0} T_r g(x) = g(x)\) everywhere by Theorem 6.20c. Let \(\epsilon > 0\) be...
given, and choose by Corollary 6.4 a function $g$ in $C_{\text{com}}(\mathbb{R}^N)$ with $\|f - g\|_1 < \varepsilon$. Then
\[
\limsup_{r \downarrow 0} |T_r f(x) - f(x)| \\
\leq \limsup_{r \downarrow 0} |T_r (f - g)(x)| + \limsup_{r \downarrow 0} |T_r g(x) - g(x)| + |g(x) - f(x)| \\
\leq \sup_{r > 0} |T_r (f - g)(x)| + |g(x) - f(x)| \\
\leq \sup_{r > 0} T_r(|f - g|)(x) + |g(x) - f(x)|.
\]
If the left side is $> \xi$, at least one of the terms on the right side is $> \xi/2$. Hence
\[
\{x \mid \limsup_{r \downarrow 0} |T_r f(x) - f(x)| > \xi\} \\
\subseteq \{x \mid (f - g)^*(x) > \xi/2\} \cup \{x \mid |f(x) - g(x)| > \xi/2\}.
\]
By Theorem 6.38 and the inequality $\alpha m\{x \mid |F(x)| > \alpha\} \leq ||F||_1$, the Lebesgue measure of the right side is
\[
\leq 2 \cdot 5^N \frac{\|f - g\|_1}{\xi} + 2 \frac{\|f - g\|_1}{\xi} \leq \epsilon \frac{2(5^N + 1)}{\xi}.
\]
Since $\epsilon$ is arbitrary, $S(\xi) = \{x \mid \limsup_{r \downarrow 0} |T_r f(x) - f(x)| > \xi\}$ has measure 0. Letting $\xi$ tend to 0 through the values $1/n$, we see that $S(0)$ has measure 0, i.e., that $\lim_{r \downarrow 0} T_r f(x) = f(x)$ almost everywhere.

**Corollary 6.40** (first part of Lebesgue’s form of the Fundamental Theorem of Calculus). If $f$ is integrable on every bounded subset of $\mathbb{R}^1$, then $\int_a^x f(y) dy$ is differentiable almost everywhere and
\[
\frac{d}{dx} \int_a^x f(y) dy = f(x) \quad \text{a.e.}
\]

**Proof.** For $f$ in $L^1(\mathbb{R}^1)$, let $f^*$ be as in Theorem 6.38, and define
\[
f_r^{**}(x) = \sup_{h > 0} \frac{1}{h} \int_0^h |f(x + t)| dt \quad \text{and} \quad f_r^{**}(x) = \sup_{h > 0} \frac{1}{h} \int_{-h}^0 |f(x + t)| dt.
\]
Then
\[
f_r^{**}(x) \leq \sup_{h > 0} \frac{1}{h} \int_{-h}^h |f(x + t)| dt = 2 f^*(x),
\]
and similarly \( f_i^{**}(x) \leq 2f^*(x) \). From Theorem 6.38 it follows that

\[
m\{x \mid f_i^{**}(x) > \xi \} \leq 10\|f\|_1 / \xi
\]

and

\[
m\{x \mid f_i^{**}(x) > \xi \} \leq 10\|f\|_1 / \xi.
\]

The same argument as for Corollary 6.39 allows us to conclude, for any \( f \) integrable on every bounded subset of \( \mathbb{R}^1 \), that \( \lim_{h \to 0} \frac{1}{h} \int_0^h f(x + t) \, dt = f(x) \) a.e. and \( \lim_{h \to 0} \frac{1}{h} \int_{-h}^0 f(x + t) \, dt = f(x) \) a.e. Hence \( \frac{d}{dt} \int_a^x f(t) \, dt = f(x) \) almost everywhere for such \( f \).

Let us return to Theorem 6.38. The function \( f^*(x) \) is called the **Hardy-Littlewood maximal function** of \( f \). It is measurable because the supremum over rational \( r \) gives the same value of \( f^*(x) \) for each \( x \). If we let \( \xi \) tend to \( \infty \) in the inequality \( m\{x \mid f^*(x) > \xi \} \leq 5^N \|f\|_1 / \xi \), we see immediately that \( f^*(x) \) is finite almost everywhere, i.e., that the supremum in question is actually finite almost everywhere. The inequality is a quantitative version of that qualitative conclusion.

For any situation in which it is desired to prove an almost-everywhere convergence theorem, there is an associated **maximal function** in modern terminology, which can be taken as the supremum of the absolute value of the quantity for which one is trying to prove almost-everywhere convergence. In the above case we used the supremum for \( |f| \) instead, which in principle could be larger.

There is no hope that the Hardy-Littlewood maximal function \( f^* \) is actually in \( L^1 \) if \( f \) is not a.e. the 0 function because the occurrence of large values of \( r \) in the supremum already rules out \( L^1 \) behavior: in fact, \( f^*(x) \) is necessarily \( \geq \) a positive multiple of \( |x|^{-N} \) for large \( |x| \), and thus \( f^* \) cannot be integrable. On the other hand, \( f^* \) is close to integrable: We shall see in Section 10 that the integral of any nonnegative function \( g \) can be computed in terms of the function \( m\{x \mid g(x) > \xi \} \) of \( \xi \), the formula being \( \int g(x) \, dx = \int_0^\infty m\{x \mid g(x) > \xi \} \, d\xi \). Theorem 6.38 shows that the integrand in the case of \( f^* \) is \( \leq \) a multiple of \( 1/\xi \), and \( 1/\xi \) is close to being integrable on \((0, +\infty)\). This is a better qualitative conclusion than merely finiteness almost everywhere, and Theorem 6.38 is a quantitative version of just how close \( f^* \) is to being integrable.

The particular property of \( f^* \) that is isolated in Theorem 6.38 arises fairly often. If \( g \geq 0 \) is integrable and \( S \) is the set where \( g > \xi \), then \( g \geq \xi I_S \) everywhere; hence \( \|g\|_1 \geq \xi \, m(S) \) and \( m(S) \leq \|g\|_1 / \xi \). A function \( g \) is said to be in **weak** \( L^1 \) if

\[
m\{x \mid |g(x)| > \xi \} \leq C / \xi
\]

for some constant \( C \) and for all \( \xi > 0 \). Theorem 6.38 says that the nonlinear operator \( f \mapsto f^* \) carries \( L^1 \) to weak \( L^1 \) with \( C \) bounded by a multiple of the \( L^1 \)
norm of $f$, and an operator of this kind that satisfies also a certain sublinearity property is said to be of \textbf{weak type} $(1,1)$. We return to this matter, with the definition in a clearer context, in Chapter IX.

Now let us prove Theorem 6.38. One modern proof uses the following covering lemma, which takes into account the geometry of $\mathbb{R}^N$ in a surprisingly subtle way. Once the lemma is in hand, the rest is easy.

\textbf{Lemma 6.41} (Wiener’s Covering Lemma). Let $E \subseteq \mathbb{R}^N$ be a Borel set, and suppose that to each $x$ in $E$ there is associated some ball $B(r; x)$ with $r$ perhaps depending on $x$. If the radii $r = r(x)$ are bounded, then there is a finite or countable disjoint collection of these balls, say $B(r_1; x_1), B(r_2; x_2), \ldots$, such that either the collection is infinite and $\inf_{1 \leq j < \infty} r_j \neq 0$ or

$$E \subseteq \bigcup_{j=1}^{\infty} B(5r_j; x_j).$$

In either case,

$$m(E) \leq 5^N \sum_{j=1}^{\infty} m(B(r_j; x_j)).$$

\textbf{REMARK}. The shape of the sets of $B(r; x)$ is not very important. What is important is that there be some neighborhood $B$ of the origin that is closed under the operation of multiplying all its members by $-1$ and by any positive number $r \leq 1$. The other sets are obtained from $B$ by dilation and translation.

\textbf{PROOF}. Let

$$\mathcal{A}_1 = \{ \text{all sets } B(r; x) \text{ in question} \}$$

and

$$R_1 = \sup \{ r \mid B(r; x) \text{ is in } \mathcal{A}_1 \text{ for some } x \}.$$

By hypothesis, $R_1$ is finite. Pick some $B(r_1; x_1)$ with $r_1 \geq \frac{1}{2} R_1$, and let

$$\mathcal{A}_2 = \{ \text{members of } \mathcal{A}_1 \text{ disjoint from } B(r_1; x_1) \}.$$

If $\mathcal{A}_2$ is empty, let all further $R_j$’s be 0 and let all further $B(r_j; x_j)$’s be empty. If $\mathcal{A}_2$ is nonempty, let

$$R_2 = \sup \{ r \mid B(r; x) \text{ is in } \mathcal{A}_2 \text{ for some } x \}.$$

Pick $B(r_2; x_2)$ in $\mathcal{A}_2$ with $r_2 \geq \frac{1}{2} R_2$. Let

$$\mathcal{A}_3 = \{ \text{members of } \mathcal{A}_2 \text{ disjoint from } B(r_2; x_2) \},$$
and proceed inductively to construct \( R_3, B(r_3; x_3), A_4, \) etc.

The numbers \( R_j \) are monotone decreasing. We may assume that \( \lim R_j = 0 \), since otherwise \( \inf_j r_j \neq 0 \) and \( \sum m(B(r_j; x_j)) = +\infty \). Let

\[
V_j = \text{union of all sets in } A_j - A_{j+1} \quad \text{for } j \geq 1
\]

and

\[
V_0 = \text{union of all sets in } A_1.
\]

Then \( V_0 = \bigcup_{j=1}^{\infty} V_j \); in fact, if \( B(r; x) \) is in \( A_1 \), then the equality \( \lim R_j = 0 \) forces there to be a last index \( j \) such that \( B(r; x) \) is in \( A_j \), and this \( j \) has the property that \( B(r; x) \) is in \( A_j \) and not \( A_{j+1} \).

Since \( E \subseteq \bigcup_{x \in E} B(r; x) = V_0 = \bigcup_{j=1}^{\infty} V_j \), the proof will be complete if we show that

\[
V_j \subseteq B(5r_j; x_j).
\]  

Thus let \( B(r; x) \) be in \( A_j - A_{j+1} \). Then \( r \leq R_j \),

\[
B(r; x) \cap B(r_j; x_j) \neq \emptyset,
\]

and \( r_j \geq \frac{1}{2} R_j \). Consequently \( r \leq 2r_j \) and

\[
B(r; x - x_j) \cap B(r_j; 0) \neq \emptyset.
\]

This condition means that there is some \( p \) in \( B(r_j; 0) \) with \( |x - x_j - p| < r \). If \( q \) is any member of \( B(r; x) \), then

\[
|q - x_j| \leq |q - x| + |x - x_j - p| + |p| < r + r + r_j = 2r + r_j.
\]

Thus \( q \) is in \( B(2r + r_j; x_j) \subseteq B(5r_j; x_j) \), and (*) follows. \( \square \)

**Proof of Theorem 6.38.** Let \( E = \{ x \mid f^*(x) > \xi \} \). If \( x \) is in \( E \), then

\[
m(B(r; 0))^{-1} \int_{B(r; x)} |f(y)| \, dy > \xi \text{ for some } r > 0.
\]

Associate this \( r \) to \( x \) in applying Lemma 6.41. Since

\[
\xi < m(B(r; 0))^{-1} \int_{B(r; x)} |f(y)| \, dy \leq r^{-N} m(B(1; 0))^{-1} \| f \|_1,
\]

we see that \( r^N \leq \xi^{-1} m(B(1; 0))^{-1} \| f \|_1 \). Hence the numbers \( r \) are bounded. Thus the lemma applies, and we obtain

\[
m(E) \leq \sum_j m(B(r_j; x_j)) \leq \xi^{-1} \sum_j \int_{B(r_j; x_j)} |f(y)| \, dy \leq \xi^{-1} \| f \|_1,
\]

the last inequality holding because of the disjointness of the sets \( B(r_j; x_j) \). \( \square \)
Let us return to the theme of almost-everywhere convergence in connection with approximate identities. Theorem 6.38 has the following consequence of just that kind.

**Corollary 6.42.** Let \( \varphi \geq 0 \) be a continuous integrable function on \( \mathbb{R}^N \) of the form \( \varphi(x) = \varphi_0(\|x\|) \), where \( \varphi_0 \) is a decreasing \( C^1 \) function on \([0, \infty)\), and define \( \varphi_{\varepsilon}(x) = \varepsilon^{-N} \varphi(\varepsilon^{-1}x) \) for \( \varepsilon > 0 \). Then there is a constant \( C_\varphi \) such that

\[
\sup_{\varepsilon > 0} |(\varphi_{\varepsilon} * f)(x)| \leq C_\varphi f^*(x)
\]

for all \( x \in \mathbb{R}^N \) and for all \( f \) in \( L^1(\mathbb{R}^N) \). Consequently if \( \int_{\mathbb{R}^N} \varphi(x) \, dx = 1 \), then

\[
\lim_{\varepsilon \downarrow 0} (\varphi_{\varepsilon} * f)(x) = f(x)
\]

almost everywhere for each \( f \) in \( L^1(\mathbb{R}^N) \).

**Proof.** Put \( \psi(r) = -\varphi_0'(r) \geq 0 \), so that \( \varphi_0(r) - \varphi_0(0) = \int_r^\infty \psi(s) \, ds \). The integrability of \( \varphi \) and the fact that \( \varphi_0 \) is decreasing force \( \lim_{r \to \infty} \psi_0(R) = 0 \), and we obtain \( \varphi_0(r) = \int_r^\infty \psi(s) \, ds \) and \( \varphi(x) = \int_{|x|}^\infty \psi(r) \, dr \). Meanwhile, the integrability of \( \varphi \), together with the formula for integrating in spherical coordinates, shows that \( \int_0^\infty \varphi_0(r) \, r^{N-1} \, dr = C < +\infty \). Integrating by parts on the interval \([0, M]\) gives

\[
C \geq \int_0^M \varphi_0(r) \, r^{N-1} \, dr = \frac{1}{N} \left[ \varphi_0(r) \, r^N \right]_0^M + \frac{1}{N} \int_0^M \psi(r) \, r^N \, dr,
\]

and thus

\[
\frac{1}{N} \int_0^\infty \psi(r) \, r^N \, dr \leq C < +\infty.
\]

The form of \( \varphi \) implies that

\[
\varphi_{\varepsilon}(x) = \varepsilon^{-N} \int_{\varepsilon^{-1}|x|}^\infty \psi(r) \, dr.
\]

If, as in the statement of Theorem 6.38, we let \( B \) be the ball of radius 1 centered at the origin, we obtain

\[
|\varphi_{\varepsilon} * f)(x)| \leq \int_{|y| \leq 1} \varphi_{\varepsilon}(y) |f(x - y)| \, dy
\]

\[
= \int_{|y| \leq 1} e^{-N} \int_{r = \varepsilon^{-1}|y|}^\infty \psi(r) |f(x - y)| \, dr \, dy
\]

\[
= \int_{|y| \leq \varepsilon r} \psi(r) |f(x - y)| \, dr \, dy
\]

\[
= \int_{r = 0}^{\infty} m(B)/\psi(r) \, r^N [m(\varepsilon r B)^{-1} \int_{|y| \leq \varepsilon r} |f(x - y)| \, dy] \, dr
\]

\[
\leq m(B) \left[ \int_{r = 0}^{\infty} \psi(r) \, r^N \, dr \right] f^*(x).
\]

The right side is \( \leq C_\varphi f^*(x) \) with \( C_\varphi = C N m(B) \). Applying Theorem 6.38, we see that the operator \( f \mapsto \sup_{\varepsilon > 0} |(\varphi_{\varepsilon} * f)(x)| \) is of weak type \((1,1)\). Since \( \varphi_{\varepsilon} * f \) converges pointwise (and in fact uniformly) to \( f \) when \( f \) is in \( C_{\text{con}}(\mathbb{R}^N) \), the same argument as for Corollary 6.39 shows that \( \lim_{\varepsilon \downarrow 0} (\varphi_{\varepsilon} * f)(x) = f(x) \) almost everywhere for each \( f \) in \( L^1(\mathbb{R}^N) \). \( \square \)
EXAMPLE. An example of a function \(\varphi\) as in Corollary 6.42 is \(P(x) = \frac{1}{1 + x^2}\) in \(\mathbb{R}\). We shall see in Chapter VIII that the function \(h(x, y) = (P_y * f)(x)\) for this \(\varphi\) is the natural function on the half plane \(y > 0\) in \(\mathbb{R}^2\) that is harmonic, i.e., has \(\frac{\partial^2 h}{\partial x^2} + \frac{\partial^2 h}{\partial y^2} = 0\), and has boundary value \(f\). Corollary 6.42 says that \(h(x, y)\) has \(f(x)\) as boundary values almost everywhere if \(f\) is in \(L^1(\mathbb{R}^1)\).

7. Fourier Series and the Riesz–Fischer Theorem

As mentioned at the beginning of Chapter V, the use of the Riemann integral imposes some limitations on the subject of Fourier series that no longer apply when one uses the Lebesgue integral. In this section we shall redo the elementary theory of Fourier series of Section I.10 with the Lebesgue integral in place, with particular attention to the improved theorems that we obtain. It will be assumed that the reader knows the theory of that section.

The underlying measure space will be \([-\pi, \pi]\) with the \(\sigma\)-algebra of Borel sets and with the measure \(\frac{1}{2\pi} dx\), where \(dx\) is 1-dimensional Lebesgue measure. The complex-valued functions under consideration will be periodic of period \(2\pi\), thus assuming the same value at \(\pi\) as at \(-\pi\). The spaces \(L^1, L^2,\) and \(L^\infty\) will refer to this measure space when no other parameters are given. Since the measure of the whole space is finite, these spaces satisfy the inclusions \(L^\infty \subseteq L^2 \subseteq L^1\).

The functions in \(L^\infty\) being essentially bounded, they are certainly integrable and square integrable. The inclusion \(L^2 \subseteq L^1\) follows from the Schwarz inequality:

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} |f|\ dx \leq \left(\frac{1}{2\pi} \int_{-\pi}^{\pi} |f|^2\ dx\right)^{1/2} \left(\frac{1}{2\pi} \int_{-\pi}^{\pi} 1\ dx\right)^{1/2}.
\]

There is another way of viewing this measure space that will be especially helpful in relating convolution to the theory. Namely, a periodic function on the line of period \(2\pi\) may be viewed as a function on the unit circle of \(\mathbb{C}\) with the angle as parameter. In fact, convolution is a construction that combines group theory with measure theory when the measure is invariant under the group, and that is why convolution appears more natural on the circle than on \([-\pi, \pi]\). The limits of integration do not have to be written differently from the way they are written on the line, but we must remember that functions are to be extended periodically when we interpret integrands. The factor \(\frac{1}{2\pi}\) in front of the measure means that all convolutions of functions are to contain this factor. Thus the definition of convolution for nonnegative \(f\) and \(g\) is

\[(f * g)(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x - y)g(y)\ dy.
\]

Convolution is commutative and associative on the circle just as in Proposition 6.13, and the various norm estimates of Section 2 are valid in the setting of the
circle. The use of dilations has no analog for the circle, and thus the circle has no approximate identities of the form $\varphi_\varepsilon$.

If $f$ is in $L^1$, the trigonometric series

$$
\sum_{n=-\infty}^{\infty} c_n e^{inx}
$$

with

$$
c_k = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x) e^{-ikx} \, dx
$$

is called the Fourier series of $f$. This time we regard the integral as a Lebesgue integral. We write

$$
f(x) \sim \sum_{n=-\infty}^{\infty} c_n e^{inx} \quad \text{and} \quad s_N(f; x) = \sum_{n=-N}^{N} c_n e^{inx}.
$$

A Fourier series can be written also with cosines and sines, and the coefficients $a_n$ and $b_n$ are unchanged from Section I.10.

**Theorem 6.43.** Let $f$ be in $L^2$. Among all choices of $d_{-N}, \ldots, d_N$, the expression

$$
\frac{1}{2\pi} \int_{-\pi}^{\pi} \left| f(x) - \sum_{n=-N}^{N} d_n e^{inx} \right|^2 \, dx
$$

is minimized uniquely by choosing $d_n$, for all $n$ with $|n| \leq N$, to be the Fourier coefficient $c_n = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x) e^{-inx} \, dx$. The minimum value is

$$
\frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x)|^2 \, dx - \sum_{n=-N}^{N} |c_n|^2.
$$

**Proof.** The proof is the same as for Theorem 1.53. \qed

**Corollary 6.44** (Bessel's inequality). If $f$ is in $L^2$ with $f(x) \sim \sum_{n=-\infty}^{\infty} c_n e^{inx}$, then

$$
\sum_{n=-\infty}^{\infty} |c_n|^2 \leq \frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x)|^2 \, dx.
$$

In particular, $\sum_{n=-\infty}^{\infty} |c_n|^2$ is finite.

**Proof.** The proof is the same as for Corollary 1.54. \qed

**Corollary 6.45** (Riemann–Lebesgue Lemma). If $f$ is in $L^1$ and has Fourier coefficients $\{c_n\}_{n=-\infty}^{\infty}$, then $\lim_{n \to \infty} c_n = 0$.

**Remark.** Since $L^2$ is properly contained in $L^1$, this corollary is not a special case of Corollary 6.44, unlike the situation with the Riemann integral.
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**Theorem 6.44** (Dini’s test). Let \( f \) be in \( L^1 \), and fix \( x \in [-\pi, \pi] \). If there is a constant \( \delta > 0 \) such that

\[
\int_{|t|<\delta} \frac{|f(x+t) - f(x)|}{|t|} \, dt < \infty,
\]

then \( \lim_{N \to \infty} s_n(f; x) = f(x) \).

**Remark.** The condition in the corresponding result for the Riemann integral, namely Theorem 1.57, was that \( |f(x+t) - f(x)| \leq M|t| \) for \( |t| < \delta \) and some constant \( M \). The condition in the present theorem is satisfied by \( f(x) = \sqrt{|x|} \) at \( x = 0 \), and the condition in the earlier theorem is not.

**Proof.** The proof is the same as for Theorem 1.57 except that we need to appeal to the improved version of the Riemann–Lebesgue Lemma in Corollary 6.45.

Now we work toward a proof of Parseval’s Theorem for all of \( L^2 \). We need to know about Fourier coefficients of convolutions.

**Proposition 6.47.** If \( f(x) \sim \sum_{n=-\infty}^{\infty} c_ne^{inx} \) and \( g(x) \sim \sum_{n=-\infty}^{\infty} d_ne^{inx} \), then

\((f \ast g)(x) \sim \sum_{n=-\infty}^{\infty} c_nd_ne^{inx}\).

**Proof.** This is a consequence of Fubini’s Theorem and the translation invariance of Lebesgue measure:

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} (f \ast g)(x)e^{-inx} \, dx = \frac{1}{2\pi} \int_{-\pi}^{\pi} \left[ \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x-y)g(y)e^{-inx} \, dy \right] dx
\]

\[
= \left( \frac{1}{2\pi} \right)^2 \int_{-\pi}^{\pi} \left[ \int_{-\pi}^{\pi} f(x-y)g(y)e^{-inx} \, dy \right] dx
\]

\[
= \left( \frac{1}{2\pi} \right)^2 \int_{-\pi}^{\pi} \left[ \int_{-\pi}^{\pi} f(x)g(y)e^{-in(x+y)} \, dx \right] dy
\]

\[
= \left( \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x)e^{-inx} \, dx \right) \left( \frac{1}{2\pi} \int_{-\pi}^{\pi} g(y)e^{-iny} \, dy \right). \rlap{\square}
\]
The proof of the version of Parseval’s Theorem for all of $L^2$ will make use of the Fejér kernel $K_N(t)$ introduced in Section I.10. We do not need to recall the exact formula for $K_N$, only the fact that it is a trigonometric polynomial of degree $N$ with the following three properties:

(i) $K_N(x) \geq 0$,
(ii) $\frac{1}{2\pi} \int_{-\pi}^{\pi} K_N(x) \, dx = 1$,
(iii) for any $\delta > 0$, $\sup_{\delta \leq |t| \leq \pi} K_N(x)$ tends to 0 as $n$ tends to infinity.

These three properties identified $K_N$ as an approximate identity in the setting of periodic functions, and Fejér’s Theorem in the form of Theorem 1.59 gave the consequence for convergence at points of continuity of $f$. With the Lebesgue integral, we get also results about norm convergence in $L^1$ and $L^2$.

**Theorem 6.48** (Fejér’s Theorem). Let $f$ be in $L^1$. Then

(a) $\lim_N \|K_N \ast f - f\|_1 = 0$ with no additional hypotheses on $f$,
(b) $\lim_N \|K_N \ast f - f\|_2 = 0$ if $f$ is also in $L^2$,
(c) $\lim_N (K_N \ast f)(x_0) = f(x_0)$ if $f$ is bounded on $[-\pi, \pi]$ and is continuous at $x_0$,
(d) the convergence in (c) is uniform for $x_0$ in $E$ if $f$ is bounded on $[-\pi, \pi]$ and is uniformly continuous at the points of $E$,
(e) $\lim_N (K_N \ast f)(x_0) = \frac{1}{2}(f(x_0^+) + f(x_0^-))$ if $f$ is bounded on $[-\pi, \pi]$ and has right and left limits $f(x_0^+)$ and $f(x_0^-)$ at $x_0$. 

**Proof.** For (a) and (b), let $p = 1$ or $p = 2$ as appropriate. Then

$$
\|K_N \ast f - f\|_p \\
= \left\| \frac{1}{2\pi} \int_{-\pi}^{\pi} K_N(t) [f(x - t) - f(x)] \, dt \right\|_{p, x} \quad \text{by (ii)} \\
\leq \frac{1}{2\pi} \int_{-\pi}^{\pi} K_N(t) \|f(x - t) - f(x)\|_{p, x} \, dt \quad \text{by (i) and Theorem 5.60} \\
\leq \sup_{|t| \leq \delta} \|f(x - t) - f(x)\|_{p, x} + 2 \left( \sup_{\delta \leq |t| \leq \pi} K_N(t) \right) \|f\|_p.
$$

Given $\epsilon > 0$, choose $\delta$ by Proposition 6.16 to make the first term of the final bound be $< \epsilon / 2$, and then choose $N_0$ by (iii) to make the second term of the final bound be $< \epsilon / 2$ for $N \geq N_0$. Then the final bound is $< \epsilon$ for $N \geq N_0$.

Parts (c) and (d) are proved exactly as in Theorem 1.59. For (e), we may assume without loss of generality that $x_0 = 0$ because convolution commutes with translations. If we can prove (e) for a single function $g$ with a jump discontinuity
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at \( x = 0 \) equal to the jump for \( f \), then we can apply (c) to \( f - g \) and deduce (e) for \( f \). Let us see that such a function \( g \) may be taken as a multiple of

\[
h(x) = \begin{cases} 
\frac{1}{2}(\pi - x) & \text{for } 0 < x \leq \pi \\
\frac{1}{2}(-\pi - x) & \text{for } -\pi \leq x < 0.
\end{cases}
\]

In fact, a computation at the beginning of Section I.10 shows explicitly that the series \( \sum_{n=1}^{\infty} (\sin nx)/n \) converges to \( h(x) \) for \( x \neq 0 \), but we do not need this fact. All that we need is that the series \( \sum_{n=1}^{\infty} (\sin nx)/n \) is the Fourier series of \( h \), a fact that we can readily check from the definition. The sum of this series at \( x = 0 \) is manifestly 0, and this sum matches the average of the jumps \( \frac{1}{2}(\pi + \pi) \). The Cesàro sums of the series \( \sum_{n=1}^{\infty} (\sin nx)/n \) must have the same limit 0, according to Theorem 1.47, and (e) is proved.

**Theorem 6.49** (Parseval’s Theorem). If \( f \) is a function in \( L^2 \) with \( f(x) \sim \sum_{n=-\infty}^{\infty} c_n e^{inx} \), then

\[
\lim_{N \to \infty} \frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x) - s_N(f; x)|^2 \, dx = 0
\]

and

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} |f(x)|^2 \, dx = \sum_{n=-\infty}^{\infty} |c_n|^2.
\]

**PROOF.** From the first conclusion of Theorem 6.43, we obtain \( 0 \leq \|f - s_N\|_2^2 \leq \|f - (K_N * f)\|_2^2 \), and we know from Theorem 6.48b that \( \|f - (K_N * f)\|_2^2 \) tends to 0. This proves the first formula, and the second formula follows by passing to the limit in the second conclusion of Theorem 6.43.

**Corollary 6.50** (uniqueness theorem). If \( f \) is in \( L^1 \) and has all Fourier coefficients 0, then \( f \) is the 0 element in \( L^1 \).

**PROOF.** Proposition 6.47 shows that the Fourier coefficients of \( K_N * f \) are \( c_n(K_N * F) = c_n(K_N)c_n(f) \), and this is 0 for all \( n \). By Proposition 6.18, \( K_N * f \) is continuous, and thus \( K_N * f = 0 \) by Corollary 1.60. Since \( K_N * f \) tends to \( f \) in \( L^1 \) according to Theorem 6.48a, we conclude that \( f \) is the 0 element in \( L^1 \).

Now we come to the Riesz–Fischer Theorem, which historically was a great triumph for the Lebesgue integral over the Riemann integral. The result uses the completeness of \( L^2 \) and has no counterpart with Riemann integration.

**Theorem 6.51** (Riesz–Fischer Theorem). If \( \{c_n\} \) is a given doubly infinite sequence of complex numbers with \( \sum_{n=-\infty}^{\infty} |c_n|^2 < \infty \), then there exists an \( f \) in \( L^2 \) whose Fourier series is \( \sum_{n=-\infty}^{\infty} c_n e^{inx} \).
PROOF. Define \( f_N(x) = \sum_{|n| \leq N} c_n e^{inx} \). For \( M \geq N \), Parseval’s Theorem (Theorem 6.49) gives \( \|f_M - f_N\|_2^2 = \sum_{N+1 \leq |n| \leq M} |c_n|^2 \), and the right side tends to 0 as \( M \) and \( N \) tend to infinity because of the convergence of \( \sum_{n=-\infty}^{\infty} |c_n|^2 \). Thus \( \{f_N\} \) is a Cauchy sequence in \( L^2 \). By Theorem 5.59, \( L^2 \) is complete as a metric space, and thus \( \{f_N\} \) converges in \( L^2 \). Let \( f \) be (a function representing) the limit element in \( L^2 \). The inner product in \( L^2 \) is a continuous function of the \( L^2 \) function in the first variable, and therefore the Fourier coefficients of \( f \) satisfy
\[
  c_n(f) = (f, e^{inx}) = \lim_{N} (f_N, e^{inx}).
\]
As soon as \( N \) gets to be \( \geq |n| \), \( (f_N, e^{inx}) \) equals \( c_n \). Thus \( c_n(f) = c_n \) for all \( n \), and \( f \) has the required properties. \( \square \)

8. Stieltjes Measures on the Line

A Stieltjes measure\(^2\) is a Borel measure on \( \mathbb{R} \). Lebesgue measure \( dx \) is an example, as is any measure \( f(x) \, dx \) in which \( f \) is nonnegative and Borel measurable and is integrable on every bounded interval. A completely different kind of Stieltjes measure is one that attaches nonnegative weights to countably many points in such a way that the sum of the weights in any bounded interval is finite. In this section we shall see that the Stieltjes measures stand in one-one correspondence with a class of monotone functions on the line that we describe shortly. We shall also obtain an integration-by-parts formula in which a Stieltjes measure plays the role of the derivative of its corresponding monotone function.

If a Stieltjes measure \( \mu \) is given, we associate to \( \mu \) the function \( F : \mathbb{R} \rightarrow \mathbb{R} \) defined by
\[
  F(x) = \begin{cases} 
  -\mu(x, 0] & \text{if } x \leq 0, \\
  \mu(0, x] & \text{if } x \geq 0.
  \end{cases}
\]
The function \( F \) is called the **distribution function** of \( \mu \). It has the following properties:\(^3\)

(i) \( F \) is nondecreasing, i.e., is monotone increasing,
(ii) \( F \) is **continuous from the right** in the sense that \( F(x_0) = \lim_{x \downarrow x_0} F(x) \) for every \( x_0 \) in \( \mathbb{R} \), i.e., \( \lim_{x \downarrow x_0} F(x_n) = F(x_0) \) whenever \( \{x_n\}_{n \geq 1} \) is a sequence tending to \( x_0 \) such that \( x_n > x_0 \) for all \( n \geq 1 \),
(iii) \( F(0) = 0 \).

---

\(^2\)Many books, this one included, take Stieltjes measures by definition to occur on the line. However, there is a theory, albeit a somewhat unsatisfactory one, of “Stieltjes measures” in higher-dimensional Euclidean space. It is of interest chiefly in probability theory.

\(^3\)An alternative definition says \( F(x) \) equals \( -\mu(x, 0) \) and \( \mu(0, x] \) in the two cases, and then property (ii) says that \( F \) is **continuous from the left**. The choice made here between these alternatives is governed by keeping technicalities to a minimum in Section 10.
Properties (i) and (iii) are immediate from the definition. With (ii), there are two cases according as the limit $x_0$ is $\leq 0$ or $> 0$, and both cases are settled by the complete additivity of $\mu$.

The measure $\mu$ is completely determined by its distribution function $F$. In fact, the definition of $F$ forces $\mu((a, b]) = F(b) - F(a)$, and Proposition 6.6 implies that $\mu$ is determined as a Borel measure by this formula.

**Theorem 6.52.** The Stieltjes measures $\mu$ stand in one-one correspondence with the functions $F : \mathbb{R}^1 \to \mathbb{R}^1$ satisfying (i), (ii), and (iii), the correspondence being that $F$ is the distribution function of $\mu$.

**Proof.** We have seen that each $\mu$ leads to an $F$ and that $F$ uniquely determines $\mu$. We need to see that every $F$ satisfying (i), (ii), and (iii) arises from some $\mu$. If such a function $F$ is given, we define a set function $\mu$ on bounded intervals by

$$
\mu((a, b]) = F(b) - F(a),
$$
$$
\mu((a, b)) = \lim_n F(b - \frac{1}{n}) - F(a),
$$
$$
\mu([a, b]) = F(b) - \lim_n F(a - \frac{1}{n}),
$$
$$
\mu([a, b)) = \lim_n F(b) - \lim_n F(a - \frac{1}{n}).
$$

We extend $\mu$ to the ring $\mathcal{R}$ of elementary subsets of $\mathbb{R}^1$, i.e., the ring of all finite disjoint unions of bounded intervals, by setting $\mu$ of a finite disjoint union of bounded intervals equal to the sum of the values of $\mu$ on each of the intervals, just as with Lebesgue measure in Example 4 at the end of Section V.1.

To see that $\mu$ is unambiguously defined and is additive on $\mathcal{R}$, we readily reduce matters, just as with Lebesgue measure, to showing that if an interval is decomposed into the union of two smaller intervals, then $\mu$ of the union is the sum of $\mu$ of the components. Thus let $a \leq b \leq c$, and let an interval $I$ from $a$ to $c$ be the union of an interval from $a$ to $b$ and an interval from $b$ to $c$. If the interval $I$ from $a$ to $c$ is $(a, c)$, then the two possible cases are handled by

$$
\mu((a, b)) + \mu((b, c)) = \lim_n F(b - \frac{1}{n}) - F(a) + \lim_n F(c - \frac{1}{n}) - \lim_n F(b - \frac{1}{n}) = \mu((a, c))
$$

and

$$
\mu((a, b]) + \mu((b, c)) = F(b) - F(a) + \lim_n F(c - \frac{1}{n}) - F(b) = \mu((a, c)).
$$

If the interval $I$ from $a$ to $c$ has one or both endpoints present, then the computation is the same except that $F(a)$ is replaced by $\lim_n F(a - \frac{1}{n})$ if $a$ is in $I$ and
limₙ F(c − \frac{1}{n}) is replaced by F(c) if c is in I. Thus µ is unambiguously defined, and it is nonnegative and additive.

The next step is to prove, just as with Lebesgue measure in Section V.1, that µ is regular on R in the sense that for each E in R and ε > 0, we can find a compact K in R and an open U in R such that K ⊆ E ⊆ U, m(K) ≥ m(E) − ε, and m(U) ≤ m(E) + ε. As with Lebesgue measure, the proof comes down to the case that E is a single interval, and this time there are four subcases. Choose n large enough so that \frac{2}{n} < ε, and then

\[
\begin{align*}
\text{for } [a, b], & \quad \text{take } K = [a, b - \frac{1}{n}] \text{ and } U = (a - \frac{1}{n}, b), \\
\text{for } [a, b], & \quad \text{take } K = [a, b] \text{ and } U = (a - \frac{1}{n}, b + \frac{1}{n}), \\
\text{for } (a, b], & \quad \text{take } K = [a + \frac{1}{n}, b] \text{ and } U = (a, b + \frac{1}{n}), \\
\text{for } (a, b), & \quad \text{take } K = [a + \frac{1}{n}, b - \frac{1}{n}] \text{ and } U = (a, b).
\end{align*}
\]

An exception occurs in the definition of K if the listed left endpoint of K exceeds the listed right endpoint of K, and then K is defined to be empty. Each of these definitions contains a parameter n; if we write Kₙ and Uₙ for the corresponding sets K and U, then we can check from the definitions and property (ii) of the function F that \limₙ µ(Kₙ) = µ(E) and \limₙ µ(Uₙ) = µ(E). The regularity condition for E follows from these limit relations.

The next step is to prove that µ is completely additive on R by imitating the proof for Lebesgue measure. In fact, the proof of Proposition 5.4 applies word-for-word except that m has to be changed to µ throughout and the word “proposition” in the last sentence of the proof should be changed to “complete additivity.”

Then µ extends to a measure on the Borel sets by Theorem 5.5. The extended measure is σ-finite on \(\mathbb{R}^1\) because \(\mathbb{R}^1\) is the countable union of bounded intervals and µ is finite on every bounded interval.

Finally we need to show that the distribution function G of µ is equal to F. Our definitions make

\[
G(x) = \begin{cases} 
-\mu((x, 0]) = -(F(0) - F(x)) = F(x) & \text{if } x \leq 0, \\
\mu((0, x]) = F(x) - F(0) = F(x) & \text{if } x \geq 0.
\end{cases}
\]

Thus G = F.

**EXAMPLES.**

1. Let F be any continuous distribution function that has a continuous derivative f except possibly at finitely many points. If x is a point of continuity of f, then the Fundamental Theorem of Calculus (Theorem 1.32) gives
\[
\frac{d}{dx} \int_0^x f(t) \, dt = f(x).
\]

Put
\[
G(x) = \begin{cases} 
- \int_0^x f(t) \, dt & \text{if } x \leq 0, \\
\int_0^x f(t) \, dt & \text{if } x \geq 0.
\end{cases}
\]

Then \(G\) is a continuous distribution function, and the formula for the derivative of the integral shows that \(F'(x) = G'(x)\) except at finitely many points. Recursive application of the Mean Value Theorem, starting from \(x = 0\), to \(F - G\) on intervals having \(F' - G' = 0\) in their interiors, shows that \(F = G\) everywhere.

The Stieltjes measure \(\mu\) associated to \(F\), by the uniqueness in Theorem 6.52, is given by
\[
\mu(E) = \int_E f(t) \, dt.
\]

The special case with \(F(x)\) identically equal to \(x\) has \(f\) identically equal to 1, and the measure is just Lebesgue measure.

(2) The function \(F\) with
\[
F(x) = \begin{cases} 
0 & \text{for } x \geq 0, \\
-1 & \text{for } x < 0,
\end{cases}
\]

has the properties of a distribution function, and the associated measure \(\mu\) is a point mass assigning weight 1 to \(x = 0\). The measure \(\mu\) takes the value 1 on every Borel set containing 0 and takes the value 0 on every Borel set not containing 0. This measure is sometimes called the **delta measure** at 0 or “delta mass” at 0. Whenever a Stieltjes measure \(\nu\) has \(\nu(\{p\}) > 0\) for some \(p\) in \(\mathbb{R}^1\), we say that \(\nu\) contains a **point mass** at \(p\) of weight \(\nu(\{p\})\). Then \(\nu\) is the sum of a point mass at \(p\) of weight \(\nu(\{p\})\) and a Stieltjes measure containing no point mass at \(p\).

(3) Let \(\{x_n\}\) be a sequence in \(\mathbb{R}\). For example, \(\{x_n\}\) could be an enumeration of the rationals. Let \(\{w_n\}\) be a sequence of positive numbers with \(\sum w_n < \infty\), and define
\[
F(x) = \begin{cases} 
\sum_{\{n \mid b < x_n \leq x\}} w_n & \text{for } x \geq 0, \\
- \sum_{\{n \mid x < x_n \leq 0\}} w_n & \text{for } x < 0.
\end{cases}
\]

Then \(F\) satisfies (i), (ii), and (iii), and hence \(F\) is the distribution function of some Stieltjes measure \(\mu\). The measure is given by
\[
\mu((a, b]) = \sum_{\{n \mid a < x_n \leq b\}} w_n.
\]

It is a countable sum of point masses. The function \(F\), though monotone increasing, is discontinuous at every \(x_n\), and this set is allowed to be dense.
(4) This example will be a nonzero Stieltjes measure that is carried on a Borel set of Lebesgue measure 0 and yet has a continuous distribution function. We start from the standard Cantor set $C$ in $[0, 1]$ described in detail in Section II.9. This set is compact and is obtained as the intersection of a sequence $\{C_n\}$ of sets with each $C_n$ consisting of the finite union of closed bounded intervals. The set $C_0$ is $[0, 1]$, and $C_{n+1}$ is obtained from $C_n$ by removing the open middle third of each of the constituent closed intervals of $C_n$. The Lebesgue measure of $C_n$ is $(2/3)^n$, and thus $C$ has Lebesgue measure $\lim_{n \to \infty} (2/3)^n = 0$. The measure $\mu$ we construct will have $\mu(C) = 1$ and $\mu(C^c) = 0$, yet it will assign 0 measure to every one-point set. The properties that are needed of the corresponding distribution function $F$ so that $\mu$ has these properties are that $F$ is continuous, $F$ is 0 for $x \leq 0$, $F$ is 1 for $x \geq 1$, and $F$ is constant on every open interval $I$ of $[0, 1] - C$, i.e., on every open interval of every $[0, 1] - C_n$. This condition will make $\mu(I) = 0$ for all such $I$. Since the metric space $[0, 1] - C$ has a countable base, it is the union of countably many such open intervals $I$, and thus $\mu([0, 1] - C) = 0$. Since $F$ is constant for $x \leq 0$ and for $x \geq 1$, $\mu$ is 0 on $(-\infty, 0)$ and $(1, +\infty)$ as well, and thus $\mu(C^c) = 0$. To obtain the distribution function $F$, we construct a sequence of approximating functions $F_n$ and show that the sequence is uniformly Cauchy. The set $C_n^c \cap [0, 1]$ is the union of $2^n - 1$ disjoint open intervals. On the $k^{th}$ such interval we define $F_n$ to be $k2^{-n}$. We let $F_n(x) = 0$ for $x \leq 0$ and $F(x) = 1$.

\begin{figure}[h]
\centering
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  \includegraphics[width=\textwidth]{F1}
  \caption{Graph of $F_1$.}
\end{subfigure}
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  \caption{Graph of $F_2$.}
\end{subfigure}
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  \caption{Graph of $F_3$.}
\end{subfigure}
\begin{subfigure}{0.4\textwidth}
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  \caption{Graph of $F_4$.}
\end{subfigure}
\caption{Construction of a Cantor function $F$. Graphs of approximations $F_1$, $F_2$, $F_3$, $F_4$ to $F$.}
\end{figure}
for $x \geq 1$. On the complementary closed intervals, define $F_n$ in any fashion that makes $F_n$ monotone increasing and continuous. Graphs of $F_1$ through $F_4$ are shown in Figure 6.1 with the interpolation in the graphs done by straight lines. The result is that
\[
|F_n(x) - F_{n+k}(x)| \leq 2^{-n}
\]
for all $x$. Hence $\{F_n\}$ is uniformly Cauchy and therefore uniformly convergent. Let $F$ be the limit function. The function $F$ continuous by Theorem 1.21, and it is monotone increasing, satisfies $F(0) = 0$, and is constant on every open interval contained in $C^+$. According to Problem 15 at the end of the chapter, it is independent of the method of interpolation used in constructing the $F_n$’s. The function $F$ is called the Cantor function corresponding to the standard Cantor set.

The most general monotone increasing function $F$ on $\mathbb{R}^1$ is not far from being the distribution function of some Stieltjes measure. In the first place the monotonicity of $F$ implies that $F$ has left and right limits at every point, and consequently its only discontinuities are jumps. There can be only countably many such jumps: in fact, if there were uncountably many jump discontinuities, there would be uncountably many in some bounded interval, and that interval would contain uncountably many of magnitude at least $1/n$ for some integer $n$; hence $F$ would have to be unbounded on that bounded interval. Let us define a function $F_1$ by $F_1(x) = \lim_{t \downarrow x} F(t)$. This is well defined, since $F$ has right limits at every point, and we have $F(x) = F_1(x)$ except on a countable set. If we define $F_2(x) = F_1(x) - F_1(0)$, then $F_2$ satisfies the three defining properties (i), (ii), (iii) of a distribution function. If $\mu$ is the Stieltjes measure corresponding to $F_2$ under Theorem 6.52, we call $\mu$ the associated Stieltjes measure for $F$.

**Theorem 6.53** (integration by parts). Let $a < b$, let $F$ be a monotone increasing function on $\mathbb{R}^1$ that is continuous from the right at $a$ and $b$, and let $\mu$ be the associated Stieltjes measure. If $G$ is a $C^1$ complex-valued function on $[a, b]$ with derivative $g$, then
\[
\int_a^b F(x)g(x) \, dx = G(b)F(b) - G(a)F(a) - \int_{(a,b)} G \, d\mu.
\]

**Proof.** Without loss of generality, we may assume that $G$ is real-valued. Let $F_2$ be the distribution function of $\mu$. By construction of $F_2$, there is a constant $c$ such that $F - F_2 = c$ except possibly at points of discontinuity of $F$, and the set $S$ of such points $S$ within $[a, b]$ is countable. This exceptional countable set $S$ does not contain $a$ or $b$, since $F$ and $F_2$ are continuous from the right at $a$ and $b$. 

We have
\[ \int_a^b (F - F_2)g \, dx = \int_s (F - F_2)g \, dx + \int_a^b cg(x) \, dx \]
\[ = c \int_a^b g(x) \, dx = c(G(b) - G(a)) \]
and also
\[ G(b)(F(b) - F_2(b)) - G(a)(F(a) - F_2(a)) = G(b)c - G(a)c = c(G(b) - G(a)). \]
Thus
\[ \int_a^b (F - F_2)g \, dx = G(b)(F(b) - F_2(b)) - G(a)(F(a) - F_2(a)). \]
Comparing this formula with the formula in the statement of the theorem, we see that if the theorem holds for \( F_2 \), then it holds for \( F \). Changing notation, we may therefore assume that \( F \) is the distribution function of \( \mu \).

Let \( P \) be a partition \( a = x_0 < x_1 < \cdots < x_{n-1} < x_n = b \) of \([a, b]\) with mesh to be specified. For \( 1 \leq i \leq n \), we use the Mean Value Theorem to choose \( t_i \in (x_{i-1}, x_i) \) with \( G(x_i) - G(x_{i-1}) = g(t_i)(x_i - x_{i-1}) \). We can do so since we have assumed that \( G \) is real valued. Then we have
\[ F(x_i)g(t_i)(x_i - x_{i-1}) = F(x_i)G(x_i) - F(x_i)G(x_{i-1}) \]
and
\[ \sum_{i=1}^n F(x_i)g(t_i)(x_i - x_{i-1}) \]
\[ = F(x_n)G(x_n) + \sum_{i=2}^n F(x_{i-1})G(x_{i-1}) - \sum_{i=1}^n F(x_i)G(x_{i-1}) \]
\[ = F(x_n)G(x_n) - F(x_0)G(x_0) - \sum_{i=1}^n G(x_{i-1})(F(x_i) - F(x_{i-1})) \]
\[ = F(b)G(b) - F(a)G(a) - \sum_{i=1}^n G(x_{i-1})(F(x_i) - F(x_{i-1})). \]

We shall show for small enough mesh that \( \sum_{i=1}^n F(x_i)g(t_i)(x_i - x_{i-1}) \) is close to \( \int_a^b F(x)g(x) \, dx \) and that \( \sum_{i=1}^n G(x_{i-1})(F(x_i) - F(x_{i-1})) \) is close to \( \int_{[a,b]} G \, d \mu \).

Let \( M \) be an upper bound for \( |g| \) and \( |F| \) on \([a, b]\), and let \( \epsilon > 0 \) be given. Choose a number \( \delta > 0 \) by uniform continuity of \( G \) and \( g \) such that \( |x - x'| < \delta \) implies \( |G(x) - G(x')| < \epsilon / M \) and \( |g(x) - g(x')| < \epsilon / (M(b - a)) \), as well as another condition to be specified. If the mesh of the partition is \( < \delta \), then
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\[ \left| \sum_{i=1}^{n} G(x_{i-1})(F(x_i) - F(x_{i-1})) - \int_{(a,b)} G \, d\mu \right| \]

\[ = \left| \sum_{i=1}^{n} \int_{(x_{i-1},x_i)} [G(x_{i-1}) - G(x)] \, d\mu \right| \]

\[ \leq \sum_{i=1}^{n} \int_{(x_{i-1},x_i)} |G(x_{i-1}) - G(x)| \, d\mu \]

\[ \leq \sum_{i=1}^{n} \int_{(x_{i-1},x_i)} (\epsilon/M) \, d\mu \]

\[ = (\epsilon/M)(F(b) - F(a)) \]

\[ \leq 2\epsilon \quad \text{since } |F| \leq M. \]

Also,

\[ \left| \sum_{i=1}^{n} F(x_i)g(t_i)(x_i - x_{i-1}) - \int_{a}^{b} F(x)g(x) \, dx \right| \]

\[ = \left| \sum_{i=1}^{n} \int_{(x_{i-1},x_i)} (F(x_i)(g(t_i) - g(x)) + (F(x_i) - F(x))g(x)) \, dx \right| \]

\[ \leq \sum_{i=1}^{n} \int_{(x_{i-1},x_i)} |F(x)| |g(t_i) - g(x)| \, dx + \sum_{i=1}^{n} \int_{(x_{i-1},x_i)} |F(x) - F(x_i)| |g(x)| \, dx \]

\[ \leq \sum_{i=1}^{n} \int_{(x_{i-1},x_i)} M(\epsilon/(M(b-a))) \, dx + M \delta \sum_{i=1}^{n} |F(x_i) - F(x_{i-1})| \]

\[ = \epsilon + M(b-a)M\delta \quad \text{by monotonicity of } F \]

\[ \leq \epsilon + 2M^2\delta. \]

Thus if \( \delta \) satisfies the additional condition that \( \delta < \epsilon/(2M^2) \), then the absolute value of the difference of the two sides in the formula of the theorem is \( < 2\epsilon + 2\epsilon = 4\epsilon \). This completes the proof. \( \square \)


A real-valued function \( f \) on a bounded interval \([a, b]\) is said to be of bounded variation on \([a, b]\) if there is a constant \( M \) such that every partition

\[ P : \quad a = x_0 < x_1 < \cdots < x_{n-1} < x_n = b \]

has

\[ \sup_P \sum_{i=1}^{n} |f(x_i) - f(x_{i-1})| \leq M. \]
Let us write \( \| f \|_{BV} \) for the least \( M \) such that this inequality holds. The set of functions \( f \) of bounded variation on \([a, b]\) is a pseudo normed linear space in the sense of Section V.9, the pseudonorm being \( \| \cdot \|_{BV} \). The only functions \( f \) with \( \| f \|_{BV} = 0 \) are the constants.

Examples of functions of bounded variation are furnished by arbitrary bounded monotone functions and by any function with a continuous derivative. In fact, if \( f \) is monotone increasing, then \( f \) is of bounded variation with \( \| f \|_{BV} = f(b) - f(a) \). If \( f \) has \( f' \) continuous, then the Mean Value Theorem gives

\[
\sum_{i=1}^{n} |f(x_i) - f(x_{i-1})| = \sum_{i=1}^{n} |f'(t_i)|(x_i - x_{i-1}) \quad \text{with } x_{i-1} < t_i < x_i
\]

\[
\leq \| f' \|_{sup} \sum_{i=1}^{n} (x_i - x_{i-1})
\]

\[
= \| f' \|_{sup} (b - a),
\]

and we see that \( f \) is of bounded variation with \( \| f \|_{BV} \leq \| f' \|_{sup} (b - a) \).

Let us associate two functions on \([a, b]\) to \( f \) if \( f \) is of bounded variation. For a real number \( r \), define \( r^+ = \max\{r, 0\} \) and \( r^- = -\min\{r, 0\} \), so that \( r = r^+ - r^- \) and \( |r| = r^+ + r^- \). The functions are the positive and negative variations of \( f \), given by

\[
V^+(f)(x) = \sup_{P \text{ with } x_0 = a \text{ and } x_n = x} \sum_{i=1}^{n} (f(x_i) - f(x_{i-1}))^+,
\]

\[
V^-(f)(x) = \sup_{P \text{ with } x_0 = a \text{ and } x_n = x} \sum_{i=1}^{n} (f(x_i) - f(x_{i-1}))^-,
\]

the supremum in each case being taken over all partitions of \([a, x]\).

**Proposition 6.54.** If \( f \) is of bounded variation on \([a, b]\), then \( V^+(f) \) and \( V^-(f) \) are monotone increasing functions such that

\[
f(x) = f(a) + V^+(f)(x) - V^-(f)(x)
\]

for all \( x \) in \([a, b]\). In particular, \( f \) is the difference of two monotone increasing functions.

**Remark.** Since monotone functions have left and right limits at each point, it follows that every function \( f \) of bounded variation has left and right limits at each point. We denote these by \( f(x^-) \) and \( f(x^+) \), respectively. The function \( f \) is continuous from the left at \( x \) if and only if \( f(x^-) = f(x) \), and it is continuous from the right at \( x \) if and only if \( f(x) = f(x^+) \).
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PROOF. It is evident from the definitions that $V^+(f)$ and $V^-(f)$ are monotone increasing. Fix $x$, and let $P$ be a partition of $[a, x]$. Then

$$f(x) - f(a) = \sum_{i=1}^{n} (f(x_i) - f(x_{i-1}))$$

$$= \sum_{i=1}^{n} (f(x_i) - f(x_{i-1}))^+ - \sum_{i=1}^{n} (f(x_i) - f(x_{i-1}))^-.$$

Hence

$$\sum_{i=1}^{n} (f(x_i) - f(x_{i-1}))^+ = \sum_{i=1}^{n} (f(x_i) - f(x_{i-1}))^- + (f(x) - f(a))$$

$$\leq V^-(f)(x) + (f(x) - f(a)),$$

and

$$V^+(f)(x) \leq V^-(f)(x) + (f(x) - f(a)).$$

Also,

$$\sum_{i=1}^{n} (f(x_i) - f(x_{i-1}))^- = \sum_{i=1}^{n} (f(x_i) - f(x_{i-1}))^+ - (f(x) - f(a))$$

$$\leq V^+(f)(x) - (f(x) - f(a)),$$

and

$$V^-(f)(x) \leq V^+(f)(x) - (f(x) - f(a)).$$

Therefore

$$f(x) - f(a) = V^+(f)(x) - V^-(f)(x),$$

and the proof is complete. \qed

**Theorem 6.55** (Dirichlet–Jordan Theorem). If $f$ is a function of bounded variation on $[-\pi, \pi]$, then the Fourier series of $f$ converges at each point to

$$\frac{1}{2} \left( f(x-) + f(x+) \right)$$

and it converges uniformly to $f(x)$ on any compact set on which the periodic extension of $f$ is continuous.

By way of preparation, it will be convenient to extend the definition of Fourier series to allow integrable functions to be replaced by more general Borel measures. If $\mu$ is a Borel measure on $[-\pi, \pi]$, we want to be able to regard $\mu$ as periodic. One way to proceed would be to insist that $\mu$ really be a measure on the circle group, hence be defined on $(-\pi, \pi]$. Alternatively, we could insist that any point
mass contributing to $\mu$ at $-\pi$ be matched by an equal point mass for $\mu$ at $\pi$. A way of avoiding point masses contributing at the endpoints is to change the interval $[-\pi, \pi]$ to a suitable $[c - \pi, c + \pi]$; we can find a number $c$ with no point masses at the ends because only countably many point masses can contribute to $\mu$ and still have $\mu$ be a finite measure. In any event, we define the **Fourier–Stieltjes series** of $\mu$ to be the series

$$\sum_{n=-\infty}^{\infty} c_n e^{inx} \quad \text{with} \quad c_n = \int_{[-\pi,\pi]} e^{-inx} d\mu(x).$$

The usual factor of $\frac{1}{2\pi}$ is dropped because we identify an integrable function $f \geq 0$ with the measure $\frac{1}{2\pi} \int f \, dx$ when making the generalization. From the definition of the Fourier–Stieltjes coefficients, we see immediately that $|c_n| \leq \mu((-\pi, \pi])$; hence the coefficients are bounded.

**PROOF OF THEOREM 6.55.** We take the given function $f$ to be periodic of period $2\pi$. On some closed interval $[a, b]$ containing $[-\pi, \pi]$ in its interior, let us decompose $f$ according to Proposition 6.54 as $f = f(a) + V^+(f) - V^-(f)$. It is then enough to prove the theorem for the monotone increasing functions $f(a) + V^+(f)$ and $V^-(f)$ separately. These functions need to be extended to all of $\mathbb{R}$, and we may make that extension by taking them to be constant to the left of $[a, b]$ and to the right of $[a, b]$.

Changing notation in the theorem, we may assume from the outset that $f$ is monotone and bounded, though no longer periodic. Neither the Fourier coefficients of $f$ nor the hoped-for values of the sum of the Fourier series are changed if we adjust $f$ on a subset of the countable set where $f$ is discontinuous. Thus we may assume without loss of generality that $f$ is continuous from the right at every point. Let $f(x) \sim \sum_{n=-\infty}^{\infty} c_n e^{inx}$ be its Fourier series.

Let $\mu$ be the Stieltjes measure associated to $f$. Applying integration by parts (Theorem 6.53) on the interval $[-\pi, \pi]$ with $G(x) = e^{-inx}$ and $g(x) = -ine^{-inx}$, we obtain

$$\int_{-\pi}^{\pi} f(x)(-in)e^{-inx} \, dx = e^{-inx} f(\pi) - e^{-in(-\pi)} f(-\pi) - \int_{(-\pi,\pi]} e^{-inx} \, d\mu(x).$$

The left side is $-2\pi i n c_n$, and the right side is the sum of two bounded terms and the negative of a Fourier–Stieltjes coefficient of $\mu$. These Fourier–Stieltjes coefficients are bounded, and hence $|c_n| \leq C/|n|$ for some constant $C$.

Let $s_N(x) = \sum_{n=-N}^{N} c_n e^{inx}$ be the $N$th partial sum of the Fourier series of $f$, and let $\sigma_N(x) = \frac{1}{N+1} \sum_{k=0}^{N} s_k(x)$ be the $N$th Cesàro sum. We know that $\sigma_N(x) = (K_N * f)(x)$, where $K_N$ is the Fejér kernel. Fejér’s Theorem (Theorem 6.48) shows that $\lim_N \sigma_N(x) = \frac{1}{2}(f(x-) + f(x+))$ for all $x$ and
that \( \lim_{n \to \infty} \sigma_N(x) = f(x) \) uniformly on any compact set of points where \( f \) is continuous. The Tauberian theorem stated as Proposition 1.50 allows us to conclude that \( s_N(x) \) converges and has the same limit as \( \sigma_N(x) \) if it is shown that the sequence \( n(c_n e^{inx} + c_{-n} e^{-inx}) \) is bounded for \( n > 0 \). But this boundedness is immediate from the estimate \( |c_n| \leq C/n \) for the Fourier coefficients of \( f \). \( \square 

10. Distribution Functions

This section concerns the computation of integrals. A measure space \((X, \mathcal{A}, \rho)\) will be fixed throughout. A need to estimate integrals arises in two quite distinct situations, and the emphasis is different for the two situations. One is in connection with problems in Fourier analysis and differential equations, and the underlying measure space is typically a complicated probability theory, and the underlying measure space is typically a complicated space with \( \rho(X) = 1 \). Although the word “distribution” acquires multiple meanings in the process, the theory can begin at the same point in the two cases.

Let \( f : X \to \mathbb{R} \) be a measurable function. We define a measure \( \mu_f \) on the Borel sets of \( \mathbb{R} \) and a function \( \lambda_f : (0, +\infty) \to [0, +\infty] \) by

\[
\mu_f(E) = \rho(f^{-1}(E)) = \rho(\{x \in X \mid f(x) \in E\}) \quad \text{for each Borel set } E,
\]

\[
\lambda_f(\xi) = \rho((f^{-1}((\xi, +\infty))) = \rho(\{x \in X \mid |f(x)| > \xi\}).
\]

**Proposition 6.56.** If \( f : X \to \mathbb{R} \) is a measurable function, then

(a) \( \int_X \Phi(f(x)) \, d\rho(x) = \int_\mathbb{R} \Phi(t) \, d\mu_f(t) \) for every nonnegative Borel measurable function \( \Phi : \mathbb{R} \to \mathbb{R} \).

(b) \( \int_X \Phi(|f(x)|) \, d\rho(x) = \int_0^\infty \lambda_f(\xi) \phi(\xi) \, d\xi \) whenever \( \phi(\xi) \, d\xi \) is a Stieltjes measure on \( \mathbb{R}^1 \) and \( \Phi \) is its distribution function.

**Proof.** In (a), when \( \Phi \) is an indicator function \( I_E \), the two sides of the identity are \( \rho(f^{-1}(E)) \) and \( \mu_f(E) \), and these are equal by definition of \( \mu_f \). We can pass to nonnegative simple functions by linearity and then to general nonnegative Borel measurable functions \( \Phi \) by monotone convergence.

In (b), when \( f \) is a nonnegative simple function \( s \), let \( s = \sum_{k=1}^n c_k I_{E_k} \) be the canonical expansion of \( s \) as a linear combination of indicator functions, with the \( c_j \)’s arranged so that \( c_1 > c_2 > \cdots > c_n \geq 0 \). Put \( c_{n+1} = 0 \). Then we have

\[
\int_0^\infty \lambda_f(\xi) \phi(\xi) \, d\xi = \sum_{k=1}^n \int_{c_{k+1}}^{c_k} \rho(\bigcup_{j=1}^k E_j) \phi(\xi) \, d\xi \\
= \sum_{k=1}^n \rho(\bigcup_{j=1}^k E_j)[\Phi(c_k) - \Phi(c_{k+1})] \\
= \sum_{k=1}^n \sum_{j=1}^k \rho(E_j)[\Phi(c_k) - \Phi(c_{k+1})]
\]
This proves (b) for nonnegative simple functions $f$. For a general measurable $|f|$ on $X$, choose an increasing sequence of nonnegative simple functions $s_n$ with pointwise limit $|f|$. The definition of $\Phi$ in terms of $\varphi$ makes $\Phi$ monotone increasing and continuous, and thus $\Phi(s_n(x))$ increases to $\Phi(|f(x)|)$. Also, the set $\{x \in X \mid |f(x)| > \xi\}$, for each fixed $\xi$, is the increasing union of the sets $\{x \in X \mid s_n(x) > \xi\}$, and thus $\lambda_{s_n}(\xi) = \rho(\{x \in X \mid s_n(x) > \xi\})$ increases to $\lambda_f(\xi) = \rho(\{x \in X \mid |f(x)| > \xi\})$ for each $\xi$. Hence we can pass to the limit in the identity for each $s_n$ and obtain the identity for $|f|$ by monotone convergence. This proves (b) for a general measurable $|f|$.

For applications to Fourier analysis and differential equations, it is (b) that is important, and the function $\Phi$ of most interest is $\Phi(t) = t^p$ with $0 < p < +\infty$. The formula in this case is

$$\int_X |f(x)|^p \, d\rho(x) = p \int_0^\infty \lambda_f(\xi) \xi^{p-1} \, d\xi.$$  

Somewhat unfortunately, the function $\lambda_f$ is called the distribution function of $f$; the term does not conflict with the notion of the “distribution function” of a Stieltjes measure as long as one does not make any associations between functions and measures.

A special case of the displayed formula is that $X$ is $\mathbb{R}^N$, $\rho$ is Lebesgue measure, and $p$ is 1. In this case the formula simplifies to

$$\int_{\mathbb{R}^N} |f(x)| \, dx = \int_0^\infty \lambda_f(\xi) \, d\xi,$$

a formula that was mentioned after the statement of the Hardy–Littlewood Maximal Theorem (Theorem 6.38).

The displayed formula shows that $\int_X |f|^p \, d\rho$ can be computed from the function $\lambda_f$, and it is apparent that the integral cannot be finite if $\lambda_f(\xi)$ is everywhere $\geq$ some positive multiple of $\xi^{-p}$. This observation can be improved upon without the aid of Proposition 6.56 in the following way. We have

$$\int_{\{x \in X \mid |f(x)| > \xi\}} |f(x)|^p \, d\rho(x) \geq \xi^p \rho(\{x \in X \mid |f(x)| > \xi\}).$$

Thus we obtain

$$\rho(\{x \in X \mid |f(x)| > \xi\}) \leq \frac{\int_X |f|^p \, d\rho}{\xi^p},$$

an inequality that goes under the name Chebyshev’s inequality.
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11. Problems

1. Let \( S^1 \) be the unit circle of \( \mathbb{C} \), let \( T \) be the subgroup of elements of finite order, and let \( E \) be a subset of \( S^1 \) that contains exactly one element of each coset in \( S^1/T \). (Such a set \( E \) exists by the Axiom of Choice.) Prove that \( E \) is not a Lebesgue measurable subset of the circle and therefore that the corresponding subset of \( (-\pi, \pi] \) is not Lebesgue measurable on \( \mathbb{R}^1 \).

2. Let \( \phi \) be the mapping given explicitly in Section 5 that allows one to substitute in an expression in Cartesian coordinates and obtain an expression in spherical coordinates. Let \( U \) be the domain of \( \phi \). Prove that
   (a) the determinant factor in the change-of-variables formula is given by
   \[
   |\det \phi| = r^{N-1} \sin^{N-2} \theta_1 \sin^{N-3} \theta_2 \cdots \sin \theta_{N-2},
   \]
   (b) \( \phi \) is one-one on \( U \),
   (c) the complement of \( \phi(U) \) in \( \mathbb{R}^N \) is a lower-dimensional set.

3. Let \( L \) be a nonsingular \( N \times N \) real matrix. Prove that
   \[
   \int_{\mathbb{R}^N} f(Lx) \, dx = |\det L|^{-1} \int_{\mathbb{R}^N} f(x) \, dx
   \]
   for every nonnegative Borel measurable function \( f \).

4. Let \( M_N \) denote the \( N^2 \)-dimensional Euclidean space of all real \( N \times N \) matrices, and let \( dx \) refer to its Lebesgue measure. Prove that
   \[
   \int_{M_N} f(yx) \frac{dx}{|\det x|^N} = \int_{M_N} f(x) \frac{dx}{|\det x|^N}
   \]
   for each nonsingular matrix \( y \) and Borel measurable function \( f \geq 0 \). In the formula, \( xy \) is the matrix product of \( y \) and \( x \).

5. Fix \( \alpha \) with \( 0 < \alpha < 1 \). Suppose \( f : \mathbb{R} \to \mathbb{C} \) is periodic of period \( 2\pi \), is smooth except at multiples of \( 2\pi \), and satisfies the inequalities \(|f(x)| \leq C|x|^{\alpha} \), \(|f'(x)| \leq C|x|^{\alpha-1} \), and \(|f''(x)| \leq C|x|^{\alpha-2} \) for \(|x| \leq 1 \).
   (a) By breaking the integral at \(|x| = 1/n| \), prove that the Fourier coefficients \( c_n \) of \( f \) satisfy \(|c_n| \leq K/n^{|1+\alpha}| \).
   (b) How can one conclude from (a) that the Fourier series of \( f \) converges uniformly? Why is the limit equal to \( f \)?
   (c) Prove or disprove: The real and imaginary parts of the function \( f \) are of bounded variation on every bounded interval.

6. Let \( \mu \) be a nonzero measure on the \( \sigma \)-algebra of all subsets of \( \mathbb{R}^1 \) assigning to each set either measure 0 or measure 1. Prove that \( \mu \) is a point mass.
7. Determine all Stieltjes measures $\nu \neq 0$ on the line with
\[
\int_{\mathbb{R}} f g \, d\nu = \left( \int_{\mathbb{R}} f \, d\nu \right) \left( \int_{\mathbb{R}} g \, d\nu \right)
\]
for all continuous nonnegative functions $f$ and $g$.

Problems 8–10 make use of Fubini’s Theorem in unexpected ways.

8. (a) Show that the complement of any Lebesgue measurable set of Lebesgue measure 0 in $\mathbb{R}^N$ is dense.

(b) Let $\mu$ be a Stieltjes measure on the line, and let $E$ be a Borel set in $\mathbb{R}^1$ with Lebesgue measure 0. Prove that $\mu(E + t) = 0$ for almost every $t$ with respect to Lebesgue measure.

(c) Suppose that a Stieltjes measure $\mu$ on the line satisfies $\lim_{t \to 0} \mu(E + t) = \mu(E)$ for each bounded Borel set $E$ in $\mathbb{R}^1$. Prove that $\mu(E) = 0$ for every Borel set $E$ of Lebesgue measure 0.

9. In potential theory a positive charge on $\mathbb{R}^3$ is by definition any finite Borel measure $\mu$, and its potential $h$ is the function $h(x) = \int_{\mathbb{R}^3} \frac{d\mu(y)}{|x - y|}$. Prove that the potential is finite almost everywhere with respect to Lebesgue measure.

10. Let $P(x_1, \ldots, x_n)$ be a real-valued polynomial on $\mathbb{R}^n$ that is not identically 0. Prove by induction that the set in $\mathbb{R}^n$ where $P = 0$ has Lebesgue measure 0.

Problems 11–14 concern the gamma function and some associated changes of variables.

11. Prove that
\[
\int_0^1 t^{x-1}(1-t)^{y-1} \, dt = \frac{\Gamma(x)\Gamma(y)}{\Gamma(x+y)}
\]
by starting from the product of $\Gamma(x+y)$ and the left side, substituting for $\Gamma(x+y)$, making a change of variables, using Fubini’s Theorem, and making another change of variables.

12. By evaluating the integral $\int_{\mathbb{R}^N} e^{-\pi|x|^2} \, dx$ first in Cartesian coordinates by means of Proposition 6.33 and then in spherical coordinates by means of the change-of-variables formula for multiple integrals, obtain an expression for the area $\Omega_{N-1} = \int_{S^{N-1}} d\omega$ of the sphere $S^{N-1}$. Express the answer in terms of a value of the gamma function.

13. Let $I$ be the “cube” of all $u = (u_1, \ldots, u_n)$ in $\mathbb{R}^n$ with $0 < u_i < 1$ for all $i$, and let $S$ be the “simplex” of all $x = (x_1, \ldots, x_n)$ in $\mathbb{R}^n$ with $x_i > 0$ for all $i$ and $\sum_{i=1}^n x_i < 1$. Define $x = \phi(u)$ by
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\[ x_1 = u_1, \]
\[ x_2 = (1 - u_1)u_2, \]
\[ \vdots \]
\[ x_n = (1 - u_1) \cdots (1 - u_{n-1})u_n. \]

(a) Prove that \( \sum_{i=1}^{n} x_i = 1 - \prod_{i=1}^{n} (1 - u_i). \)
(b) Prove that \( \varphi \) maps \( I \) one-one onto \( S \), with inverse given by
\[ u_i = \frac{x_i}{1 - x_1 - \cdots - x_{i-1}}. \]
(c) Prove that \( | \det \varphi'(u) | = (1 - u_1)^{n-1} (1 - u_2)^{n-2} \cdots (1 - u_{n-1}) \) and that
\[ | \det (\varphi^{-1})'(x) | = \left[ (1 - x_1)(1 - x_1 - x_2) \cdots (1 - x_1 - \cdots - x_{n-1}) \right]^{-1}. \]

14. Using Problems 11 and 13, prove for the simplex \( S \) in Problem 13 that
\[ \int_{S} x_1^{a_1-1} x_2^{a_2-1} \cdots x_n^{a_n-1} \, dx = \frac{\Gamma(a_1) \Gamma(a_2) \cdots \Gamma(a_n)}{\Gamma(a_1 + \cdots + a_n + 1)} \]
when \( a_j > 0 \) for all \( j \).

Problems 15–17 concern the Cantor function for the standard Cantor set.

15. Prove that the values of the Cantor function \( F \) for the standard Cantor set are independent of the method of defining the approximating functions \( F_n \) on the complementary closed intervals as long as \( F_n \) is monotone increasing and continuous.

16. Compute \( \int_{0}^{1} F(x) \, dx \) if \( F \) is the Cantor function for the standard Cantor set.

17. The Stieltjes measure \( \mu \) corresponding to the Cantor function for the standard Cantor set \( C \) is called the Cantor measure. The set \( C \) consists of the members of \([0, 1]\) that can be expanded in the digits 0, 1, 2 of base 3 without using any 1’s. Show, for each \( n \)-tuple of 0’s and 2’s, that \( \mu \) attaches measure \( 2^{-n} \) to the subset of \( C \) whose base 3 expansion begins with that \( n \)-tuple.

Problems 18–20 introduce the Poisson integral formula for the unit disk in \( \mathbb{R}^2 \). The Poisson kernel was the subject of Problems 27–29 at the end of Chapter I and is given by
\[ P_r(\theta) = \sum_{n=-\infty}^{\infty} r^{|n|} e^{i n \theta} = \frac{1 - r^2}{1 - 2r \cos \theta + r^2}. \]

Harmonic functions in the unit disk were the subject of Problems 14–15 at the end of Chapter III and also Problems 10–13 at the end of Chapter IV. The present set of problems begins to relate the Poisson kernel to harmonic functions via convolution.
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18. If \(f\) is in \(L^1\left([-\pi, \pi], \frac{1}{2\pi} \, d\theta\right)\), then the Poisson integral of \(f\) is the function in the unit disk defined in polar coordinates by

\[
u(r, \theta) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(\varphi) P_r(\theta - \varphi) \, d\varphi.
\]

If \(c_n\) is the \(n\)th Fourier coefficient of \(f\), prove that \(\nu(r, \theta) = \sum_{n=-\infty}^{\infty} c_n r^{|n|} e^{in\theta}\), and conclude that \(\nu\) is harmonic in the open unit disk.

19. If \(p\) equals 1 or 2 and if \(f\) is in \(L^p\left([-\pi, \pi], \frac{1}{2\pi} \, d\theta\right)\), prove that the Poisson integral \(\nu(r, \theta)\) of \(f\) has the properties that \(\|\nu(r, \cdot)\|_p \leq \|f\|_p\) for \(0 \leq r < 1\) and that \(\nu(r, \cdot)\) tends to \(f\) in \(L^p\) in the sense that \(\lim_{r \uparrow 1} \|\nu(r, \cdot) - f\|_p = 0\).

20. Suppose that \(f\) is in \(L^\infty\left([-\pi, \pi], \frac{1}{2\pi} \, d\theta\right)\) and that \(\nu(r, \theta)\) is the Poisson integral of \(f\).
   (a) Prove that \(\lim_{r \uparrow 1} \nu(r, \theta) = f(\theta)\) uniformly on any set of \(\theta\)'s where \(f\) is uniformly continuous.
   (b) For \(f\) of class \(C^2\), prove that the Poisson integral of \(f\) is the only harmonic function \(\nu(r, \theta)\) in the disk such that \(\lim_{r \uparrow 1} \nu(r, \theta) = f(\theta)\) uniformly in \(\theta\).
   (c) Prove that \(\nu(r, \cdot)\) tends to \(f\) weak-star in \(L^\infty\) relative to \(L^1\) in the sense that \(\lim_{r \uparrow 1} \int_{-\pi}^{\pi} \nu(r, \theta) g(\theta) \, d\theta = \int_{-\pi}^{\pi} f(\theta) g(\theta) \, d\theta\) for all \(g\) in \(L^1\). (Weak-star convergence was defined in Section V.9.)

Problems 21–25 concern functions of bounded variation. For such a function \(f\), the positive and negative variations of \(f\) were defined in Section 9, and their values at \(x\) were denoted by \(V^+(f)(x)\) and \(V^-(f)(x)\).

21. Prove that the product of two functions of bounded variation on \([a, b]\) is of bounded variation.

22. This problem concerns a certain minimality property of the decomposition \(f(x) = f(a) + V^+(f)(x) - V^-(f)(x)\) of a function \(f\) of bounded variation on \([a, b]\). Prove that if \(g_1\) and \(g_2\) are any two nonnegative monotone increasing functions such that \(f(x) = f(a) + g_1(x) - g_2(x)\) for all \(x\), then \(V^+(f)(x) \leq g_1(x)\) and \(V^-(f)(x) \leq g_2(x)\).

23. Prove that if \(f\) is of bounded variation on \([a, b]\) and is continuous at a point \(x\) in \((a, b)\), then both \(V^+(f)\) and \(V^-(f)\) are continuous at \(x\).

24. If \(f\) is of bounded variation on \([a, b]\), define the total variation of \(f\) as the function given by

\[
V(f)(x) = \sup_{\text{partition } P \text{ with } x_0 = a \text{ and } x_n = x} \sum_{i=1}^{n} |f(x_i) - f(x_{i-1})|,
\]

the supremum being taken over all partitions of \([a, x]\). Prove that \(V(f)(x) = V^+(f)(x) + V^-(f)(x)\) for all \(x\).
25. Prove that the function $f$ on $[-1, 1]$ given by

$$f(x) = \begin{cases} 
    x \sin(1/x) & \text{for } x \neq 0, \\
    0 & \text{for } x = 0,
\end{cases}$$

is not of bounded variation. Prove or disprove that the function $g$ on $[-1, 1]$ given by

$$g(x) = \begin{cases} 
    x^2 \sin(1/x) & \text{for } x \neq 0, \\
    0 & \text{for } x = 0,
\end{cases}$$

is of bounded variation.

Problems 26–27 use elementary complex analysis as in Appendix B to shed further light on the gamma function as defined in this chapter.

26. (a) Prove that $\Gamma(s)$ is continuous for $\Re s > 0$.

(b) Use Morera’s Theorem to prove that $\Gamma(s)$ is analytic for $\Re s > 0$.

27. Prove that the analytic function $\Gamma(s)$, initially defined for $\Re s > 0$, extends to a meromorphic function in $\mathbb{C}$ whose only poles are at the nonpositive integers. Prove moreover that the extended function satisfies $\Gamma(s + 1) = s \Gamma(s)$ at all points $s$ other than the nonpositive integers.
CHAPTER VII

Differentiation of Lebesgue Integrals on the Line

Abstract. This chapter concerns the Fundamental Theorem of Calculus for the Lebesgue integral, viewed from Lebesgue’s perspective but slightly updated.

Section 1 contains Lebesgue’s main tool, a theorem saying that monotone functions on the line are differentiable almost everywhere. A relatively easy consequence is Fubini’s theorem that an absolutely convergent series of monotone increasing functions may be differentiated term by term. The result that the indefinite integral of a locally integrable function is differentiable almost everywhere with derivative follows readily.

Section 2 addresses the converse question of what functions have the property for a particular that the integral can be evaluated as for all and . The development involves a decomposition theorem for monotone increasing functions and a corresponding decomposition theorem for Stieltjes measures. The answer to the converse question when and is that is “absolutely continuous” in a sense defined in the section.

1. Differentiation of Monotone Functions

The generalization of the Fundamental Theorem of Calculus to the Lebesgue integral was the crowning achievement of Lebesgue’s book. We have already stated and proved a particular result in that direction as Corollary 6.40, using a more recent method that is of continual applicability in analysis. The statement of the part of the Fundamental Theorem in that corollary is that is differentiable almost everywhere with derivative if is a Borel function on the line that is integrable on every bounded interval.

In this chapter we shall develop that and allied results using something closer to Lebesgue’s original method. These allied results are chiefly of historical interest, no longer being of great importance as analytic tools. However, their beauty is undeniable and by itself justifies their inclusion in this book. In addition, these allied results motivate some results in Chapter IX, particularly the Radon–Nikodym Theorem, that might seem strange indeed if the historical background were omitted.

The starting point is the almost-everywhere differentiability of monotone functions on the line, given in Theorem 7.2 below. Since monotone functions include the distribution functions of Stieltjes measures, this differentiability shows at
once that functions of the form \( f^x_a f(t) dt \) with \( f \geq 0 \) are differentiable almost everywhere, and then we are well on our way toward a more traditional proof of the Fundamental Theorem for the Lebesgue integral. The advantage of starting with all monotone functions is that one can address at the same time the differentiability of all distribution functions of Stieltjes measures, not just those of measures \( f(t) dt \). From this fact one can attack the question of how close the derivative \( f(t) \) is to determining the function of which it is the derivative almost everywhere. This is the second aspect of the traditional Fundamental Theorem of Calculus as in Theorem 1.32: for the case of continuous \( f \), any two functions with derivative \( f \) everywhere on an interval differ by a constant.

There is a certain formal similarity between the theory of differentiation of monotone functions and the theory of the Hardy–Littlewood Maximal Theorem as in Chapter VI. Wiener’s Covering Lemma captured the geometric core of the theorem in Chapter VI, and another covering lemma captures the geometric core here. This is the Rising Sun Lemma, which will be given as Lemma 7.1.

By way of preliminaries, any open subset \( U \) of \( \mathbb{R}^1 \) is uniquely the union of countably many disjoint open intervals, the open interval containing a point \( x \) in \( U \) being the union of all connected subsets of \( U \) containing \( x \). These sets give the required decomposition of \( U \) by Propositions 2.48 and 2.51. An open subset of an interval \( (a, b) \) is necessarily open in \( \mathbb{R}^1 \), and hence it too is uniquely the countable union of disjoint open intervals.

**Lemma 7.1 (Rising Sun Lemma).** Let \( g : [a, b] \to \mathbb{R} \) be continuous, and define

\[
E = \{ x \in (a, b) \mid \text{there exists } \xi \in (a, b) \text{ with } \xi > x \text{ and } g(\xi) > g(x) \}.
\]

The set \( E \) is open in \( (a, b) \). If \( E \) is written as the disjoint union of open intervals with endpoints \( a_k \) and \( b_k \), then \( g(a_k) \leq g(b_k) \) for each \( k \).

![Graph showing three open intervals produced by the lemma.](image)

1Some authors call this result Riesz’s Lemma.
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Remark. The Rising Sun Lemma is so named because of the situation in Figure 7.1. The sun rises in the east, viewed as the direction of the positive x axis. It casts shadows within the graph of g, and the content of the lemma is the nature of those shadows. Although the conclusion of the lemma is that \( g(a_k) \leq g(b_k) \) for all \( k \), the reader can observe in the figure that \( g(a_k) = g(b_k) \) for the open intervals that are shown. This observation is valid in general except possibly when \( a_k = a \), but the observation is not needed in the proof of Theorem 7.2 below.

Proof. If \( x_0 \in E \) and \( \xi \in (a, b) \) have \( \xi > x_0 \) and \( g(\xi) > g(x_0) \), then every \( x \) in \((a, \xi)\) with \( |g(x) - g(x_0)| < \frac{1}{4}(g(\xi) - g(x_0)) \) lies in \( E \). Hence \( E \) is open.

Let \( E \) be the disjoint union of intervals \((a_k, b_k)\). Fix attention on one such interval \((a_k, b_k)\). We make critical use of the fact that the point \( b_k \) is not in \( E \). If \( x_0 \) satisfies \( a_k < x_0 < b_k \), we prove that \( g(x_0) \leq g(b_k) \). Once we do so, we can let \( x_0 \) decrease to \( a_k \) and use continuity to obtain the assertion \( g(a_k) \leq g(b_k) \) of the lemma.

Arguing by contradiction, suppose that \( g(x_0) > g(b_k) \). Since \( x_0 \) is in \( E \), there exists \( x_1 > x_0 \) with \( g(x_1) > g(x_0) \). If \( x_1 > b_k \), then the inequality \( g(x_1) > g(x_0) > g(b_k) \) forces \( b_k \) to be in \( E \). Since \( b_k \) is not in \( E \), we conclude that \( x_1 \leq b_k \). The set of all \( x \) with \( x_1 \leq x \leq b_k \) and \( g(x) \geq g(x_1) \) is closed, bounded, and nonempty, and we let \( x_2 \) be its largest element, so that \( x_2 \leq b_k \).

Since \( g(x_2) \geq g(x_1) \geq g(x_0) > g(b_k) \), we must have \( x_2 < b_k \); in fact, \( x_2 = b_k \) would yield the contradiction \( g(b_k) > g(b_k) \). From \( a_k < x_0 < x_2 < b_k \) and \((a_k, b_k) \subseteq E \), we see that \( x_2 \) is in \( E \). Hence there is some \( \xi > x_2 \) with \( g(\xi) > g(x_2) \). Then the conditions \( g(\xi) > g(b_k) \) and \( b_k \notin E \) together force \( \xi \) to be \( \leq b_k \). So \( x_2 < \xi \leq b_k \) with \( g(\xi) \geq g(x_1) \), in contradiction to the maximality of \( x_2 \). This contradiction allows us to conclude that \( g(x_0) \leq g(b_k) \), and the proof is complete. \( \square \)

Theorem 7.2 (Lebesgue). If \( F \) is a monotone increasing function on an interval, then \( F \) is differentiable almost everywhere in this sense: the set where \( F \) fails to be differentiable is a Lebesgue measurable set of Lebesgue measure 0. In addition, if the definition of \( F' \) is extended so that \( F'(x) = 0 \) at every point where \( F \) is not differentiable, then \( F' \) is Lebesgue measurable.

Remark. Recall that any monotone increasing function \( F \) can have only countably many discontinuities, and these are all given by jumps. In other words, \( F \) has, at each point \( x \), left and right limits \( F(x-) \) and \( F(x+) \), and the only possible discontinuities occur when one or both of the equalities \( F(x-) = F(x) \) and \( F(x) = F(x+) \) fail.

Proof. The second statement is a consequence of the first. In fact, if \( E \) is the Lebesgue measurable set of measure 0 where \( F \) is nondifferentiable and if \( B \) is a Borel set of measure 0 containing \( E \), then the sequence of Borel functions...
$G_n(x) = \frac{1}{1/n}(F(x + 1/n) - F(x))$ converges everywhere on $B^c$ to a function $G$. If $G$ is extended to the domain of $F$ by defining it to be 0 on $B$, then $G$ is a Borel function that equals $F'$ except on a subset of $B$, and hence $F'$ is Lebesgue measurable.

Let us come to the conclusion about differentiability. Possibly by taking the union of countably many sets, we may assume that the domain of $F$ is a bounded interval $[a, b]$. For $a < x < b$, define

$$U_r(x) = \lim_{h \downarrow 0} \frac{1}{h}(F(x + h) - F(x))$$

and

$$L_r(x) = \lim_{h \uparrow 0} \frac{1}{h}(F(x + h) - F(x))$$

We shall prove that

$$U_r(x) < +\infty$$

and

$$U_r(x) \leq L_l(x)$$

almost everywhere. If the latter inequality is applied to $-F(-x)$, we obtain also

$$L_l(x) \leq U_r(x)$$

almost everywhere. Putting these inequalities together, we have $U_l(x) \leq L_r(x) \leq U_r(x) \leq L_l(x) \leq U_l(x)$ almost everywhere, and equality must hold throughout, almost everywhere. The points where equality holds throughout and also $U_r(x) < +\infty$ are the points where $F$ is differentiable, and hence the two inequalities $U_r(x) < +\infty$ and $U_r(x) \leq L_l(x)$ prove the theorem.

For most of the proof, we shall assume that $F$ is continuous. At the end we return and show how to modify the proof to handle discontinuous $F$. First we consider the inequality $U_r(x) < +\infty$. The subset $E$ of $(a, b)$ where this inequality fails is, for each positive integer $n$, contained in the set where $U_r(x) > n$. If $U_r(x) > n$, then

$$\frac{F(\xi) - F(x)}{\xi - x} > n$$

for some $\xi > x$. That is, $g(\xi) > g(x)$ for the continuous function $g(x) = F(x) - nx$. In the notation of Lemma 7.1, $E$ is covered by a system of disjoint open intervals $(a_k, b_k)$ such that $g(a_k) \leq g(b_k)$ for each such interval. Thus $n(b_k - a_k) \leq F(b_k) - F(a_k)$ for each. Summing on $k$ gives $n \sum (b_k - a_k) \leq \sum (F(b_k) - F(a_k)) \leq F(b) - F(a).$ Thus the exceptional set $E$ can be covered by a system of open intervals of total measure $\leq \frac{1}{n}(F(b) - F(a))$. Since $n$ is arbitrary, Proposition 5.39 shows that $E$ is Lebesgue measurable of Lebesgue measure 0.
Next we prove that $U_r(x) \leq L_l(x)$ almost everywhere on $(a, b)$. If $0 \leq p < q$ are rational numbers, we prove that the set $E_{pq}$ where

$$L_l(x) < p < q < U_r(x)$$

has Lebesgue measure 0. The countable union of such sets is the exceptional set in question, and thus we will have proved that the exceptional set has measure 0. If $L_l(x) < p$, then there exists $\xi \in (a, b)$ with $\xi < x$ and $\frac{F(\xi) - F(x)}{\xi - x} < p$, hence with $p\xi - F(\xi) < px - F(x)$. Define $g(z) = pz + F(-z)$ for $z$ in $[-b, -a]$. If $y = -x$ and $\eta = -\xi$, then $p\eta + F(-\eta) > py + F(-y)$ and hence $g(\eta) > g(y)$ with $\eta > y$. Applying Lemma 7.1 to $g$ on the interval $[-b, -a]$, we obtain a disjoint system of open intervals $(-b_i, -a_i)$ covering the set of $y$’s where $L_l(-y) < p$ and having $g(-b_i) \leq g(-a_i)$ in each case. Thus $-pb_i + F(b_i) \leq -pa_i + F(a_i)$. In other words, the set of $x$’s where $L_l(x) < p$ is covered by a disjoint system of open intervals $(a_i, b_i)$ such that

$$F(b_i) - F(a_i) \leq p(b_i - a_i) \quad (*)$$

for each such interval. Applying the lemma to $g_p(x) = F(x) - qx$ on the interval $[a_i, b_i]$, we obtain a disjoint system of open intervals $(a_{ij}, b_{ij})$ indexed by $j$ and having $g_p(a_{ij}) \leq g_p(b_{ij})$. Thus $(*)$ and

$$q(b_{ij} - a_{ij}) \leq F(b_{ij}) - F(a_{ij}) \quad (**)$$

hold in each case. Summing (**) over $j$, we obtain

$$q \sum_j (b_{ij} - a_{ij}) \leq \sum_j (F(b_{ij}) - F(a_{ij})) \leq F(b_i) - F(a_i) \leq p(b_i - a_i). \quad (\dagger)$$

Summing this inequality over $i$ and dividing by $q$ gives

$$m(E_{pq}) \leq \sum_{i,j} (b_{ij} - a_{ij}) \leq (p/q)(b - a).$$

If we repeat this argument with $[a_{ij}, b_{ij}]$ in place of $[a, b]$, we obtain intervals $(a_{iju}, b_{iju})$ and an inequality

$$m(E_{pq}) \leq \sum_{i,j,u,v} (b_{iju} - a_{iju}) \leq (p/q) \sum_{i,j} (b_{ij} - a_{ij}) \leq (p/q)^2(b - a).$$

Iteration gives $m(E_{pq}) \leq (p/q)^n(b - a)$ for every $n$, and therefore $m(E_{pq}) = 0$. This completes the proof in the case that $F$ is continuous.
If $F$ is possibly discontinuous, we modify Lemma 7.1 and the present proof as follows. Each function $g$ that arises has right and left limits $g(x^+)$ and $g(x^-)$ at each point $x$, and we let $G(x)$ be the largest of $g(x^-)$, $g(x)$, and $g(x^+)$. A modified Lemma 7.1 says that the set of $x$ in $(a, b)$ for which there is some $\xi \in (a, b)$ with $\xi > x$ and $g(\xi) > G(x)$ is an open set whose component intervals $(a_k, b_k)$ have $g(a_k) \leq G(b_k)$ for each $k$. Going over the proof of Lemma 7.1 carefully and changing $g$ to $G$ as necessary, we obtain a proof of the modified Lemma 7.1.

The modifications necessary to the present proof are as follows. In the proof that $U_r(x) < +\infty$ almost everywhere, the set $E$ is to be taken to be the set where $F$ is continuous and this inequality fails. The inequality that results from applying the modified Lemma 7.1 is $n(b_k - a_k) \leq F(b_k) - F(a_k)$, and this inequality can be summed on $k$ without any further change. Similarly in the proof that $U_r(x) \leq L_l(x)$ almost everywhere, the set $E_{pq}$ is to be taken to be the set where $F$ is continuous and $L_l(x) < p < q < U_r(x)$. Inequality $(\ast)$ becomes $F(b_i^-) - F(a_i) \leq p(b_i - a_i)$. When we consider the interval $[a_i, b_i]$, the value of $F(b_i^-)$ is not relevant, and the value of $F(b_i)$ can be adjusted to equal $F(b_i^-)$ for purposes of understanding $F$ between $a_i$ and $b_i$. With that understanding, inequality $(\ast\ast)$ becomes $q(b_{ij} - a_{ij}) \leq F(b_{ij}^+) - F(a_{ij}^+)$, and step $(\dagger)$ is replaced by

$$q \sum_j (b_{ij} - a_{ij}) \leq \sum_j (F(b_{ij}^+) - F(a_{ij}^+)) \leq F(b_i^-) - F(a_i^+) \leq p(b_i - a_i).$$

The two inequalities at the ends have come about from $(\ast)$ and $(\ast\ast)$, and the critical observation is that the convention $F(b_i) = F(b_i^-)$ makes the middle inequality hold. The rest of the argument proceeds as in the case that $F$ is continuous, and then the theorem is completely proved.

**Theorem 7.3** (Fubini’s theorem on the differentiation of series of monotone functions). If $F = \sum F_n$ is an absolutely convergent sequence of monotone increasing functions on $[a, b]$, then $F'(x) = \sum_{n=1}^{\infty} F_n'(x)$ almost everywhere.

**Proof.** Without loss of generality, we may assume that $F_n(a) = 0$ for all $n$. Then $F_n(x) \geq 0$ for all $n$ and $x$. Possibly by lumping terms, we may assume also that $F(b) - \sum_{n=1}^{\infty} F_k(b) \leq 2^{-a}$. Since $F(x) - \sum_{k=1}^{n} F_k(x)$ is a monotone increasing function that is 0 for $x = a$, we have

$$0 \leq F(x) - \sum_{k=1}^{n} F_k(x) \leq 2^{-a}$$

(\ast)

for $a \leq x \leq b$. The decomposition $F(x) = \sum_{k=1}^{n} F_k(x) + \left( \sum_{k=n+1}^{\infty} F_k(x) \right)$ exhibits $F$ as the sum of $n + 1$ monotone increasing functions, and thus we have
\[ \sum_{k=1}^{n} F_k'(x) \leq F'(x) \] at all points where all the derivatives exist. In view of Theorem 7.2, this inequality holds almost everywhere. Consequently

\[ 0 \leq \sum_{k=1}^{\infty} F_k'(x) \leq F'(x) \tag{**} \]

almost everywhere. Now consider the series

\[ G(x) = \sum_{n=1}^{\infty} \left( F(x) - \sum_{k=1}^{n} F_k(x) \right). \]

Then

\[ 0 \leq G(x) - \sum_{n=1}^{N} \left( F(x) - \sum_{k=1}^{n} F_k(x) \right) \leq \sum_{n=N+1}^{\infty} 2^{-n} = 2^{-N}. \]

Thus \( G \) satisfies the same kind of inequality that \( F \) did in \( (*) \), and we can conclude that \( G \) satisfies the analog of \( (**) \), namely

\[ 0 \leq \sum_{n=1}^{\infty} \left( F'(x) - \sum_{k=1}^{n} F_k'(x) \right) \leq G'(x). \]

The right side is finite almost everywhere by Theorem 7.2, and thus the individual terms \( F'(x) - \sum_{k=1}^{n} F_k'(x) \) of the series tend to 0 almost everywhere. This completes the proof. \( \square \)

From Theorems 7.2 and 7.3, we can derive the first part of Lebesgue’s form of the Fundamental Theorem of Calculus. This same result was stated as Corollary 6.40 and was proved in Chapter VI by using the Hardy–Littlewood Maximal Theorem.

**Corollary 7.4** (first part of Lebesgue’s form of the Fundamental Theorem of Calculus). If \( f \) is integrable on every bounded subset of \( \mathbb{R}^1 \), then \( \int_{a}^{x} f(y) \, dy \) is differentiable almost everywhere and

\[ \frac{d}{dx} \int_{a}^{x} f(t) \, dt = f(x) \quad \text{almost everywhere.} \]

**Proof.** It is enough to prove the theorem for functions vanishing off an interval \([a, b]\). Let \( \mathcal{A} \) be the set of all Borel sets \( E \subseteq [a, b] \) such that \( \frac{d}{dx} \int_{a}^{x} I_E(t) \, dt = I_E(x) \) almost everywhere. Then \( \mathcal{A} \) contains the elementary sets within \([a, b]\), and \( \mathcal{A} \) is closed under complements within \([a, b]\). If \( \{E_n\} \) is an increasing
sequence of sets in $\mathcal{A}$ with $E_0 = \emptyset$ and with union $E$, let us write $I_E = \sum_{n=1}^{\infty} (I_{E_n} - I_{E_{n-1}})$. This is a series of nonnegative functions. Putting $F(x) = \int_a^x I_E(t) \, dt$ and $F_n(x) = \int_a^x (I_{E_n}(t) - I_{E_{n-1}}(t)) \, dt$ and applying Corollary 5.27, we obtain $F(x) = \sum_{n=1}^{\infty} F_n(x)$. Then Theorem 7.3 gives $F'(x) = \sum_{n=1}^{\infty} F'_n(x) = \lim_N \sum_{n=1}^{N} F'_n(x) = \lim_N \sum_{n=1}^{N} (I_{E_n}(x) - I_{E_{n-1}}(x)) = \lim_N I_{E_n}(x) = I_E(x)$ almost everywhere. Thus $E$ is in $\mathcal{A}$, and $\mathcal{A}$ is closed under increasing countable unions. Since $\mathcal{A}$ is closed under complements as well, $\mathcal{A}$ is closed under decreasing countable intersections. Then the Monotone Class Lemma (Lemma 5.43) shows that $\mathcal{A}$ contains all Borel sets.

Now consider the set $\mathcal{F}$ of all integrable Borel functions $f$ for which the almost-everywhere equality $\frac{d}{dx} \int_a^x f(t) \, dt = f(x)$ holds. We have just seen that $\mathcal{F}$ contains all indicator functions of Borel subsets of $[a, b]$. By linearity, $\mathcal{F}$ contains all nonnegative simple functions vanishing off $[a, b]$. Let $f \geq 0$ be an integrable function on $[a, b]$, and let $\{s_n\}$ be an increasing sequence of nonnegative simple functions with pointwise limit $f$. The functions $s_n$ are in $\mathcal{F}$. Put $s_0 = 0$, and let $F(x) = \int_a^x f(t) \, dt$ and $F_n(x) = \int_a^x (s_n(t) - s_{n-1}(t)) \, dt$. Since $s_n \geq s_{n-1}$, each $F_n$ is monotone increasing. Corollary 5.27 shows that $F(x) = \sum_{n=1}^{\infty} F_n(x)$, and Theorem 7.3 then shows that $F'(x) = \sum_{n=1}^{\infty} F'_n(x) = \lim_N \sum_{n=1}^{N} F'_n(x) = \lim_N \sum_{n=1}^{N} (s_n'(x) - s'_{n-1}(x)) = \lim_N s_n(x) = f(x)$ almost everywhere. Thus $\mathcal{F}$ contains all nonnegative integrable Borel functions, and by linearity it contains all integrable Borel functions. 

\[ \square \]

2. Absolute Continuity, Singular Measures, and Lebesgue Decomposition

In this section we address questions about the Lebesgue integral raised by the second part of the Fundamental Theorem of Calculus in Theorem 1.32. For continuous integrands $f$, the result is a kind of uniqueness statement, asserting that any function with derivative $f$ differs from $\int_a^x f(t) \, dt$ by a constant function. From a practical point of view, this is the really important part of the theorem for calculus, since it provides a technique for evaluating definite integrals: find any function whose derivative is the given function, evaluate it at the endpoints, and subtract the results. With the Lebesgue integral and equality of derivatives only almost everywhere, the uniqueness result is not as sharp. The practical aspect of a uniqueness theorem is largely lost, and the resulting theory ends up having to be appreciated only as an end in itself. We begin at the following point.

**Proposition 7.5.** Every monotone increasing function on $\mathbb{R}^1$ is uniquely the sum of an indefinite integral $G(x) = \int_0^x f(t) \, dt$, where $f \geq 0$ is integrable on every bounded interval, and a monotone increasing function $H$ such that $H'(x) = 0$ almost everywhere.
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PROOF. Let $F$ be a given monotone increasing function on $\mathbb{R}^1$. If $F = G + H$ with $G$ as in the statement of the proposition and with $H'(x) = 0$ almost everywhere, Corollary 7.4 shows that we must have $f = F'$. This proves uniqueness.

For existence we take $f = F'$. Regard $h$ as a positive number tending to 0 through some sequence, so that $h^{-1}(F(t + h) - F(t))$ tends to $f(t)$ for almost every $t$. If $a < b$, then

$$
\int_a^b \frac{F(t + h) - F(t)}{h} \, dt = \frac{1}{h} \int_{a+h}^{b+h} F(t) \, dt - \frac{1}{h} \int_a^b F(t) \, dt
$$

The right side tends to $F(b) - F(a)$ if $a$ and $b$ are points of continuity of $F$. By Fatou’s Lemma (Theorem 5.29), $\int_a^b f(t) \, dt \leq F(b) - F(a)$ if $a$ and $b$ are points of continuity of $F$. The points of continuity of $F$ are dense, and thus for general $a$ and $b$, we can find sequences of points of continuity decreasing to $a$ and increasing to $b$. Passing to the limit, we obtain

$$
\int_a^b f(t) \, dt \leq F(b) - F(a+) \leq F(b) - F(a)
$$

for all $a$ and $b$. Hence $f$ is integrable. With $G(x)$ as in the statement of the proposition, (*) gives $G(b) - G(a) \leq F(b) - F(a)$. Equivalently, $F(a) - G(a) \leq F(b) - G(b)$. Thus the function $H(x) = F(x) - G(x)$ is monotone increasing with $F = G + H$. Since $F$ and $G$ have derivative $f$ almost everywhere, $H$ has derivative 0 almost everywhere. \hfill \square

Thus we want to identify all monotone increasing functions with derivative zero almost everywhere. The first step is to see that the question of discontinuities of a monotone function can be completely eliminated from the problem.

Proposition 7.6. Let $c$ be a real number. If $\{x_n\}$ is a sequence in $[a, b]$ and if $\{c_n\}$ and $\{d_n\}$ are sequences of positive real numbers with $\sum c_n$ finite and $\sum d_n$ finite, then the function

$$
F(x) = c + \sum_{n \text{ with } a_n \geq x} c_n + \sum_{n \text{ with } a_n < x} d_n
$$

is a monotone increasing function on $[a, b]$ with $F'(x) = 0$ almost everywhere.
PROOF. The function \( F \) is certainly monotone increasing. It is the convergent sum of the constant function \( c \) and monotone increasing functions of the form

\[
F_n(x) = \begin{cases} 
0 & \text{for } x < x_n, \\
c_n & \text{for } x = x_n, \\
c_n + d_n & \text{for } x > x_n,
\end{cases}
\]

and the function \( F_n \) has derivative 0 except at the point \( x_n \). Thus the proposition follows immediately from Theorem 7.3.

A monotone increasing function on the line whose restriction to every closed bounded interval is of the form in Proposition 7.6 is called a saltus function; the name comes from the Latin word for “jump.” Since \( \mathbb{R}^1 \) is the countable union of closed bounded intervals, it follows from Proposition 7.6 that every saltus function has derivative 0 almost everywhere.

**Proposition 7.7.** Any monotone increasing function \( F \) on \( \mathbb{R}^1 \) is uniquely the sum \( F = G + S \) of a continuous monotone increasing function \( G \) with \( G(0) = 0 \) and a saltus function \( S \).

**PROOF.** For existence, it is enough to obtain the decomposition without insisting on the normalization \( G(0) = 0 \), since the sum of a saltus function and a constant is a saltus function. Let \( x_0 \) be a point of continuity of \( F \), and enumerate the points of discontinuity of \( F \) as \( x_n, n \geq 1 \). For each \( n \geq 1 \), define \( c_n = F(x_n) - F(x_n-) \) and \( d_n = F(x_n+) - F(x_n) \). Let \( S \) be the saltus function

\[
S(x) = \begin{cases} 
\sum_{x_n \leq t < x} c_n + \sum_{x_n \leq t < x} d_n & \text{if } x \geq x_0, \\
-\sum_{x < x_n \leq x_0} c_n - \sum_{x_n \leq t < x_0} d_n & \text{if } x \leq x_0,
\end{cases}
\]

and put \( G = F - S \). Then \( G \) is continuous everywhere. To see that \( G \) is monotone increasing, let \( a < b \) be points of continuity of \( F \) and \( S \). We start from the equality

\[
S(x_n+) - S(x_n-) = F(x_n+) - F(x_n-)
\]

and sum for \( x_n \) with \( a < x_n < b \) to obtain

\[
S(b) - S(a) = \sum_{a < x_n < b} (S(x_n+) - S(x_n-))
= \sum_{a < x_n < b} (F(x_n+) - F(x_n-))
\leq F(b) - F(a).
\]

Hence \( F(a) - S(a) \leq F(b) - S(b) \), and we conclude that \( G(a) \leq G(b) \) at all points of continuity \( a < b \) of \( F \) and \( S \). These points are dense, and \( G \) is continuous everywhere. Hence \( G(a) \leq G(b) \) whenever \( a < b \), and \( G \) is monotone increasing. This proves existence. Uniqueness follows from the fact that \( S(b-) - S(a+) = \sum_{a < x_n < b} (F(x_n+) - F(x_n-)) \) whenever \( a < b \), and the proof is complete.

\( \square \)
Consequently, we need to understand the continuous monotone increasing functions $F$ on the line with $F'(x) = 0$ almost everywhere. The Cantor function for the standard Cantor set, constructed as in Section VI.8, is an example. For such a function, $F - F(0)$ satisfies the defining properties of the distribution function of a Stieltjes measure $\mu$ on $\mathbb{R}^1$. The continuity of $F$ is equivalent to the fact that $\mu$ contains no point masses. The following property isolates the meaning of having derivative zero almost everywhere.

**Proposition 7.8.** Suppose that $\mu$ is a Stieltjes measure with no point masses. If the distribution function $F$ of $\mu$ has $F'(x) = 0$ at every point of a Borel set $E$, then $\mu(E) = 0$.

**Remark.** The proof will use the Rising Sun Lemma (Lemma 7.1). Problem 3 at the end of the chapter asks for an alternative proof by means of Wiener’s Covering Lemma (Lemma 6.41). A proof using Wiener’s Covering Lemma does not make use of the continuity of $F$, and therefore it is not necessary to assume in the proposition that $\mu$ has no point masses.

**Proof.** We may confine our attention to an interval $[a, b]$, taking $E$ to be a subset of $[a, b]$. Since $\mu$ has no point masses, we may discard $a$ and $b$ from $E$. Fix a positive integer $n$. For every point $x$ in $E$, we have $F'(x) < \frac{1}{n}$. Therefore to each such $x$, we can associate some $\xi > x$ with $\xi$ in $(a, b)$ such that

$$\frac{F(\xi) - F(x)}{\xi - x} < \frac{1}{n}.$$ 

This inequality says that $\frac{1}{n} \xi - F(\xi) > \frac{1}{n} \xi - F(x)$, hence that the continuous function $g$ with $g(x) = \frac{1}{n} x - F(x)$ has $g(\xi) > g(x)$. The Rising Sun Lemma (Lemma 7.1) applies and shows that $E$ is covered by countably many disjoint open intervals $(a_k, b_k)$ with $g(a_k) \leq g(b_k)$. Thus $\frac{1}{n} a_k - F(a_k) \leq \frac{1}{n} b_k - F(b_k)$ for each $k$. Adding, we obtain

$$\mu(E) \leq \sum_k \mu((a_k, b_k)) = \sum_k (F(b_k) - F(a_k)) \leq \frac{1}{n} \sum_k (b_k - a_k) \leq \frac{1}{n} (b - a).$$

Since $n$ is arbitrary, $\mu(E) = 0$.

Again consider a continuous monotone function $F$ with derivative zero almost everywhere. The function $F - F(0)$ is the distribution function of some Stieltjes measure $\mu$ with no point masses, and Proposition 7.8 shows that there is a Borel set $E$ such that $\mu(E) = 0$ and $m(E^c) = 0$, where $m$ is Lebesgue measure. In other words, $\mu$ is concentrated completely on the set $E^c$ of Lebesgue measure 0. A Stieltjes measure $\mu$ for which there is a Borel set $F$ with $\mu(F^c) = 0$ and
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$m(F) = 0$ is called a **singular** Stieltjes measure or a “Stieltjes measure singular with respect to Lebesgue measure.” If also it contains no point masses, it is said to be **continuous singular**. The Stieltjes measure associated to the Cantor function for the standard Cantor set is an example. We can summarize matters either in terms of decompositions of monotone functions or in terms of decompositions of Stieltjes measures. The result in the case of monotone functions is a first answer to the question of uniqueness in the Fundamental Theorem of Calculus for the Lebesgue integral; the result in the case of Stieltjes measures gives the **Lebesgue decomposition** of Stieltjes measures.

**Theorem 7.9.** Every monotone increasing function $F$ on $\mathbb{R}^1$ decomposes uniquely as the sum $F = G + H + S$, where $G$ is the indefinite integral $G(x) = \int_0^x f(t) \, dt$ of a function $f \geq 0$ integrable on every bounded interval, $H$ is the distribution function of a continuous singular measure, and $S$ is a saltus function. The function $f$ is the derivative of $F$.

**Proof.** Proposition 7.7 allows us to write $F = P + S$ uniquely, where $S$ is a saltus function and $P$ is continuous and monotone increasing with $P(0) = 0$. Proposition 7.5 says that $P = G + H$ uniquely, where $G$ is an indefinite integral $G(x) = \int_0^x f(t) \, dt$ and $H$ is monotone increasing with $H'(x) = 0$ almost everywhere. The function $f$ can be taken as the derivative of $F$. The function $H$ has $H(0) = 0$ and is continuous because $P$ and $G$ have these properties, and therefore $H$ is the distribution function of a Stieltjes measure $\mu$ containing no point masses. Since $H'(x) = 0$ almost everywhere, Proposition 7.8 shows that $\mu$ is singular. \hfill $\square$

**Corollary 7.10** (Lebesgue decomposition). Every Stieltjes measure $\mu$ decomposes uniquely as the sum $\mu = f \, dx + \mu_{cs} + \mu_d$, where $f \geq 0$ is a function integrable on every bounded interval, $\mu_{cs}$ is a continuous singular measure, and $\mu_d$ is a countable sum of point masses such that the sum of the weights on any bounded interval is finite.

**Proof.** This follows by applying Theorem 7.9 to the distribution function of $\mu$. \hfill $\square$

The final question that we address in this section is how to recognize the particular monotone function $G(x) = \int_0^x f(t) \, dt$ from among all the monotone functions $F = G + H + S$ described in Theorem 7.9.

**Proposition 7.11.** With $m$ denoting Lebesgue measure, the following conditions on a Stieltjes measure $\mu_a$ are equivalent:

(a) $\mu_a$ is of the form $\mu_a = f \, dx$ for some function $f \geq 0$ that is integrable on every bounded interval,
(b) for each bounded interval \([a, b]\) and number \(\epsilon > 0\), there exists a number \(\delta > 0\) such that \(\mu_a(E) < \epsilon\) whenever \(E\) is a Borel subset of \([a, b]\) with \(m(E) < \delta\).

(c) \(\mu_a(E) = 0\) whenever \(E\) is a Borel subset of \(\mathbb{R}^1\) with \(m(E) = 0\).

**Remark.** A Stieltjes measure \(\mu_a\) satisfying the equivalent conditions in this proposition is said to be **absolutely continuous** or “absolutely continuous with respect to Lebesgue measure.” From any of these defining conditions, we see right away that an absolutely continuous measure contains no point masses.

**Proof.** Corollary 5.24 shows immediately that (a) implies (b). To see that (b) implies (c), let \(E\) be a Borel set \(E\) in \(\mathbb{R}^1\) with \(m(E) = 0\). Applying (b) to \(E \cap [a, b]\) gives \(\mu_a(E \cap [a, b]) < \epsilon\) for every positive \(\epsilon\), and hence \(\mu_a(E \cap [a, b]) = 0\). Since \([a, b]\) is arbitrary and \(\mu_a\) is completely additive, \(\mu_a(E) = 0\).

To see that (c) implies (a), we appeal to Corollary 7.10 to decompose \(\mu_a\) according to the Lebesgue decomposition as

\[
\mu_a = f \, dx + \mu_{cs} + \mu_d, \quad (*)
\]

where \(\mu_{cs}\) is continuous singular and \(\mu_d\) is discrete. The measures \(\mu_{cs}\) and \(\mu_d\) have the property that there is a Borel set \(E\) with \(m(E) = 0\) such that \(\mu_{cs}(E^c) = \mu_d(E^c) = 0\). Condition (c) shows that \(\mu_a(E) = 0\). Evaluating (*) at \(E\), we obtain \(0 = \mu_a(E) = 0 + \mu_{cs}(E) + \mu_d(E)\). Therefore \(\mu_{cs}(E) = \mu_d(E) = 0\). Since \(\mu_{cs}(E^c) = \mu_d(E^c) = 0\) also, we must have \(\mu_{cs} = \mu_d = 0\), and then (*) shows that \(\mu_a = f \, dx\).

In Chapter IX the implication (c) implies (a) will be generalized to a result in abstract measure theory known as the Radon–Nikodym Theorem. Meanwhile, it is conditions (b) and (c) that we can translate into a condition on the corresponding distribution function, and then we shall have our second and final answer to the question of uniqueness in the Fundamental Theorem of Calculus for the Lebesgue integral. A monotone increasing function \(F\) on the line is said to be **absolutely continuous** if for each bounded interval \([a, b]\) and number \(\epsilon > 0\), there exists a \(\delta > 0\) such that on any countable disjoint union \(\bigcup_k (a_k, b_k)\) of intervals within \([a, b]\) having total length \(< \delta\), the variation \(\sum_k (F(b_k) - F(a_k))\) of \(F\) on that union of intervals is \(< \epsilon\).

**Proposition 7.12.** A Stieltjes measure is absolutely continuous if and only if its distribution function is absolutely continuous.

**Proof.** Let \(\mu\) be a Stieltjes measure with distribution function \(F\). Suppose that \(\mu\) is absolutely continuous. Fix an interval \([a, b]\), let \(\epsilon > 0\) be given, and choose \(\delta > 0\) by (b) in Proposition 7.11 such that \(m(E) < \delta\) implies \(\mu(E) < \epsilon\).
If the set $A = \bigcup_k (a_k, b_k)$ is a countable disjoint union of intervals within $[a, b]$ having total length $< \delta$, then $m(A) < \delta$, and hence $\mu(A) < \epsilon$. Therefore $\sum_k (F(b_k) - F(a_k)) = \sum_k \mu((b_k - a_k)) = \mu(A) < \epsilon$, and we conclude that $F$ is absolutely continuous.

Conversely suppose that $F$ is absolutely continuous, and suppose that $E$ is a Borel set with $m(E) = 0$. Fix an interval $[a, b]$, and let $\epsilon > 0$ be given. By absolute continuity of $F$, there exists a $\delta > 0$ such that on any countable disjoint union $\bigcup_k (a_k, b_k)$ of intervals within $[a, b]$ having total length $< \delta$, the variation $\sum_k (F(b_k) - F(a_k))$ of $F$ on that union of intervals is $< \epsilon$. With $\delta$ defined in this way, we can find a countable disjoint union of intervals $\bigcup_k (a_k, b_k)$ covering $E \cap [a, b]$ and having total length $< \delta$. Then $\mu(E \cap [a, b]) \leq \mu(\bigcup_k (a_k, b_k)) = \sum_k \mu((a_k, b_k)) = \sum_k ((F(b_k) - F(a_k)) < \epsilon$. Since $\epsilon$ is arbitrary, $\mu(E \cap [a, b]) = 0$. Since $[a, b]$ is arbitrary, $\mu(E) = 0$. Therefore $\mu$ satisfies (c) in Proposition 7.11 and is absolutely continuous.

**Corollary 7.13** (second part of Lebesgue’s form of the Fundamental Theorem of Calculus). Let $F$ be a monotone increasing function on $\mathbb{R}^1$, and let $f$ be its almost-everywhere derivative. Then $\int_a^b f(t)\, dt = F(b) - F(a)$ whenever $a < b$ if and only if $F$ is absolutely continuous.

**Proof.** By Theorem 7.9 we can write $F(x) = \int_0^x f(t)\, dt + H(x) + S(x)$, where $H$ is the distribution function of a continuous singular measure and $S$ is a saltus function. For $a < b$, we then have

$$F(b) - F(a) = \int_a^b f(t)\, dt + (H(b) - H(a)) + (S(b) - S(a)).$$

If $F(b) - F(a) = \int_a^b f(t)\, dt$ whenever $a < b$, then the monotonicity of $H$ and $S$ forces $H$ and $S$ to be constant functions, say with $H(0) + S(0) = c$. Substituting, we see that $F(x) = \int_0^x f(t)\, dt + c$ for all $x$. The function $\int_0^x f(t)\, dt$ is absolutely continuous by Proposition 7.12, and the additive constant $c$ does not hurt matters. Thus $F$ is absolutely continuous.

Conversely if $F$ is absolutely continuous, then it is continuous, and its monotonicity forces $F - F(0)$ to be a distribution function of some Stieltjes measure $\mu$. Proposition 7.12 shows that the measure $\mu$ is absolutely continuous, and Proposition 7.11 shows that $\mu$ is of the form $\mu = g\, dx$. Therefore $F(x) - F(0) = \int_0^x g(t)\, dt$. By Corollary 7.4, $g = F' = f$ almost everywhere. Hence $F(b) - F(a) = \int_a^b g(t)\, dt = \int_a^b f(t)\, dt$ whenever $a < b$. \qed

**3. Problems**

1. In the Rising Sun Lemma (Lemma 7.1), show that $g(a_k) = g(b_k)$ if $a_k \neq a$.

   Give an example of a continuous $g$ for which one of the intervals $(a_k, b_k)$ has $a_k = a$ and $g(a_k) < g(b_k)$.
2. Let \( m \) be Lebesgue measure. Does there exist a Lebesgue measurable set \( E \) such that \( m(E \cap I) = \frac{1}{2} m(I) \) for every bounded interval \( I \)? Why or why not?

3. Prove Proposition 7.8 using Wiener’s Covering Lemma (Lemma 6.41) instead of the Rising Sun Lemma (Lemma 7.1).

4. Find all continuous monotone increasing functions on \( \mathbb{R}^1 \) with derivative 0 at all but countably many points.

5. Cantor sets within \([0, 1]\) were introduced in Section II.9. Each is associated to a sequence \( \{r_n\}_{n \geq 1} \) of numbers with \( 0 < r_n < 1 \), the standard Cantor set being obtained when \( r_n = 1/3 \) for every \( n \). Section VI.8 showed how to associate a distribution function to the standard Cantor set, and in similar fashion one can associate a distribution function to any Cantor set. Let \( C \) be a Cantor set, let \( F \) be the associated distribution function, and let \( \mu \) be the associated Stieltjes measure. The Lebesgue measure of \( C \) is the number \( P = \prod_{n=1}^{\infty} (1 - r_n) \). Prove that
   (a) \( \mu \) is singular if \( P = 0 \),
   (b) \( \mu \) is absolutely continuous if \( P > 0 \), being of the form \( P^{-1} I_C(x) \, dx \).

Problems 6–7 concern the Lebesgue set of an integrable function \( f \) on an interval \([a, b]\). This is the set where \( \frac{d}{dx} \int_a^x |f(t) - f(x)| \, dt \) exists and equals 0. Many almost-everywhere convergence results involving \( f \) are valid at every point of the Lebesgue set. Such results may be regarded as relatively straightforward consequences of Corollary 7.4. Conversely an almost-everywhere convergence theorem that fails to hold at some point of the Lebesgue set might well be expected to involve some new idea.

6. For \( f \) integrable on \([a, b]\), prove that almost every point of \((a, b)\) is in the Lebesgue set of \( f \) by showing that the Lebesgue set of \( f \) is the same as the set where \( \frac{d}{dx} \int_a^x |f(t) - r| \, dt \neq |f(x) - r| \) for some rational \( r \).

7. The Fejér kernel, which was defined in Section I.10 and studied further in Section VI.7, is the periodic function defined for \( t \) in \([-\pi, \pi]\) by \( K_N(t) = \frac{1}{N+1} \sum_{n=-N}^{N} \frac{1-\cos(n+1)t}{1-\cos t} \). Let \( f \) be integrable on \([-\pi, \pi]\), regard \( f \) as periodic, and let \( x \) be in the Lebesgue set of \( f \). Prove that \( \lim_{N \to \infty} (K_N * f)(x) = f(x) \) by following these steps:
   (a) Check that the estimates \( K_N(t) \leq N + 1 \) and \( K_N(t) \leq c/(Nt^2) \) are valid for all \( N \) and for \( |t| \leq \pi \).
   (b) Check that the problem is to show that \( \int_{|t| \leq \pi} K_N(t)|f(x - t) - f(x)| \, dt \) tends to 0 as \( N \) tends to infinity.
   (c) Break the integral in (b) into pieces where \( |t| \leq 1/N \), where \( 2^{k-1}/N \leq |t| \leq 2^k/N \) for \( 1 \leq k \leq \log_2(N^{3/4}) \), and where \( 1/N^{1/4} \leq |t| \leq \pi \). Using the better of the bounds in (a) in each piece, prove the statement that (b) says needs to be shown.
Problems 8–12 concern singular Stieltjes measures, which for notational convenience we assume are continuous singular. In all these problems it is assumed that \( \mu \) is a continuous singular measure and \( m \) is Lebesgue measure. Among other things these problems prove that the indefinite integral of \( \mu \) has derivative 0 almost everywhere with respect to Lebesgue measure, i.e., \( \frac{d}{dx} \int_0^x d\mu(t) = 0 \) a.e. \([dx]\), with the tools of Chapter VI and without Theorem 7.2.

8. If \( \epsilon > 0 \) is given, prove by considering \( m + \mu \) that there exists an open set \( U \) in \( \mathbb{R}^1 \) such that \( \mu(U) < \epsilon \) and \( m(U^c) = 0 \).

9. If \( U \) is an open subset of \( \mathbb{R}^1 \) and \( v \) is a Stieltjes measure with \( v(U) = 0 \), prove that \( \lim_{h \downarrow 0} (2h)^{-1} v((x - h, x + h)) = 0 \) for all \( x \) in \( U \).

10. Let \( v \) be any finite Stieltjes measure, and define

\[
v^*(x) = \sup_{h > 0} (2h)^{-1} v((x - h, x + h)).
\]

Prove for each \( \xi > 0 \) that \( m\{x \mid v^*(x) > \xi\} \leq 5v(\mathbb{R}^1) / \xi \) by imitating the proof of Theorem 6.38.

11. For the singular measure \( \mu \), assume that \( \mu(\mathbb{R}^1) \) is finite. Let \( \epsilon > 0 \) be given, and choose an open set \( U \) as in Problem 8. Define Stieltjes measures \( \mu_1 \) and \( \mu_2 \) by \( \mu_1(A) = \mu(A \cap U) \) and \( \mu_2(A) = \mu(A - U) \). Use Problem 9 to prove that \( \lim_{h \downarrow 0} (2h)^{-1} \mu_2((x - h, x + h)) = 0 \) a.e. \([dx]\), and use Problem 10 to prove for all \( \xi > 0 \) that

\[
m\{x \mid \limsup_{h \downarrow 0} (2h)^{-1} \mu_1((x - h, x + h)) > \xi\} \leq 5\epsilon / \xi.
\]

12. Deduce from Problem 11 that \( \lim_{h \downarrow 0} (2h)^{-1} \mu((x - h, x + h)) = 0 \) a.e. \([dx]\). By reviewing the proof of Corollary 6.40, show how the argument in Problems 8–11 can be adjusted to yield the better conclusion that \( \frac{d}{dx} \int_0^x d\mu(t) = 0 \) a.e. \([dx]\).
CHAPTER VIII

Fourier Transform in Euclidean Space

Abstract. This chapter develops some of the theory of the $\mathbb{R}^N$ Fourier transform as an operator that carries certain spaces of complex-valued functions on $\mathbb{R}^N$ to other spaces of such functions.

Sections 1–3 give the indispensable parts of the theory, beginning in Section 1 with the definition, the fact that integrable functions are mapped to bounded continuous functions, and various transformation rules. In Section 2 the main results concern $L^1$, chiefly the vanishing of the Fourier transforms of integrable functions at infinity, the fact that the Fourier transform is one-one, and the all-important Fourier inversion formula. The third section builds on these results to establish a theory for $L^2$. The Fourier transform carries functions in $L^1 \cap L^2$ to functions in $L^2$, preserving the $L^2$ norm; this is the Plancherel formula. The Fourier transform therefore extends by continuity to all of $L^2$, and the Riesz–Fischer Theorem says that this extended mapping is onto $L^2$. These results allow one to construct bounded linear operators on $L^2$ commuting with translations by multiplying by $L^\infty$ functions on the Fourier transform side and then using Fourier inversion; a converse theorem is proved in the next section.

Section 4 discusses the Fourier transform on the Schwartz space, the subspace of $L^1$ consisting of smooth functions with the property that the product of any iterated partial derivative of the function with any polynomial is bounded. The Fourier transform carries the Schwartz space in one-one fashion onto itself, and this fact leads to the proof of the converse theorem mentioned above.

Section 5 applies the Schwartz space in $\mathbb{R}^1$ to obtain the Poisson Summation Formula, which relates Fourier series and the Fourier transform. A particular instance of this formula allows one to prove the functional equation of the Riemann zeta function.

Section 6 develops the Poisson integral formula, which transforms functions on $\mathbb{R}^N$ into harmonic functions on a half space in $\mathbb{R}^{N+1}$. A function on $\mathbb{R}^N$ can be recovered as boundary values of its Poisson integral in various ways.

Section 7 specializes the theory of the previous section to $\mathbb{R}^1$, where one can associate a “conjugate” harmonic function to any harmonic function in the upper half plane. There is an associated conjugate Poisson kernel that maps a boundary function to a harmonic function conjugate to the Poisson integral. The boundary values of the harmonic function and its conjugate are related by the Hilbert transform, which implements a “90° phase shift” on functions. The Hilbert transform is a bounded linear operator on $L^2$ and is of weak type $(1,1)$.

1. Elementary Properties

Although the Fourier transform in the one-variable case dates from the early nineteenth century, it was not until the introduction of the Lebesgue integral early in the twentieth century that the theory could advance very far. Fourier
series in one variable have a standard physical interpretation as representing a resolution into component frequencies of a periodic signal that is given as a function of time. In the presence of the Riesz–Fischer Theorem, they are especially handy at analyzing time-independent operators on signals, such as those given by filters. An operator of this kind takes a function $f$ with Fourier series $f(x) \sim \sum_{n=-\infty}^{\infty} c_ne^{inx}$ into the expression $\sum_{n=-\infty}^{\infty} m_n c_ne^{inx}$, where the constants $m_n$ depend only on the filter. If the original function $f$ is in $L^2$ and if the constants $m_n$ are bounded, the Riesz–Fischer Theorem allows one to interpret the new series as the Fourier series of a new $L^2$ function $T(f)$, and thus the effect of the filter is to carry $f$ to $T(f)$.

If one imagines that the period is allowed to increase without limit, one can hope to obtain convergence of some sort to a transform that handles aperiodic signals, and this was once a common attitude about how to view the Fourier transform. In the twentieth century the Fourier transform began to be developed as an object in its own right, and soon the theory was extended from one variable to several variables.

The Fourier transform in Euclidean space $\mathbb{R}^N$ is a mapping of suitable kinds of functions on $\mathbb{R}^N$ to other functions on $\mathbb{R}^N$. The functions will in all cases now be assumed to be complex valued. The underlying $\mathbb{R}^N$ is usually regarded as space, rather than time, and the Fourier transform is of great importance in studying operators that commute with translations, i.e., spatially homogeneous operators. One example of such an operator is a linear partial differential operator with constant coefficients, and another is convolution with a fixed function. In the latter case if $F$ denotes the Fourier transform and $h$ is a fixed function, the relevant formula is $F(h \ast f) = F(h)F(f)$, the product on the right side being the pointwise product of two functions. Thus convolution can be understood in terms of the simpler operation of pointwise multiplication if we understand what $F$ does and we understand how to invert $F$.

In the actual definition of the Fourier transform, factors of $2\pi$ invariably pop up here and there, and there is no universally accepted place to put these factors. This ambiguity is not unlike the distinction between radians and cycles in connection with frequencies in physics; again the distinction is a factor of $2\pi$. The definition that we shall use occurs quite commonly these days, namely

$$\hat{f}(y) = Ff(y) = \int_{\mathbb{R}^N} f(x)e^{-2\pi ix \cdot y} dx,$$

with $x \cdot y$ referring to the dot product and with the $2\pi$ in the exponent. The formula for $F^{-1}$ will turn out to be similar looking, except that the minus sign is changed to plus in the exponent. Some authors drop the $2\pi$ from the exponent, and then a factor of $(2\pi)^{-N}$ is needed in the inversion formula. Other authors who drop
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the $2\pi$ from the exponent also include a factor of $(2\pi)^{-N}$ in front of the integral; then the inversion formula requires no such factor. Still other authors who drop the $2\pi$ from the exponent insert a factor of $(2\pi)^{-N/2}$ in the formula for both $\mathcal{F}$ and its inverse. In all cases, there is a certain utility in adjusting the definition of convolution by an appropriate power of $2\pi$ so that the Fourier transform of a convolution is indeed the pointwise product of the Fourier transforms. The relationships among these alternative formulas are examined in Problem 1 at the end of the chapter.

At any rate, in this book we take the boxed formula above as the definition of the Fourier transform of a function $f$ in $L^1(\mathbb{R}^N, dx)$. Convolution was defined in Section VI.2. Although there are many elementary functions for which one can compute the Fourier transform explicitly, there are precious few for which one can make the pair of calculations that compute the Fourier transform and verify the inversion formula. One example is $e^{-\pi|x|^2}$, which will be examined in the next section.

Recall from Section VI.1 that the translate $\tau_{x_0}f$ is defined by $\tau_{x_0}f(x) = f(x - x_0)$.

**Proposition 8.1.** The Fourier transform on $L^1(\mathbb{R}^N)$ has these properties:

(a) $f$ in $L^1$ implies that $\hat{f}$ is bounded and uniformly continuous with $\|\hat{f}\|_{\text{sup}} \leq \|f\|_1$.

(b) $f$ in $L^1$ implies that the translate $\tau_{x_0}f$ and the product $f(x)e^{-2\pi ix \cdot y_0}$ have $\hat{(\tau_{x_0}f)}(y) = e^{-2\pi ix_0 \cdot y} \hat{f}(y)$ and $\mathcal{F}(f(x)e^{2\pi ix \cdot y_0})(y) = (\tau_{x_0} \hat{f})(y)$.

(c) $f$ and $g$ in $L^1$ implies $\hat{f} * \hat{g} = \hat{f \cdot g}$.

(d) $f$ in $L^1$ implies $\hat{f^*} = \overline{\hat{f}}$, where $f^*(x) = \overline{f(-x)}$.

(e) (multiplication formula) $f$ and $\varphi$ in $L^1$ implies $\int_{\mathbb{R}^N} f \varphi \, dx = \int_{\mathbb{R}^N} \hat{f} \hat{\varphi} \, dx$.

(f) $f$ in $L^1$ and $2\pi ix_j f$ in $L^1$ implies that $\frac{\partial \hat{f}}{\partial x_j}$ exists in the ordinary sense everywhere and satisfies $\frac{\partial \hat{f}}{\partial x_j} = \mathcal{F}(-2\pi ix_j f)$.

(g) $f$ in $L^1$ and $\frac{\partial f}{\partial x_j}$ existing in the $L^1$ sense, i.e., $\lim_{h \to 0^-} h^{-1}(\tau_{-he_j}f - f)$ existing in $L^1$, implies $\mathcal{F}\left(\frac{\partial f}{\partial x_j}\right)(y) = 2\pi iy_j \hat{f}(y)$. This formula holds also when $f$ is in $L^1 \cap C^1$, the ordinary $\frac{\partial f}{\partial x_j}$ is in $L^1$, and $f$ vanishes at infinity.

**Proof.** All the integrals will be over $\mathbb{R}^N$, and we drop $\mathbb{R}^N$ from the notation. For (a), we have $|\hat{f}(y)| \leq \int |f(x)| \, dx = \|f\|_1$, and hence $\|\hat{f}\|_{\text{sup}} \leq \|f\|_1$. Also,

$$|\hat{f}(y_1) - \hat{f}(y_2)| \leq \int |f(x)| \left| e^{-2\pi ix \cdot y_1} - e^{-2\pi ix \cdot y_2} \right| \, dx \leq \int |f(x)| \left| e^{-2\pi ix \cdot (y_1 - y_2)} - 1 \right| \, dx.$$
On the right side the second factor of the integrand is bounded by 2 and tends to 0 for each \( x \) as \( y_1 - y_2 \) tends to 0. Thus the right side tends to 0 by dominated convergence at a rate depending only on \( y_1 - y_2 \).

For (b), 
\[
(\tau_{x_0} f)(y) = \int f(x - x_0)e^{-2\pi i x \cdot y} \, dx = \int f(x)e^{-2\pi i (x + x_0) \cdot y} \, dx = e^{-2\pi i x_0 \cdot y} \hat{f}(y)
\]
and
\[
\mathcal{F}(f(x)e^{2\pi i x \cdot y})(y) = \int f(x)e^{2\pi i x \cdot y}e^{-2\pi i x \cdot y} \, dx = \int f(x)e^{-2\pi i (y-y_0) \cdot x} \, dx = (\tau_{y_0} \hat{f})(y).
\]

For (c), we use Fubini’s Theorem. The standard technique for verifying the theorem’s applicability was mentioned near the end of Section V.7. Let us see the technique in context this once. The procedure is to write out the computation, and then to check the validity of the interchange by imagining that absolute value signs have been put in place. What needs to be verified is that the double or iterated integrals with the absolute value signs in place are finite. The computation here is
\[
\hat{f} \ast g(y) = \iint \overline{f(x - t)} g(t) e^{-2\pi i x \cdot y} \, dt \, dx = \iint \overline{f(x - t)} g(t) e^{-2\pi i x \cdot y} \, dx \, dt
\]
\[
= \iint \overline{f(x)} g(t) e^{-2\pi i (x+t) \cdot y} \, dx \, dt = \hat{f}(y) \overline{g}(y).
\]
The steps with absolute value signs in place around the integrands are
\[
\iint |f(x - t)| g(t) e^{-2\pi i x \cdot y} \, dt \, dx = \iint |f(x - t)| g(t) e^{-2\pi i x \cdot y} \, dx \, dt
\]
\[
= \iint |f(x)| g(t) e^{-2\pi i (x+t) \cdot y} \, dx \, dt.
\]
The first interchange is valid, but the first and second integrals are not so clearly finite. What is clear, because \( f \) and \( g \) are integrable, is that we have finiteness for the third integral, and the second and third integrals are equal by a translation in the inner integration. Thus the computation of \( \hat{f} \ast g(y) \) is justified.

For (d), we have
\[
\hat{f} \ast \ast (y) = \int \hat{f}(-X) e^{-2\pi i x \cdot y} \, dx = \int \hat{f}(x) e^{-2\pi i x \cdot y} \, dx = \overline{\hat{f}(y)}.
\]

For (e), we use Fubini’s Theorem, justifying the details in the same way as in (c). We obtain
\[
\int f \overline{\varphi} \, dx = \iint f(x) \varphi(y) e^{-2\pi i y \cdot x} \, dy \, dx
\]
\[
= \iint f(x) \varphi(y) e^{-2\pi i y \cdot x} \, dx \, dy = \int \hat{f} \varphi(y) dy,
\]
and the interchange is valid because \( f \) and \( \varphi \) have been assumed integrable.

For (f), we apply (b) and obtain
\[
h^{-1}(\hat{f}(y + h e_j) - \hat{f}(y)) = \mathcal{F}(f(x) h^{-1}(e^{-2\pi i h e_j \cdot x} - 1))(y).
\]
The main theorem of this section is the Fourier inversion formula for $L^1$, which is stated as follows:

$$\mathcal{F}(f)(y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} f(x) e^{-iyx} \, dx.$$

Application of the Mean Value Theorem to the real and imaginary parts of $h^{-1}(e^{-2\pi i h e^j x} - 1)$ shows for $|h| \leq 1$ that

$$\left| \text{Re}(h^{-1}(e^{-2\pi i h e^j x} - 1)) \right| = |h^{-1}(1 - \cos 2\pi h x_j)| \leq 2|h x_j|$$

and

$$\left| \text{Im}(h^{-1}(e^{-2\pi i h e^j x} - 1)) \right| = |h^{-1} \sin 2\pi h x_j| \leq 2|h x_j|,$$

hence that

$$|h^{-1}(e^{-2\pi i h e^j x} - 1)| \leq 4\pi |h x_j|.$$

Since $x_j f(x)$ is assumed integrable, we have dominated convergence in the computation of the limit of $\mathcal{F}(f(x) h^{-1}(e^{-2\pi i h e^j x} - 1))(y)$ as $h$ tends to 0, and we get $\mathcal{F}(-2\pi i x_j f)(y) = \frac{\partial \hat{f}}{\partial y_j}(y)$.

For the first part of (g), the assumptions and (a) give

$$|\mathcal{F}(h^{-1}(\tau - he^j f - f))(y) - \mathcal{F}(\frac{\partial f}{\partial x_j})(y)| \leq \|h^{-1}(\tau - he^j f - f) - \frac{\partial f}{\partial x_j}\|_1 \to 0.$$

The left side equals $|\hat{f}(y)(h^{-1}(e^{2\pi i h e^j y} - 1)) - \mathcal{F}(\frac{\partial f}{\partial x_j})(y)|$ by (b), and this tends to $|\hat{f}(y)2\pi i y_j - \mathcal{F}(\frac{\partial f}{\partial x_j})(y)|$. Hence $\mathcal{F}(\frac{\partial f}{\partial x_j})(y) = 2\pi i y_j \hat{f}(y)$.

For the second part of (g), let $x'_j$ denote the tuple of the $N-1$ variables other than $x_j$. Then integration by parts in the variable $x_j$ gives

$$\mathcal{F}(\frac{\partial f}{\partial x_j})(y) = \int_{\mathbb{R}^N} f(-x) e^{-2\pi i x' y} \, dx'$$

$$= \int_{\mathbb{R}^N} \lim_{n \to \infty} \frac{\partial f}{\partial x_j}(x) e^{-2\pi i x' y} \, dx'$$

$$= \int_{\mathbb{R}^N} \lim_{n \to \infty} \left[ f(x) e^{-2\pi i x' y} \right]_{x_j = -n}^{x_j = n} \, dx'$$

$$- \int_{\mathbb{R}^N} \lim_{n \to \infty} \int_{-n}^{n} f(x) (-2\pi i y_j) e^{-2\pi i x' y} \, dx_j \, dx'$$

$$= 0 + 2\pi i y_j \hat{f}(y),$$

as asserted. \qed

2. Fourier Transform on $L^1$, Inversion Formula

The main theorem of this section is the Fourier inversion formula for $L^1(\mathbb{R}^N)$. The Fourier transform for $L^1$ is the analog for the line of the mapping that carries a function $f$ on the circle to its doubly infinite sequence $\{c_k\}$ of Fourier coefficients. The inversion problem for the circle amounts to recovering $f$ from the $c_k$'s. We know that the procedure is to form the partial sums $s_n(x) = \sum_{k=-n}^{n} c_k e^{ikx}$ and to look for a sense in which $\{s_n\}$ converges to $f$. There is no problem for the case.
that $f$ is itself a trigonometric polynomial; then $s_n$ will be equal to $f$ for large enough $n$, and no passage to the limit is necessary.

The situation with the Fourier transform is different. There is no readily available nonzero integrable function on the line analogous to an exponential on the circle for which we know an inversion formula with all constants in place. In order to obtain such an inversion formula for the Fourier transform on $L^1$, it is necessary to be able to invert the Fourier transform of some particular nonzero function explicitly. This step is carried out in Proposition 8.2 below, and then we can address the inversion problem of $L^1(\mathbb{R}^N)$ in general. The analog for the circle of what we shall prove for the line is a rather modest result: It would say that if $\sum |c_k|$ is finite, then the sequence of partial sums converges uniformly to a function that equals $f$ almost everywhere. The uniform convergence is a relatively trivial conclusion, being an immediate consequence of the Weierstrass $M$ test; but the conclusion that we recover $f$ lies deeper and incorporates a version of the uniqueness theorem.

**Proposition 8.2.** $\mathcal{F}(e^{-\pi |x|^2}) = e^{-\pi |y|^2}$.

**Remarks.** Readers who know about the Cauchy Integral Theorem from elementary complex analysis or else Green’s Theorem in the theory of line integrals will recognize that the calculation below amounts to an application of one or the other of these theorems to the function $e^{-\pi z^2}$ over a long thin geometric rectangle next to the $x$ axis in $\mathbb{C}$. However, the present application of either of these theorems is so simple that we can without difficulty substitute a proof of one of these theorems in the special case of interest, and hence neither of these other theorems needs to be assumed. As the proof below will show, matters come down to the Fundamental Theorem of Calculus in its traditional form (Theorem 1.32).

**Proof.** The question is whether
\[
\int_{\mathbb{R}^N} e^{-\pi(x_1^2 + \cdots + x_N^2)} e^{-2\pi i(x_1 y_1 + \cdots + x_N y_N)} \, dx_1 \cdots dx_N = e^{-\pi(y_1^2 + \cdots + y_N^2)},
\]
and the integral on the left is the product of $N$ integrals in one variable. Thus the question is whether
\[
\int_{-\infty}^{\infty} e^{-\pi(x^2 + 2xy)} \, dx = e^{-\pi y^2}.
\]
We start by observing that
\[
\int_{-\infty}^{\infty} e^{-\pi(x^2 + 2xy)} \, dx = e^{-\pi y^2} \int_{-\infty}^{\infty} e^{-\pi(x+y)^2} \, dx.
\]
Write
\[
e^{-\pi(x+y)^2} = u(x, y) + i v(x, y) = e^{-\pi(x^2 - y^2)} \cos 2\pi xy - i e^{-\pi(x^2 - y^2)} \sin 2\pi xy.
\]
2. Fourier Transform on $L^1$, Inversion Formula

Direct calculation gives\(^1\)
\[
\frac{\partial u}{\partial x} = \frac{\partial v}{\partial y} \quad \text{and} \quad \frac{\partial u}{\partial y} = -\frac{\partial v}{\partial x}.
\]

(\(*\))

Regard $n$ as positive and large. Then
\[
\int_{-n}^{n} u(s, 0) \, ds - \int_{-n}^{n} u(s, y) \, ds
\]
\[
= -\int_{-n}^{n} \int_{0}^{y} \frac{\partial v}{\partial y}(s, t) \, dt \, ds \quad \text{by Theorem 1.32}
\]
\[
= +\int_{-n}^{n} \int_{0}^{y} \frac{\partial u}{\partial x}(s, t) \, dt \, ds \quad \text{by (\(*\))}
\]
\[
= \int_{0}^{y} \int_{-n}^{n} \frac{\partial u}{\partial x}(s, t) \, ds \, dt \quad \text{by Fubini’s Theorem}
\]
\[
= \int_{0}^{y} v(n, t) \, dt - \int_{0}^{y} v(-n, t) \, dt
\]
by Theorem 1.32.

With $y$ fixed we let $n$ tend to infinity. Then $v(n, t)$ and $v(-n, t)$ tend to 0 uniformly for $t$ between 0 and $y$ by inspection of $v$, and hence the right side of our expression tends to 0. Thus
\[
\int_{-\infty}^{\infty} u(s, 0) \, ds = \int_{-\infty}^{\infty} u(s, y) \, ds,
\]
which says that
\[
\text{Re} \int_{-\infty}^{\infty} e^{-\pi x^2} \, dx = \text{Re} \int_{-\infty}^{\infty} e^{-\pi (x+iy)^2} \, dx.
\]

(\(†\))

Similarly we calculate
\[
\int_{-n}^{n} v(s, 0) \, ds - \int_{-n}^{n} v(s, y) \, ds = -\int_{-n}^{n} \int_{0}^{y} \frac{\partial u}{\partial x}(s, t) \, dt \, ds
\]
\[
= -\int_{-n}^{n} \int_{0}^{y} \frac{\partial u}{\partial x}(s, t) \, dt \, ds \quad \text{by (\(*\))}
\]
\[
= -\int_{0}^{y} \int_{-n}^{n} \frac{\partial u}{\partial x}(s, t) \, ds \, dt
\]
\[
= -\int_{0}^{y} u(n, t) \, dt + \int_{0}^{y} u(-n, t) \, dt.
\]

Again we can see that the right side tends to 0, and thus
\[
\int_{-\infty}^{\infty} v(s, 0) \, ds = \int_{-\infty}^{\infty} v(s, y) \, ds,
\]
which says that
\[
\text{Im} \int_{-\infty}^{\infty} e^{-\pi x^2} \, dx = \text{Im} \int_{-\infty}^{\infty} e^{-\pi (x+iy)^2} \, dx.
\]

(\(††\))

Taking (\(\ast\)) into account and combining (\(†\)) and (\(††\)), we obtain
\[
\int_{-\infty}^{\infty} e^{-\pi x^2} \, dx = \int_{-\infty}^{\infty} e^{-\pi (x+iy)^2} \, dx = e^{-\pi y^2} \left( \int_{-\infty}^{\infty} e^{-\pi x^2} \, dx \right),
\]
and the proposition follows from the formula $\int_{-\infty}^{\infty} e^{-\pi x^2} \, dx = 1$ given in Proposition 6.33.

\(^1\)The equations (\(*\)) are called the Cauchy–Riemann equations. They occur again in Section 7.
We shall use dilations to create an approximate identity out of $e^{-\pi|x|^2}$ in the style of Section VI.2. Put $\varphi(x) = e^{-\pi|x|^2}$ and define $\varphi_\varepsilon(x) = e^{-N}\varphi(\varepsilon^{-1}x)$ for $\varepsilon > 0$. Whenever $\varphi$ in an integrable function and $\varphi_\varepsilon$ is formed in this way, we have

$$
\hat{\varphi}_\varepsilon(y) = \int_{\mathbb{R}^N} \varphi_\varepsilon(x)e^{-2\pi i x \cdot y} \, dx = e^{-N}\int_{\mathbb{R}^N} \varphi(\varepsilon^{-1}x)e^{-2\pi i x \cdot y} \, dx
$$

the next-to-last equality following from the change of variables $\varepsilon^{-1}x \mapsto x$.

For the particular function $\varphi(x) = e^{-\pi|x|^2}$, this calculation shows that $\hat{\varphi}_\varepsilon(y) = e^{-\pi\varepsilon^2|y|^2}$. In particular, $\hat{\varphi}_\varepsilon$ is $\geq 0$ and vanishes at $\infty$ for each fixed $\varepsilon > 0$. As $\varepsilon$ decreases to 0, $\hat{\varphi}_\varepsilon$ increases pointwise to the constant function 1. The constant $c$ in Theorem 6.20 for this $\varphi$ is $c = \int_{\mathbb{R}^N} \varphi(x) \, dx = 1$ by Proposition 6.33. That theorem gives various convergence results for $\varphi_\varepsilon * f$, one of which is that $\varphi_\varepsilon * f$ converges to $f$ in $L^1$ if $f$ is in $L^1$.

**Theorem 8.3** (Riemann–Lebesgue Lemma). If $f$ is in $L^1(\mathbb{R}^N)$, then the continuous function $f$ vanishes at infinity.

**PROOF.** The continuity of $\hat{f}$ is by Proposition 8.1a. Put $\varphi(x) = e^{-\pi|x|^2}$ and form $\varphi_\varepsilon$. Then parts (c) and (a) of Proposition 8.1 give

$$
\|\varphi_\varepsilon \hat{f} \|_{\sup} = \|\varphi_\varepsilon * \hat{f} - \hat{\varphi}_\varepsilon \|_{\sup} \leq \|\varphi_\varepsilon * f - f \|_1,
$$

and Theorem 6.20 shows that the right side tends to 0 as $\varepsilon$ decreases to 0. Hence $e^{-\pi\varepsilon^2|y|^2}\hat{f}(y)$ tends to $\hat{f}(y)$ uniformly in $y$. Since $\hat{f}$ is bounded (Proposition 8.1a), $e^{-\pi\varepsilon^2|y|^2}\hat{f}(y)$ vanishes at infinity. The uniform limit of functions vanishing at infinity vanishes at infinity, and the theorem follows. \(\square\)

**Theorem 8.4** (Fourier inversion formula). If $f$ is in $L^1(\mathbb{R}^N)$ and $\hat{f}$ is in $L^1(\mathbb{R}^N)$, then $f$ can be redefined on a set of measure 0 so as to be continuous. After this adjustment,

$$
f(x) = \int_{\mathbb{R}^N} \hat{f}(y)e^{2\pi i x \cdot y} \, dy.
$$

**PROOF.** By way of preliminaries, recall from Proposition 8.1e that the multiplication formula gives $\hat{f} \hat{g} \, dx = \hat{f} \hat{g} \, dx$ whenever $f$ and $g$ are both integrable. With $\varepsilon$ fixed for the moment, let us apply this formula with $g(x) = e^{-\pi\varepsilon^2|x|^2}$. The remarks before Theorem 8.3 about how the Fourier transform interacts with dilations show that $\hat{g}(y) = e^{-\pi\varepsilon^2|y|^2}$. In other words, if we take $\varphi(x) = e^{-\pi|x|^2}$, then

$$
\int_{\mathbb{R}^N} f(x)\varphi_\varepsilon(x) \, dx = \int_{\mathbb{R}^N} \hat{f}(y)e^{-\pi\varepsilon^2|y|^2} \, dy. \quad (*)
$$
To prove the theorem, consider first the special case that $f$ is bounded and continuous. If we let $\varepsilon$ decrease to 0 in (\textasternblog), the left side tends to $f(0)$ by Theorem 6.20c, and the right side tends to $\int_{\mathbb{R}^N} \hat{f}(y) \, dy$ by dominated convergence since $\hat{f}$ is assumed integrable. Thus $f(0) = \int_{\mathbb{R}^N} \hat{f}(y) \, dy$. Applying this conclusion to the translate $\tau_{-x} f$ and using Proposition 8.1b, we obtain

$$f(x) = (\tau_{-x} f)(0) = \int (\tau_{-x} f)(y) \, dy = \int \hat{f}(y) e^{2\pi i x \cdot y} \, dy,$$

as required.

Without the special assumption on $f$, we adjust the above argument a little. Using the equality $\varphi_\varepsilon(-y) = \varphi_\varepsilon(y)$, we apply (\textasternblog) to the translate $\tau_{-x} f$ of $f$ to get

$$\int \hat{f}(y) e^{2\pi i x \cdot y} e^{-\pi \varepsilon^2 |y|^2} \, dy = \int f(x + y) \varphi_\varepsilon(y) \, dy = \int f(x - y) \varphi_\varepsilon(y) \, dy = (\varphi_\varepsilon \ast f)(x).$$

As $\varepsilon$ decreases to 0, the left side tends pointwise to $\int \hat{f}(y) e^{2\pi i x \cdot y} \, dy$ by dominated convergence, and the result is a continuous function of $x$, by a version of Proposition 8.1a. The right side tends to $f$ in $L^1$ by Theorem 6.20, and hence Theorem 5.59 shows that a subsequence of $\varphi_\varepsilon \ast f$ tends to $f$ almost everywhere. Thus $f(x) = \int_{\mathbb{R}^N} \hat{f}(y) e^{2\pi i x \cdot y} \, dy$ almost everywhere, with the right side continuous. □

**Corollary 8.5.** The Fourier transform is one-one on $L^1(\mathbb{R}^N)$.

**Proof.** If $f$ is in $L^1$ and $\hat{f}$ is identically 0, then $\hat{f}$ is in $L^1$, and the inversion formula (Theorem 8.4) applies. Hence $f$ is 0 almost everywhere. □

## 3. Fourier Transform on $L^2$, Plancherel Formula

We mentioned in Section 1 that the Fourier transform is of great importance in analyzing operators that commute with translations. The initial analysis of such operators is done on $L^2(\mathbb{R}^N)$, and this section describes some of how that analysis comes about. The first result is the theorem for $\mathbb{R}^N$ that is the analog of Parseval’s Theorem for the circle.

**Theorem 8.6 (Plancherel formula).** If $f$ is in $L^1(\mathbb{R}^N) \cap L^2(\mathbb{R}^N)$, then $\|\hat{f}\|_2 = \|f\|_2$.

**Remarks.** There is a formal computation that is almost a proof, namely

$$\int |f(x)|^2 \, dx = \int f^*(-x) f(x) \, dx = (f^* \ast f)(0) = \int f^* \ast f(y) \, dy = \int \hat{f}^*(y) \hat{f}(y) \, dy = \int \hat{f}^2(y) \, dy,$$
the middle equality using the Fourier inversion formula (Theorem 8.4). What is
needed in order to make this computation into a proof is a verification that the
Fourier inversion formula actually applies. We know that \( f^\times f \) is in \( L^1 \) since \( f^\times \) and \( f \) are in \( L^1 \), and we know from Proposition 6.18 that \( f^\times f \) is continuous,
being in \( L^2 \star L^2 \). But it is not immediately obvious that the Fourier transform
to which the inversion formula is to be applied, namely \( \hat{f^\times f} = |\hat{f}|^2 \), is in \( L^1 \).
We handle this question by proving a lemma that is a little more general than
necessary.

**Lemma 8.7.** Suppose \( f \) is in \( L^1(\mathbb{R}^N) \), is bounded on \( \mathbb{R}^N \), and is continuous
at 0. If \( \hat{f}(y) \geq 0 \) for all \( y \), then \( \hat{f} \) is in \( L^1(\mathbb{R}^N) \).

**PROOF.** Put \( \varphi(x) = e^{-\pi|x|^2} \) and \( \varphi_\varepsilon(x) = \varepsilon^{-N} \varphi(\varepsilon^{-1}x) \). Then the function
\( \varphi_\varepsilon \star f \) is continuous by Proposition 6.18 since \( \varphi_\varepsilon \) is in \( L^\infty \) and \( f \) is in \( L^1 \), and

\[
\lim_{\varepsilon \downarrow 0} (\varphi_\varepsilon \star f)(0) = f(0)
\]

by Theorem 6.20c. The function \( \varphi_\varepsilon \) is in \( L^1 \), and \( \hat{f} \) is bounded. Hence \( \varphi_\varepsilon \star \hat{f} = \hat{\varphi_\varepsilon \star f} \) is in \( L^1 \). By the Fourier inversion formula (Theorem 8.4),

\[
(\varphi_\varepsilon \star f)(0) = \int_{\mathbb{R}^N} \hat{f}(y)e^{-\pi \varepsilon^2 |y|^2} \, dy.
\]

Letting \( \varepsilon \) decrease to 0 and taking into account the monotone convergence, we
obtain \( f(0) = \int_{\mathbb{R}^N} \hat{f}(y) \, dy \). Therefore \( \hat{f} \) is integrable. \( \square \)

**PROOF OF THEOREM 8.6.** The remarks after the statement of the theorem prove
everything except that the Fourier transform \( \hat{f^\times f} = |\hat{f}|^2 \) is in \( L^1 \), and this step
is carried out by Lemma 8.7. \( \square \)

Abstract linear operators between normed linear spaces were introduced in
Section V.9, and Proposition 5.57 showed that boundedness is equivalent to
uniform continuity. Let us make use of such operators now.

Theorem 8.6 allows us to extend the Fourier transform for \( \mathbb{R}^N \) from \( L^1 \cap L^2 \) to
\( L^2 \). In fact, Proposition 5.56 shows that \( L^1 \cap L^2 \) is dense in \( L^2 \). The conclusion
of Theorem 8.6 implies that the linear operator \( \mathcal{F} \) is bounded relative to the
\( L^2 \) norms on domain and range, and hence it is uniformly continuous. Since
the range space \( L^2 \) is complete (Theorem 5.59), Proposition 2.47 shows that \( \mathcal{F} \)
extends to a continuous map \( \mathcal{F} : L^2 \to L^2 \). This extended map, also called \( \mathcal{F} \),
is readily checked to be linear and then is a bounded linear operator satisfying
\( \|\mathcal{F}f\|_2 = \|f\|_2 \) for all \( f \) in \( L^2 \).
If $f$ is in $L^2(\mathbb{R}^N)$, we can use any approximating sequence from $L^1 \cap L^2$ to obtain a formula for $\mathcal{F}f$. One such is $f I_{B(R;0)}$, as $R$ increases to infinity through some sequence. Thus

$$\mathcal{F}f(y) = \lim_{R \to \infty} \int_{|x| < R} f(x)e^{-2\pi i x \cdot y} \, dx.$$ 

**Corollary 8.8.** If $f$ is in $L^1(\mathbb{R}^N)$ and $g$ is in $L^2(\mathbb{R}^N)$, then $\mathcal{F}(f * g) = \mathcal{F}(f)\mathcal{F}(g)$ and $\mathcal{F}(g^*) = \overline{\mathcal{F}(g)}$.

**Proof.** Set $g_n = g I_{B(\infty;0)}$, so that $g_n$ is in $L^1 \cap L^2$ for all $n$ and $g_n \to g$ in $L^2$. Then $f * g_n \to f * g$ in $L^2$ since $\|f * g_n - f * g\|_2 = \|f * (g_n - g)\|_2 \leq \|f\|_1 \|g_n - g\|_2$. Therefore $\mathcal{F}(f)(g_n) = \mathcal{F}(f * g_n) \to \mathcal{F}(f * g)$ in $L^2$. Since $\mathcal{F}(f)$ is a bounded function and $\mathcal{F}(g_n) \to \mathcal{F}(g)$ in $L^2$, we see that $\mathcal{F}(f)\mathcal{F}(g_n) \to \mathcal{F}(f)\mathcal{F}(g)$ in $L^2$. Hence $\mathcal{F}(f * g) = \mathcal{F}(f)\mathcal{F}(g)$. The identity $\mathcal{F}(g^*) = \overline{\mathcal{F}(g)}$ is proved similarly.

**Theorem 8.9** (Riesz–Fischer Theorem). The Fourier transform operator $\mathcal{F}$ carries $L^2(\mathbb{R}^N)$ onto $L^2(\mathbb{R}^N)$.

**Proof.** The operator $\mathcal{F}$ is built from the integral $\int_{\mathbb{R}^N} f(x)e^{-2\pi i x \cdot y} \, dx$. In a similar fashion, build an operator $\mathcal{I}$ from $\int_{\mathbb{R}^N} f(x)e^{2\pi i x \cdot y} \, dx$, or equivalently define $\mathcal{I}f(y) = \mathcal{F}f(-y)$. Then $\|\mathcal{I}f\|_2 = \|f\|_2$, for $f$ in $L^2$. It is sufficient to prove that $\mathcal{F}\mathcal{I} = 1$ on $L^2$, since for any $f$ in $L^2$, the equation $\mathcal{F}\mathcal{I} = 1$ implies that $\mathcal{I}f$ is a member of $L^2$ carried to $f$ by $\mathcal{F}$. Moreover, $\mathcal{F}\mathcal{I}$ is continuous, being bounded. It is therefore enough to prove that $\mathcal{F}\mathcal{I}f = f$ for $f$ in a dense subspace of $L^2$. We shall do so for the dense subspace $L^1 \cap L^2$.

For a function $f$ in $L^1 \cap L^2$ with the additional property that $\widehat{f}$ is in $L^1$ (and also $L^2$ by Theorem 8.6), Theorem 8.4 for $\mathcal{I}$ (or Theorem 8.4 applied to the function $f(-x)$) shows that $\mathcal{F}\mathcal{I}f = f$.

For a general $f$ in $L^1 \cap L^2$, form $\varphi_x * f$, where $\varphi(x) = e^{-\pi |x|^2}$. Then $\varphi_x * f = \varphi_x \hat{f}$ is in $L^1 \cap L^2$; in fact, it is in $L^2$ by Proposition 6.14 and Theorem 8.6, and it is in $L^1$ because $\hat{f}$ is bounded and $\varphi_x$ is in $L^1$. By the special case just proved, $\mathcal{F}\mathcal{I}(\varphi_x * f) = \varphi_x * f$. Since $\mathcal{F}\mathcal{I}$ is continuous and $\varphi_x * f \to f$ in $L^2$ by Theorem 6.20a, $\mathcal{F}\mathcal{I}f = f$. Thus $\mathcal{F}\mathcal{I}f = f$ on the dense subspace $L^1 \cap L^2$, and the proof is complete.

We shall be interested especially in bounded linear operators $A$ on $L^2(\mathbb{R}^N)$ that commute with translations, i.e., that satisfy $A(\tau_x f) = \tau_x (Af)$ for all $x$ in $\mathbb{R}^N$ and all $f$ in $L^2$. Recall that the operator norm $\|A\|$ of a bounded linear operator on $L^2$ is the least $C$ such that $\|Af\|_2 \leq C \|f\|_2$ for all $f$ in $L^2$. 


EXAMPLES.

(1) The translation $\tau_{x_0}$ is an example of a bounded linear operator on $L^2$ that commutes with translations; the commutativity in question follows from the commutativity of $\mathbb{R}^N$ as an additive group, and the equality $\|\tau_{x_0}f\|_2 = \|f\|_2$ shows that $\tau_{x_0}$ is bounded with $\|\tau_{x_0}\| = 1$. In terms of Fourier transforms, Proposition 8.1 shows that $(\tau_{x_0}f)(y) = e^{-2\pi i x_0 \cdot y} \hat{f}(y)$.

(2) Another example of a bounded linear operator on $L^2$ that commutes with translations is the operator $Ag = f * g$ for fixed $f$ in $L^1$. This commutes with translations by Proposition 6.15, and it is bounded with $\|A\| \leq \|f\|_1$ by Proposition 6.14. Proposition 8.1 shows that $\hat{Ag} = \hat{f} \hat{g}$.

(3) Let $M(y)$ be any $L^\infty$ function on $\mathbb{R}^N$, and for $f$ in $L^2$, define $Af$ by $
abla f = M\hat{f}$. The function $\hat{f}$ is in $L^2$ by the Plancherel Theorem, $M\hat{f}$ is in $L^2$ since $M$ is essentially bounded, and $M\hat{f}$ is the Fourier transform of some $L^2$ function by the Riesz–Fischer Theorem. We take this $L^2$ function to be $Af$. The brief formula is $Af = \mathcal{F}^{-1}(M\mathcal{F}f)$. From the inequalities $\|Af\|_2 = \|M\mathcal{F}f\|_2 \leq \|M\|_\infty \|\mathcal{F}f\|_2 = \|M\|_\infty \|f\|_2$, we see that $A$ is bounded with $\|A\| \leq \|M\|_\infty$. The bounded linear operator $A$ commutes with translations, since

\[
\mathcal{F}(A(\tau_x f))(y) = \mathcal{F}(\mathcal{F}^{-1}M\mathcal{F}\tau_x f)(y) = M\mathcal{F}\tau_x f(y) = M(y)e^{-2\pi i x \cdot y}\mathcal{F}f(y)
\]

and

\[
\mathcal{F}(\tau_x(Af))(y) = e^{-2\pi i x \cdot y}\mathcal{F}(Af)(y) = e^{-2\pi i x \cdot y}M(y)\mathcal{F}f(y).
\]

One speaks of the function $M$ as a multiplier on $L^2$. The previous two examples are instances of this construction. Example 1 has $M(y) = e^{-2\pi i x_0 \cdot y}$, and Example 2 has $M(y) = \hat{f}(y)$. We shall see in Theorem 8.14 in the next section that every bounded linear operator $A$ on $L^2$ commuting with translations arises from some such essentially bounded $M$ and that $\|A\| = \|M\|_\infty$; for this reason a bounded linear operator on $L^2$ that commutes with translations is often called a “multiplier operator” or a “bounded multiplier operator” on $L^2$.

4. Schwartz Space

This section introduces the space $\mathcal{S}(\mathbb{R}^N)$ of Schwartz functions on $\mathbb{R}^N$. This space is a vector subspace of $L^1(\mathbb{R}^N)$, so that the Fourier transform is given on it by the usual concrete formula; $\mathcal{S}(\mathbb{R}^N)$ will turn out to be another space besides $L^2$ that is carried onto itself by the Fourier transform. Working with $\mathcal{S}(\mathbb{R}^N)$ provides a convenient way for using the Fourier transform and derivatives together, as becomes clearer when one studies partial differential equations.

If $Q$ is a complex-valued polynomial on $\mathbb{R}^N$, define $Q(D)$ to be the partial differential operator with constant coefficients obtained by substituting, for each
4. Schwartz Space

The Fourier transform of an $F$ with $1 \leq j \leq N$, the operator $D_j = \frac{\partial}{\partial x_j}$ for $x_j$. A Schwartz function on $\mathbb{R}^N$ is a smooth function such that $P(x)Q(D)f$ is bounded for each pair of polynomials $P$ and $Q$. An example is the function $e^{-\pi |x|^2}$, since its iterated partial derivatives are all of the form $R(x)e^{-\pi |x|^2}$ for some polynomial $R$. The Schwartz space $S = S(\mathbb{R}^N)$ is the set of all Schwartz functions.

The Schwartz space $S$ is evidently a vector space, and it is closed under partial differentiation and under multiplication by polynomials. Closure under partial differentiation is in effect built into the definition. To see closure under multiplication by polynomials, it is enough to check closure under multiplication by each monomial $x_j$. This closure follows readily from the formula $Q(D)(x_j f) = Q^j(D)f + x_j Q(D)f$, where $Q^j$ is 0 or a polynomial having degree strictly lower than $Q$ has.

If $f$ is a Schwartz function, then $P(x)Q(D)f$ is actually integrable, as well as bounded, for each pair of polynomials $P$ and $Q$. In fact, $(1+|x|^2)^N P(x)Q(D)f$ is bounded, and therefore $P(x)Q(D)f$ is a multiple of the integrable function $(1+|x|^2)^{-N}$. In particular, $S$ is contained in $L^1$, $L^2$, and $L^\infty$.

Finally the Fourier transform $\mathcal{F}$ carries $S$ into itself. In fact, parts (f) and (g) of Proposition 8.1 give

$$P(x)Q(D)\hat{f} = P(x)\mathcal{F}(Q(-2\pi i x)f) = \mathcal{F}(P((2\pi i)^{-1}D)Q(-2\pi i x)f),$$

and the right side is the Fourier transform of an $L^1$ function and therefore is bounded.

**Proposition 8.10.** The Fourier transform $\mathcal{F}$ is one-one from $S(\mathbb{R}^N)$ onto $S(\mathbb{R}^N)$, and the Fourier inversion formula holds on $S(\mathbb{R}^N)$.

**Proof.** Since $S \subseteq L^1$, $\mathcal{F}$ is one-one on $S$ as a consequence of Corollary 8.5. Since $\mathcal{F}(S) \subseteq S \subseteq L^1$, Theorem 8.4 shows that the Fourier inversion formula holds on $S$. Let $(\mathcal{F}g)(x) = (\mathcal{F}f)(-x)$ for $f$ in $L^1$. Then $\mathcal{F}(S) \subseteq S$. The Riesz–Fischer Theorem (Theorem 8.9) shows that $\mathcal{F}1 = 1$ on $L^1 \cap L^2$, and hence $\mathcal{F}1 = 1$ on $S$ as well. Therefore if $f$ is in $S$, then $g = \mathcal{F}f$ is a member of $S$ such that $\mathcal{F}g = f$, and we conclude that $\mathcal{F}$ carries $S$ onto $S$. 

To make effective use of Proposition 8.10, we need to know that $S(\mathbb{R}^N)$ is quite large, large enough so that we can shape functions suitably when we need them. For $U$ open in $\mathbb{R}^N$, let $C^\infty_{\text{com}}(U)$ denote the vector space of smooth complex-valued functions on $U$ whose support is a compact subset of $U$. It is apparent that $C^\infty_{\text{com}}(U)$ is closed under pointwise multiplication and that every member of $C^\infty_{\text{com}}(U)$ extends to a member of $C^\infty_{\text{com}}(\mathbb{R}^N)$ when set equal to 0 off $U$. But it is not apparent that $C^\infty_{\text{com}}(U)$ contains nonzero functions. We shall construct some.
Lemma 8.11. If \( \delta_1 \) and \( \delta_2 \) are given positive numbers with \( \delta_1 < \delta_2 \), then there exists \( \psi \in C^\infty_{\text{com}}(\mathbb{R}^N) \) such that \( \psi(x) \) depends only on \( |x| \), \( \psi \) is nonincreasing in \( |x| \), \( \psi \) takes values in \([0, 1]\), \( \psi(x) = 1 \) for \( |x| \leq \delta_1 \), and \( \psi(x) = 0 \) for \( |x| \geq \delta_2 \).

PROOF. We begin from the statement in Section I.7 that the function \( f : \mathbb{R} \to \mathbb{R} \) with \( f(t) \) equal to \( e^{-t^2/2} \) for \( t > 0 \) and equal to 0 for \( t \leq 0 \) is smooth everywhere, including at \( t = 0 \). (The verification that \( f \) is smooth occurs in Problems 20–22 at the end of Chapter I.) If \( \delta > 0 \), then it follows that the function \( g_\delta(t) = f(\delta + t)f(\delta - t) \) is smooth. Consequently the function \( h_\delta(t) = \int_{-\infty}^{t} g_\delta(s) \, ds \) is smooth, is nondecreasing, is 0 for \( t \leq -\delta \), is some positive constant for \( t \geq \delta \), and takes only values between 0 and that positive constant. Forming the function \( h_{\delta,p}(t) = h_\delta(r + t)h_\delta(r - t) \) with \( r \) at least \( \delta \) and dilating it suitably, we obtain a smooth even function \( \psi_0(t) \) with values in \([0, 1]\), the function being identically 0 for \( |t| \geq \delta_2 \) and being identically 1 for \( |t| \leq \delta_1 \). Putting \( \psi(x) = c^{-1}\psi_0(|x|) \), we obtain the desired function. \( \square \)

Proposition 8.12. If \( K \) and \( U \) are subsets of \( \mathbb{R}^N \) with \( K \) compact, \( U \) open, and \( K \subseteq U \), then there exists \( \varphi \in C^\infty_{\text{com}}(U) \) with values in \([0, 1]\) such that \( \varphi \) is identically 1 on \( K \).

PROOF. There is no loss of generality in assuming that \( K \) is nonempty and \( U \) is bounded. The continuous distance function \( D(x, U^c) \) is everywhere positive on the compact set \( K \) and hence assumes a positive minimum \( c \). Define \( K' \) to be the set \( \{ x \in \mathbb{R}^N \mid D(x, K) \leq \frac{1}{4}c \} \). This set is compact, contains \( K \), and has nonempty interior. Since the interior is nonempty, \( K' \) has positive Lebesgue measure \( |K'| \). Applying Lemma 8.11, let \( h \) be a nonnegative smooth function that vanishes identically for \( |x| \geq \frac{1}{4}c \) and has total integral 1.

Define \( \varphi = h \ast I_{K'} \), where \( I_{K'} \) is the indicator function of \( K' \). Corollary 6.19 shows that \( \varphi \) is smooth. The function \( \varphi \) is \( \geq 0 \) and has sup \( |\varphi| \leq \|h\| \|I_{K'}\| = 1 \).

We have \( \varphi(x) = \int_{\mathbb{R}^N} h(x - y) I_{K'}(y) \, dy \). If \( x \) is in \( K \) and \( h(x - y) \) is nonzero, then \( |x - y| \leq \frac{1}{4}c \). Then \( D(y, K) \leq |x - y| \leq \frac{1}{4}c \), and \( y \) is in \( K' \). Hence \( I_{K'}(y) = 1 \), and \( \varphi(x) = \int_{\mathbb{R}^N} h(x - y) \, dy = 1 \).

Next, suppose \( D(x, U^c) \leq \frac{1}{4}c \) and \( h(x - y) \) is nonzero, so that again \( |x - y| \leq \frac{1}{4}c \). The claim is that \( y \) is not in \( K' \), i.e., that \( D(y, K) > \frac{1}{4}c \). Assuming the contrary, we can find, because of the compactness of \( K \), some \( k \in K \) with \( |y - k| \leq \frac{1}{4}c \). Then every \( u^c \in U^c \) satisfies \( c \leq |u^c - k| \leq |u^c - x| + |x - y| + |y - k| \leq |u^c - x| + \frac{1}{4}c + \frac{1}{4}c \), and we obtain \( |u^c - x| \geq \frac{1}{2}c \). Taking the infimum over \( u^c \), we obtain \( D(x, U^c) \geq \frac{1}{2}c \), and this is a contradiction. Thus \( y \) is not in \( K' \), and the integrand is identically 0 whenever \( D(x, U^c) \leq \frac{1}{4}c \). Hence \( \varphi(x) = 0 \) if \( D(x, U^c) \leq \frac{1}{4}c \), and the support of \( \varphi \) is a compact subset of \( U \). This completes the proof. \( \square \)
Every function in $C_\text{com}^\infty(\mathbb{R}^N)$ is the Fourier transform of some Schwartz function by Proposition 8.10, and there are many such functions by Proposition 8.12. With this fact in hand, we can prove the theorem about operators commuting with translations that was promised in the previous section. We begin with a lemma.

**Lemma 8.13.** If $A$ is a bounded linear operator on $L^2(\mathbb{R}^N)$ commuting with translations, then $A$ commutes with convolution by any $L^1$ function.

**Proof.** We are to show that $A(f * g) = f * (Ag)$ if $f$ is in $L^1$ and $g$ is in $L^2$. Let $\epsilon > 0$ be given. Corollary 6.17, with $g_1 = g$ and $g_2 = Ag$, shows that there exist $y_1, \ldots, y_n$ in $\mathbb{R}^N$ and constants $c_1, \ldots, c_n$ such that $\|f * g - \sum_{j=1}^n c_j \tau_{y_j} g\|_2 < \epsilon$ and $\|f * Ag - \sum_{j=1}^n c_j \tau_{y_j} Ag\|_2 < \epsilon$. Then we have

$$
\|A(f * g) - f * Ag\|_2 \leq \|A(f * g - \sum_{j=1}^n c_j \tau_{y_j} g)\|_2 + \|A(\sum_{j=1}^n c_j \tau_{y_j} g) - \sum_{j=1}^n c_j \tau_{y_j} Ag\|_2 + \|\sum_{j=1}^n c_j \tau_{y_j} Ag - f * Ag\|_2.
$$

The first term on the right side is $\leq \|A\| \|f * g - \sum_{j=1}^n c_j \tau_{y_j} g\| \leq \epsilon \|A\|$, the second term is 0 since $A$ commutes with translations, and the third term is $< \epsilon$ by construction. □

**Theorem 8.14.** If $A$ is a bounded linear operator on $L^2(\mathbb{R}^N)$ commuting with translations, then there exists an $L^\infty$ function $M$ such that $Af = F^{-1}(MFf)$ for all $f$ in $L^2$. As a member of $L^\infty$, $M$ is unique and satisfies $\|M\|_\infty = \|A\|_1$.

**Remarks.** The idea of the proof comes from the corresponding result for $L^2$ of the circle, where it is easy to define $M$. Call the operator $T$ in the case of the circle.

Each function $e^{ikx}$ is in $L^2$, and the given operator $T$ satisfies $\tau_{y_0}(e^{ikx}) = T(\tau_{y_0}(e^{ikx})) = T(e^{ik(x-y_0)}) = e^{-iky_0} T(e^{ikx})$. If we write $f$ for the $L^2$ function $T(e^{ikx})$ and form the Fourier series expansion $f(x) \sim \sum c_n e^{inx}$, then $\tau_{y_0} f$ has Fourier series $\tau_{y_0} f(x) \sim \sum c_n e^{-iny_0} e^{inx}$ by linearity and boundedness of $\tau_{y_0}$. Since we have just seen that $\tau_{y_0} f = e^{-iky_0} f$, we conclude that $\sum c_n e^{-iny_0} e^{inx} = \sum c_n e^{-iky_0} e^{inx}$. If $c_n \neq 0$ for some $n$ unequal to $k$, then we do not have the term-by-term match required by the uniqueness theorem. Hence only $c_k$ can be nonzero, and we have $T(e^{ikx}) = c_k e^{ikx}$. The number $c_k$ is the value of the multiplier $M$ at the integer $k$. In the actual setting of the theorem, the circle is replaced by $\mathbb{R}^N$, and individual exponential functions are not in $L^2$. Thus this easy process for obtaining $M$ is not available, and we are led to construct $M$ by successive approximations.

**Proof.** Choose, by Proposition 8.12, functions $\Phi_k \in C_\text{com}^\infty(\mathbb{R}^N)$ with

(i) $0 \leq \Phi_k(y) \leq 1$ for all $y$.
(ii) $\Phi_k(y) = 0$ for $|y| \geq k + 1$,
(iii) $\Phi_k(y) = 1$ for $|y| \leq k$.

Then $\Phi_j \Phi_k = \Phi_{\min(j,k)}$ if $j \neq k$, and $\Phi_k$ is in $C^\infty_{\text{com}}(\mathbb{R}^N)$ and hence in the Schwartz space $S(\mathbb{R}^N)$. Put $\varphi_k = \mathcal{F}^{-1}(\Phi_k)$. Proposition 8.10 shows that $\varphi_k$ is in $S$, and therefore $\varphi_k$ is in $L^1 \cap L^2$. Since the Fourier transform carries convolution into pointwise product, we have $\varphi_j \ast \varphi_k = \varphi_{\min(j,k)}$ if $j \neq k$. Define

$$M_k = \mathcal{F}(A\varphi_k)$$

as an $L^2$ function. Lemma 8.13 shows that $A$ commutes with convolution by an $L^1$ function, and thus $\varphi_k \ast A\varphi_{k+1} = A(\varphi_k \ast \varphi_{k+1}) = A\varphi_k = A(\varphi_k \ast \varphi_{k+2}) = \varphi_k \ast A\varphi_{k+2}$. Consequently

$$\Phi_k M_{k+1} = \Phi_k M_{k+2}$$

and

$$M_{k+1}(y) = M_{k+2}(y) \quad \text{for } |y| \leq k.$$ 

This equation shows that if we put

$$M(y) = M_{k+1}(y) \quad \text{for } |y| \leq k,$$

then $M$ is consistently defined and is locally in $L^2$.

Let $S_0 = \mathcal{F}^{-1}(C^\infty_{\text{com}}(\mathbb{R}^N)) \subseteq S(\mathbb{R}^N)$. If a member $f$ of $S_0$ has $\widehat{f}(y) = 0$ for $|y| \geq k$, then $\widehat{\Phi_{k+1}} = \widehat{\varphi_k}$ and hence $f \ast \varphi_{k+1} = f$. Application of $A$ gives $Af = A(f \ast \varphi_{k+1}) = f \ast A\varphi_{k+1}$. If we take the $L^2$ Fourier transform of both sides and use Corollary 8.8, we obtain $\mathcal{F}(Af) = M_{k+1} \widehat{f}$. The right side equals $M \widehat{f}$ since $\widehat{\varphi_k} = 0$ for $|y| \geq k$, and thus

$$\mathcal{F}(Af) = M \widehat{f}$$

whenever $f$ is in $S_0$ and $\widehat{f}(y) = 0$ for $|y| \geq k$.

The subspace $C^\infty_{\text{com}}(\mathbb{R}^N)$ of $L^2$ is dense by Corollary 6.19 and Theorem 6.20a. Since the $L^2$ Fourier transform carries $L^2$ onto $L^2$ and preserves norms (Theorems 8.6 and 8.9), $S_0$ is dense in $L^2$. Let a general $f$ in $L^2$ be given, and choose a sequence $\{f_j\}$ in $S_0$ with $f_j \to f$ in $L^2$. Then $\mathcal{F}(Af_j) \to \mathcal{F}(Af)$ in $L^2$. By Theorem 5.59 we can pass to a subsequence, still written as $\{f_j\}$, so that $f_j \to f$ and $\mathcal{F}(f_j) \to \mathcal{F}(f)$ and $\mathcal{F}(Af_j) \to \mathcal{F}(Af)$ almost everywhere. Consequently

$$\mathcal{F}(Af)(y) = \lim \mathcal{F}(Af_j)(y) = \lim M(y) \mathcal{F}(f_j)(y)$$

$$= M(y) \lim \mathcal{F}(f_j)(y) = M(y) \mathcal{F}(f)(y)$$

almost everywhere.
To see that $M$ is in $L^\infty$, suppose that $|M(y)| \geq C$ occurs at least on a set $E$ of positive finite measure. Then $I_E$ is in $L^2$. If we put $f = \mathcal{F}^{-1}(I_E)$, then we have $\|A\|_2 = \|Af\|_2 = \|\mathcal{F}(Af)\|_2 = \|M\mathcal{F}(f)\|_2 \geq C\|I_E\|_2 = C\|f\|_2$, and hence $\|A\| \geq C$. Therefore $\|A\| \geq \|M\|_\infty$. In particular, $M$ is in $L^\infty$.

In the reverse direction we have $\|Af\|_2 = \|\mathcal{F}(Af)\|_2 = \|M\mathcal{F}(f)\|_2 \leq \|M\|_\infty\|\mathcal{F}(f)\|_2 = \|M\|_\infty\|f\|_2$ for all $f$ in $L^2$, and thus $\|A\| \leq \|M\|_\infty$. We conclude that $\|M\|_\infty = \|A\|$. This completes the proof of existence.

If we have two candidates for the multiplier, say $M$ and $M_1$, then subtraction of the equations $\mathcal{F}(Af) = M\mathcal{F}(f)$ and $\mathcal{F}(Af) = M_1\mathcal{F}(f)$ shows that $0 = (M - M_1)\mathcal{F}(f)$ for all $f$ in $L^2$. Therefore $M = M_1$ almost everywhere. This proves uniqueness.

5. Poisson Summation Formula

The Poisson Summation Formula is a result combining Fourier series and the Fourier transform in a way that has remarkable applications, both pure and applied. Nowadays the formula is expressed as a result about Schwartz functions and therefore fits at this particular spot in the discussion of the Fourier transform.

Part of the power of the formula comes about because it applies to more settings than originally envisioned. The Euclidean version applies to the additive group $\mathbb{R}^N$, the discrete subgroup of points with integer coordinates, and the quotient group equal to the product of circle groups. In this section we shall take $N = 1$ simply because a theory of Fourier series has been developed in this book only in one variable.

We begin by stating and proving the 1-dimensional version of the theorem.

**Theorem 8.15 (Poisson Summation Formula).** If $f$ is in the Schwartz space $\mathcal{S}(\mathbb{R}^1)$, then

$$\sum_{n=-\infty}^{\infty} f(x + n) = \sum_{n=-\infty}^{\infty} \hat{f}(n)e^{2\pi inx}.$$

**Proof.** Define $F(x) = \sum_{n=-\infty}^{\infty} f(x + n)$. From the definition of $\mathcal{S}$, it is easy to check that this series is uniformly convergent on any bounded interval and also the series of $k^{th}$ derivatives is uniformly convergent on any bounded interval for each $k$. Consequently the function $F$ is well defined and smooth, and it is periodic of period one. We form its Fourier series, taking into consideration that the period is 1 rather than $2\pi$; the relevant formulas for Fourier series when the period is $L$ rather than $2\pi$ are

$$f(x) \sim \sum_{n=-\infty}^{\infty} c_n e^{2\pi i nx/L} \quad \text{with} \quad c_n = \frac{1}{L} \int_{-L/2}^{L/2} f(t)e^{-2\pi int/L} \, dt.$$
A smooth periodic function is the sum of its Fourier series, and thus
\[ F(x) = \sum_{n=-\infty}^{\infty} \left( \int_0^1 F(t) e^{-2\pi int} \, dt \right) e^{2\pi inx}. \] (*)

The Fourier coefficient in parentheses in (*) is
\[ \int_0^1 F(t) e^{-2\pi int} \, dt = \int_0^1 \sum_{k=-\infty}^{\infty} f(t) e^{-2\pi int} \, dt \]
\[ = \sum_{k=-\infty}^{\infty} \int_0^1 f(t) e^{-2\pi int} \, dt \]
\[ = \sum_{k=-\infty}^{\infty} \int_k^{k+1} f(t) e^{-2\pi int} \, dt \]
\[ = \int_{-\infty}^{\infty} f(t) e^{-2\pi int} \, dt = \hat{f}(n), \]
and the theorem follows by substituting this equality into (*). \qed

**Corollary 8.16.** \( \sum_{n=-\infty}^{\infty} e^{-\pi r^2 n^2} = r \sum_{n=-\infty}^{\infty} e^{-\pi r^2 n^2} \) for any \( r > 0. \)

**Proof.** The remarks before Theorem 8.3 show that if we define \( \varphi(x) = e^{-\pi x^2} \) and \( \varphi_r(x) = e^{-\pi r^2 x^2} \), then \( \widehat{\varphi_r}(y) = \varphi(y) \). If we put \( f(x) = r \varphi_r(x) = e^{-\pi r^2 x^2} \), then it follows that \( \widehat{f}(y) = re^{-\pi r^2 y^2} \). Applying Theorem 8.15 to this \( f \) and setting \( x = 0 \) gives the asserted equality. \qed

In one especially significant application of the 1-dimensional Euclidean version of the Poisson Summation Formula to pure mathematics, the remarkable identity in Corollary 8.16 can be combined with some elementary complex analysis to obtain a functional equation for the **Riemann zeta function**, which is initially defined for complex \( s \) with \( \text{Re} \, s > 1 \) by
\[ \zeta(s) = \sum_{n=1}^{\infty} \frac{1}{n^s} = \prod_{p \text{ prime}} \left( 1 - \frac{1}{p^s} \right)^{-1}. \]

The functional equation relates \( \zeta(s) \) to \( \zeta(1-s) \). More precisely the function \( \zeta(s) \) extends to be defined in a natural way\(^2\) for all \( s \) in \( \mathbb{C} \setminus \{1\} \), and the functional equation is
\[ \Lambda(1-s) = \Lambda(s), \quad \text{where } \Lambda(s) = \zeta(s) \Gamma\left( \frac{1}{2} \right) \pi^{-\frac{s}{2}}. \]

This implication is just the beginning of a deep theory in which Fourier analysis, elementary complex analysis, algebraic number theory, and algebraic geometry come together to yield a vast array of surprising results about prime numbers.

\(^2\)The natural way is as an analytic function in \( \mathbb{C} \setminus \{1\} \). The function has a simple pole at \( s = 1 \).
The extension of the definition of the Riemann zeta function to \( \mathbb{C} - \{1\} \) and the derivation of the functional equation of the Riemann zeta function use elementary complex analysis as in Appendix B, and they will be carried out in Problems 19–27 at the end of the chapter.

In real-world applications the 1-dimensional Fourier transform is of great significance because of its interpretation in signal processing. A given function \( f(t) \) on \( \mathbb{R}^1 \) is interpreted as the voltage of some signal, written as a function of time, and the Fourier transform \( \hat{f}(\omega) \) gives the components of the signal at each frequency \( \omega \). The Plancherel formula states the comforting fact that energy can be computed either by summing the contributions over time or by summing the contributions over frequency, and the result is the same. Convolutions are of special significance in the theory because they represent the effects of time-independent operations on the signal—such as the passage of the signal through a filter.

To make numerical computations, one takes some discretized version of the signal, obtained for example by rapid sampling over a long interval of time. The discrete signal, which may well be obtained at \( 2^n \) points for some \( n \), is then regarded as periodic. In other words, the signal is really a function on a cyclic group of order \( 2^n \). Computing a convolution involves multiplying each translate of one function by the other function at \( 2^n \) points, adding, and assembling the results. The number of steps is on the order of \( 2^{2n} \). Alternatively, a convolution can be computed using Fourier transforms: One computes the Fourier transform of each function, does a pointwise multiplication of the new functions, and then computes an inverse Fourier transform. The pointwise multiplication involves only \( 2^n \) steps, which is relatively trivial compared with \( 2^{2n} \) steps. How many steps are involved in the computation of a Fourier transform? Naively it would seem that an exponential depending on \( y \) has to be multiplied by the value of the function at each point \( x \) and the results added, hence \( 2^{2n} \) steps. However, the mechanism of the Poisson Summation Formula contains a better way of carrying out the computation of the Fourier transform that involves only about \( n2^n \) steps. The algorithm in question is known as the fast Fourier transform and is discussed in more detail in Problems 13–18 at the end of the chapter. The upshot is that the Poisson Summation Formula leads to a practical device that cuts down enormously on the cost of analyzing signals mathematically.

Although the Poisson Summation Formula as stated in this section relates the real line, the subgroup of integers, and the quotient circle group, the fast Fourier transform iterates versions of the formula for settings that are different from this. The groups in question are cyclic of order \( 2^k \) with \( k \leq n \). We can take the subgroup to have order 2, and the quotient group then has order \( 2^{k-1} \). A still more general version of the Poisson Summation Formula applies to any "locally
compact" abelian group with a discrete subgroup having compact quotient. This more general version of the formula is used in the full-fledged application to pure mathematics that combines Fourier analysis, elementary complex analysis, algebraic number theory, and algebraic geometry.

6. Poisson Integral Formula

Let $\mathbb{R}_+^{N+1}$ be the open half space $\{(x, t) \mid x \in \mathbb{R}^N \text{ and } t > 0\}$. We view the boundary $\{(x, 0) \mid x \in \mathbb{R}^N\}$ as $\mathbb{R}^N$. For a function $f$ in $L^p(\mathbb{R}^N)$ for $p$ equal to 1, 2, or $\infty$, we consider the problem of finding $u(x, t)$ that is defined on $\mathbb{R}_+^{N+1}$, has $f$ as boundary value in a suitable sense, and is harmonic in the sense of being a $C^2$ function satisfying the Laplace equation $\Delta u = 0$, where $\Delta$ is the Laplacian

$$\Delta = \frac{\partial^2}{\partial x_1^2} + \cdots + \frac{\partial^2}{\partial x_N^2} + \frac{\partial^2}{\partial t^2}.$$ 

We studied the corresponding problem for the unit disk in a sequence of problems at the ends of Chapters I, III, IV, and VI. In that situation the open disk played the role of the open half space, and the circle played the role of the Euclidean-space boundary. We were able to see that the unique possible answer, at least if $f$ is of class $C^2$, is given by the Poisson integral formula for the unit disk:

$$u(r, \theta) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(\varphi) P_r(\varphi) d\varphi,$$

where $P_r(\theta) = \frac{1-r^2}{1-2r\cos\theta+r^2} = \sum_{n=-\infty}^{\infty} r^{|n|} e^{in\theta}$.

The situation with $\mathbb{R}_+^{N+1}$ is different. One complication is that the boundary is not compact, and a discrete sum can no longer be expected. Another is that the harmonic function with given boundary values need not be unique; in fact, the function $u(x, t) = t$ is a nonzero harmonic function with boundary values given by $f = 0$, and thus we cannot expect to get a unique solution to a boundary-value problem unless we impose some further condition on $u$. In effect, the condition we impose will amount to a growth condition on the behavior of $u$ at infinity. A partial compensation for these two complications is that the boundary is now the Euclidean space $\mathbb{R}^N$, and dilations are available as a tool.

Let us make a heuristic calculation to look for a harmonic function with given boundary values. Suppose $u(x, t)$ is the solution we seek that corresponds to $f$. Then we expect that the translate $\tau_{x_0} u(x, t)$ is the solution corresponding to $\tau_{x_0} f(x)$. We might further expect that the mapping $f \mapsto u(\cdot, t)$ is bounded on $L^2(\mathbb{R}^N)$. By Theorem 8.14 we would therefore have

$$\hat{u}(y, t) = m_t(y) \hat{f}(y),$$
for some multiplier \( m_t(y) \); the Fourier transform is to be understood as occurring in the \( x \) variable only. If \( t_1 > 0 \) is fixed, then \( u(x, t + t_1) \) is harmonic with boundary value \( u(x, t_1) \), and so \( \hat{u}(y, t + t_1) = m_t(y)\hat{u}(y, t_1) = m_t(y)m_{t_1}(y)\hat{f}(y) \). The left side equals \( m_{t+t_1}(y)\hat{f}(y) \), and therefore
\[
m_{t+t_1}(y) = m_t(y)m_{t_1}(y).
\]
Since this is only a heuristic calculation anyway, we might as well assume that \( m \) is jointly measurable. Then we deduce that
\[
m_t(y) = e^{tg(y)}
\]
for some \( L^\infty \) function \( g \). To compute \( g \), we use the condition \( \Delta u = 0 \) more explicitly. Formally, as a result of the Fourier inversion formula, \( u(x, t) \) is given as
\[
\int_{\mathbb{R}^N} \hat{u}(y, t)e^{2\pi i x \cdot y} dy = \int_{\mathbb{R}^N} m_t(y)\hat{f}(y)e^{2\pi i x \cdot y} dy = \int_{\mathbb{R}^N} e^{tg(y)}\hat{f}(y)e^{2\pi i x \cdot y} dy.
\]
Without regard to the validity of the interchange of limits, we differentiate under the integral sign to obtain
\[
\frac{\partial^2}{\partial x^2} u(x, t) = -4\pi^2 \int_{\mathbb{R}^N} y^2 e^{tg(y)}\hat{f}(y)e^{2\pi i x \cdot y} dy
\]
and
\[
\frac{\partial^2}{\partial t^2} u(x, t) = \int_{\mathbb{R}^N} g(y)^2 e^{tg(y)}\hat{f}(y)e^{2\pi i x \cdot y} dy.
\]
Summing the derivatives and taking into account that \( \hat{f}(y) \) is rather arbitrary, we conclude that \( g(y)^2 = 4\pi^2|y|^2 \). Since \( m_t(y) \) is an \( L^\infty \) function, we expect that the negative square root is to be used for all \( y \). Thus \( g(y) = -2\pi|y| \). Therefore our guess for the multiplier is
\[
m_t(y) = e^{-2\pi t|y|}.
\]
This is an \( L^1 \) function, and we begin our investigation of the validity of this answer by computing its “inverse Fourier transform,” to see what to expect for the form of the bounded linear operator \( f \mapsto u(\cdot, t) \).

**Lemma 8.17.** For \( t > 0 \),
\[
\int_{\mathbb{R}^N} e^{-2\pi t|y|}e^{2\pi i x \cdot y} dy = \frac{c_N t}{(t^2 + |x|^2)^{(N+1)/2}},
\]
where \( c_N = \pi^{-\frac{1}{2}(N+1)}\Gamma\left(\frac{N+1}{2}\right) \).
REMARK. The idea is to handle \( t = 1 \) first and then to derive the formula for other \( t \)'s by taking dilations into account. For \( t = 1 \), we express \( e^{-2\pi |y|} \) as an integral of dilates of \( e^{-\pi |y|^2} \), and then the integral in question will be computable in terms of the known inverse Fourier transforms of dilates of \( e^{-\pi |y|^2} \).

PROOF. In one dimension, direct calculation using calculus methods on the intervals \([0, +\infty)\) and \((-\infty, 0)\) separately gives

\[
\int_{-\infty}^{\infty} e^{-2\pi |u|} e^{-2\pi iuv} \, du = \frac{1}{\pi} \frac{1}{1 + v^2}.
\]

Since \((1 + v^2)^{-1}\) is integrable, the Fourier inversion formula in \( \mathbb{R}^1 \) (Theorem 8.4) then shows that

\[
\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{1}{1 + v^2} e^{2\pi iuv} \, dv = e^{-2\pi |u|}.
\]

Putting \( u = |y| \) with \( y \) in \( \mathbb{R}^N \) yields

\[
e^{-2\pi |y|} = \frac{1}{\pi} \int_{-\infty}^{\infty} e^{2\pi i|y|} (1 + v^2)^{-1} \, dv.
\]

Any \( \beta > 0 \) has \( \beta^{-1} = \int_0^\infty e^{-\beta s} \, ds \), and hence \((1 + v^2)^{-1} = \pi \int_0^\infty e^{-(1+v^2)s} \, ds \).

Substitution for \((1 + v^2)^{-1}\) in (\( \ast \)), interchange of integrals by Fubini’s Theorem, and use of the formula in \( \mathbb{R}^1 \) for the inverse Fourier transform of a dilate of \( e^{-\pi v^2} \) gives

\[
e^{-2\pi |y|} = \int_0^\infty e^{-\pi s} \left[ \int_{-\infty}^{\infty} e^{2\pi i|y|} e^{-\pi v^2} \, dv \right] ds = \int_0^\infty e^{-\pi s} s^{-1/2} e^{-\pi |y|^2/s} \, ds,
\]

and this is our formula for \( e^{-2\pi |y|} \) as an integral of dilates of \( e^{-\pi |y|^2} \).

We multiply both sides by \( e^{2\pi i x \cdot y} \), integrate, interchange the order of integration, use the formula in \( \mathbb{R}^N \) for the inverse Fourier transform of a dilate of \( e^{-\pi |y|^2} \), and make a change of variables \( \pi s(1 + |x|^2) \rightarrow s \). The result is

\[
\int_{\mathbb{R}^N} e^{-2\pi |y|} e^{2\pi i x \cdot y} \, dy = \int_0^\infty e^{-\pi s} s^{-1/2} \left[ \int_{\mathbb{R}^N} e^{-\pi |y|^2/s} e^{2\pi i x \cdot y} \, dy \right] ds
\]

\[
= \int_0^\infty e^{-\pi s} s^{1/2} (N-1) e^{-\pi |x|^2} \, ds
\]

\[
= \int_0^\infty e^{-\pi s} (1 + |x|^2) s^{1/2} (N-1) \, ds
\]

\[
= \pi^{-(1/2)(N-1)} (1 + |x|^2)^{-(1/2)(N-1)} \pi^{-1} (1 + |x|^2)^{-1} \int_0^\infty e^{-s} s^{1/2} (N-1) \, ds
\]

\[
= \pi^{-1/2} (N-1) \Gamma\left(\frac{N+1}{2}\right) (1 + |x|^2)^{-(1/2)(N+1)}.
\]
The proof is completed by making use of the effect of the Fourier transform on dilations. We have just seen that the function \( \varphi(x) = (1 + |x|^2)^{-\frac{1}{2}(N+1)} \) is integrable with Fourier transform \( c_N^{-1}\hat{\varphi}(y) = c_N^{-1}e^{-2\pi|y|}. \) Then \( \varphi_t(x) = t^{-N}\varphi(t^{-1}x) = t(t^2+|x|^2)^{-\frac{1}{2}(N+1)} \) has Fourier transform \( c_N^{-1}\hat{\varphi}(ty) = c_N^{-1}e^{-2\pi t|y|}. \)

We define
\[
P_t(x, t) = P_t(x) = \frac{c_N t}{(t^2 + |x|^2)^{\frac{1}{2}(N+1)}}
\]
for \( t > 0 \), with \( c_N \) as in Lemma 8.17, to be the **Poisson kernel** for \( \mathbb{R}^{N+1}_+ \). The **Poisson integral formula** for \( \mathbb{R}^{N+1}_+ \) is
\[
u(x, t) = (P_t * f)(x),
\]
and the function \( u \) is called the **Poisson integral** of \( f \).

**Proposition 8.18.** The Poisson kernel for \( \mathbb{R}^{N+1}_+ \) has the following properties:

(a) \( P_t(x) = t^{-n}P_1(t^{-1}x) \)
(b) \( P_t \) is integrable with \( \hat{P}_t(y) = e^{-2\pi t|y|} \),
(c) \( P_t \geq 0 \) and \( \int_{\mathbb{R}^N} P_t(x) \, dx = 1, \)
(d) \( P_t * P_{t'} = P_{t+t'} \),
(e) \( P(x, t) \) is harmonic in \( N + 1 \) variables.

**Proof.** Conclusion (a) is by inspection. For (b), the formula for \( P_t \) shows that \( P_t \), for fixed \( t \), is continuous and is of order \( |y|^{-N-1} \) as \( y \) tends to infinity. Therefore \( P_t \) is integrable. The formula for \( \hat{P}_t \) then follows from Lemma 8.17 and the Fourier inversion formula (Theorem 8.4). In (c), the first conclusion is by inspection of the formula, and the second conclusion follows from (b) by setting \( y = 0 \). Conclusion (d) follows from the corresponding formula on the Fourier transform side, namely \( \hat{P}_t \hat{P}_{t'} = \hat{P}_{t+t'} \), and conclusion (e) may be verified by a routine computation. \( \square \)

**Theorem 8.19.** Let \( p \) be 1, 2, or \( \infty \), let \( f \) be in \( L^p(\mathbb{R}^N) \), and let \( u(x, t) = (P_t * f)(x) \) be the Poisson integral of \( f \). Then

(a) \( u \) is harmonic in \( N + 1 \) variables,
(b) \( \|u(\cdot, t)\|_p \leq \|f\|_p \),
(c) \( u(\cdot, t) \) converges to \( f \) in \( L^p \) as \( t \) decreases to 0 provided \( p < \infty \),
(d) \( u(x, t) \) converges to \( f(x) \) uniformly for \( x \) in \( E \) as \( t \) decreases to 0 provided \( f \) is in \( L^\infty \) and \( f \) is uniformly continuous at the points of \( E \),
(e) the maximal function \( f^{**}(x) = \sup_{t>0} |(P_t * f)(x)| \) satisfies an inequality
\[
m\left( \{ x \mid f^{**}(x) > \xi \} \right) \leq C \|f\|_1 / \xi \]
with \( C \) independent of \( f \) and \( \xi \),
(f) **(Fatou’s Theorem)** \( u(x, t) \) converges to \( f(x) \) for almost every \( x \) in \( \mathbb{R}^N \).
REMARKS. The theorem says that \( u \) is harmonic and has boundary value \( f \) in various senses. The hypothesis for (f) is really that \( f \) is the sum of an \( L^1 \) function and an \( L^\infty \) function, and every \( L^2 \) function has this property, as will be observed in the proof below.

PROOF. Let us leave aside (a) for the moment. Conclusion (b) is immediate from Proposition 6.14 and parts (a) and (c) of Proposition 8.18. Conclusions (c) and (d) follow from parts (a) and (c) of Theorem 6.20. Conclusion (e) follows from Corollary 6.42 and the Hardy–Littlewood Maximal Theorem (Theorem 6.38), and conclusion (f) for \( L^1 \) functions \( f \) is part of Corollary 6.42. Now suppose that \( f \) is an \( L^\infty \) function. Fix a bounded interval \([a,b]\) and write \( f = f_1 + f_2 \) with \( f_1 \) equal to 0 off \([a,b]\) and \( f_2 \) equal to 0 on \([a,b]\). Then \( P_t * f_1 \) converges almost everywhere to \( f_1 \) since \( f_1 \) is integrable, and \( P_t * f_2 \) converges to 0 everywhere on \((a,b)\) by (d). Hence \( P_t * f \) converges almost everywhere on \((a,b)\); since \((a,b)\) is arbitrary, \( P_t * f \) converges almost everywhere. This proves (f).

Now we return to (a). Since \( P(x,t) \) is harmonic, conclusion (a) represents an interchange of differentiation and convolution. The prototype of the tool we need is Corollary 6.19, but that result does not apply here because \( P_t \) does not have compact support. If we break a function \( f \) into two pieces, one where \(|f| > 1\) and one where \(|f| \leq 1\), we see that any \( L^2 \) function is the sum of an \( L^1 \) function and an \( L^\infty \) function. Thus it is enough to prove (a) when \( f \) is in \( L^1 \) or \( L^\infty \).

Let \( \varphi \) be \( P \) or one of \( P \)'s iterated partial derivatives of some order, let \( 1 \leq j \leq N + 1 \), and define \( D_j \) to be \( \partial / \partial x_j \) if \( j \leq N \) or \( \partial / \partial t \) if \( j = N + 1 \). It is sufficient to check that

\[
h^{-1}((\varphi * f)((x,t) + he_j) - (\varphi * f)(x,t)) - ((D_j \varphi) * f)(x,t)
\]
tends to 0 pointwise as \( h \) tends to 0. Taking Proposition 6.15 into account, we see that we are to check that

\[
\left(h^{-1}(\varphi((\cdot, t) + he_j) - \varphi(\cdot, t)) - (D_j \varphi)(\cdot, t)\right) * f(x)
\]
tends to 0 as \( h \) tends to 0. Proposition 6.18 shows that it is enough to have

\[
h^{-1}(\varphi((x, t) + he_j) - \varphi(x, t)) - (D_j \varphi)(x, t)
\]
tend to 0 in \( L^\infty \) of the \( x \) variable for each fixed \( t \) if \( f \) is in \( L^1 \), or in \( L^1 \) of the \( x \) variable for fixed \( t \) if \( f \) is in \( L^\infty \). The Mean Value Theorem shows that this expression is equal to

\[
(D_j \varphi)((x, t) + he_j) - (D_j \varphi)(x, t)
\]
for some $h'$ between 0 and $h$, with $h'$ depending on $x$ and $t$, and a second application of the Mean Value Theorem shows that the expression is equal to

$$h'(D^2_j\varphi)((x, t) + h'e_j).$$

We are to show that this tends to 0, for fixed $t$, uniformly in $x$ and in $L^1$ of the $x$ variable as $h$ tends to 0. It is enough to show for each fixed $t$ that

$$(D^2_j\varphi)((x, t) + he_j)$$

is dominated in absolute value by a fixed bounded function of $x$ and a fixed $L^1$ function of $x$ when $h$ satisfies $|h| \leq \frac{1}{2} \min\{1, t\}$.

An easy induction on the degree shows that any $d$th-order partial derivative of $P(x, t)$ is of the form $Q(x, t)\left(t^2 + |x|^2\right)^{-\frac{1}{2}(N+1)-d}$, where $Q(x, t)$ is a homogeneous polynomial in $(x, t)$ of degree $d + 1$. Since any monomial of degree 1 is bounded by a multiple of $(t^2 + |x|^2)^{1/2}$, the $d$th-order partial derivative is bounded by a multiple of

$$\left(t^2 + |x|^2\right)^{-\frac{1}{2}(N+1)-\frac{1}{2}(d-1)}.$$  (***)

Thus the desired properties of the expression (*) will follow if it is shown that (**) has these properties. This is a routine matter for $d \geq 1$, and the proof of (a) is complete.

\[\square\]

7. Hilbert Transform

This section concerns the Hilbert transform, the bounded linear operator $H$ on $L^2(\mathbb{R}^N)$ given by

$$\mathcal{F}(Hf)(y) = -i(\text{sgn}y)(\mathcal{F}f)(y).$$

Formally this operator has the effect, for $y > 0$, of mapping exponentials by

$$e^{2\pi ix \cdot y} \mapsto -ie^{2\pi ix \cdot y} \quad \text{and} \quad e^{-2\pi ix \cdot y} \mapsto ie^{-2\pi ix \cdot y},$$

and hence of mapping cosines and sines by

$$\cos(2\pi x \cdot y) \mapsto \sin(2\pi x \cdot y) \quad \text{and} \quad \sin(2\pi x \cdot y) \mapsto -\cos(2\pi x \cdot y).$$

For this reason, engineers sometimes call the Hilbert transform a “90° phase shift.” The notion is of such importance that there is even a piece of hardware called a “Hilbert transformer” that takes an input signal and produces some kind of approximation to the Hilbert transform of the signal. 3

3The delay in time that a Hilbert transformer requires in producing its output imposes a built-in theoretical limit for how good the approximation to the Hilbert transform can be. An exact result would require an infinite time delay.
We shall do some Fourier analysis in order to identify $H$ more directly. To get an idea what $H$ is, we begin by computing the effect on $L^2$ of composing the Hilbert transform and convolution with the Poisson kernel $P_\varepsilon(x)$. Then we examine what happens when $\varepsilon$ decreases to 0.

**Lemma 8.20.** For $\varepsilon > 0$, $\int_{\mathbb{R}^1} (-i \text{ sgn } t) e^{-2\pi \varepsilon |t|} e^{2\pi i x \cdot t} \, dt = \frac{1}{\pi} \frac{x}{\varepsilon^2 + x^2}$.

**Proof.** This result follows by direct calculation, using calculus methods on the intervals $[0, +\infty)$ and $(-\infty, 0]$ separately.

If we define $Q(x) = \frac{1}{\pi} \frac{x}{1 + x^2}$ for $x$ in $\mathbb{R}^1$, then $Q_\varepsilon(x) = \frac{1}{\varepsilon} Q(\varepsilon^{-1} x) = \frac{1}{\pi} \frac{x}{\varepsilon^2 + x^2}$ is the function in the statement of Lemma 8.20. We define

$$Q(x, \varepsilon) = Q_\varepsilon(x) = \frac{1}{\pi} \frac{x}{\varepsilon^2 + x^2}$$

for $\varepsilon > 0$, to be the **conjugate Poisson kernel** on $\mathbb{R}^2_+$. The function $Q_\varepsilon$ is *not* in $L^1(\mathbb{R}^1)$. However, it is in $L^2(\mathbb{R}^1)$, and therefore the convolution of $Q_\varepsilon$ and any $L^2$ function is a well-defined bounded uniformly continuous function. For $f$ in $L^2$, the function $v(x, \varepsilon) = (Q_\varepsilon * f)(x)$ is called the **conjugate Poisson integral** of $f$.

**Proposition 8.21.** The conjugate Poisson kernel for $\mathbb{R}^2_+$ has the following properties:

(a) the function $v(x, y) = Q_y(x)$ is harmonic in $\mathbb{R}^2_+$, and the pair of functions $u$ and $v$ with $u(x, y) = P_y(x)$ satisfies the **Cauchy–Riemann equations**

$$\frac{\partial u}{\partial x} = \frac{\partial v}{\partial y} \quad \text{and} \quad \frac{\partial u}{\partial y} = -\frac{\partial v}{\partial x}.$$  

(b) the $L^2$ Fourier transform $\mathcal{F}(Q_\varepsilon)(y)$ equals $-i(\text{ sgn } y) e^{-2\pi i |y|}$.

(c) $Q_\varepsilon * P_\varepsilon = Q_{\varepsilon + \varepsilon'}$.

**Remarks.** A fundamental result of elementary complex analysis is that if $u$ and $v$ are $C^1$ functions on an open subset of $\mathbb{C}$ satisfying the Cauchy–Riemann equations, then $f(z) = u(x, y) + i v(x, y)$ is an “analytic” function in the sense that in any open disk about any point in the open set, $f(z)$ equals the sum of a power series convergent in that disk.\(^4\) We shall not make use of elementary complex analysis at this time, but the analyticity of $u + iv$ is the starting point for a great deal of analysis that will not be treated in this book. In the special case of the Poisson kernel and the conjugate Poisson kernel, the function $f$ is $f(z) = i/(\pi z)$.

\(^4\)This result amounts to a combination of Corollary B.2 and Theorem B.21 of Appendix B.
Corollary 8.8 gives $F$ by a second application of (b). The inverse Fourier transform $F^{-1}$ on $L^2$ satisfies $F^{-1}(g) = Q_{\epsilon}$, and (b) will follow if we show that $F^{-1}(f) = Q_{\epsilon}$, where $f(t) = -i \text{sgn}(t)e^{-2\pi t|\epsilon|}$. For each integer $n > 0$, let $f_n(t)$ be $f(t)$ for $|t| \leq n$ and 0 for $|t| > n$. Then $f_n \to f$ in $L^2$ by dominated convergence, and hence $F^{-1}(f_n) \to F^{-1}(f)$ in $L^2$. By Theorem 5.59 a subsequence of $F^{-1}(f_n)$ converges almost everywhere to $F^{-1}(f)$. Since $f$ is in $L^1$, Lemma 8.20 shows that $F^{-1}(f_n)(t) = \int_{-n}^{n} f(t)e^{2\pi i xt} dt$ converges pointwise to $Q_{\epsilon}(x)$, and therefore $F^{-1}(f) = Q_{\epsilon}$.

For (c), Corollary 8.8 shows that $F(Q_{\epsilon} * P_{\epsilon}) = F(Q_{\epsilon})F(P_{\epsilon})$. In combination with Proposition 8.18b, conclusion (b) of the present proposition gives $F(Q_{\epsilon})(y)F(P_{\epsilon})(y) = -i(\text{sgn} y)e^{-2\pi |y|}F(f(y)$, and this is $F(Q_{\epsilon} + P_{\epsilon})(y)$ a.e. by a second application of (b).

**Theorem 8.22.** Let $f$ be in $L^2(\mathbb{R}^1)$, and let $u(x, y) = (P_{\epsilon} * f)(x)$ and $v(x, y) = (Q_{\epsilon} * f)(x)$ be the Poisson integral and conjugate Poisson integral of $f$. Then

(a) the function $v$ is harmonic in $\mathbb{R}^2_+$, and the pair of functions $u$ and $v$ satisfies the Cauchy–Riemann equations,

(b) the function $Q_{\epsilon} * f$ is in $L^2(\mathbb{R}^1)$ for every $\epsilon > 0$, and its $L^2$ Fourier transform is $F(Q_{\epsilon} * f)(y) = -i(\text{sgn} y)e^{-2\pi |y|}F(f(y)$,

(c) $\|Q_{\epsilon} * f\|_2 = \|P_{\epsilon} * f\|_2 \leq \|f\|_2$ for every $\epsilon > 0$,

(d) $Q_{\epsilon} * f \to H(f)$ in $L^2$ as $\epsilon$ decreases to 0.

**Proof.** Conclusion (a) is handled just like Theorem 8.19a. In the proof of Theorem 8.19a, the integrability of $P_{\epsilon}$ did not play a role; it was the integrability of the iterated partial derivatives of $P_{\epsilon}$ (i.e., the case $d > 0$) that was important. The estimates involving such derivatives here are the same as in that case.

For (b), put $g = F(Q_{\epsilon})F(f)$. This is an $L^2$ function since $F(Q_{\epsilon})$ is in $L^\infty$ by inspection and since $F(f)$ is in $L^2$ by the Plancherel formula. Define $f_n = I_{B(0,0)} f$, so that each $f_n$ is in $L^1 \cap L^2$ and also $f_n \to f$ in $L^2$. Since $F(Q_{\epsilon})$ is in $L^\infty$, the Plancherel formula shows that $g_n = F(Q_{\epsilon})F(f_n)$ is in $L^2$ for each $n$ and converges to $g$ in $L^2$. Since $f_n$ is in $L^1$ and $Q_{\epsilon}$ is in $L^2$, Corollary 8.8 gives $F(Q_{\epsilon} * f_n) = F(Q_{\epsilon})F(f_n) = g_n$ for all $n$. Thus $Q_{\epsilon} * f_n = F^{-1}(g_n)$. We now let $n$ tend to infinity. We know that $\|Q_{\epsilon} * f_n - Q_{\epsilon} * f\|_{sup} \leq \|Q_{\epsilon}\|_2 \|f_n - f\|_2$. Since $Q_{\epsilon}$ is in $L^2$ and $f_n \to f$ in $L^2$, $Q_{\epsilon} * f_n$ converges uniformly to $Q_{\epsilon} * f$. On the other hand, $F^{-1}(g_n)$ converges to $F^{-1}(g)$ in $L^2$, and Theorem 5.59 shows that a subsequence converges almost everywhere. Therefore $F^{-1}(g) = Q_{\epsilon} * f$. Consequently $F(Q_{\epsilon} * f) = g = F(Q_{\epsilon})F(f)$, and we obtain $F(Q_{\epsilon} * f)(y) = -i(\text{sgn} y)e^{-2\pi |y|}F(f)(y)$.
Conclusions (c) and (d) follow by taking $L^2$ Fourier transforms and using (b), Proposition 8.18b, and the Plancherel Theorem. This completes the proof. \[\square\]

To get a more direct formula for the Hilbert transform, we introduce the functions

$$h(x) = \begin{cases} \frac{1}{\pi x} & \text{for } |x| \geq 1, \\ 0 & \text{for } |x| < 1, \end{cases}$$

and

$$h_\varepsilon(x) = \varepsilon^{-1}h(\varepsilon^{-1}x) = \begin{cases} \frac{1}{\pi x} & \text{for } |x| \geq \varepsilon, \\ 0 & \text{for } |x| < \varepsilon. \end{cases}$$

Let $\psi(x) = Q(x) - h(x)$, so that $\psi_\varepsilon(x) = \varepsilon^{-1}\psi(\varepsilon^{-1}x) = Q_\varepsilon(x) - h_\varepsilon(x)$.

**Lemma 8.23.** The function $\psi$ on $\mathbb{R}^1$ is integrable, and $\int_{-\infty}^{\infty} \psi(x) \, dx = 0$.

**Proof.** For $|x| < 1$, we have $\psi(x) = Q(x) = \pi^{-1}x/(1 + x^2)$, which is a continuous odd function, and therefore it is integrable on $[-1, 1]$ with integral 0. For $|x| \geq 1$, we have $\psi(x) = \pi^{-1}(\frac{x}{1 + x^2} - \frac{1}{x}) = -\pi^{-1}(\frac{1}{x(1 + x^2)})$. This is an integrable function for $|x| \geq 1$; since it is an odd function, its integral is 0. \[\square\]

**Theorem 8.24.** Let $h_\varepsilon$ be defined as above. If $f$ is in $L^2(\mathbb{R}^1)$, then $h_\varepsilon * f$ is in $L^2(\mathbb{R}^1)$ for every $\varepsilon > 0$, and $h_\varepsilon * f \to H(f)$ in $L^2$ as $\varepsilon$ decreases to 0.

**Remarks.** More concretely the limit relation in the theorem is that

$$Hf(x) = \lim_{\varepsilon \to 0} \frac{1}{\pi} \int_{|t| \geq \varepsilon} \frac{f(x-t)}{t} \, dt.$$

The integrand on the right side is the product of two $L^2$ functions on the set where $|t| \geq \varepsilon$, and it is integrable by the Schwarz inequality.

**Proof.** We have $h_\varepsilon * f = Q_\varepsilon * f - \psi_\varepsilon * f$. The term $Q_\varepsilon * f$ is in $L^2$ by Theorem 8.22b, and the term $\psi_\varepsilon * f$ is in $L^2$ by Lemma 8.23 and Proposition 6.14. As $\varepsilon$ decreases to 0, $Q_\varepsilon * f$ tends to $Hf$ in $L^2$ by Theorem 8.22d, and $\psi_\varepsilon * f$ tends to 0 in $L^2$ by Theorem 6.20a. This completes the proof. \[\square\]

Now that we have the concrete formula of Theorem 8.24 for the Hilbert transform on $L^2$ functions, we can ask whether the Hilbert transform is meaningful on other kinds of functions. For example, we could ask, If we have some other vector space $V$ of functions and $V \cap L^2(\mathbb{R}^1)$ is dense in $V$, can we extend $H$ to $V$? The answer for $V = L^1(\mathbb{R}^1)$ is unfortunately negative. In fact, if $f$ is in $L^1 \cap L^2$, then
the Fourier transform \( \hat{f} \) will be continuous and the Fourier transform of \( Hf \) will have to be \(-i \text{sgn } y \hat{f} \). If \( \hat{f}(0) \) is nonzero, then \(-i \text{sgn } y \hat{f} \) is not continuous and cannot be the Fourier transform of an \( L^1 \) function.

However, in Chapter IX we shall introduce \( L^p \) spaces for \( 1 \leq p \leq \infty \), thereby extending the definitions we have already made for \( p \) equal to 1, 2, and \( \infty \). Toward the end of the chapter, we shall see that the Hilbert transform makes sense as a bounded linear operator on \( L^p(\mathbb{R}^1) \) for \( 1 < p < \infty \). This boundedness is an indication that the Hilbert transform is not a completely wild transformation, and the result in question will be used in the problems at the end of Chapter IX to prove that the partial sums of the Fourier series of an \( L^p \) function on the circle converge to the function in \( L^p \) as long as \( 1 < p < \infty \).

Actually, this boundedness on \( L^p \) will be a consequence of a substitute result about \( L^1 \) that we shall prove now. Although the Hilbert transform is not a bounded linear operator on \( L^1 \), its approximations in the statement of Theorem 8.24 are of weak type \((1, 1)\), in the same sense that the passage from a function to its Hardy–Littlewood maximal function in Chapter VI was of weak type \((1, 1)\).

**Theorem 8.25.** Let \( h_1 \) be the function on \( \mathbb{R}^1 \) equal to \( 1/(\pi x) \) for \(|x| \geq 1\) and equal to 0 for \(|x| < 1\). For \( f \) in \( L^1(\mathbb{R}^1) + L^2(\mathbb{R}^1) \), define

\[
H_1 f(x) = h_1 * f(x) = \frac{1}{\pi} \int_{|t| \geq 1} \frac{f(x - t)}{t} \, dt
\]

as the convolution of the fixed function \( h_1 \) in \( L^2 \) with a function \( f \) that is the sum of an \( L^1 \) function and an \( L^2 \) function. Then

\[
\|H_1 f\|_2 \leq A\|f\|_2,
\]

with the constant \( A \) independent of \( f \), and

\[
m\{x \in \mathbb{R}^1 \mid |H_1 f(x)| > \xi\} \leq \frac{C\|f\|_1}{\xi}
\]

for every \( \xi > 0 \), with the constant \( C \) independent of \( \xi \) and \( f \).

**Remark.** This result about the approximation \( H_1 \) to \( H \) on \( L^1 \) and \( L^2 \) will be enough for now. The result for \( L^1 \) is much more difficult than the result for \( L^2 \). In the next chapter we shall derive from Theorem 8.25 a boundedness theorem for all the other approximations \( H_\epsilon = h_\epsilon * (\cdot) \) on \( L^p(\mathbb{R}^1) \) for \( 1 < p < \infty \), with a bound independent of \( \epsilon \), and then it will be an easy matter to get the boundedness of the Hilbert transform \( H \) itself on \( L^p \) for these values of \( p \).
**Proof.** A preliminary fact is needed that involves a computation with the function \( h_1 \). We need to know that

\[
\int_{|x| \geq 2r} |h_1(x + r') - h_1(x)| \, dx \leq 6
\]

whenever \( 0 < |r'| \leq r \). To see this, we break the region of integration into four sets—one where \( |x| \geq 2r, |x| \geq 1 \); a second where \( |x| \geq 2r, |x| < 1 \); a third where \( |x| \geq 2r, |x| \geq 1 \); and a fourth where \( |x| \geq 2r, |x| < 1 \). For the fourth piece the integrand is 0. For the second and third pieces, the integrand is \leq 1 in absolute value, and the set has measure \leq 2; hence each of these pieces contributes at most 2. For the first piece the absolute value of the integrand is \(|r'|/|x(x + r')| \leq 2r/x^2\); thus the absolute value of the integral is \( \leq \int_{|x| \geq 2r} 2r/x^2 \, dx = 2 \). This proves (**).

It is an easy matter to prove that \( H_1 \) is a bounded linear operator on \( L^2 \). In fact, \( h_1 = Q_1 - \psi \), and \( \psi \) is in \( L^1 \) by Lemma 8.23. Thus Theorem 8.22 gives \( \|H_1 f\|_2 \leq \|Q_1 f\|_2 + \|\psi \ast f\|_2 \). In other words, \( H_1 \) is bounded on \( L^2 \) with \( \|H_1\| \leq 1 + \|\psi\|_1 \). Put \( A = 1 + \|\psi\|_1 \).

The heart of the proof is the observation that if \( F \) is in \( L^1 \), vanishes off a bounded interval \( I \) with center \( y_0 \) and double \( 5I \ast \), and has total integral \( \int_{\mathbb{R}^1} F(y) \, dy \) equal to 0, then

\[
\|H_1 F\|_{L^1(\mathbb{R} \setminus I^* \ast)} \leq 6\|F\|_1.
\]

To see this, we use the fact that the total integral of \( F \) is 0 to write

\[
H_1 F(x) = \int_I h_1(x - y) F(y) \, dy = \int_I [h_1(x - y) - h(x - y_0)] F(y) \, dy.
\]

Taking the absolute value of both sides and integrating over \( \mathbb{R} \setminus I^* \), we obtain

\[
\int_{\mathbb{R} \setminus I^*} |H_1 F(x)| \, dx \leq \int_{\mathbb{R} \setminus I^*} \int_{y \in I} |h_1(x - y) - h(x - y_0)| |F(y)| \, dy \, dx
\]

\[
= \int_{y \in I} \left[ \int_{\mathbb{R} \setminus I^*} |h_1(x - y) - h(x - y_0)| \, dx \right] |F(y)| \, dy
\]

\[
\leq 6 \int_{y \in I} |F(y)| \, dy,
\]

the last step holding by (*). This proves (**).

Let the \( L^1 \) function \( f \) be given. Fix \( \xi > 0 \). We shall decompose the \( L^1 \) function \( f \) into the sum \( f = g + b \) of a “good” function \( g \) and a “bad” function \( b \), in a manner dependent on \( \xi \). The good function will be in \( L^\infty \) and hence will be in \( L^1 \cap L^\infty \subseteq L^2 \); the effect of applying \( H_1 \) to it will be controlled by the bound of \( H_1 \) on \( L^2 \). The bad function will be nonzero on a set of rather small measure, and we shall be able to control the effect of \( H_1 \) on it by means of (**).
We begin by constructing a disjoint countable system of bounded open intervals $I_k$ such that

(i) $\sum_k m(I_k) \leq 5\|f\|_1/\xi,$
(ii) $|f(x)| \leq \xi$ almost everywhere off $\bigcup_k I_k,$
(iii) $\frac{1}{m(I_k)} \int_{I_k} |f(y)| \, dy \leq 2\xi$ for each $n.$

Namely, let $f^*(x) = \sup_{h>0} \frac{1}{2h} \int_{[x-h,x+h]} |f(t)| \, dt$ be the Hardy–Littlewood maximal function of $f$, and let $E$ be the set where $f^*(x) > \xi$. The set $E$ is open. In fact, if $f^*(x) > \xi$, then $\frac{1}{2h} \int_{[x-h,x+h]} |f(t)| \, dt \geq \xi + \epsilon$ for some $\epsilon > 0$. For $\delta > 0$, the inequality $\frac{1}{2h} \int_{[x-h,x+h+2\delta]} |f(t)| \, dt \geq \xi + \epsilon$ shows that $f^*(x+\delta) \geq \frac{h}{2h+\delta} (\xi + \epsilon).$ Hence $f^*(x+\delta) > \xi$ for $\delta$ sufficiently small. Similarly $f^*(x-\delta) > \xi$ for $\delta$ sufficiently small.

Since $E$ is open, $E$ is uniquely the disjoint union of countably many open intervals, and these intervals will be the sets $I_k$. The disjointness of the $I_k$’s and the Hardy–Littlewood Maximal Theorem (Theorem 6.38) together give

$$\sum_k m(I_k) \leq m(E) \leq 5\|f\|_1/\xi,$$

and this proves (i) and the boundedness of the intervals. The a.e. differentiability of integrals (Corollary 6.39) shows that $|f(x)| \leq f^*(x)$ a.e., and therefore $|f(x)| \leq \xi$ a.e. off $E = \bigcup_k I_k.$ This proves (ii). If $I = (a, b)$ is one of the $I_k$’s, then $a$ is not in $E$, and we must have $\frac{1}{2(b-a)} \int_{[b-2(b-a), b]} |f(t)| \, dt \leq f^*(a) \leq \xi.$ Therefore $\frac{1}{b-a} \int_{[a,b]} |f(t)| \, dt \leq 2\xi.$ This proves (iii).

With the open intervals $I_k$ in hand, we define the decomposition $f = g + b$ by

$$g(x) = \begin{cases} \frac{1}{m(I_k)} \int_{I_k} f(y) \, dy & \text{for } x \in I_k, \\ f(x) & \text{for } x \notin \bigcup_k I_k, \end{cases}$$

$$b(x) = \begin{cases} f(x) - \frac{1}{m(I_k)} \int_{I_k} f(y) \, dy & \text{for } x \in I_k, \\ 0 & \text{for } x \notin \bigcup_k I_k. \end{cases}$$

Since $\{x \mid |H_1 f(x)| > \xi\} \subseteq \{x \mid |H_1 g(x)| > \xi/2\} \cup \{x \mid |H_1 b(x)| > \xi/2\}$, it is enough to prove

- $m\left(\{x \mid |H_1 g(x)| > \xi/2\}\right) \leq C'\|f\|_1/\xi$ and
- $m\left(\{x \mid |H_1 b(x)| > \xi/2\}\right) \leq C'\|f\|_1/\xi$

for some constant $C'$ independent of $\xi$ and $f$.

The definition of $g$ shows that $\int_{I_k} |g(x)| \, dx \leq \int_{I_k} |f(x)| \, dx$ for all $k$ and that $|g(x)| = |f(x)|$ for $x \notin \bigcup_k I_k$; therefore $\int_{\mathbb{R}} |g(x)| \, dx \leq \int_{\mathbb{R}} |f(x)| \, dx.$
Also, properties (ii) and (iii) of the $I_k$'s show that $|g(x)| \leq 2\xi$ a.e. These two inequalities, together with the bound $\|H_1g\|_2 \leq A\|g\|_2$, give
\[
\int_{\mathbb{R}} |H_1g(x)|^2 \, dx \leq A^2 \int_{\mathbb{R}} |g(x)|^2 \, dx \leq 2\xi A^2 \int_{\mathbb{R}} |g(x)| \, dx \leq 2\xi A^2 \int_{\mathbb{R}} |f(x)| \, dx.
\]
Combining this result with Chebyshev’s inequality $m\left(\{x \mid |F(x)| > \beta\}\right) \leq \beta^{-2} \int_{\mathbb{R}} |F(x)|^2 \, dx$ for the function $F = H_1g$ and the number $\beta = \xi/2$, we obtain
\[
m\left(\{x \mid |H_1g(x)| > \xi/2\}\right) \leq \frac{4}{\xi^2} 2\xi A^2 \int_{\mathbb{R}} |f(x)| \, dx = \frac{8A^2\|f\|_1}{\xi}.
\]
This proves the bulleted item about $g$.

For $b$, let $b_k$ be the product of $b$ with the indicator function of $I_k$. Then we have $b = \sum_k b_k$ with the sum convergent in $L^1$. Since $H_1$ is convolution by the $L^2$ function $h_1$, $H_1b = \sum_k H_1b_k$ with the sum convergent in $L^2$. Lumping terms via Theorem 5.59 if necessary, we may assume that the convergence takes place a.e. Therefore $|H_1b(x)| \leq \sum_k |H_1b_k(x)|$ a.e. Using monotone convergence and (**), we conclude that
\[
\|H_1b\|_{L^1(\mathbb{R} - \bigcup_k I^c_k)} \leq \sum_k \|H_1b_k\|_{L^1(\mathbb{R} - \bigcup_j I^c_j)} \leq \sum_k \|H_1b_k\|_{L^1(\mathbb{R} - I^c_k)} \leq 6\|b_k\|_1 = 6\|b\|_1 \leq 6\|f\|_1.
\]
Thus $m\left(\{x \in \mathbb{R} - \bigcup_k I^c_k \mid |H_1b(x)| > \xi/2\}\right) \leq 6\|f\|_1/\xi = 12\|f\|_1/\xi$.

Since $m\left(\{x \in \bigcup_k I^c_k\}\right) \leq 5\|f\|_1/\xi$ by (i), we obtain $m\left(\{x \mid |H_1b(x)| > \xi/2\}\right) \leq 17\|f\|_1/\xi$, and the bulleted item about $b$ follows.

8. Problems

1. For each of the following alternative definitions of the Fourier transform in $\mathbb{R}^N$, find a constant $\alpha$ such that the Fourier inversion formula is as indicated, and find a constant $\beta$ such that when convolution is defined by
\[
f \ast g(x) = \beta \int_{\mathbb{R}^N} f(x-t)g(t) \, dt,
\]
then the Fourier transform of the convolution is the product of the Fourier transforms.
4. This problem is an analog for the Fourier transform of Problem 20c of Chapter VI concerning Fourier series and weak-star convergence. Weak-star convergence introduces convolution and the Poisson integral formula for measures against norm, and thus it is meaningful to speak of weak-star convergence of such measures against $C_{\text{com}}(\mathbb{R}^N)$.

(a) Fourier transform $\hat{f}(y) = \int_{\mathbb{R}^N} f(x)e^{-ix\cdot y} \, dy$ and inverse Fourier transform $f(x) = \alpha \int_{\mathbb{R}^N} \hat{f}(y)e^{ix\cdot y} \, dy$.

(b) Fourier transform $\hat{f}(y) = (2\pi)^{-N} \int_{\mathbb{R}^N} f(x)e^{-ix\cdot y} \, dy$ and inverse Fourier transform $f(x) = \alpha \int_{\mathbb{R}^N} \hat{f}(y)e^{ix\cdot y} \, dy$.

(c) Fourier transform $\hat{f}(y) = (2\pi)^{-N/2} \int_{\mathbb{R}^N} f(x)e^{-ix\cdot y} \, dy$ and inverse Fourier transform $f(x) = \alpha \int_{\mathbb{R}^N} \hat{f}(y)e^{ix\cdot y} \, dy$.

2. Let $(u, v)_{2} = \int_{\mathbb{R}^N} u(x)v(x) \, dx$ if $u$ and $v$ are in $L^2(\mathbb{R}^N)$, and let $\mathcal{F}$ denote the Fourier transform on $L^2(\mathbb{R}^N)$. Prove for every pair of functions $f$ and $g$ in $L^2$ that $(f, g)_{2} = (\mathcal{F}(f), \mathcal{F}(g))_{2}$.

3. Prove that the Poisson kernel $P$ and the conjugate Poisson kernel $Q$ for $\mathbb{R}^N_+$ satisfy the identity $Q_{\phi} = P_{\phi}$.

4. This problem is an analog for the Fourier transform of Problem 20c of Chapter VI concerning Fourier series and weak-star convergence. Weak-star convergence was defined in Section V.9.

(a) If $f$ is in $L^\infty(\mathbb{R}^N)$ and $P_t$ is the Poisson kernel, prove that $P_t * f$ converges to $f$ weak-star against $L^1(\mathbb{R}^N)$ as $t$ decreases to 0. In other words, prove that $\lim_{t\downarrow 0} \int_{\mathbb{R}^N} (P_t * f)(x)g(x) \, dx = \int_{\mathbb{R}^N} f(x)g(x) \, dx$ for every $g$ in $L^1$.

(b) Theorem 8.19b shows that $\|P_t * f\|_\infty \leq \|f\|_\infty$ if $f$ is in $L^\infty(\mathbb{R}^N)$. Prove that $\lim_{t\downarrow 0} \|P_t * f\|_\infty = \|f\|_\infty$.

5. Let $\mathcal{M}^+(\mathbb{R}^N)$ be the space of finite Borel measures on $\mathbb{R}^N$. This problem introduces convolution and the Poisson integral formula for $\mathcal{M}^+(\mathbb{R}^N)$. Each finite Borel measure on $\mathbb{R}^N$ defines, by means of integration, a bounded linear functional on the normed linear space $C_{\text{com}}(\mathbb{R}^N)$ equipped with the supremum norm, and thus it is meaningful to speak of weak-star convergence of such measures against $C_{\text{com}}(\mathbb{R}^N)$.

(a) The convolution of a finite Borel measure $\mu$ on $\mathbb{R}^N$ with an integrable function $f$ is defined by $(f * \mu)(x) = \int_{\mathbb{R}^N} f(x - y) \, d\mu(y)$. Define the convolution $\mu = \mu_1 * \mu_2$ of two members of $\mathcal{M}^+(\mathbb{R}^N)$ by $\mu(E) = \int_{\mathbb{R}^N} \mu_1(E - x) \, d\mu_2(x)$ for all Borel sets $E$. Check that the result is a Borel measure and that the definition for $f \, dx * \mu$, i.e., for the situation in which $\mu_1$ and $\mu_2$ are specialized so that $\mu_1 = f \, dx$ and $\mu_2 = \mu$, is consistent with the definition in the special case.

(b) With convolution of finite Borel measures on $\mathbb{R}^N$ defined as in (a), prove that $\int_{\mathbb{R}^N} f \, dx = \int_{\mathbb{R}^N} f \, dx \cdot \mu_{1} \, dx + \mu_{2} \, dx$ for every bounded Borel function $g$ on $\mathbb{R}^N$.

(c) Verify that $\|P_t * \mu\|_1 = \mu(E)\mu(t)$ if $\mu$ is in $\mathcal{M}^+(\mathbb{R}^N)$. Prove the limit formula $\lim_{t\downarrow 0} \|P_t * \mu\|_1 = \mu(\mathbb{R}^N)$.

(d) If $\mu$ is in $\mathcal{M}^+(\mathbb{R}^N)$, prove that the measures $(P_t * \mu)(x) \, dx$ converge to $\mu$ weak-star against $C_{\text{com}}(\mathbb{R}^N)$ as $t$ decreases to 0. In other words, prove that $\lim_{t\downarrow 0} \int_{\mathbb{R}^N} (P_t * \mu)(x)g(x) \, dx = \int_{\mathbb{R}^N} g(x) \, d\mu(x)$ for every $g$ in $C_{\text{com}}(\mathbb{R}^N)$.\]
Problems 6–12 examine the Fourier transform of a measure in $\mathcal{M}^+(\mathbb{R}^N)$, ultimately proving “Bochner’s theorem” characterizing the “positive definite functions” on $\mathbb{R}^N$. They take for granted the **Helly–Bray Theorem**, i.e., the statement that if $\{\mu_n\}$ is a sequence in $\mathcal{M}^+(\mathbb{R}^N)$ with $\{\mu_n(\mathbb{R}^N)\}$ bounded, then there is a subsequence $\{\mu_{n_k}\}$ convergent to some member $\mu$ of $\mathcal{M}^+(\mathbb{R}^N)$ weak-star against $C_{\text{com}}(\mathbb{R}^N)$. The Helly–Bray Theorem will be proved in something like this form in Chapter XI.

6. **Bochner’s Theorem**

Problems 6–12 examine the Fourier transform of a measure in $\mathcal{M}^+(\mathbb{R}^N)$.

(a) Prove that $\mu$ is a bounded and continuous function.

(b) Prove that the Fourier transform of the delta measure at 0 does not vanish at infinity.

(c) Prove that $\mu_1 * \mu_2 = \hat{\mu_1} \hat{\mu_2}$ when convolution of finite measures is defined as in Problem 5.

(d) By forming $\omega_\varepsilon * \mu$, prove that $\hat{\mu}$ can equal 0 for some $\mu$ in $\mathcal{M}^+(\mathbb{R}^N)$ only if $\mu = 0$.

7. A continuous function $F : \mathbb{R}^N \to \mathbb{C}$ is called **positive definite** if for each finite set of points $x_1, \ldots, x_k$ in $\mathbb{R}^N$ and corresponding system of complex numbers $\xi_1, \ldots, \xi_k$, the inequality $\sum_{i,j} F(x_i - x_j)\xi_i \overline{\xi_j} \geq 0$ holds. Prove that the continuous function $F$ is positive definite if and only if the inequality $\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} F(x - y)g(x)\overline{g(y)}\,dx\,dy \geq 0$ holds for each member $g$ of $C_{\text{com}}(\mathbb{R}^N)$.

8. Prove that the Fourier transform of any member $\mu$ of $\mathcal{M}^+(\mathbb{R}^N)$ is a positive definite function.

9. Using sets of one and then two elements $x_i$ in the definition of positive definite, prove that a positive definite function $F$ must have $F(0) \geq 0$ and $|F(x)| \leq F(0)$ for all $x$.

10. Suppose that $F$ is positive definite, that $\varphi \geq 0$ is in $L^1(\mathbb{R}^N)$, and that $\Phi(x) = \int_{\mathbb{R}^N} e^{2\pi i \varphi(y)}\,dy$. Prove that $F(x)\Phi(x)$ is positive definite.

11. Suppose that $F$ is positive definite. Let $\varepsilon > 0$, and let $\varphi$ be as in Problem 10, so that $\varphi(x) = e^{-N\varepsilon} e^{-\pi \varepsilon^2 |x|^2}$ and $\Phi(x) = e^{-\pi \varepsilon^2 |x|^2}$.

(a) The function $F_0(x) = F(x)\Phi(x)$ is positive definite by Problem 10. Prove that it is integrable.

(b) Using Problem 2 and the alternative definition of positive definite in Problem 7, prove that $\int_{\mathbb{R}^N} \overline{F_0(y)}\Phi(y)\,dy \geq 0$ for every function $g$ in $C_{\text{com}}(\mathbb{R}^N)$.

(c) Deduce from (b) that the function $f_0 = \overline{F_0}$ is $\geq 0$.

(d) Conclude from (c) that $f_0$ is integrable with $\int_{\mathbb{R}^N} f_0\,dy = F(0)$, hence that $f_0(y)\,dy$ is a finite Borel measure.

12. **(Bochner’s Theorem)** By combining the results of the previous problems with the Helly–Bray Theorem, prove that each positive definite function on $\mathbb{R}^N$ is the Fourier transform of a finite Borel measure.
13. Let $G$ be a finite abelian group. A **multiplicative character** $\chi$ of $G$ is a homomorphism of $G$ into the circle group $\{e^{it}\}$. If $f$ and $g$ are two complex-valued functions on $G$, their $L^2$ inner product is defined to be $\sum_{t \in G} f(t)\overline{g(t)}$.

(a) Prove that the set of multiplicative characters of $G$ forms an abelian group under pointwise multiplication, the identity element being the constant function 1 and the inverse of $\chi$ being $\overline{\chi}$. This group $\hat{G}$ is called the **dual group** of $G$.

(b) Prove that distinct multiplicative characters are orthogonal and hence that the members of $\hat{G}$ form a linearly independent set.

(c) Let $J_m$ be the cyclic group $\{0, 1, 2, \ldots, m-1\}$ of integers modulo $m$ under addition, and let $\xi_m = e^{2\pi i/m}$. For $k$ in $J_m$ define a multiplicative character $\chi_n$ of $J_m$ by $\chi_n(k) = (\xi_m^k)^n$. Prove that the resulting $m$ multiplicative characters exhaust $\hat{J}_m$ and that $\chi_n \chi_{n'} = \chi_{n+n'}$. Therefore $\hat{J}_m$ is isomorphic to $J_m$. For Problems 16–18 below, it will be convenient to identify $\chi_n$ with $\chi_n(1) = \xi_m^n$.

(d) If $G$ is a direct sum of cyclic groups of orders $m_1, \ldots, m_r$, use (c) to exhibit $\prod_{j=1}^r m_j$ distinct members of $\hat{G}$. Using (b) and the theorem that every finite abelian group is the direct sum of cyclic groups, conclude for any finite abelian group $G$ that these members of $\hat{G}$ exhaust $\hat{G}$ and form a basis of $L^2(G)$.

14. Let $G$ be a finite abelian group, and let $\hat{G}$ be its dual group. The **Fourier transform** of a function $f$ in $L^2(G)$ is the function $\hat{f}$ on $\hat{G}$ given by $\hat{f}(\chi) = \sum_{t \in G} f(t)\overline{\chi(t)}$. Prove that the Fourier transform mapping carries $L^2(G)$ one-to-one onto $L^2(\hat{G})$ and that the correct analog of the Fourier inversion formula is $f(t) = |G|^{-1} \sum_{\chi \in \hat{G}} \hat{\chi}(\chi)\overline{\chi(t)}$, where $|G|$ is the order of $G$.

15. Let $G$ be a finite abelian group, let $H$ be a subgroup, and let $G/H$ be the quotient group. If $t$ is in $G$, write $\overline{t}$ for the coset of $t$ in $G/H$. Let $f$ be in $L^2(G)$ and define $F(\overline{t}) = \sum_{h \in H} f(t + h)$ as a function on $G/H$.

Suppose that $\chi$ is a member of $\hat{G}$ that is identically 1 on $H$, so that $\chi$ descends to a member $\hat{\chi}$ of $\hat{G}/\hat{H}$. By imitating steps in the proof of Theorem 8.15, prove that $\hat{f}(\hat{\chi}) = \hat{F}(\hat{\chi})$. 

8. Problems 445

Problems 13–18 concern a version of the Fourier transform for finite abelian groups, along with the Poisson Summation Formula in that setting. They show for a cyclic group of order $m = pq$ that the use of the idea behind the Poisson Summation Formula makes it possible to compute a Fourier transform in about $pq(p + q)$ steps rather than the expected $m^2 = p^2q^2$ steps. This savings may be iterated in the case of a cyclic group of order $2^a n$ so that the Fourier transform is computed in about $n 2^a$ steps. An organized algorithm to implement this method of computation is known as the **fast Fourier transform**.
16. Now suppose that \( G = J_m \) with \( m = pq \); here \( p \) and \( q \) need not be relatively prime. Let \( H = \{0, q, 2q, \ldots, (p-1)q\} \) be the subgroup of \( G \) isomorphic to \( J_p \), so that \( G/H = \{0, 1, 2, \ldots, q-1\} \) is isomorphic to \( J_q \). Prove that the characters \( \chi \) of \( G \) identified as in Problem 13c with \( \zeta_0^p, \zeta_m^p, \zeta_m^{2p}, \ldots, \zeta_m^{(q-1)p} \) are the ones that are identically 1 on \( H \) and therefore descend to characters of \( G/H \). Verify that the descended characters \( \hat{\chi} \) are the ones identified with \( \zeta_q^0, \zeta_q^1, \zeta_q^2, \ldots, \zeta_q^{q-1} \). Consequently the formula \( \hat{f}(\chi) = \hat{F}(\hat{\chi}) \) of the previous problem provides a way of computing \( \hat{f} \) at \( \zeta_0^0, \zeta_m^p, \zeta_m^{2p}, \ldots, \zeta_m^{(q-1)p} \) from the values of \( \hat{F} \). Show that if \( \hat{F} \) is computed from the definition of Fourier transform in Problem 14, then the number of steps involved in its computation is about \( q^2 \), apart from a constant factor. Show therefore that the total number of steps in computing \( \hat{f} \) at these special values of \( \chi \) is therefore on the order of \( q^2 + pq \).

17. In the previous problem show for each \( k \) with \( 0 \leq k \leq p-1 \) that the value of \( \hat{f} \) at \( \zeta_m^k, \zeta_m^{p+k}, \zeta_m^{2p+k}, \ldots, \zeta_m^{(q-1)p+k} \) can be handled in the same way with a different \( F \) by replacing \( f \) by a suitable variant of \( f \). Doing so for each \( k \) requires \( p \) times the number of steps detected in the previous problem, and therefore all of \( \hat{f} \) can be computed in about \( p(q^2 + pq) = pq(p + q) \) steps.

18. Show how iteration of this process to compute the Fourier transform of each \( F \), together with further iteration of this process, allows one to compute a Fourier transform for \( J_{m_1m_2 \cdots m_r} \) in about \( m_1m_2 \cdots m_r(m_1 + m_2 + \cdots + m_r) \) steps.

Problems 19–27 combine the Poisson Summation Formula of this chapter with elementary complex analysis as in Appendix B to establish the analytic continuation and functional equation of the Riemann zeta function. As in Section 5 the Riemann zeta function is defined initially for complex \( s \) with \( \Re s > 1 \) by

\[
\zeta(s) = \sum_{n=1}^{\infty} \frac{1}{n^s} = \prod_{\text{\( p \) prime}} \left(1 - \frac{1}{p^s}\right)^{-1}.
\]

Problems 19–20 establish that \( \zeta(s) \) extends to be a meromorphic function defined for \( \Re \zeta > 0 \) in such a way that its only pole is simple and occurs at \( s = 1 \). Afterward Problems 21–27 establish that \( \zeta \) extends analytically to all of \( \mathbb{C} - \{1\} \) in such a way that

\[
\Lambda(1-s) = \Lambda(s), \quad \text{where} \quad \Lambda(s) = \zeta(s)\Gamma\left(\frac{s}{2}\right)e^{-\frac{1}{2}s^2}.
\]

It is to be understood in this statement that \( \Gamma \) has been extended to a meromorphic function on \( \mathbb{C} \) whose only poles are at the nonpositive integers. This result was established in Problems 26–27 at the end of Chapter VI.

19. By manipulating the defining formula for \( \zeta(s) \), show for \( \Re s > 1 \) that

\[
\zeta(s) = \frac{1}{s-1} + \sum_{n=1}^{\infty} \int_{1}^{\infty} \frac{n^{s-1} - t^{-s}}{n^s - t^s} \, dt.
\]
20. Prove that the series on the right side in Problem 19 converges uniformly on each compact subset of \( s \) with \( \text{Re} \, s > 0 \), and deduce that \( \zeta(s) - \frac{1}{s-1} \) extends to be analytic for \( \text{Re} \, s > 0 \).

21. Let \( \tau = \rho + i \sigma \) be a complex variable, and define

\[
\theta(\tau) = \sum_{n=-\infty}^{\infty} e^{in^2 \pi \tau} = 1 + 2 \sum_{n=1}^{\infty} e^{in^2 \pi \tau}.
\]

Show that \( \theta(\tau) \) is an analytic function for \( \sigma = \text{Im} \, \tau > 0 \) and that \( \theta(\tau+2) = \theta(\tau) \).

22. Derive the formula \( \theta(-1/(i\sigma)) = \sigma^{1/2} \theta(i\sigma) \) from the special case of the Poisson Summation Formula given in Corollary 8.16. Here the branch of the square root is understood to be the principal branch. Explain how it follows that \( \theta(-1/(\tau)) = (\tau/i)^{1/2} \theta(\tau) \) for \( \text{Im} \, \tau > 0 \).

23. Show by a change of variables that

\[
\int_0^\infty e^{-n^2 \pi \sigma} \sigma^{\frac{1}{2} s - 1} d\sigma = n^{-s} \Gamma\left(\frac{1}{2} s\right) \pi^{-\frac{1}{2} s} \quad \text{for} \, \text{Re} \, s > 1.
\]

24. Sum the identity in the previous problem over \( n \), and justify the conclusion that

\[
\Lambda(s) = \zeta(s) \Gamma\left(\frac{1}{2} s\right) \pi^{-\frac{1}{2} s} = \int_0^\infty \frac{1}{2} \theta(i\sigma) - 1 \sigma^{\frac{1}{2} s - 1} d\sigma \quad \text{for} \, \text{Re} \, s > 1.
\]

25. By estimating the series for \( \frac{1}{2} \theta(i\sigma) - 1 \), show that \( \int_1^\infty \frac{1}{2} \theta(i\sigma) - 1 \sigma^{\frac{1}{2} s - 1} d\sigma \) converges for all complex \( s \) and defines an entire function \( h(s) \).

26. Applying the result of Problem 22 and then making the change of variables \( \sigma \mapsto 1/\sigma \) prove that

\[
\int_0^1 \frac{1}{2} \theta(i\sigma) \sigma^{\frac{1}{2} s - 1} d\sigma = \int_1^\infty \frac{1}{2} \theta(i\sigma) - 1 \sigma^{\frac{1}{2} \left(1-s\right) - 1} d\sigma = \frac{1}{1-s} - \frac{1}{s} \quad \text{for} \, \text{Re} \, s > 1.
\]

27. Combining the results of Problems 24, 25, and 26, obtain the conclusion that

\[
\Lambda(s) = h(s) + h(1-s) - \frac{1}{1-s} - \frac{1}{s} \quad \text{for} \, \text{Re} \, s > 1.
\]

with \( h(s) \) entire. Conclude that \( \Lambda(s) \) extends to a meromorphic function in \( \mathbb{C} \) whose only possible poles are at 0 and 1 and that \( \Lambda(1-s) = \Lambda(s) \). Taking for granted that \( \Gamma(s) \) is nowhere 0, a fact that would follow by first proving the identity \( \Gamma(z) \Gamma(1-z) = \pi / \sin(\pi z) \), deduce that \( \zeta(s) \) extends to a meromorphic function on \( \mathbb{C} \) whose only pole is at \( s = 1 \).
CHAPTER IX

$L^p$ Spaces

Abstract. This chapter extends the theory of the spaces $L^1$, $L^2$, and $L^\infty$ to include a whole family of spaces $L^p$, $1 \leq p \leq \infty$, in order to be able to capture finer quantitative facts about the size of measurable functions and the effect of linear operators on such functions.

Sections 1–2 give the basics about $L^p$. For general measure spaces these consist of Hölder’s inequality, Minkowski’s inequality, a completeness theorem, and related results. For Euclidean space they include also facts about convolution.

Sections 3–4 develop some tools that at first may seem quite unrelated to $L^p$ spaces but play a significant role in Section 5. These are the Radon–Nikodym Theorem and two decomposition theorems for additive set functions. The Radon–Nikodym Theorem gives a sufficient condition for writing a measure as a function times another measure.

Section 5 identifies the space of continuous linear functionals on $L^p$ for $1 \leq p < \infty$ when the underlying measure is σ-finite. For one thing this identification makes Alaoglu’s Theorem in Chapter V concrete enough so as to be quite useful.

Section 6 establishes the Riesz–Thorin Convexity Theorem, which asserts that linear operators that are bounded between two pairs of $L^p$ spaces are bounded between suitable intermediate pairs of $L^p$ spaces as well. Immediate corollaries include the Hausdorff–Young Theorem concerning the Euclidean Fourier transform and Young’s inequality concerning convolution of functions in two $L^p$ spaces.

Section 7 discusses the Marcinkiewicz Interpolation Theorem, which allows one to reinterpret bounded sublinear operators between two pairs of $L^p$ spaces as bounded between suitable intermediate pairs of $L^p$ spaces as well. The theorem has immediate corollaries for the Hardy–Littlewood maximal function and an approximation to the Hilbert transform, and Section 7 goes on to use each of these corollaries to derive interesting consequences.

1. Inequalities and Completeness

In the context of any measure space, we introduced in Section V.9 the spaces $L^1$, $L^2$, and $L^\infty$. Since then, we have used these three spaces to capture quantitative facts about the size of measurable functions. The construction in each case involved introducing a certain pseudonorm in a vector space of functions, thereby making the vector space into a pseudo normed linear space and in particular a pseudometric space. The corresponding metric space obtained from the construction of Proposition 2.12 was $L^1$, $L^2$, or $L^\infty$ in the respective cases. For each of
1. Inequalities and Completeness

the three, the vector-space structure for the pseudometric space yielded a vector-space structure for the metric space, and \( L^1, L^2, \) and \( L^\infty \) were normed linear spaces. As was true in Chapters V and VI, it continues in the present chapter to be largely a matter of indifference whether the functions in question are real valued or complex valued, hence whether the scalars for these vector spaces are real or complex.

Now we shall enlarge the family consisting of \( L^1, L^2, L^\infty \) to a family \( L^p \) for \( 1 \leq p \leq \infty \) in order to be able to capture finer quantitative facts about the size of measurable functions. Enlarging the family in this way makes it possible to get better insight into the behavior of specific operators and to make more helpful estimates with partial differential equations.

Let \((X, \mathcal{A}, \mu)\) be a measure space. We have already dealt with \( p = \infty \). For \( 1 \leq p < \infty \), we consider the set \( V = V_p \) of measurable functions \( f \) on \( X \) such that \( \int_X |f|^p d\mu \) is finite. This integral is well defined; in fact, \( f \) measurable implies \( |f| \) measurable, and also, for \( c > 0 \), \( (|f|^p)^{-1}(c, +\infty) = |f|^{-1}(c^{1/p}, +\infty) \). The set \( V \) is in fact a vector space of functions. It is certainly closed under scalar multiplication; let us see that it is closed under addition. If \( f \) and \( g \) are in \( V \), then we have

\[
(|f(x)| + |g(x)|)^p \leq \left( \max\{|f(x)|, |g(x)|\} + \max\{|f(x)|, |g(x)|\}\right)^p
\]

\[
= 2^p \max\{|f(x)|^p, |g(x)|^p\} \leq 2^p |f(x)|^p + 2^p |g(x)|^p
\]

for every \( x \) in \( X \). Integrating over \( X \), we see that \( f + g \) is in \( V \) if \( f \) and \( g \) are in \( V \).

Following the construction of the prototypes \( L^1 \) and \( L^2 \) in Section V.9, we introduce the expression \( \|f\|_p = \left( \int_X |f|^p d\mu \right)^{1/p} \) for \( f \) in \( V_p \). We would like \( \| \cdot \|_p \) to be a pseudonorm in the sense of satisfying

(i) \( \|x\|_p \geq 0 \) for all \( x \) in \( V \),

(ii) \( \|cx\|_p = |c|\|x\|_p \) for all scalars \( c \) and all \( x \) in \( V \),

(iii) \( \|x + y\|_p \leq \|x\|_p + \|y\|_p \) for all \( x \) and \( y \) in \( V \).

Properties (i) and (ii) are certainly satisfied, but a little argument is needed to verify (iii). We return to this matter in a moment. Once the function \( \| \cdot \|_p \) on the vector space \( V_p \) is known to be a pseudonorm, \( V_p \) meets the conditions of being a pseudo normed linear space in the sense of Section V.9.

We can pass to the set of equivalence classes just as in that section, and this set is defined to be \( L^p \) or \( L^p(X) \) or \( L^p(X, \mu) \). The equivalence class of 0 is again the set of all functions vanishing almost everywhere. The function \( \| \cdot \|_p \) is well defined on \( L^p \), and \( L^p \) is a normed linear space. In particular, it has the structure of a metric space. This handles \( 1 \leq p < \infty \), and the space \( L^\infty \) was constructed in Section V.9.
As is true with $L^1$, $L^2$, and $L^\infty$, one sometimes relaxes the terminology and works with the members of $L^p(X)$ as if they were functions, saying, “Let the function $f$ be in $L^p(X)$” or “Let $f$ be an $L^p$ function.” There is little possibility of ambiguity in using such expressions.

Let us return to property (iii) above. This will be proved as Minkowski’s inequality below. But first we prove a numerical lemma and then “Hölder’s inequality,” which is a version for $L^p$ of the Schwarz inequality for $L^2$. Hölder’s inequality makes use of the dual index $p'$ to $p$, defined by the equality \( \frac{1}{p} + \frac{1}{p'} = 1 \).

The dual index to 1 is $\infty$, and vice versa. The index 2 is its own dual.

**Lemma 9.1.** If $s, t, \alpha, \beta$ are real numbers $\geq 0$ with $\alpha + \beta = 1$, then
\[
s^\alpha t^\beta \leq s \alpha + \beta t.
\]

**Proof.** If any of $s, t, \alpha, \beta$ is 0, the result is certainly true. If all are nonzero, consider the function
\[
f(x) = \alpha x^{\alpha - 1} + (1 - \alpha)x^\alpha,
\]
defined for $x > 0$. The derivative $f'(x) = (1 - \alpha)\alpha x^{\alpha - 2}(x - 1)$ is $< 0$ for $0 < x < 1$, is $= 0$ for $x = 1$, and is $> 0$ for $x > 1$. Therefore $f(x)$ assumes its absolute minimum value for $x = 1$. Since $f(1) = 1$, we have
\[
1 \leq \alpha x^{\alpha - 1} + (1 - \alpha)x^\alpha = \alpha x^{-\beta} + \beta x^\alpha
\]
for all $x > 0$. The lemma follows by putting $x = t/s$ in this inequality and by multiplying both sides by $s^\alpha t^\beta$.

**Remark.** Alternatively, this lemma can be proved by Lagrange multipliers in the same way that Problem 20 at the end of Chapter III suggested using for the arithmetic-geometric mean inequality.

**Theorem 9.2** (Hölder’s inequality). Let $(X, \mathcal{A}, \mu)$ be any measure space, let $1 \leq p \leq \infty$, and let $p'$ be the dual index to $p$. If $f$ is in $L^p$ and $g$ is in $L^{p'}$, then $fg$ is in $L^1$, and
\[
\|fg\|_1 \leq \|f\|_p \|g\|_{p'}.
\]

**Remark.** The inequality holds trivially if $\|f\|_p = +\infty$ or $\|g\|_{p'} = +\infty$.

**Proof.** We already know the result if $p = 1$ and $p' = \infty$ or the other way around. Thus suppose that $p > 1$ and $p' > 1$. We may assume that neither $f$
nor \( g \) is 0 almost everywhere. Then we can apply Lemma 9.1 with \( \alpha = p^{-1}, \beta = \frac{p}{\beta_{0}} - 1 \),

\[
    s = \frac{|f(x)|^p}{\int_X |f|^p \, d\mu}, \quad \text{and} \quad t = \frac{|g(x)|^{p'}}{\int_X |g|^{p'} \, d\mu},
\]

getting

\[
    \frac{|f(x)g(x)|}{\|f\|_p \|g\|_{p'}} \leq \frac{|f(x)|^p}{p \int_X |f|^p \, d\mu} + \frac{|g(x)|^{p'}}{p' \int_X |g|^{p'} \, d\mu}.
\]

Integrating, we obtain

\[
    \frac{\int_X |fg| \, d\mu}{\|f\|_p \|g\|_{p'}} \leq \frac{1}{p} + \frac{1}{p'} = 1,
\]

and the conclusions of the theorem follow.

\[ \square \]

**Theorem 9.3** (Minkowski’s inequality). Let \((X, \mathcal{A}, \mu)\) be any measure space, and let \(1 \leq p \leq \infty\). If \(f\) and \(g\) are in \(L^p\), then \(f + g\) is in \(L^p\) and

\[
    \|f + g\|_p \leq \|f\|_p + \|g\|_p.
\]

**Remark.** The theorem assumes the usual convention that \(f + g\) is made to be 0 at any point \(x\) where \(f(x) + g(x)\) is not defined. The set where this change occurs is of measure 0 since \(f\) and \(g\) have to be finite almost everywhere to be in \(L^p\).

**Proof.** We have already seen that \(f + g\) is in \(L^p\), and we know the inequality for \(p = 1\) and \(p = \infty\) from Section V.9. For \(1 < p < \infty\), let \(p'\) be the dual index. We apply Hölder’s inequality (Theorem 9.2) to \(f\) and \(|f + g|^{p-1}\) and to \(g\) and \(|f + g|^{p-1}\) to obtain

\[
    \int_X |f + g|^p \, d\mu \leq \int_X |f + g| |f + g|^{p-1} \, d\mu \leq \int_X |f| |f + g|^{p-1} \, d\mu + \int_X |g| |f + g|^{p-1} \, d\mu \leq \|f\|_p \left( \int_X |f + g|^{(p-1)p'} \, d\mu \right)^{1/p'} + \|g\|_p \left( \int_X |f + g|^{(p-1)p'} \, d\mu \right)^{1/p'} = \left( \int_X |f + g|^p \, d\mu \right)^{1/p'} (\|f\|_p + \|g\|_p),
\]

the last step holding because \((p - 1)p' = p\). If \(\|f + g\|_p = 0\), the inequality of the theorem is certainly true. Otherwise the inequality of the theorem follows after dividing the inequality of the display by \(\left( \int_X |f + g|^p \, d\mu \right)^{1/p'}\), which we know to be finite, and using the fact that \(1 - \frac{1}{p'} = \frac{1}{p'}\). \[ \square \]
Thus $L^p$ is a normed linear space for $1 \leq p \leq \infty$. Let us derive some of its properties.

**Proposition 9.4.** Let $(X, \mathcal{A}, \mu)$ be a measure space, and let $1 \leq p < \infty$. Then every indicator function of a set of finite measure is in $L^p(X)$, and the smallest closed subspace of $L^p(X)$ containing all such indicator functions is $L^p(X)$ itself. Consequently

(a) the set of simple functions built from sets of finite measure lies in every $L^p(X)$ for $1 \leq p \leq \infty$ and is dense in $L^p(X)$ if $1 \leq p < \infty$.
(b) $1 \leq p_1 \leq p \leq p_2 \leq \infty$ and $p < \infty$ together imply that $L^{p_1}(X) \cap L^{p_2}(X)$ is dense in $L^p(X)$.

In addition,

(c) $1 \leq p_1 \leq p \leq p_2 \leq \infty$ implies that $L^p(X) \subseteq L^{p_1}(X) + L^{p_2}(X)$.

**Proof.** The conclusion in the second sentence of the proposition is proved by the same argument as for Proposition 5.56. Part (a) then follows from Proposition 5.55d. Part (b) follows by combining these two results once it is known that $L^{p_1}(X) \cap L^{p_2}(X) \subseteq L^p(X)$. For this inclusion let $f$ be in $L^{p_1}(X) \cap L^{p_2}(X)$. We may assume that $p < \infty$. If $p_2 < \infty$, then

$$\int_X |f|^p \, d\mu = \int_{\{|f| > 1\}} |f|^p \, d\mu + \int_{\{|f| \leq 1\}} |f|^p \, d\mu$$

$$\leq \int_{\{|f| > 1\}} |f|^{p_2} \, d\mu + \int_{\{|f| \leq 1\}} |f|^{p_1} \, d\mu < +\infty,$$

and hence $f$ is in $L^p(X)$. If $p_2 = \infty$, then $\{|f| > 1\}$ has finite measure since $f$ is in $L^{p_1}$ and $p_1 < \infty$. Thus

$$\int_X |f|^p \, d\mu = \int_{\{|f| > 1\}} |f|^p \, d\mu + \int_{\{|f| \leq 1\}} |f|^p \, d\mu$$

$$\leq \|f\|_{\infty}^p \mu(\{|f| > 1\}) + \int_{\{|f| \leq 1\}} |f|^{p_1} \, d\mu < +\infty,$$

and again $f$ is in $L^p(X)$. This completes the proof of (b).

For (c), let $f$ be in $L^p$, and write $f = f_1 + f_2$, where

$$f_1(x) = \begin{cases} f(x) & \text{if } |f(x)| > 1 \\ 0 & \text{otherwise} \end{cases} \quad \text{and} \quad f_2(x) = \begin{cases} f(x) & \text{if } |f(x)| \leq 1 \\ 0 & \text{otherwise} \end{cases}.$$  

Then

$$\int_X |f_1|^{p_1} \, d\mu = \int_{\{|f| > 1\}} |f|^{p_1} \, d\mu \leq \int_{\{|f| > 1\}} |f|^p \, d\mu < \infty$$

shows that $f_1$ is in $L^{p_1}(X)$. It is apparent that $f_2$ is in $L^\infty(X)$, and thus $f_2$ is certainly in $L^{p_2}(X)$ if $p_2 = \infty$. If $p_2 < \infty$, then

$$\int_X |f_2|^{p_2} \, d\mu = \int_{\{|f| \leq 1\}} |f|^{p_2} \, d\mu \leq \int_{\{|f| \leq 1\}} |f|^p \, d\mu < \infty$$

shows that $f_2$ is in $L^{p_2}(X)$. This proves (c).  

$\square$
Hölder’s inequality allows us to prove the following supplement to the conclusions of Proposition 9.4.

**Proposition 9.5.** Let \((X, \mathcal{A}, \mu)\) be any measure space. Let \(1 \leq p_1 < p < p_2\), and define \(t\) with \(0 \leq t \leq 1\) by \(\frac{1}{p} = \frac{1-t}{p_1} + \frac{t}{p_2}\). Then

\[
\|f\|_p \leq \|f\|_{p_1}^{1-t} \|f\|_{p_2}^t.
\]

**Proof.** First suppose that \(p_2 < \infty\). Since \(\frac{1}{p} > \frac{1-t}{p_1}\), we can find \(b\) with \(1 < b < +\infty\) such that \(\frac{1}{bp} = \frac{1-t}{p_1}\). If \(b'\) denotes the dual index, then \(\frac{1}{bp} = \frac{1}{b} - \frac{1}{bp} = \frac{1}{b} - \frac{1-t}{p_1} = \frac{1}{p_2}\). Define \(a\) by the equation \(ab = p_1\). Then \((p-a)b' = (p - \frac{bu}{bp})p_2 = p_2(\frac{1}{b} - \frac{bu}{bp}) = p_2(\frac{1}{b} - \frac{1-t}{p_1}) = p_2\).

We write \(|f|^p = |f|^a |f|^{p-a}\). Application of Hölder’s inequality with index \(b\) and dual index \(b'\) gives \(\int |f|^p d\mu \leq (\int |f|^a d\mu)^{1/b}(\int |f|^{(p-a)b'} d\mu)^{1/b'}\), and hence

\[
\|f\|_p \leq (\int |f|^a d\mu)^{1/(bp)}(\int |f|^{(p-a)b'} d\mu)^{1/(b'p)}.
\]

We have seen that \(ab = p_1\), \(1/(bp) = (1-t)/p_1\), \((p-a)b' = p_2\), and \(1/(b'p) = t/p_2\). Thus the inequality reads \(\|f\|_p \leq \|f\|_{p_1}^{1-t} \|f\|_{p_2}^t\), and the proof is complete when \(p_2 < \infty\).

When \(p_2 = \infty\), we write \(|f|^p = |f|^{p_1} |f|^{p-p_1}\). Replacing \(|f|^{p-p_1}\) by its essential supremum gives \(\int |f|^p d\mu \leq \|f\|^{p_1}_{\infty} \int |f|^{p_1} d\mu\) and hence \(\|f\|_p\) is

\[
\leq (\int |f|^{p_1} d\mu)^{1/p} \|f\|^{(p-p_1)/p} = (\int |f|^{p_1} d\mu)^{(1-t)/p_1} \|f\|^{1-p_1/p}_\infty = \|f\|_{p_1}^{1-t} \|f\|_{\infty}^t.
\]

This completes the proof when \(p_2 = \infty\).

We have already made serious use of the completeness of \(L^p\) for \(p\) equal to 1, 2, and \(\infty\) as proved in Theorem 5.58. As might be expected, this result extends to be valid for the other values of \(p\).

**Theorem 9.6.** Let \((X, \mathcal{A}, \mu)\) be any measure space, and let \(1 \leq p \leq \infty\). Any Cauchy sequence \(\{f_k\}\) in \(L^p\) has a subsequence \(\{f_{k_n}\}\) such that \(\|f_{k_n} - f_{k_m}\|_p \leq C_{\min[m,n]}\) with \(\sum_n C_n < +\infty\). A subsequence \(\{f_{k_n}\}\) with this property is necessarily Cauchy pointwise almost everywhere. If \(f\) denotes the almost-everywhere limit of \(\{f_{k_n}\}\), then the original sequence \(\{f_k\}\) converges to \(f\) in \(L^p\). Consequently the space \(L^p\), when regarded as a metric space, is complete in the sense that every Cauchy sequence converges.

**Remark.** As in the case with \(p\) equal to 1, 2, and \(\infty\), the detail is important. The detailed statement of the theorem allows us to conclude, among other things, that if a sequence of functions is convergent in \(L^{p_1}\) and in \(L^{p_2}\), then the limit functions in the two spaces are equal almost everywhere.
PROOF. We may assume that $p < \infty$, the case $p = \infty$ having been handled in Theorem 5.58. The argument for $1 \leq p < \infty$ is word-for-word the same as in the proof for $p = 1$ and $p = 2$ of Theorem 5.58.

In Section V.9 the inequality $\|f + g\|_p \leq \|f\|_p + \|g\|_p$ for $p$ equal to 1, 2, or $\infty$ says in words that “the norm of a sum is $\leq$ the sum of the norms.” In that section we obtained a generalization for those values of $p$, saying that “the norm of an integral is $\leq$ the integral of the norms.” The generalization continues to be valid for the other $p$’s under study; the proof amounts to a direct derivation from Hölder’s inequality.

**Theorem 9.7** (Minkowski’s inequality for integrals). Let $(X, \mathcal{A}, \mu)$ and $(Y, \mathcal{B}, \nu)$ be $\sigma$-finite measure spaces, and let $1 \leq p \leq \infty$. If $f$ is measurable on $X \times Y$, then

$$\left\| \int_X f(x, y) \, d\mu(x) \right\|_{p, d\nu(y)} \leq \int_X \|f(x, y)\|_{p, d\nu(y)} \, d\mu(x)$$

in the following sense: The integrand on the right side is measurable. If the integral on the right is finite, then for almost every $y$ $[d\nu]$ the integral on the left is defined; when it is redefined to be 0 for the exceptional $y$’s, then the formula holds.

PROOF. Theorem 5.60 handles $p = 1$ and $p = \infty$, and we may assume that $1 < p < \infty$. The measurability question is handled for $1 < p < \infty$ in the same way as in Theorem 5.60 for $p = 2$. In proving the inequality, we may assume without loss of generality that $f \geq 0$. The generalization of the computation in the proof of Theorem 9.3 makes use of Fubini’s Theorem and proceeds as follows:

$$\int_Y \left( \int_X f(x, y) \, d\mu(x) \right)^p \, d\nu(y)$$

$$= \int_Y \left( \int_X f(x, y) \, d\mu(x) \right) \left( \int_X f(x', y) \, d\mu(x') \right)^{p-1} \, d\nu(y)$$

$$= \int_X \left\{ \int_Y f(x, y) \left( \int_X f(x', y) \, d\mu(x') \right)^{p-1} \, d\nu(y) \right\} \, d\mu(x)$$

$$\leq \int_X \left( \int_Y f(x, y)^p \, d\nu(y) \right)^{1/p} \, d\mu(x)$$

$$\times \left( \int_Y \left( \int_X f(x', y) \, d\mu(x') \right)^{(p-1)p'} \, d\nu(y) \right)^{1/p'} \, d\mu(x)$$

$$= \left( \int_X \|f(x, y)\|_{p, d\nu(y)} \, d\mu(x) \right) \left( \int_Y \left( \int_X f(x', y) \, d\mu(x') \right)^p \, d\nu(y) \right)^{1/p'}.$$

The next-to-last step uses Hölder’s inequality (Theorem 9.2), and the last step uses the fact that $(p-1)p' = p$.

In order to complete the proof, we need to be able to divide by the factor $\left( \int_Y \left( \int_X f(x', y) \, d\mu(x') \right)^p \, d\nu(y) \right)^{1/p'}$. There is no problem with the theorem if
In this factor is 0, since then the left side of the inequality of the theorem is 0. A problem occurs if this factor is infinite. Instead of trying to prove directly that this factor is finite (and hence the division is allowable), let us retreat to the special case that $f$ is bounded and is equal to 0 off an abstract rectangle of finite $\mu \times \nu$ measure. Then the factor in question is certainly finite, the division is allowable, and we obtain the inequality of the theorem. To handle general measurable $f \geq 0$, we do not attempt to justify this division. Instead, we observe that the validity of the inequality in the theorem when $f$ is bounded and is equal to 0 off a set of finite $\mu \times \nu$ measure implies the validity of the inequality in general, by a routine application of monotone convergence. This completes the proof. 

The last basic fact about $L^p$ spaces is the identification of continuous linear functionals on $L^p$, at least when $p$ is finite. Deriving the necessary tools for this analysis will require a digression, and we shall return to this topic in Section 5. Meanwhile, we can easily obtain one part of the identification of continuous linear functionals, as in Proposition 9.8 below. It amounts to a combination of Hölder’s inequality and a converse, and it gives a way of computing $L^p$ norms by starting with computations that are linear.

**Proposition 9.8.** Let $(X, A, \mu)$ be any measure space, let $1 \leq p \leq \infty$, and let $p'$ be the dual index. If $p < \infty$, then

$$\|f\|_p = \sup_{g \in L^{p'}, \|g\|_{p'} \leq 1} \left| \int_X fg \, d\mu \right|,$$

and this equality remains valid for $p = \infty$ if $\mu$ is $\sigma$-finite.

**Remark.** The inequality can fail when $p = \infty$ and $\mu$ is not $\sigma$-finite. Problem 4 at the end of the chapter gives an example.

**Proof.** With $1 \leq p \leq \infty$, if $g$ is in $L^{p'}$ with $\|g\|_{p'} \leq 1$, then Hölder’s inequality gives $\left| \int fg \, d\mu \right| \leq \int |fg| \, d\mu \leq \|f\|_p \|g\|_{p'} \leq \|f\|_p$. Taking the supremum over $g$ with $\|g\|_{p'} \leq 1$ shows that $\sup_g \left| \int fg \, d\mu \right| \leq \|f\|_p$.

For the reverse inequality we may assume that $\|f\|_p \neq 0$. First suppose that $1 < p < \infty$. Define $g(x)$ by

$$g(x) = \begin{cases} \|f\|_p^{-(p-1)} \frac{f(x)}{f(x)} |f(x)|^{p-2} & \text{if } f(x) \neq 0, \\ 0 & \text{if } f(x) = 0. \end{cases}$$

Then $\int |g(x)|^{p'} \, d\mu = \|f\|_p^{-(p-1)p'} \int |f(x)|(p-1)p' \, d\mu = \|f\|_p^p \int |f(x)|^p \, d\mu = 1$. For this $g$, we have $\left| \int fg \, d\mu \right| = \|f\|_p^{-(p-1)} \int \|f\|_p \, d\mu = \|f\|_p$. Thus the supremum over the relevant $g$’s of $\left| \int fg \, d\mu \right|$ is $\|f\|_p$. 

Next suppose that $p = 1$. If we define $g(x)$ to be $f(x)/|f(x)|$ when $f(x) \neq 0$ and to be 0 when $f(x) = 0$, then $\|g\|_{\infty} = 1$ and $\int |f| g d\mu = \|f\|_1$, and the supremum over $g$ of $\int f\ g\ d\mu$ is $\geq \|f\|_1$.

Finally suppose that $p = \infty$. Let $\epsilon > 0$ be given with $\epsilon \leq \|f\|_\infty$, and let $E$ be the set where $|f(x)| \geq \|f\|_\infty - \epsilon$. Since $\mu$ is $\sigma$-finite, there must exist a subset of $E$ with nonzero finite measure. If $F$ is such a subset and if $g(x)$ is defined to be $\mu(F)^{-1} f(x)/|f(x)|$ when $x \in F$ and to be 0 when $x \in F^c$, then $\|g\|_1 = 1$ and $\int f\ g\ d\mu = \mu(F)^{-1} \int f\ d\mu \geq \|f\|_\infty - \epsilon$. Thus the supremum over $g$ of $\int f\ g\ d\mu$ is $\geq \|f\|_\infty - \epsilon$. Since $\epsilon$ is arbitrary, the supremum over $g$ of $\int f\ g\ d\mu$ is $\geq \|f\|_\infty$. 

\[ \square \]

2. Convolution Involving $L^p$

In this section we collect results about $L^p$ spaces that extend facts proved about $L^1$, $L^2$, and $L^\infty$ in the first three sections of Chapter VI.

Proposition 9.9. If $\mu$ is a Borel measure on a nonempty open set $V$ in $\mathbb{R}^N$ and if $1 \leq p < \infty$, then

(a) $C_{\text{com}}(V)$ is dense in $L^p(V, \mu)$,
(b) the smallest closed subspace of $L^p(V, \mu)$ containing all indicator functions of compact subsets of $V$ is $L^p(V, \mu)$ itself,
(c) $L^p(V, \mu)$ is separable.

PROOF. Parts (a) and (b) are proved from Lemma 6.22c, the regularity of $\mu$ (Theorem 6.25), Proposition 9.4, and Proposition 5.56 by the same kind of argument as for Corollary 6.4. Part (c) is obtained as a consequence in the same way that Corollary 6.27d follows from the other parts of that corollary. 

The remaining results in this section concern Lebesgue measure in $\mathbb{R}^N$, and the $L^p$ spaces are understood to be $L^p(\mathbb{R}^N, [\text{Borel sets}], dx)$.

Proposition 9.10. Let $1 < p < \infty$, and let $p'$ be the dual index. Convolution is defined in the following additional cases beyond those listed in Proposition 6.14, and the indicated inequalities hold:

(e) for $f$ in $L^1(\mathbb{R}^N, dx)$ and $g$ in $L^p(\mathbb{R}^N, dx)$, and then $\|f * g\|_p \leq \|f\|_1 \|g\|_p$;
(f) for $f$ in $L^p(\mathbb{R}^N, dx)$ and $g$ in $L^1(\mathbb{R}^N, dx)$, and then $\|f * g\|_p \leq \|f\|_p \|g\|_1$;
(f) for $f$ in $L^p(\mathbb{R}^N, dx)$ and $g$ in $L^{p'}(\mathbb{R}^N, dx)$, and then $\|f * g\|_{\infty} \leq \|f\|_p \|g\|_{p'}$;
for $f$ in $L^{p'}(\mathbb{R}^N, dx)$ and $g$ in $L^p(\mathbb{R}^N, dx)$, and then $\|f * g\|_{\infty} \leq \|f\|_{p'} \|g\|_p$. 

\[ \square \]
2. Convolution Involving $L^p$

**Proposition 9.11.** If $1 \leq p < \infty$, then translation of a function is continuous in the translation parameter in $L^p(\mathbb{R}^N, dx)$. In other words, if $f$ is in $L^p(\mathbb{R}^N, dx)$, then $\lim_{h \to 0} \| \tau_{\tau_t + h} f - \tau_t f \| _p = 0$ for all $t$.

**Proof.** This follows from the denseness of $C_0(\mathbb{R}^N)$ in $L^p(\mathbb{R}^N, dx)$ (Proposition 9.9a) and is proved in the same way that Proposition 6.16 is derived from Corollary 6.4a.

**Proposition 9.12.** Let $1 \leq p \leq \infty$, and let $p'$ be the dual index. Then the convolution of an $L^p$ function with an $L^{p'}$ function results in an everywhere-defined bounded uniformly continuous function, not just an $L^\infty$ function. Moreover,

$$\| f * g \|_{\sup} \leq \| f \|_p \| g \|_{p'}.$$

**Proof.** This extends Proposition 6.18 and is derived for $1 < p < \infty$ from Propositions 9.10 and 9.11 in the same way that Proposition 6.18 is derived for $p = 2$ from Propositions 6.14 and 6.16.

**Theorem 9.13.** Let $\phi$ be in $L^1(\mathbb{R}^N, dx)$, define

$$\phi_\varepsilon(x) = \varepsilon^{-N} \phi(\varepsilon^{-1} x) \quad \text{for } \varepsilon > 0,$$

and put $c = \int_{\mathbb{R}^N} \phi(x) \, dx$. If $f$ is in $L^p(\mathbb{R}^N, dx)$ with $1 \leq p < \infty$, then

$$\lim_{\varepsilon \downarrow 0} \| \phi_\varepsilon * f - cf \|_p = 0.$$

**Proof.** This is derived from Minkowski’s inequality for integrals (Theorem 9.7) and the continuity of translation in $L^p$ (Proposition 9.11) in the same way that Theorem 6.20a is derived for $p = 2$ from Theorem 5.60 and Proposition 6.16.
3. Jordan and Hahn Decompositions

Now we digress before returning in Section 5 to the subject of continuous linear functionals on $L^p$ spaces. The subject of the present section is decompositions of additive and completely additive real-valued set functions into positive and negative parts. This material will be applied in Section 4 to obtain the Radon–Nikodym Theorem, an abstract generalization of some consequences of Lebesgue’s theory of differentiation of integrals. In turn, we shall use the Radon–Nikodym Theorem in Section 5 to address the subject of continuous linear functionals on $L^p$ spaces.

A real-valued additive set function $v$ on an algebra of sets is said to be bounded if $|v(E)| \leq C$ for all $E$ in the algebra. A real-valued completely additive set function on a $\sigma$-algebra of sets is said to be a signed measure.

**Theorem 9.14** (Jordan decomposition). Let $v$ be a bounded additive set function on an algebra $\mathcal{A}$ of sets, and define set functions $v^+$ and $v^-$ on $\mathcal{A}$ by

$$v^+(E) = \sup_{F \subseteq E} v(F) \quad \text{and} \quad v^-(E) = - \inf_{F \subseteq E} v(F).$$

Then $v^+$ and $v^-$ are nonnegative bounded additive set functions on $\mathcal{A}$ such that $v = v^+ - v^-$. They are completely additive if $v$ is completely additive. In any event, the decomposition $v = v^+ - v^-$ is minimal in the sense that an equality $v = \mu^+ - \mu^-$ in which $\mu^+$ and $\mu^-$ are nonnegative bounded additive set functions must have $v^+ \leq \mu^+$ and $v^- \leq \mu^-$. 

**Proof.** First let us see that $v^+$ is additive always. In fact, let $E_1$ and $E_2$ be disjoint members of $\mathcal{A}$. If $F \subseteq E_1 \cup E_2$, then the additivity of $v$ implies that $v(F) = v(F \cap E_1) + v(F \cap E_2) \leq v^+(E_1) + v^+(E_2)$. Hence

$$v^+(E_1 \cup E_2) \leq v^+(E_1) + v^+(E_2).$$

On the other hand, if $F_1 \subseteq E_1$ and $F_2 \subseteq E_2$, then $v(F_1) + v(F_2) = v(F_1 \cup F_2) \leq v^+(E_1 \cup E_2)$. Taking the supremum over $F_1$ and then over $F_2$ gives

$$v^+(E_1) + v^+(E_2) \leq v^+(E_1 \cup E_2).$$

Thus $v^+$ is additive.

Second let us see that $v^+$ is completely additive if $v$ is completely additive. Let $E_n$ be a disjoint sequence of sets in $\mathcal{A}$ whose union $E$ is in $\mathcal{A}$. If $F \subseteq E$, then the complete additivity of $v$ implies that $v(F) = \sum_n v(F \cap E_n) \leq \sum_n v^+(E_n)$. Hence $v^+(E) \leq \sum_{n=1}^{\infty} v^+(E_n)$. On the other hand, the fact that $v^+$ is nonnegative additive implies for every $N$ that $\sum_{n=1}^{N} v^+(E_n) = v^+(E_1 \cup \cdots \cup E_N) \leq v^+(E)$. Thus $\sum_{n=1}^{\infty} v^+(E_n) \leq v^+(E)$. Therefore $v^+$ is completely additive.
Third let us see that \( v = v^+ - v^- \). This equality will imply also that \( v^- \) is additive and that \( v^+ \) is completely additive if \( v \) is completely additive. Form \( \nu(E) + v^- (E) = \nu(E) + \sup_{F \subseteq E} \{-\nu(F)\} \); we are to show that this equals \( \nu^+(E) \).

For any \( F \subseteq E \), we have \( \nu(E) + (-\nu(F)) = \nu(E - F) \leq \nu^+(E) \). Taking the supremum over \( F \) gives \( \nu(E) + v^- (E) \leq \nu^+(E) \). In the reverse direction, \( F \subseteq E \) implies that \( \nu(F) = \nu(E) - \nu(E - F) \leq \nu(E) + \sup_{G \subseteq E} \{-\nu(G)\} = \nu(E) + v^- (E) \). Taking the supremum over \( F \) gives \( \nu^+(E) \leq \nu(E) + v^- (E) \). This proves the decomposition \( v = v^+ - v^- \).

Finally we prove the minimality of the decomposition. Let \( v = \mu^+ - \mu^- \) with \( \mu^+ \) and \( \mu^- \) nonnegative additive. If \( F \subseteq E \), then we can write \( \nu(F) = \mu^+(F) - \mu^-(F) \leq \mu^+(F) \leq \mu^+(E) \). Taking the supremum over \( F \) gives \( \nu^+(E) \leq \mu^+(E) \). Similarly \( \nu^- \leq \mu^- \).

**Theorem 9.15** (Hahn decomposition). If \( \nu \) is a bounded signed measure on a \( \sigma \)-algebra \( A \) of subsets of \( X \), then there exist disjoint measurable sets \( P \) and \( N \) in \( A \) with \( X = P \cup N \) such that \( \nu(E) \geq 0 \) for all sets \( E \subseteq F \) and \( \nu(E) \leq 0 \) for all sets \( E \subseteq N \).

**Proof.** Write \( \nu = \nu^+ - \nu^- \) as in Theorem 9.14. If \( \epsilon > 0 \) is given, choose \( A \) in \( A \) with \( \nu(A) \geq \nu^+(X) - \epsilon \). Then

\[
\nu^-(A) = \nu^+(A) - \nu(A) \leq \nu^+(A) - \nu^+(X) + \epsilon \leq \epsilon
\]

and

\[
\nu^+(A^-) = \nu^+(X) - \nu^+(A) \leq \nu(A) + \epsilon - \nu^+(A) \leq \epsilon.
\]

By taking \( P_0 = A \) and \( N_0 = A^c \), we see that for any \( \epsilon > 0 \) we can write \( X = P_0 \cup N_0 \) disjointly with \( \nu^+(N_0) \leq \epsilon \) and \( \nu^-(P_0) \leq \epsilon \).

For \( n \geq 1 \), write \( X = P_n \cup N_n \) disjointly with \( \nu^+(N_n) \leq 2^{-n} \) and \( \nu^-(P_n) \leq 2^{-n} \). Define

\[
P = \bigcup_{n=1}^{\infty} \bigcap_{m=n}^{\infty} P_m \quad \text{and} \quad N = P^c = \bigcap_{n=1}^{\infty} \bigcup_{m=n}^{\infty} N_m.
\]

These sets are in \( A \) since \( A \) is a \( \sigma \)-algebra. Theorem 9.14 shows that \( \nu^- \) is completely additive, and hence \( \nu^- (P) \leq \sum_{n=1}^{\infty} \nu^- \left( \bigcap_{m=n}^{\infty} P_m \right) \). The right side is 0 since \( \nu^- \left( \bigcap_{m=n}^{\infty} P_m \right) \leq \nu^- (P_{n+k}) \leq 2^{-n+k} \) for all \( k \geq 0 \), and therefore \( \nu^- (P) = 0 \). In addition, every \( n \) has \( \nu^+(N) \leq \nu^+ \left( \bigcup_{m=n}^{\infty} \nu^+(N_m) \right) \leq \sum_{m=n}^{\infty} \nu^+(N_m) \leq \sum_{m=n}^{\infty} 2^{-m} = 2^{-n+1} \), and therefore \( \nu^+(N) = 0 \).

4. **Radon–Nikodym Theorem**

The Lebesgue decomposition of Chapter VII says that any Stieltjes measure \( \mu \) on the line decomposes as \( \mu(E) = \int_E f \, dx + \mu_s \) with \( \mu_s = \mu_{cs} + \mu_d \) concentrated.
on a Borel set of Lebesgue measure 0. The function \( f \) is obtained in that chapter as the derivative almost everywhere of the distribution function of \( \mu \), hence as the limit of \( \mu(I)/m(I) \) as intervals \( I \) shrink to a point; here \( m \) is Lebesgue measure. In this formulation of the result, the geometry of the line plays an essential role, and attempts to generalize to abstract settings the construction of \( f \) from limits of \( \mu(I)/m(I) \) have not been fruitful.

Nevertheless, the Lebesgue decomposition itself turns out to be a general measure-theory theorem, valid for any two measures in place of \( \mu \) and \( dx \), as long as suitable finiteness conditions are satisfied. For a reinterpretation of the results of Chapter VII, the heart of the matter is that one can tell in advance which \( \mu \)’s have \( \mu(E) = \int_E f \, d\mu \) with the singular term \( \mu_s \) absent. The answer is given by the equivalent conditions of Proposition 7.11, which are taken in that chapter as a definition of “absolute continuity” of \( \mu \) with respect to \( dx \). The remarkable fact is that those conditions continue to be equivalent when any two finite measures replace \( \mu \) and \( dx \). This is the content of the Radon–Nikodym Theorem, which we shall prove in this section, and then a version of the Lebesgue decomposition will follow as a consequence.

Let \( X \) be a nonempty set, and let \( \mathcal{A} \) be a \( \sigma \)-algebra of subsets of \( X \). If \( \mu \) and \( \nu \) are measures defined on \( \mathcal{A} \), we say that \( \nu \) is absolutely continuous with respect to \( \mu \), written \( \nu \ll \mu \), if for all \( E \) in \( \mathcal{A} \), \( \nu(E) = 0 \) whenever \( \mu(E) = 0 \).

**Theorem 9.16** (Radon–Nikodym Theorem). Let \( (X, \mathcal{A}, \mu) \) be a \( \sigma \)-finite measure space, and let \( \nu \) be a \( \sigma \)-finite measure on \( \mathcal{A} \) with \( \nu \ll \mu \). Then there exists a measurable \( f \geq 0 \) such that \( \nu(E) = \int_E f \, d\mu \) for all \( E \) in \( \mathcal{A} \), and \( f \) is unique up to a set of \( \mu \) measure 0.

The Radon–Nikodym Theorem has two chief initial applications. One is to the identification of continuous linear functionals on \( L^p \) for \( 1 \leq p < \infty \), and the other is to the construction of “conditional expectation” in probability theory. The application to \( L^p \) will be given in Section 5, and the application to conditional expectation appears in Problems 23–26 at the end of the chapter.

In both applications one needs a version of the theorem in which the completely additive set function \( \nu \) is complex-valued but not necessarily \( \geq 0 \). We take up this extension of the theorem later in this section.

Most of the effort in the proof goes into showing existence when \( \mu \) and \( \nu \) are both finite measures, as we shall see. In this setting we can quickly use the Hahn decomposition (Theorem 9.15) to get an idea how to construct \( f \): Imagine that \( \nu(E) = \int_E f \, d\mu \) for all \( E \). Fix \( c \) and \( d \), and let \( S \) be the set of \( x \)’s where \( c \leq f(x) < d \). On any subset \( E \) of \( S \), we then have \( c\mu(E) \leq \nu(E) \leq d\mu(E) \).

In other words, the bounded signed measure \( \nu - c\mu \) is \( \geq 0 \) on every subset of \( S \), and the bounded signed measure \( \nu - d\mu \) is \( \leq 0 \) on every subset of \( S \). Let
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Let \( X = P_c \cup N_c \) and \( X = P_d \cup N_d \) be Hahn decompositions of \( \nu - c \mu \) and \( \nu - d \mu \) with respect to \( \mu \). Then it is reasonable to expect \( S \) to be \( P_c \cap N_d \). In particular, \( c \) is a good lower bound for the values of \( f \) on \( S \). It is easy to imagine that we can use this process repeatedly to obtain a monotone sequence of functions \( f_n \geq 0 \) tending to the desired function \( f \).

Actually, this argument can be pushed through, but handling the details is a good deal more complicated than one might at first suppose. The reason is that a Hahn decomposition is not necessarily unique. Sets of measure 0 account for this idea because a simpler proof is available.

**PROOF OF UNIQUENESS IN THEOREM 9.16.** Suppose that \( f \) and \( g \) are non-negative measurable functions with \( \int_{E} f \, d\mu = \int_{E} g \, d\mu \) for every measurable \( E \). If \( F \) is a set where the equal integrals \( \int_{F} f \, d\mu \) and \( \int_{F} g \, d\mu \) are finite, then \( \int_{F \cap E} (f - g) \, d\mu = 0 \) for every measurable subset \( E \cap F \) of \( F \). If \( E \) is taken as the set where \( f \geq g \), then Corollary 5.23 shows that \( f = g \) a.e. on \( E \). Similarly \( f = g \) a.e. on the set \( E^c \cap F \), where \( f \leq g \). Thus \( f = g \) a.e. on \( F \). By \( \sigma \)-finiteness of \( \mu \) and \( \nu \), we can write \( X = \bigcup_{n=1}^{\infty} X_n \) disjointly with \( \mu(X_n) \) and \( \nu(X_n) \) finite for all \( n \). Taking \( F \) equal to each \( X_n \) in turn, we see that \( f = g \) a.e. on each \( X_n \), and we conclude that \( f = g \) a.e. on \( X \).

**PROOF OF EXISTENCE IN THEOREM 9.16 WHEN \( \mu \) AND \( \nu \) ARE FINITE.** Let \( \mathcal{F}(\nu) \) be the set of all \( f \geq 0 \) in \( L^1(X, \mu) \) such that \( \int_{E} f \, d\mu \leq \nu(E) \) for all sets \( E \) in \( \mathcal{A} \). The zero function is in \( \mathcal{F}(\nu) \), and thus it makes sense to define

\[
C = \sup_{f \in \mathcal{F}(\nu)} \int_{X} f \, d\mu.
\]

Let \( \{f_n\} \) be a sequence in \( \mathcal{F}(\nu) \) with \( \lim_{n} \int_{X} f_n \, d\mu = C \).

Let us show that there is no loss of generality in assuming that the \( f_n \) satisfy \( f_1 \leq f_2 \leq \cdots \). To show this, it is enough to show that \( g \) and \( h \) in \( \mathcal{F}(\nu) \) implies that \( \max\{g, h\} \) is in \( \mathcal{F}(\nu) \). We have

\[
\int_{E} \max\{g, h\} \, d\mu = \int_{E \cap \{g \geq h\}} g \, d\mu + \int_{E \cap \{g < h\}} h \, d\mu
\leq \nu(E \cap \{g \geq h\}) + \nu(E \cap \{g < h\}) = \nu(E),
\]

and hence \( \max\{g, h\} \) is indeed in \( \mathcal{F}(\nu) \).

With the \( f_n \)'s now increasing with \( n \), put \( f(x) = \lim_{n} f(x) \). Monotone convergence shows that \( f \) is in \( \mathcal{F}(\nu) \) and \( \int_{X} f \, d\mu = C \). Define

\[
v_0(E) = \nu(E) - \int_{E} f \, d\mu.
\]
Then $\nu_0$ is a measure, $\nu_0 \ll \mu$, and the class $\mathcal{F}(\nu_0)$ for $\nu_0$ consists of 0 alone. We shall complete this part of the proof by showing that $\nu_0 = 0$.

If $\nu_0 \neq 0$, choose $n$ large enough so that $\nu_0(X) - \frac{1}{n} \mu(X) > 0$, and put $\nu'_0 = \nu_0 - \frac{1}{n} \mu$. Let $X = P \cup N$ be a Hahn decomposition for $\nu'_0$ as in Theorem 9.15, and define $g = \frac{1}{n} I_P$. Then the calculation

$$\int_E g d\mu = \frac{1}{n} \mu(P \cap E) = \nu_0(P \cap E) - \nu'_0(P \cap E) \leq \nu_0(E)$$

shows that $g$ is in $\mathcal{F}(\nu_0)$. Hence $g = 0$ a.e. $[d\mu]$, and $\mu(P) = 0$. Since $\nu_0 \ll \mu$, we obtain $\nu_0(P) = 0$ and therefore also $\nu'_0(P) = 0$. Then $\nu'_0 \leq 0$, and we must have $\nu_0(X) - \frac{1}{n} \mu(X) \leq 0$. This contradicts the choice of $n$, and the proof of existence is complete when $\mu$ and $\nu$ are finite.

**Proof of existence in Theorem 9.16 when $\mu$ and $\nu$ are $\sigma$-finite.** Write $X$ as the countable disjoint union of sets $X_n$ such that $\mu(X_n)$ and $\nu(X_n)$ are both finite. If we put $\mu_n(E) = \mu(E \cap X_n)$ and $\nu_n(E) = \nu(E \cap X_n)$, then $\mu_n$ and $\nu_n$ are finite measures such that $\nu_n \ll \mu_n$, and the above special case produces functions $f_n \geq 0$ such that $\nu_n(E) = \int_E f_n d\mu_n$ for all $E$. Since $\nu_n(X_n) = 0$, we may assume that $f_n(x) = 0$ for $x \notin X_n$. Let $f \geq 0$ be the measurable function that equals $f_n$ on $X_n$ for each $n$. Then our formula reads $\nu(E \cap X_n) = \int_{E \cap X_n} f d\mu$ for all $n$ and for all $E$. Summing on $n$, we obtain $\nu(E) = \int_E f d\mu$ for all $E \in \mathcal{A}$. \qed

**Corollary 9.17.** Let $(X, \mathcal{A}, \mu)$ be a finite measure space, and let $\nu$ be a (real-valued) bounded signed measure on $\mathcal{A}$ with $\nu \ll \mu$ in the sense that $\mu(E) = 0$ implies $\nu(E) = 0$. Then there exists a function $f$ in $L^1(X, \mu)$ such that $\nu(E) = \int_E f d\mu$ for all $E \in \mathcal{A}$, and $f$ is unique up to a set of $\mu$ measure 0.

**Proof.** Let $\nu^- - \nu^+$ be the Jordan decomposition of $\nu$ as in Theorem 9.14, and let $X = P \cup N$ be a Hahn decomposition of $\nu$ as in Theorem 9.15. Suppose $\mu(E) = 0$. Since $\mu$ is nonnegative, we obtain $\mu(E \cap P) = 0$ and $\mu(E \cap N) = 0$, and the assumption $\nu \ll \mu$ forces

$$0 = \nu(E \cap P) = \nu^+(E \cap P) = \nu^+(E)$$

and

$$0 = \nu(E \cap N) = -\nu^-(E \cap N) = -\nu^-(E).$$

Therefore $\nu^+ \ll \mu$ and $\nu^- \ll \mu$, and the corollary follows by applying Theorem 9.16 to $\nu^+$ and $\nu^-$ separately. \qed

**Corollary 9.18.** Let $(X, \mathcal{A}, \mu)$ be a $\sigma$-finite measure space, and let $\nu$ be a $\sigma$-finite measure on $\mathcal{A}$. Then there exist a measurable $f \geq 0$ and a set $S$ in $\mathcal{A}$ with $\mu(S) = 0$ such that $\nu = f d\mu + \nu_S$, where $\nu_S(E) = \nu(E \cap S)$. The measure $\nu_S$ is unique, and the function $f$ is unique up to a set of $\mu$ measure 0.
Remark. The measure $\nu_\lambda$, being carried on a set of $\mu$ measure 0, is said to be singular with respect to $\mu$. The measure $f \, d\mu$ is, of course, absolutely continuous with respect to $\mu$. The decomposition of $\nu$ into the sum of an absolutely continuous part and a singular part is called the Lebesgue decomposition of $\nu$ with respect to $\mu$. The corollary asserts that this decomposition of measures exists and is unique.

Proof. As in the proof of Theorem 9.16, we can reduce matters to the case that $\nu$ and $\mu$ are both finite, and it is therefore enough to handle this special case. Among all sets $E$ in $\mathcal{A}$ with $\mu(E) = 0$, let $C$ be the supremum of $\nu(E)$. The number $C$ is finite, being $\leq \nu(X)$. Choose a sequence of sets $E_n$ in $\mathcal{A}$ with $\mu(E_n) = 0$ and $\nu(E_n)$ increasing to $C$. Without loss of generality, we may assume that $E_1 \subseteq E_2 \subseteq \cdots$. Put $S = \bigcup_n E_n$. Proposition 5.2 shows that $\mu(S) = 0$ and $\nu(S) = C$. Define $\nu_\nu(E) = \nu(E \cap S')$ and $\nu_\nu(E) = \nu(E \cap S)$. Then $\nu_\nu$ and $\nu_\nu$ are measures, and $\nu = \nu_\nu + \nu_\nu$. Certainly $\nu_\nu$ is singular with respect to $\mu$, being carried on the set $S$ of $\mu$ measure 0. Let us see that $\nu_\nu$ is absolutely continuous. Thus suppose that $\mu(E) = 0$. Then $\mu(S \cup E) \leq \mu(S) + \mu(E) = 0$, and the construction of $C$ shows that $\nu(S \cup E) \leq C = \nu(S)$. Therefore $\nu(S \cup E) - \nu(S) \leq 0$ and $\nu(S \cup E) - \nu(S) = 0$. Hence $0 = \nu(S \cup E) - \nu(S) = \nu(E - S) = \nu(E \cap S') = \nu_\nu(E)$, and $\nu_\nu$ is indeed absolutely continuous. Applying the Radon–Nikodym Theorem (Theorem 9.16), we obtain $\nu = \nu_\nu + \nu_\nu = f \, d\mu + \nu_\nu$. This proves existence.

For uniqueness, suppose that we have $\nu = f \, d\mu + \nu_\nu = f^g \, d\mu + \nu_\nu$ and $f^g$ carried on respective sets $S$ and $S^g$ of $\mu$ measure 0. The functions $f$ and $f^g$ are integrable with respect to $\mu$, and we have $\int_E (f - f^g) \, d\mu = f^g(E) - \nu_\nu(E)$. Taking $E$ to be any subset $T$ in $\mathcal{A}$ of $S \cup S^g$, we see that $0 = \nu_\nu(T)$. Therefore $\nu_\nu(T) = \nu_\nu(T)$ whenever $T \subseteq S \cup S^g$. On $(S \cup S^g)^c$, we have $\nu_\nu((S \cup S^g)^c) = \nu_\nu((S \cup S^g)^c) = 0$. Therefore $\nu_\nu = \nu_\nu$. The uniqueness of the function part follows from the uniqueness in the Radon–Nikodym Theorem, which is part of the statement of that theorem (Theorem 9.16). \hfill \Box

5. Continuous Linear Functionals on $L^p$

We return to the question of identifying the continuous linear functionals on $L^p$ spaces. Let $(X, \mathcal{A}, \mu)$ be a fixed $\sigma$-finite measure space. The space $L^p(X, \mu)$ is a normed linear space and, as such, is both a vector space and a metric space. The scalars may be real or complex.

Recall from Section V.9 that a linear functional on $L^p(X, \mu)$ is a linear functional from $L^p(X, \mu)$ into the scalars. Proposition 5.57 shows that a linear functional $x^*$ is continuous if and only if it is bounded in the sense that $|x^*(f)| \leq C \|f\|_p$ for some constant $C$ and all $f$ in $L^p$. The inequality $|x^*(f)| \leq C \|f\|_p$ holds for
all \( f \) in \( L^p \) if and only if it holds for all \( f \) with \( \| f \|_p \leq 1 \), if and only if it holds for all \( f \) with \( k_f k_p = 1 \). If there is such a constant \( C \), then the finite number
\[
\| x^* \| = \sup_{\| f \|_p \leq 1} |x^*(f)| = \sup_{\| f \|_p = 1} |x^*(f)|
\]
is the least such constant \( C \) and is called the norm of \( x^* \). Since \( k_x k^*_p \) is one such constant, we have
\[
|x^*(f)| \leq \| x^* \| |f|_p.
\]

Let \( p \) be the dual index to \( p \), defined by \( \frac{1}{p} + \frac{1}{p'} = 1 \). Each member \( g \) of \( L^{p'}(X, \mu) \) provides an example of a continuous linear functional on \( L^p \) by the formula \( x^*(f) = \int_X f g \, d\mu \). The linear functional \( x^* \) is bounded, hence continuous, as a consequence of Hölder's inequality:
\[
|\int_X f g \, d\mu| \leq \|g\|_{p'} \|f\|_p.
\]
This inequality shows that \( \| x^* \| \leq \| g \|_{p'} \). Proposition 9.8 shows that equality \( \| x^* \| = \| g \|_{p'} \) holds if \( \mu \) is \( \sigma \)-finite and \( 1 \leq p \leq \infty \).

Theorem 9.19 gives a converse when \( 1 \leq p < \infty \), saying that there are no other examples of continuous linear functionals if \( \mu \) is \( \sigma \)-finite. By contrast, there can be other examples in the case of \( L^\infty(X, \mu) \). For example, for the situation in which \( X \) is the set of positive integers and \( \mathcal{A} \) consists of all subsets of \( X \) and \( \mu \) is the counting measure, Problems 39–43 at the end of Chapter V show how to construct a bounded additive set function on \( \mathcal{A} \) that is not completely additive, and they show how this set function leads to a notion of integration (hence a linear functional) on this \( L^\infty \) space; this linear functional is not given by an \( L^1 \) function.

**Theorem 9.19** (Riesz Representation Theorem for \( L^p \)). Let \( (X, \mathcal{A}, \mu) \) be a \( \sigma \)-finite measure space, let \( 1 \leq p < \infty \), and let \( p' \) be the dual index to \( p \). If \( x^* \) is a continuous linear functional on \( L^p(X, \mu) \), then there exists a unique member \( g \) of \( L^{p'}(X, \mu) \) such that
\[
x^*(f) = \int_X f g \, d\mu
\]
for all \( f \) in \( L^p \). For this function \( g \), \( \| x^* \| = \| g \|_{p'} \).

**Remarks.** For \( 1 \leq p < \infty \), Proposition 9.9 shows that \( L^p(V, \mu) \) is separable if \( \mu \) is a Borel measure on an open subset of \( \mathbb{R}^N \). For this or any other setting in which any of these \( L^p \) spaces is separable, Alaoglu's Theorem (Theorem 5.58) says that any bounded sequence in \( L^p(V, \mu)^* \) has a weak-star convergent subsequence. Because of Theorem 9.19 we know what the members of the dual space are. Thus any bounded sequence in \( L^p \) has a subsequence that is convergent weak-star against \( L^p \). In effect we obtain a nonconstructive way of producing members of \( L^{p'} \). Problem 8 at the end of the chapter will illustrate the usefulness of this technique.
PROOF OF UNIQUENESS. Write $X = \bigcup_{n=1}^{\infty} X_n$ disjointly with $\mu(X_n)$ finite for all $n$. If $\int_X f g \, d\mu = 0$ for all $f$ in $L^p$, then $\int_X I_{A \cap X_n} g \, d\mu = 0$ for every measurable subset $A$ of $X$. Taking $A$ successively to be each of the sets where $\text{Re } g$ or $\text{Im } g$ is $\geq 0$ or is $\leq 0$ and applying Corollary 5.23, we see that $g$ is 0 almost everywhere on $X_n$ for each $n$. Hence $g$ is 0 almost everywhere. □

PROOF OF EXISTENCE IF $\mu(X)$ IS FINITE. Temporarily let us suppose that the underlying scalars are real. Define a set function $v$ on $A$ by $v(E) = x^*(I_E)$; $v$ is well defined because every $I_E$ is in $L^p$, and $v$ is integrable because $x^*$ is linear. If $E_n$ is an increasing sequence of measurable sets with union $E$, then $\lim_n I_{E_n} = I_E$ pointwise, and hence $\lim_n |I_E - I_{E_n}|^p = 0$ pointwise. By dominated convergence, $\lim_n \|I_E - I_{E_n}\|_p = 0$. Thus

$$|v(E) - v(E_n)| = |x^*(I_E - I_{E_n})| \leq \|x^*\| \|I_E - I_{E_n}\|_p,$$

and the right side has limit 0. By Proposition 5.2, $v$ is completely additive. The set function $v$ is bounded because $|v(E)| = |x^*(I_E)| \leq \|x^*\| \|I_E\|_p = \|x^*\| \|\mu(E)\|^{1/p} \leq \|x^*\| \|\mu(X)\|^{1/p}$, and it satisfies $v \ll \mu$ because if $\mu(E) = 0$, then $I_E$ is the 0 function of $L^p$ and thus $v(E) = x^*(I_E) = x^*(0) = 0$. By the Radon–Nikodym Theorem in the form of Corollary 9.17, there exists an integrable real-valued function $g$ such that $v(E) = \int_E g \, d\mu$ for all $E$, i.e.,

$$x^*(I_E) = \int_X I_{E} g \, d\mu \quad \text{for every measurable set } E.$$

By linearity, this equality extends to show that $x^*(s) = \int_X s g \, d\mu$ for every simple function $s$. Let $f \geq 0$ be in $L^p$, and choose an increasing sequence $\{s_n\}$ of simple functions $\geq 0$ with pointwise limit $f$. We shall show that $fg$ is integrable and $x^*(f) = \int f g \, d\mu$. In fact, let $A$ be the set where $g(x) \geq 0$. Then $\lim_n |fI_A - s_n I_A|^p = 0$ pointwise, and hence $\lim_n \|fI_A - s_n I_A\|_p = 0$ by dominated convergence. Since

$$|x^*(fI_A) - x^*(s_n I_A)| \leq \|x^*\| \|fI_A - s_n I_A\|_p$$

and since the right side tends to 0, the set $\{x^*(s_n I_A)\}$ of numbers is bounded. Thus the set $\{\int_X s_n I_A g \, d\mu\}$ of equal numbers is bounded. Since $g \geq 0$ on $A$, the functions $s_n I_A g$ increase to $f I_A g$, and thus $\int_X f I_A g \, d\mu$ is finite by monotone convergence. In other words, $f g^+$ is integrable. Similarly $f g^-$ is integrable, and thus $f g$ is integrable. Since $\lim_n x^*(s_n I_A) = x^*(f I_A)$ and $\lim_n \int_X s_n I_A g \, d\mu = \int_X f I_A g \, d\mu$ and since a similar result holds for $g^-$, we conclude that

$$x^*(f) = \int_X f g \, d\mu \quad \text{for all } f \geq 0 \text{ in } L^p.$$
This conclusion, now proved for \( f \geq 0 \), immediately extends by linearity to all \( f \) in \( L^p \) and completes the verification that \( x^*(f) = \int_X fg \, d\mu \) in the case that the scalars are real.

If the scalars are complex, we apply the above argument to the restrictions of \( \Re x^* \) and \( \Im x^* \) to the real-valued functions in \( L^p \), obtaining real-valued functions \( g_1 \) and \( g_2 \) in \( L^p \) with \( \Re x^*(f) = \int_X fg_1 \, d\mu \) and \( \Im x^*(f) = \int_X fg_2 \, d\mu \) for all real-valued \( f \). Then \( x^*(f) = \int_X f(g_1 + ig_2) \, d\mu \) for all real-valued \( f \), and it follows that this same equality is valid for all complex-valued \( f \). Since \( g_1 \) and \( g_2 \) are in \( L^p \), so is \( g_1 + ig_2 \). This completes the verification that \( x^*(f) = \int_X fg \, d\mu \) for a suitable \( g \) in the case that the scalars are complex.

Finally Proposition 9.8 shows that \( \|x^*\| = \|g\|_{p'} \) and completes the proof of the theorem under the assumption that \( \mu(X) \) is finite. \( \square \)

**Proof of Existence if \( \mu(X) \) is \( \sigma \)-finite.** Again we temporarily suppose that the underlying scalars are real. Since \( \mu \) is \( \sigma \)-finite, we can write \( X \) as the increasing union of sets \( E_n \) of finite measure. Let \( L^p_n \) be the set of members of \( L^p \) that vanish off \( E_n \), and let \( x^*_n \) be the restriction of \( x^* \) to \( L^p_n \). Find, by the special case just completed, a function \( g_n \) for each \( n \) such that \( x^*_n(f_n) = \int_{E_n} f_n g_n \, d\mu \) for all \( f_n \) in \( L^p_n \). The already proved uniqueness result implies that the restriction of \( g_{n+1} \) to \( E_n \) equals \( g_n \) almost everywhere \(|d\mu|\). Let \( g \) be the measurable function equal to \( g_1 \) on \( E_1 \) and equal to \( g_n \) on \( E_n - E_{n-1} \) if \( n \geq 2 \). Let \( A \) be the set where \( g(x) \geq 0 \), and let \( f \geq 0 \) be in \( L^p \). Then \( f I_{E_n \cap A} \) increases to \( f I_A \), and dominated convergence implies that \( \lim_n \|f I_{E_n \cap A} - f I_A \|_p = 0 \). Since \( f I_{E_n \cap A} \) increases pointwise to \( f I_A \), monotone convergence gives

\[
\int_X f I_A \, d\mu = \lim_n \int_X f I_{E_n \cap A} \, d\mu = \lim_n \int_X f I_{E_n \cap A} g_n \, d\mu = \lim_n x^*_n(f I_{E_n \cap A}) = x^*(f I_A),
\]

the last equality holding since \( \|f I_{E_n \cap A} - f I_A \|_p \) tends to 0. Hence \( fg^+ \) is integrable. By proceeding similarly with the set where \( g(x) < 0 \) and by writing a general \( f \) as \( f = f^+ - f^- \), we conclude that \( fg \) is integrable for every \( f \) in \( L^p \) and \( x^*(f) = \int_X fg \, d\mu \), provided the scalars are real.

Again there is no difficulty in extending the argument to the case that the scalars are complex, and Proposition 9.8 shows that \( \|x^*\| = \|g\|_{p'} \). \( \square \)

### 6. Riesz–Thorin Convexity Theorem

This section and the next concern linear functions and some almost-linear functions between \( L^p \) spaces. We saw evidence in Proposition 9.5 that the \( L^p \) spaces behave collectively like a well-behaved family of spaces. That result specifically gave an upper bound for \( \|f\|_p \) in terms of \( \|f\|_{p_1} \) and \( \|f\|_{p_2} \) when \( p_1 \leq p \leq p_2 \).
It turns out that linear functions between pairs of $L^p$ spaces satisfy inequalities of a similar sort.

At the level of this book, there are two classes of results in this direction. Results of the first kind, which are the subject of this section, touch on methods of complex analysis, address bounded linear operators only, and give estimates for a one-parameter family of operators that are sharp at the ends. The main result of this kind is the “Riesz–Thorin Convexity Theorem,” given below as Theorem 9.19A. Results of the second kind use methods of real analysis and will be considered in Section 7.

Before formulating the Riesz–Thorin Convexity Theorem precisely, we give some definitions and make some observations. Let $(X, \mathcal{A}, \mu)$ be a $\sigma$-finite measure space, and let $p$ be an index such that $1 \leq p \leq \infty$. Recall from Section 9.1 that members of $L^p(X, \mu)$ are really equivalence classes of functions, two functions being equivalent if they differ on a set of measure 0. In spite of the formal definition in terms of equivalence classes, we use language that treats members of $L^p(X, \mu)$ as genuine functions, and we expect no confusion to result. We shall make use of the fact that the vector subspace of simple functions in $L^p(X, \mu)$ is dense in $L^p(X, \mu)$. The reason is that the closure of this vector subspace has to be a vector subspace and that all nonnegative functions in $L^p(X, \mu)$ are approximable by nonnegative simple functions in $L^p(X, \mu)$. For $1 \leq p < \infty$, this approximation property is proved in Proposition 9.4a, which is a consequence of Proposition 5.11 and the Monotone Convergence Theorem. For $p = \infty$, monotone convergence is not invoked, but the convergence of the approximations in Proposition 5.11 is manifestly uniform for bounded measurable functions.

If $1 \leq p < \infty$, then the simple functions in $L^p(X, \mu)$ are exactly all simple functions that vanish off some set of finite measure, the set depending on the function. The space of them is independent of $p$. For $p = \infty$ and the case that $\mu(X)$ is infinite, the constant function 1 is a simple function that is in $L^\infty(X, \mu)$ but is not in the space of all simple functions that vanish off a set of finite measure.

Suppose that $(Y, \mathcal{B}, \nu)$ is a second $\sigma$-finite measure space and that $q$ is an index with $1 \leq q \leq \infty$. A linear operator $T : L^p(X, \mu) \to L^q(Y, \nu)$ will be said to be of type $(p, q)$ or strong type $(p, q)$ if it is bounded, i.e., if $\|Tf\|_q \leq M\|f\|_p$ for all $f$ in $L^p(X, \mu)$ and for some finite constant $M$ independent of $f$. The least $M$ for which this inequality holds is called the norm or operator norm of $T$. We allow the same terminology if $T$ is defined only on a dense subspace of $L^p(X, \mu)$ and if the same estimate holds for all $f$ in that subspace. This usage on the dense subspace is consistent with the usage on the whole space because of the uniform

---

1The person in question here is Marcel Riesz, whose name is associated also with convergence of the partial sums of the Fourier series of an $L^p$ function in $L^p$ for $1 < p < \infty$. The other mentions of the name “Riesz” in this book, namely in connection with the Rising Sun Lemma of Section VII.1 and various results known as the Riesz Representation Theorem, refer to Frigyes Riesz.
continuity of $T$ given in Proposition 5.57, the completeness of $L^q(Y, v)$ given in Theorem 9.6, and the extendability of $T$ boundedly to all of $L^p(X, \mu)$ given in Proposition 2.47.

We are interested in the situation where we have two such estimates for the same linear function $T$. Thus let $1 \leq p_0 \leq p_1 \leq \infty$, and let $q_0$ and $q_1$ be two indices between 1 and $\infty$. We want to be able to say that $T$ is of type $(p_0, q_0)$ and also type $(p_1, q_1)$, and we have to make the two versions of $T$ agree on the common domain. We can formulate matters this way: We suppose that $T$ is a linear function from $L^{p_0}(X, \mu) \cap L^{p_1}(X, \mu)$ to the vector space of equivalence classes of measurable functions on $Y$, two functions being equivalent on $Y$ if they differ on a set of measure 0. If $p_1 < \infty$, then the vector subspace $L^{p_0}(X, \mu) \cap L^{p_1}(X, \mu)$ is dense in $L^{p_0}(X, \mu)$ and dense in $L^{p_1}(X, \mu)$ because it contains the space of simple functions that vanish off a set of finite measure. It is then meaningful to suppose that $T$ is of type $(p_0, q_0)$ and also type $(p_1, q_1)$, i.e., that $T$ satisfies the estimates $\|Tf\|_{q_0} \leq \|f\|_{p_0}$ and $\|Tf\|_{q_1} \leq \|f\|_{p_1}$ for $f$ in $L^{p_0}(X, \mu) \cap L^{p_1}(X, \mu)$.

We can ask about any other pairs $(p, q)$ such that $T$ is automatically of type $(p, q)$. Proposition 9.4c shows that members of $L^p(X, \mu)$ are in the sum of $L^{p_0}(X, \mu)$ and $L^{p_1}(X, \mu)$ if $p_0 \leq p \leq p_1$. The thrust of the Riesz–Thorin Convexity Theorem is that if a linear operator $T$ is of type $(p_0, q_0)$ and type $(p_1, q_1)$, then $T$ is also of type $(p, q)$ for all pairs $(p, q)$ such that $\left(\frac{1}{p}, \frac{1}{q}\right)$ lies on the line segment in the $(\frac{1}{p}, \frac{1}{q})$ plane from $\left(\frac{1}{p_0}, \frac{1}{q_0}\right)$ to $\left(\frac{1}{p_1}, \frac{1}{q_1}\right)$. The conclusion gives also some specific information about the norm of $T$ on $L^p(X, \mu)$.
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**Figure 9.1.** Geometric description of pairs $(1/p, 1/q)$ occurring in the Riesz–Thorin Convexity Theorem.

**Theorem 9.19A** (Riesz–Thorin Convexity Theorem). Let $(X, \mathcal{A}, \mu)$ and $(Y, \mathcal{B}, v)$ be $\sigma$-finite measure spaces, let $1 \leq p_0 \leq p_1 \leq \infty$ be given, and
let \( q_0 \) and \( q_1 \) be indices between 1 and \( \infty \). Suppose that \( T \) is a complex-linear function with domain \( L^{p_0}(X, \mu) \cap L^{p_1}(X, \mu) \) taking values in the vector space of equivalence classes of measurable complex-valued functions on \( Y \), two functions being equivalent if they differ on a set of measure 0. Suppose further that \( T \) is of type \((p_0, q_0)\) with bound \( M_{p_0, q_0}\) and type \((p_1, q_1)\) with bound \( M_{p_1, q_1}\). Then for \( 0 \leq t \leq 1 \), \( T \) is of type \((p, q)\) if \( p \) and \( q \) satisfy

\[
\frac{1}{p} = \frac{1-t}{p_0} + \frac{t}{p_1} \quad \text{and} \quad \frac{1}{q} = \frac{1-t}{q_0} + \frac{t}{q_1}.
\]

Moreover, the bound \( M_{p, q} \) as an operator of type \((p, q)\) has \( M_{p, q} \leq M^{1-t}_{p_0, q_0} M^t_{p_1, q_1} \).

**REMARKS.**

(1) Domain indices in the proof are consistently labeled as \( p \), possibly with a subscript, and range indices are consistently labeled as \( q \), possibly with a subscript. See Figure 9.1, in which various pairs \((p, q)\) are plotted in a plane with coordinates as \((p^{-1}, q^{-1})\). The theorem says that if \( T \) is bounded for two pairs \((p, q)\), then it is of type \((p, q)\) at all points on the straight line segment between them in the \((p^{-1}, q^{-1})\) plane. In other words, the set of points \((p^{-1}, q^{-1})\) such that \( T \) is of type \((p, q)\) is convex.

(2) The main diagonal in the figure has \( p = q \), and any corresponding operator is to carry a space \( L^p(X, \mu) \) to itself. The other diagonal has \( p^{-1} + q^{-1} = 1 \), and any corresponding operator carries a space \( L^p(X, \mu) \) to its dual (except that \( L^\infty(X, \mu) \) is to be carried to its predual \( L^1(X, \mu) \)). That is why the figure refers to this diagonal as the “dual diagonal.”

(3) In practice when \( \mu(X) = \infty \), as is the case when \( X = \mathbb{R}^N \) and \( \mu \) is Lebesgue measure, we usually have \( p \leq q \), and the points of interest are in the lower triangle. Of particular importance are the main diagonal, the parallels below it, and the part of the dual diagonal that lies in the lower triangle. On \( \mathbb{R}^N \), examples of operators yielding boundedness in these important cases are convolution with a fixed \( L^1 \) function (in the case of the main diagonal), convolution with a fixed function in a class \( L^r \) (in the case of a line parallel to the main diagonal), and the Fourier transform (in the case of the lower half of the dual diagonal). For precise statements of boundedness in these cases, see the convolution result in Proposition 9.10, Young’s Inequality in Theorem 9.19D, and the Hausdorff–Young Theorem in Theorem 9.19C.

In order to give the proof of the theorem, we require the lemma below, which is known as the **Three Lines Theorem**. The lemma refers to “analytic functions” and is really a result in elementary complex analysis, but in keeping with the design of this book, we shall prove it using real analysis, avoiding using any results in...
Appendix B that depend on the Cauchy Integral Theorem and its consequences. The corresponding argument via complex analysis will appear in a footnote.

A complex-valued function \( f \) on a connected open subset \( U \) of \( \mathbb{C} \) is said to be \textbf{analytic} if \( f \) has a complex derivative at each point of \( U \). The definition of “complex derivative” to use is the usual one for functions of real variables, except that the domain and range are now allowed to be complex. Alternatively one can write \( f \) in terms of its real and imaginary parts as

\[
 f(z) = u(x, y) + i v(x, y)
\]

and require the function \( (z) \mapsto \begin{pmatrix} u(x, y) \\ v(x, y) \end{pmatrix} \) to be differentiable in the sense of Chapter III in such a way that the Jacobian matrix of the derivative represents a complex number, i.e., has the form \( \begin{pmatrix} a & -b \\ b & a \end{pmatrix} \). This condition on the Jacobian matrix is the same as the condition that \( u \) and \( v \) satisfy the \textbf{Cauchy–Riemann equations}:

\[
 \frac{\partial u}{\partial x} = \frac{\partial v}{\partial y} \quad \text{and} \quad \frac{\partial u}{\partial y} = -\frac{\partial v}{\partial x}.
\]

Such a function \( f \) is actually \( C^\infty \) on \( U \). This fact is not so easy to prove in general, but it will be evident for the particular functions that enter the proof of the Three Lines Theorem. Thus we omit the argument.

By the usual proofs given in calculus, analytic functions are closed under addition, subtraction, multiplication, and division, provided division by 0 is not involved. Then we see from the Cauchy–Riemann equations that

\[
 \frac{\partial^2 u}{\partial x^2} = \frac{\partial}{\partial x} \left( \frac{\partial v}{\partial y} \right) = \frac{\partial}{\partial y} \left( \frac{\partial v}{\partial x} \right) = \frac{\partial}{\partial y} \left( -\frac{\partial u}{\partial y} \right) = -\frac{\partial^2 u}{\partial y^2},
\]

i.e., that \( u \) is \textbf{harmonic} in the sense of satisfying \textbf{Laplace’s equation}

\[
 \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} = 0.
\]

Similarly \( v \) is harmonic, and hence the complex-valued function \( f = u + iv \) is harmonic.

Although our lemma will be stated in terms of complex analysis, it will make use of a \textbf{maximum principle} in real analysis, namely that for a complex-valued harmonic function \( f(z) \) on a connected open subset \( U \) of \( \mathbb{C} \), \( |f(z)| \) cannot attain a maximum on \( U \) unless \( f \) is constant. We give a conversational proof. Harmonic functions were treated in Problem 14 at the end of Chapter III and Problems 10–12 at the end of Chapter IV, and we make use of the results of those problems. The idea is to show that the set where \( |f(z)| \) attains its maximum is open and closed in \( U \). Since \( U \) is connected, the set either must then be empty or be all of \( U \). The set where \( |f(z)| \) attains its maximum is certainly closed, since \( f \) is continuous, and
we have to show that the set is a neighborhood of each of its points. If \(|f|\) attains a maximum, we may assume without loss of generality that it does so at \(z = 0\). The mentioned problems in Chapters III and IV show that \(f\) has an expansion
\[
 f(r e^{i\theta}) = \sum_{n=-\infty}^{\infty} c_n r^{|n|} e^{in\theta}
\]
valid for \(r \geq 0\) sufficiently close to 0. On every sufficiently small circle \(r = r_0\) about 0, term-by-term integration shows that the function \(f\) has
\[
 \frac{1}{2\pi} \int_{-\pi}^{\pi} f(r_0 e^{i\theta}) \, d\theta = c_0,
\]
i.e., its average value equals its value at 0, where \(|f|\) attains its maximum. Hence \(f\) is constant on all such circles, and 0 is an interior point of the set where \(|f|\) attains the value \(|c_0|\). This completes the argument and establishes the maximum principle.\(^2\)

Armed with the maximum principle for analytic functions on connected open subsets of \(\mathbb{C}\), we can prove the Three Lines Theorem.

**Lemma 9.19B** (Three Lines Theorem). Let \(\Phi\) be analytic on an open subset of \(\mathbb{C}\) containing the closed vertical strip \(0 \leq \text{Re}(z) \leq 1\), and suppose that \(|\Phi(z)|\) is bounded in the strip. Define \(M_t = \sup_{-\infty < y < \infty} |\Phi(t + iy)|\) for \(0 \leq t \leq 1\). Then
\[
 M_t \leq M_0^{1-t} M_1^t
\]
for all \(y\).

**REMARK.** In other words, \(\log M_t \leq (1 - t) \log M_0 + t \log M_1\). Scaling the domain, we see that this kind of inequality must persist for any three \(t\) values between 0 and 1. Briefly the conclusion is that \(\log M_t\) is convex as a function of \(t\).

**PROOF.** First we handle the special case that \(M_0 = M_1 = 1\). We are to prove that \(M_t \leq 1\). It is enough to prove that \(|\Phi(t)| \leq 1\) since the case of \(\Phi(t + iy_0)\) can be handled by considering a vertical translate of \(\Phi\). Since \(\Phi(z)\) is by assumption bounded in the strip, we can write \(|\Phi(z)| \leq A\) for some constant \(A\). For each \(n \geq 1\), define \(\Phi_n(z) = e^{z^2/n} \Phi(z)\). This is analytic on the same open subset as \(\Phi\), and it has
\[
 |\Phi_n(z)| \leq |\Phi(z)||e^{z^2/n}| \leq A e^{(z^2-y^2)/n} \leq A e^{(1-y^2)/n}.
\]
since \(z = x + iy\) has \(0 \leq x \leq 1\). Fix \(n\). By taking \(y\) large enough, we can arrange that \(A e^{(1-y^2)/n} \leq 1\). Thus on a suitably large vertical rectangle with \(0 \leq x \leq 1\) and \(y\) symmetric about 0, \(|\Phi_n(z)|\) is bounded by 1 on the top and bottom, and it has
\[
 |\Phi_n(z)| \leq |\Phi(z)| e^{(z^2-y^2)/n} \leq e^{z^2/n} \leq e^{1/n}
\]
\(^2\)If elementary complex analysis is allowed in the proof of the Three Lines Theorem, then the previous page can be replaced by the simple remark that the Maximum Modulus Theorem (Corollary B.24) applies to analytic functions \(f\) on connected open subsets of \(\mathbb{C}\); for such a function, \(|f(z)|\) cannot attain its maximum value unless \(f\) is a constant function.
IX. $L^p$ Spaces

on the left and right sides. By the maximum principle, $|\Phi_n(z)| \leq e^{1/n}$ in the interior of the rectangle. In particular, $|\Phi_n(t)| \leq e^{1/n}$ for real $t$ satisfying $0 \leq t \leq 1$. That is, $e^{t/n}|\Phi(t)| \leq e^{1/n}$. Letting $n$ tend to infinity, we conclude that $|\Phi(t)| \leq 1$ for $0 \leq t \leq 1$. This completes the discussion of the special case.

The case that $M_0 = 0$ or $M_1 = 0$ requires separate comment. In this case, $\Phi(z)$ vanishes on an entire vertical line. An analytic function on a connected open set cannot vanish on a vertical line without vanishing identically, and hence the lemma is valid if $M_0 = 0$ or $M_1 = 0$.

For the general case with $M_0$ and $M_1$ nonzero, we modify our given analytic function $\Phi$ by defining $\Phi_0(z) = \Phi(z)M_0^{-1}M_1^{-z}$. The function $\Phi_0$ is bounded on the vertical strip and has

$$|\Phi_0(iy)| = |\Phi(iy)||M_0^{-1}| |M_1^{-iy}| \leq M_0M_0^{-1}M_1 = 1$$

and

$$|\Phi_0(1 + iy)| = |\Phi(1 + iy)||M_0^{-1}| |M_1^{-1-iy}| \leq M_1M_0^{-1}M_1^{-1} = 1.$$  

The special case applies and shows that $|\Phi_0(t)| \leq 1$. Therefore $|\Phi(t)| \leq M_0^{-1-\frac{1}{p_0}}M_1^{1-\frac{1}{p_1}}$.  

PROOF OF THEOREM 9.19A. Let $M_0 = M_{p_0,q_0}$ and $M_1 = M_{p_1,q_1}$. We may assume that $0 < t < 1$. Let $f \neq 0$ be simple on $X$ with $\|f\|_p \leq 1$, and write $f = \sum a_m I_{E_m}$ uniquely with the sets $E_m$ disjoint and the complex numbers $a_m$ distinct and nonzero. By Proposition 9.8 and the denseness of simple functions,

$$\|Tf\|_q = \sup_{g \text{ simple, } \|g\|_{q'} \leq 1} \left| \int_Y (Tf)g \, dv \right|,$$

where $q'$ is the dual index to $q$ defined by $q + q' = 1$. Fix $g$ simple with $\|g\|_{q'} \leq 1$, and write $g = \sum b_n I_{F_n}$ uniquely with the sets $F_n$ disjoint and the complex numbers $b_n$ distinct and nonzero. We shall prove that

$$\left| \int_Y (Tf)g \, dv \right| \leq M_0^{1-\frac{1}{p}}M_1^{1-\frac{1}{p_1}}.$$

For complex $z$, define

$$\alpha(z) = \frac{1}{p_0} - \frac{z}{p_1} \quad \text{and} \quad \beta(z) = \frac{1}{q_0} + \frac{z}{q_1}.$$  

\footnote{It is possible to come to this conclusion as a consequence of properties of harmonic functions in the mentioned problems in Chapters III and IV, but we shall not bother to do so.}
Put
\[ \alpha = \alpha(t) = p^{-1} \quad \text{and} \quad \beta = \beta(t) = q^{-1} \, . \]
Observe that \( 1 - \beta = 1 - q^{-1} = q'^{-1} \). The cases that \( \alpha = 0 \), i.e., that \( p = \infty \), and that \( 1 - \beta = 0 \), i.e., that \( q' = \infty \), require special treatment and are deferred to the end of the proof. In the remaining cases, we define
\[ f_z = |f|^{\frac{\alpha(t)}{\pi}} \frac{f}{|f|} \quad \text{and} \quad g_z = |g|^{\frac{1 - \beta(t)}{1 - \beta}} \frac{g}{|g|} \, . \]
Here \( f_z(x) \) is understood to be 0 whenever \( f(x) = 0 \), and \( g_z(y) \) is understood to be 0 whenever \( g(y) = 0 \). Observe that \( f_t = f \) and \( g_t = g \).

For each complex \( z \), the functions \( f_z \) and \( g_z \) defined above are simple functions on \( X \) and \( Y \) given by
\[ f_z = \sum_m |a_m|^{\frac{\alpha(t)}{\pi}} a_m I_{E_m} \quad \text{and} \quad g_z = \sum_n |b_n|^{\frac{1 - \beta(t)}{1 - \beta}} b_n I_{F_n} \, . \]
The operations on the coefficients make sense because \( a_m \neq 0 \) and \( b_n \neq 0 \) for all \( m \) and \( n \). Let
\[ \Phi(z) = \int_Y (T f_z) g_z \, dv = \sum_{m,n,} |a_m|^{\frac{\alpha(t)}{\pi}} |b_n|^{\frac{1 - \beta(t)}{1 - \beta}} |a_m| b_n f_z I_{E_m} I_{F_n} \, dv \, . \]
The expansion on the right shows that \( \Phi(z) \) is analytic for all complex \( z \). There are only finitely many terms, and each term is unaffected in absolute value by changing the imaginary part of \( z \). Therefore \( \Phi(z) \) is bounded for \( 0 \leq \text{Re} \, z \leq 1 \). Moreover,
\[ \Phi(t) = \int_Y (T f) g \, dv \]
because \( f_t = f \) and \( g_t = g \).

Let us see that
\[ |\Phi(iy)| \leq M_0 = M_{p_0,q_0} \quad \text{and} \quad |\Phi(1 + iy)| \leq M_1 = M_{p_1,q_1} \, . \] (†)

For the first inequality we have
\[ |\Phi(iy)| = \left| \int_Y (T f_i) g_i \, dv \right| \leq \|T f_i\|_q \|g_i\|_{q_0} \leq M_0 \|f_i\|_{p_0} \|g_i\|_{q_0} \, . \] (††)
Now \( \frac{\alpha(iy)p_0}{\alpha} = p \left( 1 - iy + \frac{iyp_0}{p_1} \right) \), and hence
\[ |f_{iy}|^{p_0} = \left| |f|^{\frac{\alpha(iy)p_0}{\alpha}} \right| = |f|^p \, . \]
So \( \| f_{iV} \|_{p_0} = ( \int_X |f|^p \, d\mu )^{1/p_0} = \| f \|_{p/p_0} \), and this is \( \leq 1 \) since \( \| f \|_p \leq 1 \).

Also \( \frac{1-\beta(t(y_0))}{1-\beta} = q'(1 - \beta(t(y_0)) - \frac{\imath\mu}{q_0 - \frac{\imath\mu}{q_1}}) = q'(\frac{1}{q_0 + \frac{\imath\mu}{q_0} - \frac{\imath\mu}{q_1}) \),

and hence

\[
|g_{iV}|_{q_0'} = |g|_{(1-\beta(t(y_0)))^{-1/p}} = |g|^{q'/q_0'}.
\]

So \( |g_{iV}|_{q_0'} = ( \int_X |g|^q \, d\nu )^{1/q_0'} = \| g \|_{q'/q_0'} \), and this is \( \leq 1 \) since \( \| g \|_{q'} \leq 1 \).

The first inequality in (†) follows from (‡‡) and the estimates \( \| f_{iV} \|_{p_0} \leq 1 \) and \( \| g_{iV} \|_{q_0'} \leq 1 \) that we have just established. The second inequality in (†) is proved similarly.

Applying Lemma 9.19B and using (†) and the boundedness of \( \Phi(z) \) for \( 0 \leq \Re z \leq 1 \), we conclude that \( |\Phi(t)| \leq M_0^{1-t}M_1^t \). This is inequality (‡‡‡), which we are trying to prove. Taking the supremum over all \( g \) simple with \( \| g \|_{q'} \leq 1 \) and applying (‡‡), we find that \( \| T f \|_q \leq M_0^{1-t}M_1^t \). Here \( f \) is nonzero simple with \( \| f \|_p \leq 1 \).

We conclude that \( T \) satisfies the inequality

\[
\| T f \|_q \leq M_0^{1-t}M_1^t \| f \|_p \quad (\S)
\]

for all simple \( f \) in \( L^p(X, \mu) \). This is the boundedness estimate required by the theorem, except that we have proved it only for simple functions \( f \) in \( L^p(X, \mu) \), whereas the theorem is asserting this estimate for all \( f \) in \( L^{p_0}(X, \mu) \cap L^{p_1}(X, \mu) \).

The fact that \( T \) was given as well defined on \( L^{p_0}(X, \mu) \cap L^{p_1}(X, \mu) \) implies that \( T \) is well defined on the set of sums of members of \( L^{p_0}(X, \mu) + L^{p_1}(X, \mu) \), the definition being that \( T f = T f_{p_0} + T f_{p_1} \) whenever \( f \in L^p(X, \mu) \) is decomposed as a sum \( f = f_{p_0} + f_{p_1} \) in \( L^{p_0}(X, \mu) + L^{p_1}(X, \mu) \). The space \( L^p(X, \mu) \) is contained in this space of sums,\(^4\) and thus we were already given a definition of \( T \) on \( L^p(X, \mu) \).

Inequality (\S) and Proposition 2.47 give us a second definition of \( T \) on \( L^p(X, \mu) \), namely as the continuous extension of \( T \) to \( L^p(X, \mu) \) from the subspace of simple functions in \( L^p(X, \mu) \), and we have to check that the two definitions of \( T \) on \( L^p(X, \mu) \) coincide. For this purpose let \( f \) be given in \( L^p(X, \mu) \). The function \( f \) is a linear combination of four functions \( \geq 0 \). For each one, Proposition 5.11 gives us a sequence of simple functions increasing monotonically to the function \( \geq 0 \), and monotone convergence shows that the convergence takes place simultaneously in \( L^{p_0}, L^p, \) and \( L^{p_1} \). The linear combination of the sequences of simple functions is therefore a sequence of simple functions \( \{ s_n \} \) converging to \( f \) simultaneously in \( L^{p_0}, L^p, \) and \( L^{p_1} \). On \( L^{p_0}(X, \mu) \) and \( L^{p_1}(X, \mu) \), \( T \) was given as continuous, and thus \( T f = \lim T s_n \) in \( L^{p_0}(Y, \nu) \) and \( L^{p_1}(Y, \nu) \). Using

\(^4\) Under the identification of its members with genuine functions rather than functions modulo sets of measure 0.
Theorem 9.6, we can pass to a subsequence, which we still call \( \{s_n\} \), that is convergent almost everywhere to \( Tf \) in \( L^0(Y, \nu) \) and \( L^0(Y, \nu) \). This version of \( Tf \) is the result of the operation of \( T \) on \( L^p(X, \mu) \). For it we have \( Tf = \lim T s_n \) in \( L^p(X, \mu) \). Again we can pass to a subsequence by Theorem 9.6 and obtain \( T f \) as a limit almost everywhere. The two almost-everywhere limits must be equal, and thus the two definitions of \( T f \) coincide.

To complete the proof, we must handle the deferred cases that \( \alpha = 0 \) or that \( 1 - \beta = 0 \), or both. If \( \alpha = 0 \), then \( p = \infty \). The fact that \( 0 < t < 1 \) forces \( p_0 = p_1 = \infty \). For this situation we define \( f_z = \sum a_m \frac{a_m}{|a_m|} e^{i a_m} \). If \( 1 - \beta = 0 \), then \( q' = \infty \) and \( q = 1 \).

The fact that \( 0 < t < 1 \) forces \( q_0 = q_1 = 1 \). For this situation we define \( g_z = g \) for all \( z \) instead of using the earlier definition \( g_z = \sum b_n \frac{1}{|b_n|} e^{i b_n} \). Again we let \( \Phi(z) = \int_Y (T f_z) g_z \, d\nu \), and the earlier argument that (‡) holds for \( f \) simple in \( L^p(X, \mu) \) goes through. Arguing as earlier, we find that (‡) holds for general \( f \) in \( L^p(X, \mu) \), and the proof is complete.

Now that we have the theorem in hand, we shall obtain two consequences—the Hausdorff–Young Theorem and Young’s inequality. For the Hausdorff–Young Theorem our theory is to be applied with \( T \) equal to the Euclidean Fourier transform.

**Corollary 9.19C (Hausdorff–Young Theorem).** If \( 1 \leq p \leq 2 \) and if \( p' \) is the dual index, then the Euclidean Fourier transform \( F \), whose definition on \( L^1(\mathbb{R}^N, dx) \cap L^2(\mathbb{R}^N, dx) \) makes it well defined on \( L^1(\mathbb{R}^N, dx) \) and hence on the subspace \( L^p(\mathbb{R}^N, dx) \), satisfies

\[
\| F(f) \|_{p'} \leq \| f \|_p
\]

for all \( f \) in \( L^p(\mathbb{R}^N, dx) \).

**Proof.** The linear operator \( T \) in the Hausdorff–Young Theorem is the Fourier transform \( F \), and the instances of the theorem that we know from earlier are when \( (p, p') \) equals \((1, \infty)\) or \((2, 2)\). The numerology that allows the Riesz–Thorin Convexity Theorem (Theorem 9.19A) to apply is that

\[
\frac{1}{p} = \frac{1-t}{1} + \frac{t}{2} \quad \text{and} \quad \frac{1}{p'} = \frac{1-t}{\infty} + \frac{t}{2}
\]

for the same \( t \). Corollary 9.19C follows immediately.
For Young’s inequality our theory is to be applied with $T$ equal to the convolution operator $g \mapsto f \ast g$ with $f$ fixed in $L^p(\mathbb{R}^N, dx)$.

**Corollary 9.19D** (Young’s inequality). Let $p$, $q$, and $r$ be three indices $\geq 1$ and $\leq \infty$ such that $\frac{1}{r} = \frac{1}{p} + \frac{1}{q} - 1$. Then convolution $f \ast g$ is well defined for $f$ in $L^p(\mathbb{R}^N, dx)$ and $g$ in $L^q(\mathbb{R}^N, dx)$, and it satisfies

$$
\|f \ast g\|_r \leq \|f\|_p \|g\|_q.
$$

**Proof.** The linear operator $T$ in Young’s inequality is the convolution operator $g \mapsto f \ast g$ with $f$ fixed in $L^p(\mathbb{R}^N, dx)$. The instances of the inequality that we know from earlier are when $(q, r)$ equals $(1, p)$ or $(p', \infty)$. The numerology that allows the Riesz–Thorin Convexity Theorem (Theorem 9.19A) to apply is that $\frac{1}{q} = \frac{1}{p} + \frac{1}{t}$ and $\frac{1}{r} = \frac{1}{p} + \frac{t}{\infty}$ for the same $t$. Corollary 9.19D follows immediately. 

**Remark.** It is instructive to consider how the pairs $(q, r)$ for fixed $p$ appear in the $(1/q, 1/r)$ plane. Subtraction of the two displayed equations in the above proof gives $\frac{1}{q} - \frac{1}{r} = 1 - \frac{1}{p}$, and thus the set is the intersection of the lower triangle with a line parallel to the main diagonal.

### 7. Marcinkiewicz Interpolation Theorem

A second class of results concerning linear operators between $L^p$ spaces is built around the the Marcinkiewicz Interpolation Theorem. This result actually applies to a somewhat wider class of operators than linear operators, and the extra generality is important. To fix the notation, let $(X, \mathcal{A}, \mu)$ and $(Y, \mathcal{B}, \nu)$ be $\sigma$-finite measure spaces, and let $T$ be a function from a vector subspace of measurable functions on $X$, modulo sets of $\mu$ measure 0, into measurable functions on $Y$, modulo sets of $\nu$ measure 0. We say that $T$ is a **sublinear** operator if $|T(f + g)| \leq |T(f)| + |T(g)|$ for all $f$ and $g$ in the domain of $T$.

The two examples of $T$ to keep in mind are the sublinear operator $f \mapsto f^*$ in $\mathbb{R}^N$ of passing to the Hardy–Littlewood maximal function, as in Section VI.6, and the linear operator $f \mapsto H_1 f$ in $\mathbb{R}^1$ of forming a certain approximation $H_1$ to the Hilbert transform, as in Section VIII.7. More specifically the Hardy–Littlewood maximal function of a locally integrable function $f$ on $\mathbb{R}^N$ is defined as

$$
f^*(x) = \sup_{0 < r < \infty} m(B_r)^{-1} \int_{B_r} |f(x - y)| dy, \quad \text{where } B_r = B(r; 0) \text{ in } \mathbb{R}^N.
$$

This condition means that the domain of $T$ is to be regarded as a vector subspace of measurable functions, except that two functions are identified if they differ only on a set of measure 0.
and the sublinear operator $T$ is $Tf = f^*$. The approximation $H_1$ to the Hilbert transform is defined for $f$ in $L^1 + L^2$ by

$$H_1 f(x) = h_1 \ast f(x) = \frac{1}{\pi} \int_{|t| \geq 1} \frac{f(x - t)}{t} \, dt$$

as the convolution with a fixed $L^2$ function.

Let $1 \leq p, q \leq \infty$. We generalize the notion of boundedness of a linear operator between $L^p(X, \mu)$ and $L^q(Y, \nu)$ so that we can work with sublinear operators as well as linear ones. A sublinear operator $T$ is said to be of type $(p, q)$ or strong type $(p, q)$ if

$$\|Tf\|_q \leq M \|f\|_p$$

with $M$ finite and independent of $f$. The least $M$ for which this inequality holds is called the norm or operator norm of $T$. If $q < \infty$, then Chebyshev’s inequality from Section VI.10 gives

$$v\{y \in Y \mid |Tf(y)| > \xi\} \leq \frac{\int_Y |Tf|^q \, dv}{\xi^q},$$

and for any $M$ such that $\|Tf\|_q \leq M \|f\|_p$ for all $f$, it follows that

$$v\{y \in Y \mid |Tf(y)| > \xi\} \leq \left(\frac{M \|f\|_p}{\xi}\right)^q.$$

If $q < \infty$, a sublinear operator $T$ is said to be of weak type $(p, q)$ if it satisfies

$$v\{y \in Y \mid |Tf(y)| > \xi\} \leq \left(\frac{M \|f\|_p}{\xi}\right)^q$$

for some $M$. In this case the least such $M$ is called the weak-type norm of $T$. We already encountered the definition of weak type $(1, 1)$ in Section VI.6. If $q = \infty$, the convention is that weak type $(p, \infty)$ is the same as strong type $(p, \infty)$.

Consider our two examples. The operation $T(f) = f^*$ of passing to the Hardy–Littlewood maximal function in $\mathbb{R}^N$ is of weak type $(1, 1)$ by the Hardy–Littlewood Maximal Theorem (Theorem 6.38), and the evident inequality

$$\sup_{0 < r < \infty} m(B_r)^{-1} \int_{B_r} |f(x - y)| \, dy \leq \|f\|_\infty$$

shows that $f \mapsto f^*$ is of type $(\infty, \infty)$ as well. The linear operator $T(f) = H_1 f$ of passing to the approximation $H_1$ to the Hilbert transform in $\mathbb{R}^1$ is of weak type $(1, 1)$ and type $(2, 2)$ by Theorem 8.25.
We include below a statement of the Marcinkiewicz Interpolation Theorem in general and the proof in a special case of exceptional interest. The Marcinkiewicz theorem imposes some restrictions on the pairs \((p_1, q_1)\) and \((p_2, q_2)\) that are not needed in the Riesz–Thorin Convexity Theorem, but situations that do not satisfy these restrictions are of comparatively little interest in applications. In any event, in the situations where the Marcinkiewicz theorem applies, it is only the specific information about the operator bound in the Riesz–Thorin theorem that does not come out of the real-analysis proof of the Marcinkiewicz theorem.

**Theorem 9.20** (Marcinkiewicz Interpolation Theorem). Let \((X, A, \mu)\) and \((Y, B, \nu)\) be \(\sigma\)-finite measure spaces, and let \((p_1, q_1)\) and \((p_2, q_2)\) be two pairs of indices between 1 and \(\infty\). Suppose that \(1 \leq p_1 \leq q_1 \leq \infty\), \(1 \leq p_2 \leq q_2 \leq \infty\), and \(p_1 \neq p_2\). Let \(T\) be a sublinear operator from \(L^{p_1}(X, \mu) + L^{p_2}(X, \mu)\) to the space of measurable functions on \(Y\) modulo sets of \(\nu\) measure 0, and suppose that \(T\) is of weak types \((p_1, q_1)\) and \((p_2, q_2)\) with respective weak-type norms \(M_1\) and \(M_2\). Fix \(t\) with \(0 < t < 1\), and define \((p, q)\) by

\[
\frac{1}{p} = \frac{1-t}{p_1} + \frac{t}{p_2} \quad \text{and} \quad \frac{1}{q} = \frac{1-t}{q_1} + \frac{t}{q_2}.
\]

Then \(T\) is of strong type \((p, q)\) with

\[
\|Tf\|_q \leq C\|f\|_p \quad \text{for all } f \in L^p(X, \mu),
\]

with the constant \(C\) depending only on \(t, M_1, M_2, p_1, q_1, p_2, q_2\) and with \(C\) bounded as a function of \(t\) as long as \(t\) is bounded away from 0 and 1.

Before discussing the proof, let us apply the theorem to the two examples mentioned at the beginning of the section, the Hardy–Littlewood maximal function and the approximation \(H_1\) to the Hilbert transform. Then let us draw some consequences of these applications. As was said before the statement of Theorem 9.20, the sublinear operator \(f \mapsto f^*\) is of weak type \((1, 1)\) and strong type \((2, 2)\). The theorem immediately gives the following corollary.

**Corollary 9.21.** If \(1 < p \leq \infty\), then there exists a constant \(A_p\) such that the Hardy–Littlewood maximal function satisfies

\[
\|f^*\|_p \leq A_p\|f\|_p
\]

for all \(f\) in \(L^p(\mathbb{R}^N)\).
The case of this result in one dimension implies something in \( N \) dimensions that we have not obtained earlier. If \( f \) is locally integrable on \( \mathbb{R}^N \), one says that strong differentiation holds for \( f \) at \( x \) if

\[
\lim_{\text{diam}(R) \to 0, \ R = \text{geometric rectangle centered at } x} \frac{1}{m(R)} \int_R f(y) \, dy = f(x).
\]

A consequence of Corollary 9.21 is that strong differentiation holds almost everywhere for each \( f \) in \( L^p(\mathbb{R}^N, \, dx) \) for \( p > 1 \). The proof is outlined in Problems 13–15 at the end of the chapter. By contrast, it is known that there are functions in \( L^1(\mathbb{R}^N, \, dx) \) for which strong differentiation fails everywhere.

In the second example the operator \( H_1 \) that approximates the Hilbert transform is of weak type \((1, 1)\) and strong type \((2, 2)\), and Theorem 9.20 allows us to conclude that it is of strong type \((p, p)\) for \( 1 < p \leq 2 \). But we can do better. The operator \( H_1 \) is convolution by the function \( h_1(x) = 1/(\pi x) \) for \( |x| \geq 1 \) and \( h_1(x) = 0 \) for \( |x| < 1 \). The function \( h_1 \) is in \( L^p \) for all \( p > 1 \), and Proposition 9.10f shows that \( h_1 \ast f \) is well defined as a bounded continuous function whenever \( f \) is in some \( L^q \) with \( 1 \leq q < \infty \). Thus \( H_1 \) is defined on all \( L^p \) classes for \( 1 < p < \infty \), and a general result that we prove below as Lemma 9.22 shows that an inequality

\[
\|H_1 f\|_p \leq A_p \|f\|_p
\]

for all \( f \) in \( L^p \) implies \( \|H_1 g\|_{p'} \leq A_p \|g\|_{p'} \) for all \( g \) in \( L^{p'} \), provided \( p' \) is the dual index to \( p \) and \( 1 < p < \infty \). Thus the boundedness result for \( H_1 \) on \( L^p \) extends to \( 1 < p < \infty \).

Next, we define the dilate \( h_\varepsilon \) in the usual way by \( h_\varepsilon(x) = \varepsilon^{-1} h_1(x) \), and we put \( H_\varepsilon f = h_\varepsilon \ast f \). In Theorem 9.23 below we shall see for every \( \varepsilon > 0 \) that

\[
\|H_\varepsilon f\|_p \leq A_p \|f\|_p
\]

for all \( f \) in \( L^p \) with the same constant \( A_p \). In addition, we shall see that we can let \( \varepsilon \) decrease to 0 and obtain the Hilbert transform \( H \) as a well-defined linear operator on all \( L^p \) classes for \( 1 < p < \infty \); the estimate is

\[
\|Hf\|_p \leq A_p \|f\|_p
\]

again for the same \( A_p \). Problems 20–22 at the end of the chapter indicate how to use this boundedness to prove that the Fourier series of any \( L^p \) function on \([-\pi, \pi]\) converges to the function in \( L^p \) if \( 1 < p < \infty \); this is the convergence result of M. Riesz that was mentioned in a footnote near the beginning of Section 6.

**Lemma 9.22.** Fix \( p \) with \( 1 < p < \infty \), let \( p' \) be the dual index, and suppose that \( h \) is in \( L^p(\mathbb{R}^N) \cap L^{p'}(\mathbb{R}^N) \). If \( \|h \ast f\|_p \leq A_p \|f\|_p \) for all \( f \) in \( L^p(\mathbb{R}^N) \), then

\[
\|h \ast g\|_{p'} \leq A_p \|g\|_{p'} \text{ for all } g \text{ in } L^{p'}.
\]

**Remarks.** Since \( h \) is in \( L^p \), \( h \ast f \) is in \( L^\infty \) when \( f \) is in \( L^p \). Thus \( h \ast f \) is well defined, and it is meaningful to say that \( h \ast f \) is actually in \( L^p \). When \( h \ast f \) is in \( L^p \), the integral \( \int (h \ast f) g \, dx \) is well defined for \( g \) in \( L^{p'} \). A little care is required in working with this integral in the proof because \( \int (|h| \ast f) g \, dx \) need not be well defined and Fubini’s Theorem may not directly applicable.
PROOF. For any function $F$ on $\mathbb{R}^N$, define $F^s(x) = F(-x)$ and observe that $\|F^s\|_r = \|F\|_r$ for $1 \leq r \leq \infty$. If $g$ is an integrable simple function, then $(h^s * g)(x) = \int h(y-x)g(y)\,dy = \int h(-y-x)g^s(y)\,dy = (h * g^s)(-x)$. Thus this $g$ and an integrable simple function $f$ together satisfy

$$
\int (h * f^s)(x)g(x)\,dx = \iint h(x-y)f(-y)g(x)\,dy\,dx \\
= \iint h(x+y)f(y)g(x)\,dy\,dx
$$

and

$$
\int (h * g^s)(y)f(y)\,dy = \iint h(-y-x)g(x)f(y)\,dx\,dy \\
= \iint h(x+y)g(x)f(y)\,dx\,dy.
$$

Because $f$ and $g$ are in every $L'$ class, the right sides of these two displays are finite when absolute value signs are inserted in the integrands. Thus Fubini’s Theorem applies and shows that the two right sides are equal. Combining this with Hölder’s inequality and the hypothesis about $h$, we obtain

$$
|\int h^s * g^s(y)f(y)\,dy| = |\int (h * f^s)(x)g(x)\,dx| \\
\leq \|h * f^s\|_p \|g\|_{p'} \leq A_p \|f^s\|_p \|g\|_{p'} = A_p \|f\|_p \|g\|_{p'},
$$

whenever $f$ and $g$ are integrable simple functions. If a general $f_0$ in $L^p$ is given, we can find a sequence $f_n$ of integrable simple functions such that $\|f_n - f_0\|_p \to 0$, and we apply this inequality to each $f_n$. Then the left side of the inequality tends to $|\int h^s * g^s(y)f_0(y)\,dy|$, and the right side tends to $A_p \|f_0\|_p \|g\|_{p'}$. Taking the supremum over all $f_0$ with $\|f_0\|_p \leq 1$ and applying Proposition 9.8, we find that $\|h * g^s\|_{p'} \leq A_p \|g\|_{p'} = A_p \|g^s\|_{p'}$. In other words,

$$
\|h * g_n\|_{p'} \leq A_p \|g_n\|_{p'}
$$

for every integrable simple function $g_n$. For a general $g$ in $L'$, choose a sequence of integrable simple functions $g_n$ with $\|g_n - g\|_{p'} \to 0$. Since $h$ is in $L^p$, it follows from Proposition 9.10f that $h * g_n$ converges to $h * g$ uniformly. On the other hand, the inequality $\|h * (g_m - g_n)\|_{p'} \leq A_p \|g_m - g_n\|_{p'}$ shows that $\{h * g_n\}$ is Cauchy in $L'$. By Theorem 5.58, $\{h * g_n\}$ converges to some function in $L'$ and has an almost-everywhere convergent subsequence to this function. Since $h * g_n$ converges uniformly to $h * g$, we conclude that $h * g_n$ converges to $h * g$ in $L'$. Therefore $\|h * g\|_{p'} \leq A_p \|g\|_{p'}$, and the proof is complete.

Again let $h_1$ be the function on $\mathbb{R}^1$ equal to $1/(\pi x)$ for $|x| \geq 1$ and equal to 0 for $|x| < 1$. This is in $L'(\mathbb{R}^1)$ for every $r > 1$. Our operator giving an
approximation to the Hilbert transform is \( H_1 f = h_1 * f \). Using our results from Chapter VIII along with the Marcinkiewicz Interpolation Theorem, we saw earlier in this section that \( H_1 \) satisfies \( \| H_1 f \|_p \leq A_p \| f \|_p \) for \( 1 < p \leq 2 \) and all \( f \) in \( L^p(\mathbb{R}^1) \). Lemma 9.22 shows that this inequality remains valid for \( 1 < p < \infty \). From this result we can extend the Hilbert transform to \( L^p(\mathbb{R}^1) \) for all \( p \) with \( 1 < p < \infty \), as follows.

**Theorem 9.23.** Let \( 1 < p < \infty \), let

\[
h_\varepsilon(x) = \varepsilon^{-1} h_1(\varepsilon^{-1} x) = \begin{cases} 1/(\pi x) & \text{for } |x| \geq \varepsilon, \\ 0 & \text{for } |x| < \varepsilon, \end{cases}
\]

and define \( H_\varepsilon f = h_\varepsilon * f \) for \( f \) in \( L^p \) and \( \varepsilon > 0 \). Then

(a) there exists a constant \( A_p \) independent of \( \varepsilon \) such that \( \| H_\varepsilon f \|_p \leq A_p \| f \|_p \) for all \( f \) in \( L^p \),

(b) the limit

\[
Hf(x) = \lim_{\varepsilon \downarrow 0} \frac{1}{\varepsilon} \int_{|t| \geq \varepsilon} \frac{f(x-t) dt}{t}
\]

exists in \( L^p \) for every \( f \) in \( L^p \),

(c) the operator \( H \) satisfies \( \| Hf \|_p \leq A_p \| f \|_p \) for every \( f \) in \( L^p \).

**Proof.** Convolution with \( h_\varepsilon \) is well defined on \( L^p \) because \( h_\varepsilon \) is in \( L^{p'} \), \( p' \) being the dual index for \( p \). The three computations

\[
H_\varepsilon f(x) = (f * h_\varepsilon)(x) = \int f(x-y) h_\varepsilon(\varepsilon^{-1} y) dy = \int f(x-\varepsilon y) h_1(y) dy = \int \varepsilon^{-1} f_{\varepsilon^{-1}}(\varepsilon^{-1} x-y) h_1(y) dy = \varepsilon^{-1} (H_1 f_{\varepsilon^{-1}})(\varepsilon^{-1} x),
\]

\[
\int |(H_\varepsilon f)(x)|^p dx = e^{-p} \int |(H_1 f_{\varepsilon^{-1}})(\varepsilon^{-1} x)|^p dx = e^{-p} \int |(H_1 f_{\varepsilon^{-1}})(x)|^p dx,
\]

and

\[
\int |g_{\varepsilon^{-1}}(x)|^p dx = e^p \int |g(x)|^p dx = e^{1+p} \int |g(x)|^p dx
\]

allow us to write

\[
\| H_\varepsilon f \|_p^p = e^{1-p} \| H_1 f_{\varepsilon^{-1}} \|_p^p \leq A_p e^{1-p} \| f_{\varepsilon^{-1}} \|_p^p = A_p \| f \|_p^p.
\]

This proves (a), the constant \( A_p \) being any constant that works for \( H_1 \).

In Lemma 9.24 below we show by a direct computation that (b) holds for the dense subset of \( C^1 \) functions \( f \) of compact support. Let us deduce (b) for general \( f \) in \( L^p \) from this fact and (a). In fact, if we are given \( f \), we choose a sequence \( f_n \) in this dense set with \( f_n \to f \) in \( L^p \). Then

\[
\| H_\varepsilon f - H_{\varepsilon'} f \|_p \leq \| H_\varepsilon (f - f_n) \|_p + \| H_{\varepsilon'} f_n - H_{\varepsilon'} f_n \|_p + \| H_{\varepsilon'} (f_n - f) \|_p \\
\leq A_p \| f_n - f \|_p + \| H_\varepsilon f_n - H_{\varepsilon'} f_n \|_p + A_p \| f_n - f \|_p.
\]
Choose \( n \) to make the first and third terms small on the right, and then choose \( \varepsilon \) and \( \varepsilon' \) sufficiently close to 0 so that the second term on the right is small. The result is that \( H_{\varepsilon} f \) is Cauchy in \( L^p \) along any sequence \( \varepsilon_n \) tending to 0. This proves (b), apart from the direct computation for the dense subset.

In (b), we proved that \( H_{\varepsilon} f \to H f \) in \( L^p \). Then (a) gives \( \|H f\|_p = \lim_{\varepsilon \downarrow 0} \|H_{\varepsilon} f\|_p \leq \limsup_{\varepsilon \downarrow 0} A_p \|f\|_p = A_p \|f\|_p \). This proves (c) and completes the proof of Theorem 9.23 except for the following lemma.

\[ \text{Lemma 9.24. If } f \text{ is a } C^1 \text{ function of compact support on } \mathbb{R}^1, \text{ then} \]

\[ \lim_{\varepsilon \downarrow 0} \frac{1}{\pi} \int_{|t| \leq \varepsilon} \frac{f(x-t)\,dt}{t} \]

exists uniformly and in \( L^p \) for every \( p > 1 \).

\[ \text{PROOF. Let } \| \cdot \| \text{ denote the supremum norm or the } L^p \text{ norm. By the Cauchy criterion it is enough to show that} \]

\[ \left\| \int_{|t| \leq \varepsilon_1} \frac{f(x-t)\,dt}{t} \right\| \]


tends to 0 for the above interpretations of \( \| \cdot \| \) as \( \varepsilon_1 \) and \( \varepsilon_2 \) tend to 0. Since \( |f'(u)| \leq M \), use of the Mean Value Theorem on \( \text{Re } f \) and \( \text{Im } f \) shows that \( |f(x-t) - f(x)| \leq 2M|t| \). Suppose that \( 0 < \varepsilon_1 \leq \varepsilon_2 \leq 1 \). If \( E \) is a compact set containing the sum of any member of the support of \( f \) and any \( x \) with \( |x| \leq 1 \), then it follows that

\[ \left\| \int_{|t| \leq \varepsilon_1} \frac{f(x-t)\,dt}{t} \right\| = \left\| \int_{|t| \leq \varepsilon_1} \frac{|f(x-t)-f(x)|\,dt}{t} \right\| \]

\[ \leq \int_{|t| \leq \varepsilon_1} \frac{|f(x-t)-f(x)|\,dt}{|t|} \]

\[ \leq \int_{|t| \leq \varepsilon_1} \frac{2M|t||E|\,dt}{|t|} \]

\[ = 4M||E|| (\varepsilon_2 - \varepsilon_1). \]

The right side tends to 0 as \( \varepsilon_1 \) and \( \varepsilon_2 \) tend to 0, and the proof of the lemma is complete. \( \square \)

Having now completely proved Theorem 9.23, let us return to a discussion of the proof of the Marcinkiewicz theorem, Theorem 9.20. The proof is considerably simplified by assuming that \( q_1 = p_1 \) and \( q_2 = p_2 \), which happens to be the special case of most interest to us, and we shall give a proof only under this additional hypothesis.\(^6\) The idea in the special case will be to estimate integrals of powers

\(^6\)A proof in the general case may be found in Appendix B of Stein’s *Singular Integrals and Differentiability Properties of Functions*. 
of functions by using Proposition 6.56b to reduce the estimates to facts about distribution functions.

The proof in general has the same flavor as the argument we give, but it involves also a subtler decomposition of \( f \) into two parts, a nonobvious application of Hölder’s inequality, and a clever use of Proposition 9.8.

**Proof of Theorem 9.20 When \( p_1 = q_1 < p_2 = q_2 \).** We divide matters into two cases, the first when \( p_2 < \infty \) and the second when \( p_2 = \infty \).

We begin with the case with \( p_2 < \infty \). Let

\[
\lambda(\xi) = \lambda_{Tf}(\xi) = v(\{y \mid |Tf(y)| > \xi\})
\]

be the distribution function of \( Tf \) as in Section VI.10. Proposition 6.56b shows that

\[
\|Tf\|_p^p = p \int_0^{\infty} \xi^{p-1} \lambda(\xi) \, d\xi = 2^p p \int_0^{\infty} \xi^{p-1} \lambda(2\xi) \, d\xi. \tag{*}
\]

With \( \xi > 0 \) fixed, we shall estimate \( \lambda(2\xi) \). We decompose \( f \) as \( f = f_1 + f_2 \) with

\[
f_1(x) = \begin{cases} f(x) & \text{if } |f(x)| > \xi \\ 0 & \text{otherwise} \end{cases} \quad \text{and} \quad f_2(x) = \begin{cases} f(x) & \text{if } |f(x)| \leq \xi \\ 0 & \text{otherwise} \end{cases}.
\]

Just as in the proof of Proposition 9.4c, \( f_1 \) is in \( L^{p_1}(X, \mu) \) and \( f_2 \) is in \( L^{p_2}(X, \mu) \).

Because \( f = f_1 + f_2 \), sublinearity of \( T \) gives \( |Tf| \leq |Tf_1| + |Tf_2| \). If \( \lambda_1 \) and \( \lambda_2 \) are the distribution functions of \( Tf_1 \) and \( Tf_2 \) and if \( \alpha > 0 \) is given, then

\[
\lambda(2\alpha) \leq \lambda_1(\alpha) + \lambda_2(\alpha)
\]

because \( |Tf| \) can be \( > 2\alpha \) only if at least one of \( |Tf_1| \) and \( |Tf_2| \) is \( > \alpha \). For every \( \alpha > 0 \), the assumption that \( T \) is of weak types \((p_1, p_1)\) and \((p_2, p_2)\) gives us

\[
\lambda_1(\alpha) \leq \left( \frac{M_1}{\alpha} \right)^{p_1} \quad \text{and} \quad \lambda_2(\alpha) \leq \left( \frac{M_2}{\alpha} \right)^{p_2}.
\]

For \( \alpha = \xi \), we therefore obtain

\[
\lambda(2\xi) \leq \lambda_1(\xi) + \lambda_2(\xi) \leq M_1^{p_1} \xi^{-p_1} \int_X |f_1|^{p_1} \, d\mu + M_2^{p_2} \xi^{-p_2} \int_X |f_2|^{p_2} \, d\mu
\]

\[
= M_1^{p_1} \xi^{-p_1} \int_{\{|f| > \xi\}} |f|^{p_1} \, d\mu + M_2^{p_2} \xi^{-p_2} \int_{\{|f| \leq \xi\}} |f|^{p_2} \, d\mu. \tag{**}
\]

With the estimate for \( \lambda(2\xi) \) in hand, we can now let \( \xi \) vary and estimate \( \|Tf\|_p^p \).

From (*) and (**) we obtain \( \|Tf\|_p^p \leq I_1 + I_2 \), where

\[
I_1 = 2^p p M_1^{p_1} \int_0^\infty \xi^{p-p_1-1} \int_{\{|f(x)| > \xi\}} |f(x)|^{p_1} \, d\mu(x) \, d\xi
\]

and

\[
I_2 = 2^p p M_2^{p_2} \int_0^\infty \xi^{p-p_2-1} \int_{\{|f(x)| \leq \xi\}} |f(x)|^{p_2} \, d\mu(x) \, d\xi.
\]
Fubini’s Theorem gives
\[ I_1 = 2^p p M^p_1 \int_X |f|^p \left[ \int_0^{L_1} \xi^{p-1} \, d\xi \right] \, d\mu = \frac{2^p p M^p_1}{p-1} \int_X |f|^p \, d\mu. \]

Similarly
\[ I_2 = \frac{2^p p M^p_2}{p-1} \int_X |f|^p \, d\mu, \]
and thus \( \|Tf\|^p_p \leq C^n \|f\|^p_p \) as required.

The remaining case to handle has \( p_2 = \infty \). The general line of the argument is the same as above, but there are small differences. With \( \xi \) fixed, the definitions of \( f_1 \) and \( f_2 \) are adjusted to be
\[ f_1(x) = \begin{cases} f(x) & \text{if } |f(x)| > \xi/\|T\|_\infty, \\ 0 & \text{otherwise}, \end{cases} \]
and \( f_2 = f - f_1 \). Then \( \|f_2\|_\infty \leq \xi/\|T\|_\infty \), \( \|Tf_2\|_\infty \leq \xi \), and \( \lambda_2(\xi) = 0 \). Hence
\[ \lambda(2\xi) \leq \lambda_1(\xi) + \lambda_2(\xi) = \lambda_1(\xi) \leq M^p_1 \xi^{p-1} \int_{\{\|f\| > \xi/\|T\|_\infty\}} |f|^p \, d\mu, \]
and then the proof can proceed along the lines above.

\[ \square \]

8. Problems

1. For a measure space of finite measure, prove that \( L^p \subseteq L^q \) whenever \( p \geq q \geq 1 \). More particularly prove, for the case that the total measure is \( 1 \), that \( \|f\|_q \leq \|f\|_p \) whenever \( p \geq q \geq 1 \).

2. Let \( p, q, r \) be real numbers in \([1, +\infty]\) with \( \frac{1}{p} + \frac{1}{q} + \frac{1}{r} = 1 \). Using the equality \( \frac{\tau'}{p} + \frac{\tau''}{q} = 1 \) and Hölder’s inequality, prove that \( \int_X |fgh| \, d\mu \leq \|f\|_p \|g\|_q \|h\|_r \).

3. For a measure space of finite measure, let \( \{f_n\} \) be a sequence of measurable functions converging pointwise to \( f \). Suppose that \( 1 \leq q < p < \infty \), and suppose that the sequence of numbers \( \|f\|_p \) is bounded. Using Egoroff’s Theorem (Problem 17, Chapter V) or uniform integrability (Problem 21, Chapter V), prove that \( f_n \to f \) in \( L^q \).

4. This problem produces an example of a measure space in which two distinct members of \( L^\infty \) act as the same linear functional on \( L^1 \). The measure space \((X, A, \mu)\) has \( X \) consisting of a single point \( p \), \( A = \{\emptyset, X\} \), and \( \mu(X) = +\infty \). (a) Show that \( \dim L^1(X) = 0 \) and \( \dim L^\infty(X) = 1 \). (b) Proposition 9.8 assumed \( \sigma \)-finiteness to ensure its conclusion when \( p = \infty \). Show that the conclusion of Proposition 9.8 fails for \( p = \infty \) in this example.
5. If \( f \) is real-valued and integrable on the measure space \((X, \mathcal{A}, \mu)\), what are all the Hahn decompositions for the signed measure \( \nu(E) = \int_E f \, d\mu \)?

6. Provide examples of each of the following. Each example can be produced on one of the following three algebras of subsets of a set \( X \): the finite subsets of \( X \) and their complements, all subsets of a countable set \( X \), the Borel sets of \( X = [0, 1] \).
   (a) An additive set function \( \nu \) on an algebra of sets with \( |\nu(X)| < \infty \) but with \( \sup_E |\nu(E)| = \infty \).
   (b) A counterexample to the Hahn decomposition if the assumption “\( \sigma \)-algebra” is relaxed to “algebra” but the other assumptions are left in place.
   (c) A finite measure \( \nu \) and a non \( \sigma \)-finite measure \( \mu \), both defined on a \( \sigma \)-algebra, such that \( \nu \ll \mu \) but \( \nu \) is not given by an integral with respect to \( \mu \).

Problems 7–8 concern harmonic functions and the Poisson integral formula for the unit disk in \( \mathbb{R}^2 \). These matters were the subject of Problems 27–29 at the end of Chapter I, Problems 14–15 at the end of Chapter III, Problems 10–13 at the end of Chapter IV, and Problems 18–20 at the end of Chapter VI. Problem 7 updates the results from Chapter VI so that they apply for \( 1 \leq p < \infty \), and Problem 8 uses weak-star convergence to establish a converse result.

7. If \( 1 \leq p < \infty \) and if \( f \) is in \( L^p \left([-\pi, \pi], \frac{1}{2\pi} \, d\theta\right) \), prove that the Poisson integral \( u(r, \theta) \) of \( f \) has the properties that \( \|u(r, \cdot)\|_p \leq \|f\|_p \) for \( 0 \leq r < 1 \) and that \( u(r, \cdot) \) tends to \( f \) in \( L^p \) in the sense that \( \lim_{r \uparrow 1} \|u(r, \cdot) - f\|_p = 0 \).

8. Suppose that \( 1 < p' \leq \infty \) and that \( u(r, \theta) \) is a harmonic function on the open unit disk such that \( \sup_{0 \leq r < 1} \|u(r, \cdot)\|_{p'} \) is finite. By using Problem 13 at the end of Chapter IV and taking a weak-star limit of a suitable sequence of functions \( u(r_n, \theta) \) with \( \{r_n\} \) increasing to 1, prove that \( u(r, \theta) \) is the Poisson integral of a function in \( L^{p'} \left([-\pi, \pi], \frac{1}{2\pi} \, d\theta\right) \).

Problems 9–12 concern decomposing any bounded nonnegative additive set function on an algebra into a completely additive part and a “purely finitely additive” part. They make use of Zorn’s Lemma (Section A9 of Appendix A). A bounded nonnegative additive set function \( \mu \) will be called \textbf{purely finitely additive} if there is no nonzero completely additive set function \( \nu \) such that \( 0 \leq \nu(E) \leq \mu(E) \) for all \( E \).

9. Suppose that \( \mu \) is an additive set function on the \( \sigma \)-algebra of all subsets of the integers such that \( \mu \) has image \([0, 1] \) and \( \mu(\{n\}) = 0 \) for every integer \( n \). Prove that \( \mu \) is purely finitely additive. (Such a \( \mu \) was constructed by means of a nontrivial ultrafilter in Problems 39–41 at the end of Chapter V.)

10. Use Zorn’s Lemma to show that any bounded nonnegative additive set function is the sum of a nonnegative completely additive set function and a purely finitely additive set function.
11. Prove that if \( \nu \) is a bounded nonnegative completely additive set function and if \( \mu \) is bounded nonnegative and purely finitely additive with \( 0 \leq \mu(E) \leq \nu(E) \) for all \( E \), then \( \mu = 0 \).

12. Deduce from the previous problem and the Jordan Decomposition Theorem that the decomposition of Problem 10 is unique.

Problems 13–15 prove the theorem, for the case of \( \mathbb{R}^2 \), of Jessen–Marcinkiewicz–Zygmund concerning strong differentiation of integrals of \( L^p \) functions almost everywhere when \( p > 1 \). Strong differentiation holds at \((x, y)\) for the locally integrable function \( f \) on \( \mathbb{R}^2 \) if

\[
\lim_{\text{diam}(R) \to 0, R=\text{geometric rectangle centered at } (x,y)} \frac{1}{m(R)} \int_R f(u, v) \, dv \, du = f(x, y).
\]

Let \( f^{**} \) be the associated maximal function, given by

\[
f^{**}(x, y) = \sup_{\text{diam}(R) \to 0, R=\text{geometric rectangle centered at } (x,y)} \frac{1}{m(R)} \int_R |f(u, v)| \, dv \, du.
\]

13. Let \( f_1(x, y) \) be the value of the one-dimensional Hardy–Littlewood maximal function of \( y \mapsto f(x, y) \), and let \( f_2(x, y) \) be the value of the one-dimensional Hardy–Littlewood maximal function of \( x \mapsto f_1(x, y) \). Prove that \( f^{**}(x, y) \leq f_2(x, y) \).

14. Using Corollary 9.21 and the previous problem, prove that \( \|f^{**}\|_p \leq A_p^2 \|f\|_p \) if \( 1 < p < \infty \).

15. Conclude that strong differentiation holds almost everywhere for each \( f \) in \( L^p(\mathbb{R}^2) \) if \( 1 < p \leq \infty \).

Problems 16–19 concern the Hilbert transform \( H \) defined in Section VIII.7 and Theorem 9.23. The operator \( H \) is defined on \( L^p(\mathbb{R}^1) \) for \( 1 < p < \infty \). Recall the functions \( h_\varepsilon, Q_\varepsilon, \) and \( \psi_\varepsilon \) on \( \mathbb{R}^1 \) satisfying \( Q_\varepsilon = h_\varepsilon + \psi_\varepsilon \). Let \( f \) be in \( L^p \), and let \( f^* \) be the Hardy–Littlewood maximal function of \( f \).

16. Prove that there exists a continuous integrable function \( \Phi \geq 0 \) on \( \mathbb{R}^1 \) of the form \( \Phi(x) = \Phi_0(|x|) \), where \( \Phi_0 \) is a decreasing \( C^1 \) function on \([0, \infty)\), such that the function \( \psi_\varepsilon \) for \( \varepsilon = 1 \) satisfies \( |\psi_1| \leq \Phi \).

17. Deduce from the previous problem and Corollary 6.42 that \( \sup_{\varepsilon > 0} |(\psi_\varepsilon \ast f)(x)| \leq C f^*(x) \). How does it follow that \( \lim_{\varepsilon \downarrow 0} (\psi_\varepsilon \ast f)(x) = 0 \) almost everywhere for all \( f \) in \( L^p \), \( 1 \leq p \leq \infty \)?

18. Prove that \( Q_\varepsilon \ast f = P_\varepsilon \ast (Hf) \) for \( f \in L^p \) with \( 1 < p < \infty \), where \( P_\varepsilon(x) = P(x, \varepsilon) \) is the Poisson kernel.
19. Deduce from the previous two problems that the limit in the equality

$$Hf(x) = \lim_{\varepsilon \to 0} \frac{1}{\pi} \int_{|t| \geq \varepsilon} \frac{f(x-t)}{t} dt$$

of Theorem 9.23 may be interpreted as an almost-everywhere limit if $f$ is in $L^p(\mathbb{R})$ and $1 < p < \infty$.

Problems 20–22 prove the theorem of M. Riesz that the partial sums of the Fourier series of a function in $L^p([−\pi, \pi])$ converge to the function in $L^p$ if $1 < p < \infty$. Recall from Sections I.10 and VI.7 that if $f$ is integrable on $[−\pi, \pi]$, then the $n^{th}$ partial sum of the Fourier series of $f$ is given by $(S_n f)(x) = (D_n * f)(x)$, where $D_n$ is the Dirichlet kernel $D_n(t) = \frac{\sin(n+\frac{1}{2})t}{\sin\frac{t}{2}}$ and the convolution is taken relative to $\frac{1}{\pi} dt$.

20. Suppose it can be proved that $\|S_n f\|_p \leq A_p \|f\|_p$ for $1 < p < \infty$ with $A_p$ independent of $n$ and $f$. Prove that $S_n f \to f$ in $L^p$ for all $f$ in $L^p$, provided $1 < p < \infty$.

21. Define $E_n(t) = \frac{2 \sin(n+\frac{1}{2})t}{\pi}$ for $\frac{1}{2n+1} \leq |t| \leq \pi$ and $E_n(t) = 0$ for $|t| < \frac{1}{2n+1}$. Then extend $E_n(t)$ periodically. Show that $D_n - E_n = \phi_n$ is integrable on $[−\pi, \pi]$ with $\|\phi_n\|_1 \leq C$ independently of $n$, and say why it is therefore enough to prove that the operators $T_n$ with $T_n f = E_n * f$ satisfy $\|T_n f\|_p \leq B_p \|f\|_p$ for $1 < p < \infty$ with $B_p$ independent of $n$ and $f$.

22. In $E_n(t)$, write $\sin(n + \frac{1}{2})t$ as a linear combination of two exponentials $e^{ikt}$, rewrite each exponential as $e^{-ikt}e^{ikt}$, and decompose the operator $T_n$ as the corresponding sum of two operators. By relating these two operators separately to the operators $H_n$ in Theorem 9.23, prove that the $T_n$’s satisfy the desired estimates $\|T_n f\|_p \leq B_p \|f\|_p$.

Problems 23–26 develop a kind of function-valued integration known as conditional expectation in probability theory. They make use of the Radon–Nikodym Theorem (Theorem 9.16). Let $(X, \mathcal{A}, \mu)$ be a measure space with $\mu(X) = 1$.

23. If $f$ is integrable and if $\mathcal{B}$ is a $\sigma$-algebra contained in $\mathcal{A}$, prove that there exists a function $E[f|\mathcal{B}]$ that

- (i) is measurable with respect to $\mathcal{B}$ and
- (ii) has $\int_B f \, d\mu = \int_B E[f|\mathcal{B}] \, d\mu$ for all $B$ in $\mathcal{B}$.

Show further that $E[f|\mathcal{B}]$ is unique in this sense: any two functions satisfying (i) and (ii) differ only on a set in $\mathcal{B}$ of $\mu$ measure 0.

24. Suppose that $X$ is a countable disjoint union of sets $X_n$ in $\mathcal{A}$ and that $\mathcal{B}$ consists of all possible unions of the $X_n$’s. Give an explicit formula for $E[f|\mathcal{B}]$.

25. Show that if $\mathcal{B} = \mathcal{A}$, then $E[f|\mathcal{B}] = f$ almost everywhere.
26. Let $B$ and $C$ be $\sigma$-algebras with $C \subseteq B \subseteq A$. Prove the following:
   (b) If $f$ and $g$ are integrable and everywhere finite, then
       $E[f + g | B] = E[f | B] + E[g | B]$ almost everywhere.
   (c) If $g$ is measurable with respect to $B$ and if $f$ and $fg$ are integrable, then
       $E[fg | B] = g E[f | B]$ almost everywhere.
   (d) If $f$ and $g$ are in $L^2(X, A, \mu)$, then $\int_X f E[g | B] \, d\mu = \int_X E[f | B] \, g \, d\mu$.

Problems 27–33 concern bounded linear operators $A : L^p(\mathbb{R}^N, dx) \rightarrow L^q(\mathbb{R}^N, dx)$ that commute with translations. Recall that the translation operators are defined on functions on $\mathbb{R}^N$ by $(\tau_x f)(y) = f(y - x)$ and that the condition of commuting with translations means that $\tau_x f = \tau_x Af$ for all $x \in \mathbb{R}^N$ and all functions in question.

27. Using Theorem 8.14, prove that every bounded linear operator from $L^2(\mathbb{R}^1, dx)$ to itself commuting with translations and dilations is a linear combination of the identity and the Hilbert transform. (The dilation $\delta_r$ for $r > 0$ is defined on a function $f$ on $\mathbb{R}^1$ by $(\delta_r f)(x) = f(r^{-1}x)$.)

28. Suppose that $1 \leq p < \infty$ and $1 \leq q < \infty$. Going over the proof of Lemma 8.13 and the results in Chapter VI on which it depends, prove that if $A : L^p(\mathbb{R}^N, dx) \rightarrow L^q(\mathbb{R}^N, dx)$ is a bounded linear operator that commutes with translations, then $A$ commutes with convolution by $L^1$ functions in the following sense: if $f$ in in $L^1$ and $g$ is in $L^p$, then the members $f \ast Ag$ and $A(f \ast g)$ of $L^q$ are equal.

29. Suppose that $1 < p < \infty$, that $A$ is bounded linear from $L^p$ to itself, and that $A$ commutes with translations. Let $p'$ be the dual index.
   (a) Prove the following for every pair of simple functions $f$ and $g$ that vanish off a set of finite measure: $\int_{\mathbb{R}^N}(Af)(x)g(-x) \, dx = \int_{\mathbb{R}^N}(Ag)(x)f(-x) \, dx$.
   (b) Taking into account that the space of simple functions vanishing off a set of finite measure is dense in $L^{p'}$, prove that $A$ extends to a bounded linear operator from $L^{p'}$ to itself commuting with translations and that the norm of $A : L^p \rightarrow L^{p'}$ equals the norm of $A : L^p \rightarrow L^p$.
   (c) Explain how (b) generalizes in the case of a linear operator bounded from $L^p$ to $L^q$ if also $1 < q < \infty$.

30. Let $1 < p \leq 2$, let $p'$ be the dual index, and let $\mathcal{F} : L^p \rightarrow L^{p'}$ be the Fourier transform as defined in the Hausdorff–Young Theorem (Corollary 9.19C). Prove the following generalization of Theorem 8.14: If $A$ is bounded linear from $L^p$ to itself and if $A$ commutes with translations, then there exists an $L^\infty$ function $m$ such that $\mathcal{F}(Af) = m \mathcal{F}(f)$ for all $f$ in $L^p$. 


31. Take for granted the **Helly–Bray Theorem**, i.e., the statement that if \( \{ \mu_n \} \) is a sequence of finite measures on \( \mathbb{R}^N \) with \( \{ \mu_n(\mathbb{R}^N) \} \) bounded, then there is a subsequence convergent to some finite measure \( \mu \) weak-star against \( C_{\text{com}}(\mathbb{R}^N) \).

This result was assumed and used previously for Problems 6–12 in Chapter VIII; it will be proved in something like the stated form in Chapter XI. Carry out the following steps to prove that each bounded linear \( A : L^1 \to L^1 \) commuting with translations is given by convolution with a finite signed measure on \( \mathbb{R}^N \), convolution with a finite measure being defined in Problem 5 at the end of Chapter VIII and the notion being extended from finite measures to finite signed measures by the Jordan decomposition (Theorem 9.14) and linearity:

(a) Let \( \varphi \) be a function in \( C_{\text{com}}(\mathbb{R}^N) \) with integral 1, and form the approximate identity \( \{ \varphi_{\varepsilon} \} \) as in Theorem 6.20. Show that there is a finite signed measure \( \rho \) on \( \mathbb{R}^N \) such that some sequence \( \{ \varphi_{\varepsilon_k} \} \) with \( \varepsilon_k \) decreasing to 0 has

\[ \lim_{k \to \infty} \int_{\mathbb{R}^N} h(x) (A \varphi_{\varepsilon_k})(x) \, dx = \int_{\mathbb{R}^N} h(x) \, d\rho(x) \]

for all \( h \in C_{\text{com}}(\mathbb{R}^N) \).

(b) With \( g \in C_{\text{com}}(\mathbb{R}^N) \) and with \( g \ast \rho \) defined as the function

\[ (g \ast \rho)(x) = \int_{\mathbb{R}^N} g(x - y) \, d\rho(y) \],

prove that \( g \ast \rho \) is a continuous function.

(c) For any function \( f \) on \( \mathbb{R}^N \), define \( f^\#(x) = f(-x) \). Prove for every \( h \in C_{\text{com}}(\mathbb{R}^N) \) that

\[ \lim_{h \to \infty} k \tau_h f^\# + f \|_p = 2^{1/p} \| f \|_p. \]

(d) Conclude that \( Af = f \ast \rho \) for all \( f \) in \( L^1 \), hence that \( A \) is given by convolution with a finite signed measure.

32. Suppose that \( 1 \leq p < q < \infty \). Give an example of a nonzero bounded linear operator \( A : L^p(\mathbb{R}^N, dx) \to L^q(\mathbb{R}^N, dx) \) commuting with translations.

33. Suppose that \( 1 \leq q < p < \infty \). Prove that there is no nonzero bounded linear operator \( A : L^p(\mathbb{R}^N, dx) \to L^q(\mathbb{R}^N, dx) \) commuting with translations. Carry out the following steps to do so:

(a) Make use of the fact that \( C_{\text{com}}(\mathbb{R}^N) \) is dense in \( L^p \) to prove that

\[ \lim_{h \to \infty} \| \tau_h f + f \|_p = 2^{1/p} \| f \|_p. \]

(b) Arguing by contradiction, suppose that such an \( A \) has norm \( M > 0 \). Let \( f \) be arbitrary in \( L^p \). Obtain an estimate \( \| \tau_h(Af) + Af \|_q \leq M\| \tau_h f + f \|_p \) for all \( f \in L^p \), let \( h \) tend to infinity, and derive a contradiction.
CHAPTER X

Topological Spaces

Abstract. This chapter extends considerably the framework for discussing convergence, limits, and continuity that was developed in Chapter II: topological spaces replace metric spaces.

Section 1 makes various definitions, including definitions for the terms topology, open set, closed set, continuous function, base for a topology, separable, and subspace. It introduces two general kinds of constructions useful in analysis and other fields for forming new topological spaces out of old ones—weak topologies and quotient topologies. The section gives several examples of each.

Sections 2–3 develop standard facts, mostly elementary, about how certain combinations of properties of topological spaces imply others. Examples show some limitations to such implications. Properties that are studied include Hausdorff, regular, normal, dense, compact, locally compact, Lindelöf, and ω-compact.

Section 4 discusses product topologies on arbitrary product spaces, an example of a weak topology. The main theorem, the Tychonoff Product Theorem, says that the product of compact spaces is compact.

Section 5 introduces nets, a generalization of sequences. Sequences by themselves are inadequate for detecting convergence in general topological spaces, and nets are a substitute. The use of nets in many cases provides an easier way of establishing properties of subsets of a topological space than direct arguments with open and closed sets.

Section 6 elaborates on quotient topologies as introduced in Section 1. Conditions under which a quotient space is Hausdorff are of particular interest.

Sections 7–8 prove and apply Urysohn's Lemma, which says that any two disjoint closed sets in a normal topological space may be separated by a real-valued continuous function. This result is fundamental to serious uses of topological spaces in analysis. One application is to showing that every separable Hausdorff regular topology arises from a metric.

Section 9 extends Ascoli's Theorem and the Stone–Weierstrass Theorem from their settings in compact metric spaces in Chapter II to the wider setting of compact Hausdorff spaces.

1. Open Sets and Constructions of Topologies

In applications involving metric spaces, we have seen several times that the explicit form of a metric may not at all be one of objects of interest for the space. Instead, we may be interested in the open sets, or in convergence, or in continuity, or in some other aspect of the space. The same open sets, convergence, and
The framework for a “topological space” consists of a nonempty set and a collection of “open sets” satisfying the conditions of Proposition 2.5. Thus let $X$ be a nonempty set. A set $T$ of subsets of $X$ is called a **topology** for $X$ if

(i) $X$ and $\emptyset$ are in $T$,

(ii) any union of members of $T$ is a member of $T$,

(iii) any finite intersection of members of $T$ is a member of $T$.

The members of $T$ are called **open sets**, and $(X, T)$ is called a **topological space**.

When there is no chance for ambiguity, we may refer to $X$ itself as a topological space.

Every metric space furnishes an example of a topological space by virtue of Proposition 2.5; we refer to the topology in question as the **metric topology** for the space. Two other examples of general constructions leading to topological spaces will be given later in this section, and some specific examples of other kinds will be given in Section 2.

Neighborhoods, open neighborhoods, interior, closed sets, limit points, and closure may be defined in the same way as in Section II.2. As remarked after Corollary 2.11, the proofs of certain results relating these notions depended only on the definitions and the three properties of open sets listed above. These results are Proposition 2.6 and Corollary 2.7 characterizing interior, Proposition 2.8 giving properties of the family of all closed sets, Proposition 2.9 relating closed sets to limit points, and Proposition 2.10 and Corollary 2.11 characterizing closure. Thus we may take all those results as known for general topological spaces, and it is not necessary to repeat their statements here.

The notion of continuity extends to topological spaces in straightforward fashion. Specifically the definition of continuity at a point is extracted from the statement of Proposition 2.13: if $X$ and $Y$ are topological spaces, a function
$X \to Y$ is **continuous at a point** $x \in X$ if for any open neighborhood $V$ of $f(x)$ in $Y$, there is a neighborhood $U$ of $x$ such that $f(U) \subseteq V$. Then Corollary 2.14 is immediately available, saying that if $f : X \to Y$ is continuous at $x$ and $g : Y \to Z$ is continuous at $f(x)$, then the composition $g \circ f$ is continuous at $x$.

Proposition 2.15 and its proof are available also, saying that the function $f : X \to Y$ is continuous at every point of $X$ if and only if the inverse image under $f$ of every open set in $Y$ is open in $X$, if and only if the inverse image under $f$ of every closed set in $Y$ is closed in $X$. We say that $f : X \to Y$ is **continuous** if these equivalent conditions are satisfied. The function $f : X \to Y$ is said to be a **homeomorphism** if $f$ is continuous, $f$ is one-one and onto, and $f^{-1} : Y \to X$ is continuous. The relation “is homeomorphic to” is an equivalence relation.

Now let us come to the two general constructions of topological spaces, known as “weak topologies” and “quotient topologies.” Both of these have many applications in real analysis.

The notion of “weak topology” starts from the fact that the intersection of a nonempty collection of topologies for a set is a topology; this fact is evident from the very definition. The prototype of a weak topology is the “product topology” for the product of a nonempty set of topological spaces. In the terminology of Section A1 of Appendix A, if $S$ is a nonempty set and if $X_s$ is a nonempty set for each $s$ in $S$, then the Cartesian product $X = \prod_{s \in S} X_s$ is the set of all functions $f$ from $S$ into $\bigcup_{s \in S} X_s$ such that $f(s)$ is in $X_s$ for all $s$ in $S$. Now suppose that each $X_s$ is a topological space, and let $p_s : X \to X_s$ be the $s$th coordinate function, given by $p_s(f) = f(s)$. If $X$ is given the **discrete topology** $D$, in which every subset of $X$ is open, then each $p_s$ is continuous; in fact, the inverse image of an open set in $X_s$ is some subset of $X$, and every subset of $X$ is in $D$. Form the collection of all topologies $\mathcal{T}_a$ on $X$ such that each $p_s : X \to X_s$ is continuous relative to $\mathcal{T}_a$. The collection is nonempty since $D$ is one. Let $T$ be their intersection. The inverse image of any open set in $X_s$ under $p_s$ lies in $\mathcal{T}_a$ for each $a$ and hence lies in $T$. Therefore each $p_s$ is continuous relative to $T$. We speak of $T$ as the “weakest topology” on $X$ such that all $p_s$ are continuous, and this topology for $X$ is called the **product topology** for $X$. We shall study product topologies in more detail in Section 4.

More generally let $X$ be a nonempty set, let $S$ be a nonempty set, let $X_s$ be a topological space for each $s$ in $S$, and suppose that we are given a function $f_s : X \to X_s$ for each $s$ in $S$. If $X$ is given the discrete topology, then every $f_s$ is continuous. Arguing as in the previous paragraph, we see that there exists a smallest topology for $X$ making all the functions $f_s$ continuous. This is called the **weak topology for $X$ determined by** $\{f_s\}_{s \in S}$.

**Examples.**

1. Let $(X, d)$ be a metric space. Then the weak topology for $X$ determined by all functions $x \mapsto d(x, y)$ as $y$ varies through $X$ is the usual metric topology on $X$, as we readily check from the definitions.
1. Open Sets and Constructions of Topologies

(2) Let $X$ be a normed linear space with field of scalars $F$, such as an $L^p$ space for $1 \leq p \leq \infty$, and let $X^*$ be the vector space of continuous linear functionals on $X$, as introduced in Section V.9. (For $X = L^p$ with $1 \leq p < \infty$ and with the assumption that the underlying measure is $\sigma$-finite, Theorem 9.19 identified $X^*$ explicitly as $L^{p'}$, where $p'$ is the dual index to $p$.) Each member $x$ of $X$ defines a function $f_x : X^* \rightarrow F$ by the formula $f_x(x^*) = x^*(x)$. The weak topology on $X^*$ determined by $X$ is called the **weak-star topology** on $X^*$ relative to $X$. The words “relative to $X$” are included in the terminology because two normed linear spaces $X$ might have the same set $X^*$ of continuous linear functionals. In Section V.9 we introduced a notion of weak-star convergence but no metric associated to it. In problems at the ends of Chapters VI, VIII, and IX, this kind of convergence became a powerful tool for working with harmonic functions, Poisson integrals, and positive definite functions. Later in the present chapter we shall relate topologies to convergence of sequences,¹ and it will be apparent that weak-star convergence as defined in Section V.9 is the appropriate notion of convergence for the newly defined weak-star topology.

(3) The construction in Example 2 can be transposed to other situations in which a topology is to be imposed on a vector space. For example, let $X$ be a normed linear space with field of scalars $F$ equal to $\mathbb{R}$ or $\mathbb{C}$, and let $X^*$ be the vector space of continuous linear functionals on $X$. Then $X^*$ indexes a set of functions $x^* : X \rightarrow F$. The weak topology on $X$ determined by $X^*$ is known as the **weak topology** on $X$. This topology arises in some advanced situations, but we shall not have occasion to make use of it in the present volume.

(4) We have encountered three vector spaces of scalar-valued smooth functions on open sets of Euclidean space—in Section III.2 the space $C^\infty(U)$ of all smooth functions on $U$, in Section VIII.4 the space $C^\infty_{\text{com}}(U)$ of all smooth functions on $U$ with compact support contained in $U$, and in Section VIII.4 the space $S(\mathbb{R}^N)$ of Schwartz functions defined on $\mathbb{R}^N$. The subject of partial differential equations makes extensive use of functions of all three of these kinds, and it is necessary to be able to discuss convergence for them. The easiest convergence to describe is for $C^\infty(U)$, where convergence is to mean uniform convergence of the function and all of its partial derivatives on each compact subset of $U$. Uniform convergence by itself is captured by the supremum norm, and somehow we want to work here with the supremum norms of the function and each of its partial derivatives on each compact subset. The appropriate topology turns out to be the weak topology determined by all the functions $f \mapsto \|f - g\|$, where $\|\cdot\|$ is the supremum of some iterated partial derivative on some compact subset of $U$. This construction is carried out in detail in the companion volume, *Advanced Real Analysis*. A topology for the Schwartz space $S(\mathbb{R}^N)$ is obtained in a qualitatively similar way.

¹And to “nets,” which are a generalization of sequences.
A topology for \( C^\infty_{\text{con}}(U) \) is more subtle, and it too is constructed in the companion volume.

The second general construction of topological spaces is the “quotient topology” for the set of equivalence classes on \( X \) when \( X \) is a topological space and some equivalence relation\(^2\) has been specified on \( X \). If the relation is written as \( \sim \), the set of equivalence classes may be written as \( X/\sim \), and the \textbf{quotient map}, i.e., passage from each member of \( X \) to its equivalence class, is a well-defined function \( q : X \to X/\sim \). With a topology in place on \( X \), define a subset \( U \) of \( X/\sim \) to be open if \( q^{-1}(U) \) is open. Since inverse images of functions preserve set-theoretic operations, it is immediate that the resulting collection of open subsets of \( X/\sim \) is a topology for \( X/\sim \) and that this topology makes \( q \) continuous. This topology is called the \textbf{quotient topology} for \( X/\sim \). In any other topology \( T' \) on \( X/\sim \), any subset \( V \) of \( X/\sim \) that is open in \( T' \) but not open in the quotient topology must have the property that \( q^{-1}(V) \) is not open; this condition implies that \( q \) is not continuous when \( T' \) is the topology on \( X/\sim \). Therefore the quotient topology is the \textbf{finest topology} on \( X/\sim \) that makes the quotient map continuous—in the sense that it contains all topologies making \( q \) continuous.

\textbf{Examples.}

(1) Let \((X, d)\) be a pseudometric space such as the set of all integrable functions on some measure space \((S, A, \mu)\) with \( d(g, h) = \int_S |g - h| \, d\mu \). The pseudometric on \( X \) gives \( X \) a topology. For \( x \) and \( y \) in \( X \), define \( x \sim y \) if \( d(x, y) = 0 \). The result is an equivalence relation, and we know from Proposition 2.12 that the pseudometric \( d \) descends to be a metric on the set \( X/\sim \) of equivalence classes. The quotient topology on \( X/\sim \) coincides with the topology defined by this metric.

(2) Let \( X \) be the interval \([-\pi, \pi]\) with its usual topology from the metric on \( \mathbb{R} \), let \( S^1 \) be the unit circle in \( \mathbb{C} \) with its usual topology from the metric on \( \mathbb{C} \), and let \( q : X \to S^1 \) be given by \( q(x) = e^{ix} \). We can consider \( S^1 \) as the set of equivalence classes of \( X \) under the relation that lets \(-\pi \) and \( \pi \) be the only nontrivial pair of elements of \( X \) that are equivalent. The function \( q \) is continuous, and it carries compact sets to compact sets. In Problem 11 at the end of the chapter, we shall see that \( q \) exhibits \( S^1 \) as having the quotient topology.

(3) Let \( X \) be the line \( \mathbb{R} \) with its usual metric, let \( S^1 \) be the unit circle as in the previous example, and let \( q : X \to S^1 \) be given by \( q(x) = e^{ix} \). The domain \( X \) is a group, and the function \( q \) identifies \( S^1 \) set-theoretically as the quotient group \( \mathbb{R}/2\pi \mathbb{Z} \), where \( \mathbb{Z} \) is the subgroup of integers. This example illustrates the natural

\(^2\)Equivalence relations and their connection with equivalence classes are discussed in Section A6 of Appendix A.
topology to impose on any quotient of a group when the group has a topology for which all translations are homeomorphisms.\footnote{The definition of “topological group,” which is given in the companion volume, \textit{Advanced Real Analysis}, imposes further conditions beyond the fact that every translation is a homeomorphism.}

In many situations the problem of describing what sets are to be open sets in a topological space is simplified by the notion of a base for a topology. By a \textit{base} \( B \) for the topology \( T \) on \( X \) is meant a subfamily of members of \( T \) such that every member of \( T \) is a union of sets in \( B \). In Chapter II the topology for a metric space was really introduced by specifying that the family of all open balls is to be a base. Arguing as with Proposition 2.31, we obtain the following result.

\textbf{Proposition 10.1.} A family \( B \) of subsets of a nonempty set \( X \) is a base for some topology \( T \) on \( X \) if and only if

(a) \( X = \bigcup_{B \in B} B \) and

(b) whenever \( U \) and \( V \) are in \( B \) and \( x \) is in \( U \cap V \), then there is a \( B \) in \( B \) such that \( x \) is in \( B \) and \( B \subseteq U \cap V \).

In this case the topology \( T \) is necessarily the set of all unions of members of \( B \), and hence \( T \) is determined by \( B \). A family \( B \) of subsets of \( X \) is a base for a particular given topology \( T_0 \) on \( X \) if and only if (a) holds and

(b') for each \( x \in X \) and member \( U \) of \( T_0 \) containing \( x \), there is some member \( B \) of \( B \) such that \( x \) is in \( B \) and \( B \) is contained in \( U \).

\textbf{Remark.} Condition (b) is satisfied if \( B \) is closed under finite intersections. Thus any family of subsets of \( X \) that is closed under finite intersections and has union \( X \) is a base for some topology on \( X \).

A topological space \((X, T)\) is said to be \textit{separable} if \( T \) has a base consisting of only countably many sets.\footnote{Some authors use the word “separable” to mean that \( X \) has a countable dense set, but the meaning in the text here is becoming more and more common. The existence of a countable dense set is not a particularly useful property for a general topological space.} A separable metric space has a countable base consisting entirely of open balls.

As with metric spaces, there is a natural definition of subspaces for general topological spaces. If \((X, T)\) is a topological space and if \( A \) is a nonempty subset of \( X \), then the \textit{relative topology} for \( A \) is the family of all sets \( U \cap A \) with \( U \) in \( T \). We can write \( T \cap A \) for this family. It is a simple matter to check that \( T \cap A \) is indeed a topology for \( A \), and we say that \((A, T \cap A)\) is a \textit{topological subspace} of \((X, T)\). If there is no possibility of confusion and if the relative topology is understood, we may say that “\( A \) is a subspace of \( X \).”
Proposition 10.2. If $A$ and $B$ are subspaces of a topological space $X$ with $B \subseteq A \subseteq X$, then the relative topology of $B$ considered as a subspace of $X$ is identical to the relative topology of $B$ considered as a subspace of $A$.

Proof. The relative topology of $B$ considered as a subspace of $X$ consists of all sets $U \cap B$ with $U$ open in $X$, and the relative topology of $B$ considered as a subspace of $A$ consists of all sets $(U \cap A) \cap B$ with $U$ open in $X$. Thus the result follows from the identity $(U \cap A) \cap B = U \cap (A \cap B) = U \cap B$. □

The next two propositions are proved in the same way as Proposition 2.26 and Corollary 2.27.

Proposition 10.3. If $A$ is a subspace of a topological space $X$, then the closed sets of $A$ are all sets $F \cap A$, where $F$ is closed in $X$. Consequently $B$ is closed in $A$ if and only if $B = B^\text{cl} \cap A$.

Proposition 10.4. If $X$ and $Y$ are topological spaces and $f : X \to Y$ is continuous at a point $a$ of a subspace $A$ of $X$, then the restriction $f|_A : A \to Y$ is continuous at $a$. Also, $f$ is continuous at $a$ if and only if the function $f_0 : X \to f(X)$ obtained by redefining the range to be the image is continuous at $a$.

2. Properties of Topological Spaces

Proposition 2.30 listed certain properties of metric spaces as “separation properties.” These properties are not shared by all topological spaces, and instead we list them in this section as definitions. After giving the definitions, we shall examine implications among them and some roles that they play. The disproofs of certain implications provide an opportunity to introduce some further examples of topological spaces beyond those obtained from the constructions in Section 1.

Let $(X, T)$ be a topological space. We say that

(i) $X$ is a $T_1$ space if every one-point set in $X$ is closed,
(ii) $X$ is Hausdorff if for any two distinct points $x$ and $y$ of $X$, there are disjoint open sets $U$ and $V$ with $x \in U$ and $y \in V$,
(iii) $X$ is regular if for any point $x \in X$ and any closed set $F \subseteq X$ with $x \notin F$, there are disjoint open sets $U$ and $V$ with $x \in U$ and $F \subseteq V$,
(iv) $X$ is normal if for any two disjoint closed subsets $E$ and $F$ of $X$, there are disjoint open sets $U$ and $V$ such that $E \subseteq U$ and $F \subseteq V$. 

Proposition 2.30 listed one further property of an arbitrary metric space $X$, namely that any two disjoint closed sets can be separated by a continuous function from $X$ into $[0, 1]$. Urysohn’s Lemma in Section 7 will establish this property for any normal topological space.

**Proposition 10.5.** If $(X, T)$ is a topological space, then

(a) $X$ is $T_1$ if and only if for any pair of distinct points $x$ and $y$, there are open sets $U$ and $V$ such that $x \in U$, $y \notin U$, $x \notin V$, and $y \in V$.

(b) $X$ is regular if and only if for any point $x$ and any closed set $F$ with $x \notin F$, there is an open set $U$ such that $x \in U$ and $U^{\text{cl}} \cap F = \emptyset$.

(c) $X$ is normal if and only if for any pair of disjoint closed sets $E$ and $F$, there is an open set $U$ such that $E \subseteq U$ and $U^{\text{cl}} \cap F = \emptyset$.

**Proof.** If $X$ is $T_1$ and if $x$ and $y$ are given, we can choose $U = \{y\}^c$ and $V = \{x\}^c$. In the reverse direction, if $x$ is given, choose, for each $y \neq x$, an open set $V_y$ such that $x \notin V_y$ and $y \in V_y$; then $\{x\}^c = \bigcup_y V_y$ is open, and hence $\{x\}$ is closed.

If $X$ is regular and if $x$ and $F$ are given, we can choose disjoint open sets $U$ and $V$ with $x \in U$ and $F \subseteq V$. Then the closed set $V^c$ has $V^c \supseteq U$ and $V^c \cap F = \emptyset$; therefore also $V^c \supseteq U^{\text{cl}}$ and $U^{\text{cl}} \cap F = \emptyset$. In the reverse direction, suppose that $x$ and $F$ are given and that $U$ is an open set with $x \in U$ and $U^{\text{cl}} \cap F = \emptyset$; choosing $V = (U^{\text{cl}})^c$, we see that $x \in U$, $F \subseteq V$, and $U \cap V = \emptyset$.

If $X$ is normal and if $E$ and $F$ are given, we can choose disjoint open sets $U$ and $V$ with $E \subseteq U$ and $F \subseteq V$. Then the closed set $V^c$ has $V^c \supseteq U$ and $V^c \cap F = \emptyset$; therefore also $V^c \supseteq U^{\text{cl}}$ and $U^{\text{cl}} \cap F = \emptyset$. In the reverse direction, suppose that $E$ and $F$ are given and that $U$ is an open set with $E \subseteq U$ and $U^{\text{cl}} \cap F = \emptyset$; choosing $V = (U^{\text{cl}})^c$, we see that $E \subseteq U$, $F \subseteq V$, and $U \cap V = \emptyset$. \qed

**Proposition 10.6.** If $(X, T)$ is a topological space and

(a) if $X$ is $T_1$ and normal, then $X$ is regular,

(b) if $X$ is $T_1$ and regular, then $X$ is Hausdorff,

(c) if $X$ is Hausdorff, then $X$ is $T_1$.

**Proof.** In (a), if $x$ and a disjoint closed set $F$ are given, then $\{x\}$ is closed, and the fact that $X$ is normal implies that we can separate the closed sets $\{x\}$ and $F$ by disjoint open sets. In (b), if $x$ and $y$ are distinct points in $X$, then $\{y\}$ is closed and the fact that $X$ is regular implies that we can separate the point $x$ and the disjoint closed set $\{y\}$ by disjoint open sets. In (c), the fact that $X$ is Hausdorff means that for any two distinct points $x$ and $y$, there are disjoint open sets $U$ and $V$ with $x \in U$ and $y \in V$. Then $X$ satisfies the condition in Proposition 10.5a that was shown to be equivalent to the $T_1$ property. \qed
EXAMPLES.

(1) A space that is not $T_1$, regular, or normal. Let $X = \{a, b, c\}$, and let $\mathcal{T} = \{\emptyset, \{a\}, \{a, b\}, \{a, c\}, \{a, b, c\}\}.$

(2) A space that is $T_1$ but not Hausdorff. Let $X$ be an infinite set, and let $\mathcal{T}$ consist of the empty set and all complements of finite sets.

(3) A Hausdorff space that is not regular. Let $X$ be the real line. A subset $U$ of $X$ is to be in $\mathcal{T}$ if for each point $x$ of $U$, there is an open interval $I_x$ containing $x$ such that every rational number in $I_x$ is in $U$. Then every open interval is in $\mathcal{T}$, and hence $X$ is certainly Hausdorff. On the other hand, the set of rationals is open in this topology, and therefore the set of irrationals is closed. The set of irrationals cannot be separated from the point 0 by disjoint open sets.

(4) A Hausdorff regular space that is not normal. Let $X$ be the closed upper half plane $\{\text{Im} z \geq 0\}$ in $\mathbb{C}$. A base for $\mathcal{T}$ consists of all open disks in $X$ that do not meet the $x$ axis, together with all open disks in $X$ that are tangent to the $x$ axis; the latter sets are to include the point of tangency. It is easy to see that $X$ is Hausdorff, but a little argument is needed to see that $X$ is regular. To begin with, every open set in the usual metric topology for $X$ is in $\mathcal{T}$, and hence every closed set in the usual metric topology for $X$ is closed relative to $\mathcal{T}$. Let $p$ be a point in $X$, and let $F$ be a $\mathcal{T}$ closed subset of $X$ not containing $p$. There is no difficulty in separating $p$ and $F$ by disjoint open sets if $p$ has $y$ coordinate positive, and we therefore assume that $p$ lies on the $x$ axis. Since $F$ is closed, Proposition 10.1 produces a basic open set $U$ tangent to the $x$ axis at $p$ such that $U \cap F = \emptyset$. If $D$ denotes a strictly smaller basic open set tangent to the $x$ axis at $p$, then the only point of the ordinary boundary of $U$ that lies in $D^{\text{cl}}$ is $p$ itself. Thus $F \cap D^{\text{cl}} = \emptyset$, and it follows that $D$ and $(D^{\text{cl}})^c$ are disjoint open sets separating $p$ and $F$. Consequently $X$ is regular. We postpone the argument that $X$ is not normal until Section 7, when Urysohn’s Lemma will be available.

(5) A normal space that is not regular. Let $X = \{a, b\}$, and let $\mathcal{T}$ consist of $\emptyset$, $\{a\}$, and $\{a, b\}$.

We shall see in Section 5 that the Hausdorff property is exactly the right condition to make limits be unique, hence to allow a reasonable notion of convergence. Also, in the construction of a quotient space, it is often a subtle matter to decide whether the quotient space is Hausdorff; we shall obtain sufficient conditions in Section 6.

The property of regularity makes possible a generalization of the passage from a pseudometric space of points to a metric space of equivalence classes. The point of departure is the following proposition; we shall examine the resulting quotient space further in Section 6.
Proposition 10.7. Let $X$ be a regular topological space. For points $x$ and $y$ in $X$, define $x \sim y$ if $x$ is in $\{y\}^c$. Then $\sim$ is an equivalence relation.

Proof. Certainly $x$ lies in $\{x\}^c$, and if $x$ lies in $\{y\}^c$ and $y$ lies in $\{z\}^c$, then $x$ lies in $\{z\}^c$. For the symmetry property, we argue by contradiction and use the regularity of $X$. Suppose that $x$ lies in $\{y\}^c$ but $y$ does not lie in $\{x\}^c$. Regularity allows us to find disjoint open sets $U$ and $V$ such that $y \in U$ and $\{x\}^c \subseteq V$. Then the closed set $V^c$ contains $y$ and hence also $\{y\}^c$. Since $x$ lies in $\{y\}^c$, $x$ lies in $V^c$. But this relationship contradicts the fact that $x$ lies in $V$. We conclude that $\sim$ is symmetric and is therefore an equivalence relation.

Subspaces of topological spaces inherit certain properties if the original space has them. Among these are $T_1$, Hausdorff, and separable. A subspace of a normal space need not be normal, as is seen by taking $X = \{a, b, c, d\}$, and $T = \{\emptyset, \{a\}, \{a, b\}, \{a, c\}, \{a, b, c, d\}\}$, the subspace being $\{a, b, c\}$ and the relatively closed subsets of interest being $\{b\}$ and $\{c\}$. Let us state the result for regularity as a proposition.

Proposition 10.8. A subspace of a regular topological space is regular.

Proof. Within a subspace $A$ of $X$, let $F$ be a relatively closed set, and let $x$ be a point of $A$ not in $F$. By Proposition 10.3 we have $F = F^c \cap A$, the closure being taken in $X$. Since $x$ is in $A$ but not in $F$, $x$ is not in $F^c$. Since $X$ is regular, we can find disjoint open sets $U$ and $V$ in $X$ with $x \in U$ and $F^c \subseteq V$. Then $U \cap A$ and $V \cap A$ are disjoint relatively open sets containing $x$ and $F$.

As with metric spaces, a subset $D$ of a topological space $X$ is dense in $A$ if $D^c \supseteq A$; $D$ is dense if $D$ is dense in $X$. A set $D$ is dense if and only if there is some point of $D$ in each nonempty open set of $X$. If $X$ is separable, then $X$ has a countable dense set; we have only to select one point from each nonempty member of the base.

The properties of bases of a topological space $X$ become more transparent with the aid of the notion of a local base. A set $\mathcal{U}_x$ of open neighborhoods of $x$ is a local base at $x$ if each open set containing $x$ contains some member of $\mathcal{U}_x$. If $\mathcal{B}$ is a base, then the members of $\mathcal{B}$ containing $x$ form a local base at $x$. Conversely, if $\mathcal{U}_x$ is a local base for each $x$, then the union of all the $\mathcal{U}_x$'s is a base. We say that $X$ has a countable local base at each point if a countable such $\mathcal{U}_x$ can be chosen for each $x$ in $X$. Metric spaces have this property; the open balls of rational radii centered at a point form a local base at the point.

---

5 Some authors say instead that “$X$ satisfies the first axiom of countability” or “$X$ is first countable” if this condition holds. In the same kind of terminology, one says that “$X$ satisfies the second axiom of countability” or “$X$ is second countable” if $X$ is separable in the sense of Section 1.
EXAMPLE 4, CONTINUED. A space that has a countable dense set and has a countable local base at each point and yet is not separable. As in Example 4 earlier in this section, let $X$ be the closed upper half plane $\{\text{Im } z \geq 0\}$ in $\mathbb{C}$. A base for $T$ consists of all open disks in $X$ that do not meet the $x$ axis, together with all open disks in $X$ that are tangent to the $x$ axis; the latter sets are to include the point of tangency. For a point $p$ on the $x$ axis, the open disks of rational radii with point of tangency $p$ form a countable local base, and for a point $p$ off the $x$ axis, the open disks within the open upper half plane having center $p$ and rational radius form a countable local base. A countable dense set consists of all points with rational coordinates and with $y$ coordinate positive. We shall see in Corollary 10.10 in the next section that a separable regular space has to be normal, and this $X$ is not normal, according to the statement in Example 4 and the proof to be given in Section 7. Thus $X$ cannot be separable.

3. Compactness and Local Compactness

Let $X$ be a topological space. In this section we carry over to a general topological space $X$ some definitions made in Section II.7 for metric spaces. A collection $\mathcal{U}$ of open sets is an **open cover** of $X$ if its union is $X$. An **open subcover** of $\mathcal{U}$ is a subset of $\mathcal{U}$ that is itself an open cover.

We begin with a new term, saying that the topological space $X$ is a **Lindelöf space** if every open cover of $X$ has a countable subcover. Proposition 2.32 showed that a metric space $X$ is separable if and only if $X$ is a Lindelöf space. For general topological spaces it is still true that any separable $X$ is a Lindelöf space, by the same argument as for the implication that condition (a) implies condition (b) in Proposition 2.32. In fact, every subspace of a separable space is separable, and hence every subspace of a separable space is Lindelöf. However, a Lindelöf space need not be separable, as the following example shows rather emphatically.

**EXAMPLE.** We construct a topological space $(X, T)$ that is Hausdorff and normal, has a countable dense set, has a countable local base at each point, is Lindelöf, yet is not separable. Take $X$ as a set to be the real line. The intersection of any two bounded intervals of the form $[a, b)$ is an interval of the same kind, and the union of all such intervals is the whole line. Hence the bounded intervals $[a, b)$ form a base for some topology on the line, and this topology we take to be $T$. It is called the **half-open interval topology** for the real line. Since every ordinary open interval of the line is the union of intervals $[a, b)$, any open set in the usual metric topology is open in the half-open interval topology. Any two distinct points of $X$ may be separated by ordinary disjoint open intervals, and therefore $X$ is Hausdorff. To see that $X$ is regular, let a point $x$ and a closed set
$F$ with $x$ not in $F$ be given. Since $x$ is in the open set $F^c$, some $[x, x + \epsilon)$ is disjoint from $F$. Then $U = [x, x + \epsilon)$ and $V = (\infty, x) \cup (x + \epsilon, \infty)$ are disjoint open sets separating $x$ and $F$, and we conclude that $X$ is regular. Once we prove that $X$ is Lindelöf, it will follow from Proposition 10.9 below that $X$ is normal. The rationals form a countable dense subset of $X$, and the set of all intervals $[x, x + \frac{1}{n})$ is a countable local base at $x$. The space $X$ is not separable. In fact, if $\mathcal{B}$ is any base, we can find, for each $x$, some open neighborhood $B_x$ of $x$ that is in $\mathcal{B}$ and is contained in $[x, x + 1)$. If $x < y$, then $x$ cannot lie in $B_y$ and hence $B_x \neq B_y$; therefore $\mathcal{B}$ has to be uncountable. Finally let us see that $X$ is Lindelöf. Let an open cover $\mathcal{U}$ of $X$ be given, and fix a negative real number $x_0$. Consider the set $S(x_0)$ of all real numbers $x$ such that some countable collection of members of $\mathcal{U}$ covers $[x_0, x]$. Since $x_0$ is covered by some member of $\mathcal{U}$, the set $S(x_0)$ contains $x_0$. If the set contains an element $x_1$, then the member of the countable collection that covers $x_1$ must contain $[x_1, x_1 + \epsilon)$ for some $\epsilon > 0$. Thus $x_1 + \frac{\epsilon}{2}$ is in $S(x_0)$, and $S(x_0)$ contains no largest element. We shall show that $S(x_0) = [x_0, +\infty]$. If the contrary is true, then $S(x_0)$ must be bounded. In this case, let $c$ be the least upper bound. For large enough $n$, $c - \frac{1}{n}$ is in $S(x_0)$. Taking the union of the countable collections that cover $[x_0, c - \frac{1}{n}]$, together with one more set to cover $c$, we obtain a countable collection that covers $[x_0, c]$, and we see that $c$ is in $S(x_0)$. Since $c$ is in $S(x_0)$, we have a contradiction to the fact that $S(x_0)$ contains no largest element. We conclude that some countable subcollection of $\mathcal{U}$ covers $[x_0, +\infty)$, no matter what $x_0$ is. Taking the union of the countable subcollections corresponding to each negative integer, we obtain a countable subcollection of $\mathcal{U}$ covering $(-\infty, +\infty)$. Thus $X$ is Lindelöf.

It is not always so obvious when a topological space is normal. The next result provides one sufficient condition.

**Proposition 10.9** (Tychonoff’s Lemma). Every regular Lindelöf space is normal.

**Proof.** Let $X$ be regular and Lindelöf, and let disjoint closed subsets $E$ and $F$ of $X$ be given. By regularity and Proposition 10.5b each point of $E$ has an open neighborhood whose closure is disjoint from $F$. Therefore the class $\mathcal{U}$ of open sets with closures disjoint from $F$ covers $E$. Similarly the class $\mathcal{V}$ of open sets with closures disjoint from $E$ covers $F$. Thus $\mathcal{U} \cup \mathcal{V} \cup \{X - (E \cup F)\}$ is an open cover of $X$. Since $X$ is Lindelöf, there exist sequences of sets $U_n$ in $\mathcal{U}$ and $V_n$ in $\mathcal{V}$ such that $E \subseteq \bigcup_{n=1}^{\infty} U_n$ and $F \subseteq \bigcup_{n=1}^{\infty} V_n$. Put

$$U'_n = U_n - \bigcup_{k \leq n} V_k^\text{cl} \quad \text{and} \quad V'_n = V_n - \bigcup_{k \leq n} U_k^\text{cl}.$$
When $m \leq n$, we have $V_m \subseteq \bigcup_{k \leq n} V^\text{cl}_k$. Then $U'_n \cap V_m = \emptyset$, and hence the smaller set $U''_n \cap V'_m$ is empty. Reversing the roles of the $U$’s and the $V$’s shows that $U'_n \cap V'_m$ is empty for $m \geq n$. Therefore $U'_n \cap V'_m = \emptyset$ for all $n$ and $m$. Define

$$U = \bigcup_{n=1}^\infty U'_n \quad \text{and} \quad V = \bigcup_{m=1}^\infty V'_m.$$

Then $U \cap V = \bigcup_{n,m} (U'_n \cap V'_m) = \emptyset$. Also,

$$E \cap U = E \cap \bigcup_{n=1}^\infty \left( U_n - \bigcup_{k \geq n} V^\text{cl}_k \right) \supseteq E \cap \bigcup_{n=1}^\infty \left( U_n - \bigcup_{k=1}^\infty V^\text{cl}_k \right) = E \cap \left( X - \bigcup_{k=1}^\infty V^\text{cl}_k \right),$$

the last equality holding since $\{U_n\}$ covers $E$. The right side here equals $E$ since $V^\text{cl}_k \subseteq X - E$ for all $k$, and therefore $E \subseteq U$. Similarly $F \subseteq V$. The proof is complete. \hfill \qed

**Corollary 10.10.** Every regular separable space is normal.

**Proof.** A separable space is automatically Lindelöf, and thus the corollary follows from Proposition 10.9. \hfill \qed

Let us return to the concluding example in Section 2, in which $X$ as a set is the closed upper half plane $\{\text{Im} \ z \geq 0\}$ but in which the topology is nonstandard near the real axis. It was shown in Section 2 that this particular $X$ is regular, and it was stated that Urysohn’s Lemma would be used in Section 7 to show that $X$ is not normal. By Corollary 10.10, $X$ cannot be separable. This completes the argument that $X$ has a countable dense set and has a countable local base at each point yet is not separable.

We can now proceed with carrying over some definitions from Section II.7, valid there for metric spaces, to a general topological space $X$. We call $X$ compact if every open cover of $X$ has a finite subcover. A subset $E$ of $X$ is compact if it is compact as a subspace of $X$, i.e., if every collection of open sets in $X$ whose union contains $E$ has a finite subcollection whose union contains $E$. It is immediate from the definition that the union of two compact subsets is compact.

This definition generalizes the property of closed bounded sets of $\mathbb{R}^n$ given by the Heine–Borel Theorem. We shall see that the Heine–Borel property, rather than the Bolzano–Weierstrass property for sequences, is the useful property to carry over to more general situations in real analysis. In fact, in several places in this book, we have combined an iterated application of the Bolzano–Weierstrass property with the Cantor diagonal process to obtain some conclusion. This construction is tantamount to proving that the product of countably many compact
metric spaces, which is a metric space essentially by Proposition 10.28 below, is compact. There will be situations for which we want to consider an uncountable product of compact metric spaces, and then arguments with sequences are not decisive. Instead, it is the Heine–Borel property that is relevant. The Tychonoff Product Theorem of Section 4 will be the substitute for the Cantor diagonal process, and the use of nets, considered in Section 5, will be analogous to the use of sequences.

A number of the simpler results in Section II.7 generalize easily from compact metric spaces to all compact topological spaces or at least to all compact Hausdorff spaces. We list those now. A consequence of Proposition 10.12 below is that compactness is preserved under homeomorphisms.

A set of subsets of a nonempty set is said to have the **finite-intersection property** if each intersection of finitely many of the subsets is nonempty.

**Proposition 10.11.** A topological space $X$ is compact if and only if each set of closed subsets of $X$ with the finite-intersection property has nonempty intersection.

**Proof.** Closed sets with the finite-intersection property have complements that are open sets, no finite subcollection of which is an open cover. □

**Proposition 10.12.** Let $X$ and $Y$ be topological spaces with $X$ compact. If $f : X \to Y$ is continuous, then $f(X)$ is a compact subset of $Y$.

**Proof.** If $\{U_\alpha\}$ is an open cover of $f(X)$, then $\{f^{-1}(U_\alpha)\}$ is an open cover of $X$. Let $\{f^{-1}(U_j)\}_{j=1}^n$ be a finite subcover. Then $\{U_j\}_{j=1}^n$ is a finite subcover of $f(X)$. □

**Corollary 10.13.** Let $X$ be a compact topological space, and let $f : X \to \mathbb{R}$ be a continuous function. Then $f$ attains its maximum and minimum values.

**Proof.** By Proposition 10.12, $f(X)$ is a compact subset of $\mathbb{R}$. Arguing as in the proof of Corollary 2.39, we see that $f(X)$ has a finite supremum and a finite infimum and that both of these must lie in $f(X)$. □

**Proposition 10.14.** A closed subset of a compact topological space is compact.

**Proof.** Let $E$ be a closed subset of the compact space $X$, and let $\mathcal{U}$ be an open cover of $E$. Then $\mathcal{U} \cup \{E^c\}$ is an open cover of $X$. Passing to a finite subcover and discarding $E^c$, we obtain a finite subcover of $E$. Thus $E$ is compact. □

**Lemma 10.15.** Let $K$ and $E$ be subsets of a topological space $X$, and let $K$ be compact. Suppose that to each point $x$ of $K$ there are disjoint open sets $U_x$ and $V_x$ such that $x$ is in $U_x$ and $E \subseteq V_x$. Then there exist disjoint open sets $U$ and $V$ such that $K \subseteq U$ and $E \subseteq V$. 

PROOF. As \( x \) varies through \( K \), the open sets \( U_x \) form an open cover of \( K \). By compactness, a finite subcollection of the \( U_x \)'s is a cover, say \( U_{x_1}, \ldots, U_{x_n} \). Put \( U = \bigcup_{i=1}^n U_{x_i} \) and \( V = \bigcap_{i=1}^n V_{x_i} \). Then \( K \subseteq U \) and \( E \subseteq V \). Also, \( U \cap V = (\bigcup_{i=1}^n U_{x_i}) \cap (\bigcap_{i=1}^n V_{x_i}) = \bigcup_{i=1}^n (U_{x_i} \cap (\bigcap_{i=1}^n V_{x_i})) \subseteq \bigcup_{i=1}^n (U_{x_i} \cap V_{x_i}) = \emptyset \), and thus \( U \) and \( V \) have the required properties.

**Proposition 10.16.** Every compact Hausdorff space is regular and normal.

**Proof.** Let \( X \) be compact Hausdorff. If a point \( x \) and a closed set \( F \) with \( x \notin F \) are given, we observe by Proposition 10.14 that \( F \) is compact. The Hausdorff property of \( X \) allows us to take \( E = \{x\} \) and \( K = F \) in Lemma 10.15, and we obtain disjoint open sets \( U \) and \( V \) such that \( x \) is in \( V \) and \( F \subseteq U \). Thus \( X \) is regular.

If disjoint closed sets \( E \) and \( F \) are given, then \( F \) is compact by Proposition 10.14. The fact that \( X \) has been shown to be regular allows us to take \( K = F \) in Lemma 10.15, and we obtain disjoint open sets \( U \) and \( V \) such that \( E \subseteq V \) and \( F \subseteq U \). Thus \( X \) is normal.

**Proposition 10.17.** In a Hausdorff space every compact set is closed.

**Proof.** Let \( X \) be a Hausdorff space, and let \( K \) be a compact subset of \( X \). Fix \( x \) in \( K^c \). The Hausdorff property of \( X \) allows us to take \( E = \{x\} \) in Lemma 10.15, and we obtain disjoint open sets \( U_x \) and \( V_x \) such that \( x \) is in \( V_x \) and \( K \subseteq U_x \). Letting \( x \) now vary, we see that \( K^c = \bigcup_{x \in K^c} V_x \). Hence \( K^c \) is open and \( K \) is closed.

**Corollary 10.18.** Let \( X \) and \( Y \) be topological spaces with \( X \) compact and with \( Y \) Hausdorff. If \( f : X \to Y \) is continuous, one-one, and onto, then \( f \) is a homeomorphism.

**Proof.** We are to show that \( f^{-1} : Y \to X \) is continuous. Let \( E \) be a closed subset of \( X \), and consider \( (f^{-1})^{-1}(E) = f(E) \). The set \( E \) is compact in \( X \) by Proposition 10.14, \( f(E) \) is compact by Proposition 10.12, and \( f(E) \) is closed by Proposition 10.17. Since the inverse image under \( f^{-1} \) of any closed set is closed, \( f^{-1} \) is continuous.

A topological space is **locally compact** if every point has a compact neighborhood. Compact spaces are locally compact, but the real line with its usual topology is locally compact and not compact. In a sense to be made precise in the next two propositions, locally compact Hausdorff spaces are just one point away from being compact Hausdorff.

Let \((X, \mathcal{T})\) be an arbitrary topological space. Define a new set \(X^*\) by \(X^* = X \cup \{\infty\}\), where \(\infty\) is not already a member of \(X\), and define \(\mathcal{T}^*\) to be the union
of \( T \) and the set of all complements in \( X^* \) of closed compact subsets of \( X \). We shall verify in Proposition 10.19 that \( T^s \) is a topology for \( X^s \). The topological space \((X^s, T^s)\) is called the one-point compactification of \((X, T)\). By way of examples, the one-point compactification of \( \mathbb{R} \) may be visualized as a circle and the one-point compactification of \( \mathbb{R}^2 \) may be visualized as a sphere.

**Proposition 10.19.** If \((X, T)\) is a topological space, then \((X^s, T^s)\) is a compact topological space, \( X \) is an open subset of \( X^s \), and the relative topology for \( X \) in \( X^s \) is \( T \).

**Proof.** To see that \( T^s \) is a topology, we observe first that \( \emptyset \) and \( X^s \) are in \( T^s \). If \( U \) and \( V \) are in \( T^s \), there are three cases in checking that \( U \cap V \) is in \( T^s \): If \( U \) and \( V \) are both in \( T \), then \( U \cap V \) is in \( T \) since \( T \) is closed under finite intersections. If \( U \) is in \( T \) and \( V \) is not, then \( V^c \) is closed compact in \( X \), and \( X - V^c \) is thus open in \( X \); since \( T \) is closed under finite intersections, \( U \cap V = U \cap (X - V^c) \) is in \( T \). If \( U \) and \( V \) are not in \( T \), then the complements \( U^c \) and \( V^c \) in \( X^s \) are closed compact subsets of \( X \); so is their union \((U \cap V)^c\), and hence \( U \cap V \) is in \( T^s \).

We still have to check closure of \( T^s \) under arbitrary unions. Suppose that \( U_a \) is in \( T \) for \( \alpha \) in an index set \( A \) and \( V_\beta \) has closed compact complement for \( \beta \) in an index set \( B \). Then \( \bigcup_{\alpha \in A} U_\alpha \) is in \( T \), and if \( B \) is nonempty, \( \bigcap_{\beta \in B} V_\beta \) is a closed subset of one \( V_\beta \) and hence is compact; in this case, \( \left( \bigcup_{\beta \in B} V_\beta \right)^c \) is closed compact in \( X \), and hence \( \bigcup_{\beta \in B} V_\beta \) is in \( T^s \). Thus we can only check that \( U \cup V \) is in \( T^s \) if \( U \) is in \( T \) and \( V^c \) is closed compact in \( X \). As the intersection of two closed sets, one of which is compact, \( (X - U) \cap V^c = (X - U) \cap (X - V) \) is closed and compact in \( X \), and thus \( U \cup V = ((X - U) \cap V^c)^c \) is in \( T^s \). Thus \( T^s \) is a topology.

To see that \( X^s \) is compact, let \( \mathcal{U} \) be an open cover of \( X^s \). Find some \( V \) in \( \mathcal{U} \) containing the point \( \infty \). The members of \( \mathcal{U} \cap T \) cover the compact subset \( V^c \) of \( X \), and there is a finite subcollection \( \mathcal{V} \) that covers \( V^c \). Then \( \mathcal{V} \cup \{ V \} \) is a finite subcollection of \( \mathcal{U} \) that covers \( X^s \).

The set \( X \) is in \( T \) and is therefore in \( T^s \). Thus \( X \) is open in \( X^s \). To complete the proof, we are to show that \( T^s \cap X = T \). We know that \( T^s \cap X \supseteq T \). If \( V \) is a member of \( T^s \) that does not lie in \( T \), then \( V^c \) is closed compact in \( X \), and its complement \( X - V^c = V \cap X \) is open in \( X \). Hence \( V \cap X \) is in \( T \).

**Proposition 10.20.** If \( X^s \) is the one-point compactification of a topological space \( X \), then \( X^s \) is Hausdorff if and only if \( X \) is both locally compact and Hausdorff.

**Proof.** Suppose that \( X \) is locally compact and Hausdorff. Since \( X \) is Hausdorff, any two points of \( X \) can be separated by disjoint open sets in \( X \), and these sets will be open in \( X^s \). To separate a point \( x \) in \( X \) from \( \infty \), let \( C \) be a compact
neighborhood of \(x\) in \(X\). Since \(X\) is Hausdorff, \(C\) is closed in \(X\). Thus \(C^c\) is in \(T^*\). Then \(C^o\) and \(C^c\) are disjoint open sets in \(X^*\) such that \(x\) is in \(C^o\) and \(\infty\) is in \(C^c\), and \(X^*\) is Hausdorff.

Conversely suppose that \(X^*\) is Hausdorff. Proposition 10.19 shows that \(X\) is a subspace of \(X^*\). Since any subspace of a Hausdorff space is Hausdorff, \(X\) is Hausdorff. To see that \(X\) is locally compact, let \(x\) be in \(X\), and find disjoint open sets \(U\) and \(V\) in \(X^*\) such that \(x\) is in \(U\) and \(\infty\) is in \(V\). Then \(U\) must be in \(T_1\), and \(V^c\) must be closed compact in \(X\). Since \(U \cap V = \emptyset\), \(U \subseteq V^c\). This inclusion exhibits \(V^c\) as a compact neighborhood of \(x\), and thus \(X\) is locally compact. \(\Box\)

Corollary 10.21. Every locally compact Hausdorff space is regular.

PROOF. If \(X\) is locally compact Hausdorff, Propositions 10.19 and 10.20 show that the one-point compactification \(X^*\) is compact Hausdorff and allow us to regard \(X\) as a subspace of \(X^*\). Proposition 10.16 shows that \(X^*\) is regular, and Proposition 10.8 shows that \(X\) is therefore regular. \(\Box\)

A locally compact Hausdorff space need not be normal; an example is given in Problem 5 at the end of the chapter. The remainder of this section concerns senses in which a locally compact Hausdorff space is almost normal.

Corollary 10.22. If \(K\) and \(F\) are disjoint closed sets in a locally compact Hausdorff space and if \(K\) is compact, then there exist disjoint open sets \(U\) and \(V\) such that \(K \subseteq U\) and \(F \subseteq V\).

PROOF. This is immediate from Lemma 10.15 and Corollary 10.21. \(\Box\)

Corollary 10.23. If \(K\) is a compact set in a locally compact Hausdorff space, then there is a compact set \(L\) such that \(K \subseteq L^o\).

PROOF. Let \(X\) be locally compact Hausdorff, and form the one-point compactification \(X^*\). Since \(X^*\) is compact Hausdorff by Proposition 10.20, Proposition 10.17 shows that \(K\) is closed in \(X^*\) and Proposition 10.16 shows that \(X^*\) is regular. Thus Proposition 10.5b shows that we can find an open set \(U\) in \(X^*\) such that \(\infty\) is in \(U\) and \(U^c \cap K = \emptyset\). Then \(K \subseteq X^* - U^c \subseteq X^* - U\). By definition of the topology of \(X^*\), the set \(L = X^* - U\) is compact in \(X\). Its subset \(X^* - U^c\) is open and is therefore contained in \(L^o\). Thus \(K \subseteq L^o \subseteq L\) with \(L\) compact. \(\Box\)

A topological space is called **\(\sigma\)-compact** if there is a sequence of compact sets with union the whole space. The real line with its usual topology is \(\sigma\)-compact. For that matter, so is the subspace of rationals since each finite subset is compact.
Proposition 10.24. A locally compact topological space is $\sigma$-compact if and only if it is Lindelöf. Consequently every $\sigma$-compact locally compact Hausdorff space is normal.

Proof. If $X$ is $\sigma$-compact, write $X = \bigcup_{n=1}^\infty K_n$ with $K_n$ compact. If $\mathcal{U}$ is an open cover of $X$, then $\mathcal{U}$ is an open cover of each $K_n$, and there is a finite subcover $\mathcal{U}_n$ of $K_n$. Then $\bigcup_{n=1}^\infty \mathcal{U}_n$ is a countable subcover of $\mathcal{U}$, and $X$ is Lindelöf.

Conversely if $X$ is locally compact and Lindelöf, choose, for each $x$ in $X$, a compact neighborhood $K_x$ of $x$, and let $U_x$ be the interior of $K_x$. As $x$ varies, the $U_x$ form an open cover of $X$. Since $X$ is Lindelöf, there is a countable subcover $\{U_{x_n}\}_{n=1}^\infty$. Since we have $U_{x_n} \subseteq K_{x_n}$ for all $n$, $\{K_{x_n}\}_{n=1}^\infty$ is a sequence of compact sets with union $X$. Hence $X$ is $\sigma$-compact.

Finally if $X$ is locally compact Hausdorff and $\sigma$-compact, hence also Lindelöf, then Corollary 10.21 shows that $X$ is regular, and Tychonoff’s Lemma (Proposition 10.9) shows that $X$ is normal.

$\square$

Proposition 10.25. In a $\sigma$-compact locally compact Hausdorff space, there exists an increasing sequence $\{K_n\}$ of compact sets with union the whole space and with $K_n \subseteq K_{n+1}$ for all $n$.

Proof. Let $X$ be a locally compact Hausdorff space such that $X = \bigcup_{n=1}^\infty L_n$ with $L_n$ compact. Replacing $L_n$ by the union of the previous members of the sequence, we may assume that $L_n \subseteq L_{n+1}$ for all $n \geq 1$. Put $L_0 = K_0 = \emptyset$. Use Corollary 10.23 to choose $K_1$ compact with $L_1 \subseteq K_1^0$.

Inductively suppose that $n > 0$ and that for all $k$ with $0 < k \leq n$, a compact set $K_k$ has been defined such that $L_k \cup K_{k-1} \subseteq K_k^0$. Applying Corollary 10.23, we can find a compact set $K_{n+1}$ such that the compact set $L_{n+1} \cup K_n$ is contained in $K_{n+1}^0$. Then $K_{k-1} \subseteq K_k^0$ for all $k \geq 1$ as required, and $X = \bigcup_{n=1}^\infty K_n$ since $K_n \subseteq L_n$ and $\bigcup_{n=1}^\infty L_n = X$.

$\square$

4. Product Spaces and the Tychonoff Product Theorem

The product topology for the product of topological spaces was discussed briefly in Section 1. If $S$ is a nonempty set and if $X_s$ is a topological space for each $s$ in $S$, then the Cartesian product $X = \prod_{s \in S} X_s$, as a set, is the set of all functions $f$ from $S$ into $\bigcup_{s \in S} X_s$ such that $f(s)$ is in $X_s$ for all $s \in S$. The topology that is imposed on $X$ is, by definition, the weakest topology that makes the $s$th coordinate function $p_s : X \to X_s$ be continuous for every $s$.

Let us investigate what sets have to be open in this topology, and then we can look at examples and see better what the topology is. If $U_s$ is any open subset of $X_s$, then $p_s^{-1}(U_s)$ has to be open in $X$ since $p_s$ is continuous. For example,
if \( S = \{1, 2\} \), we are considering \( X = X_1 \times X_2 \). A set \( p_1^{-1}(U_1) \) is of the form 
\( U_1 \times X_2 \), and a set \( p_2^{-1}(U_2) \) is of the form \( X_1 \times U_2 \). These have to be open if 
\( U_1 \) is open in \( X_1 \) and \( U_2 \) is open in \( X_2 \). The intersection of any two such sets, 
which is of the form \( U_1 \times U_2 \), has to be open in \( X \), as well. We do not need to 
intersect these sets further, since \( p_1^{-1}(U_1) \cap p_1^{-1}(V_1) = p_1^{-1}(U_1 \cap V_1) \). By the 
remark with Proposition 10.1, the sets \( p_1^{-1}(U_1) \cap p_2^{-1}(U_2) \) with \( U_1 \) open in \( X_1 \) 
and \( U_2 \) open in \( X_2 \) form a base for some topology on \( X = X_1 \times X_2 \). These sets 
have to be open in the product topology, and \( p_1 \) and \( p_2 \) are indeed continuous in 
this topology. Therefore the product topology on \( X = X_1 \times X_2 \) has 
\[
\left\{ p_1^{-1}(U_1) \cap p_2^{-1}(U_2) \mid U_1 \text{ open in } X_1, U_2 \text{ open in } X_2 \right\}
\]
as a base. More generally the product topology on \( X = X_1 \times \cdots \times X_n \) has 
\[
\left\{ \bigcap_{k=1}^{n} p_k^{-1}(U_k) \mid U_k \text{ open in } X_k \text{ for each } k \right\}
\]
as a base.

When the index set \( S \) is the set of positive integers, the product \( X = \prod_{n \in S} X_n \), 
as a set, is the set of sequences \( \{f(n)\}_{n \in S} \). Again any set \( p_n^{-1}(U_n) \) with \( U_n \) open 
in \( X_n \) has to be open in \( X \). Hence any finite intersection of such sets as \( n \) varies 
has to be open. But there is no need for infinite intersections of such sets to be 
open, and a base for the product topology in fact consists of all finite intersections 
of sets \( p_n^{-1}(U_n) \) with \( U_n \) open in \( X_n \).

The use of finite intersections, and not infinite intersections, persists for all \( S \) 
and gives us a description of a base for the product topology in general. When 
\( S = \{0, 1\} \) and all \( X_s \) are \([0, 1]\), the description of the product topology has a 
helpful geometric interpretation. The set \( X \) consists of all functions from the 
closed unit interval to itself, and we can visualize these in terms of their graphs. 
A basic open set of such functions imposes restrictions at finitely many values of 
\( s \), i.e., at finitely many points of the domain. At such values of \( s \), the graph of a 
function in the basic open set is to pass through a certain window \( U_s \) depending 
on \( s \). At all other values of \( s \), the function is unrestricted.

**Proposition 10.26.** The topological product of Hausdorff topological spaces 
is Hausdorff.

**Proof.** Let a product \( X = \prod_{n \in S} X_n \) be given, let \( p_s : X \to X_s \) be the 
\( s \)-coordinate function, and let two distinct members \( f \) and \( g \) of \( X \) be given. 
Members of \( X \) are functions of a certain kind, and these two functions, being 
distinct, have \( f(s) \neq g(s) \) for some \( s \in S \). Since \( X_s \) is Hausdorff, we can choose 
disjoint open sets \( U_s \) and \( V_s \) in \( X_s \) such that \( f(s) \) is in \( U_s \) and \( g(s) \) is in \( V_s \). Then 
\( p_s^{-1}(U_s) \) and \( p_s^{-1}(V_s) \) are disjoint open sets in \( X \) such that \( f \) is in \( p_s^{-1}(U_s) \) and \( g \) 
is in \( p_s^{-1}(V_s) \). \( \square \)
**Theorem 10.27** (Tychonoff Product Theorem). The topological product of compact topological spaces is compact.

**Remarks.** This theorem is a fundamental tool in real analysis. We shall give the proof and then discuss how the theorem can be regarded as a generalization of the Cantor diagonal process used in the proofs earlier of the fact that any totally bounded complete metric space is compact (Theorem 2.46), the Helly Selection Principle (Problem 10 at the end of Chapter I), Ascoli’s Theorem (Theorems 1.22 and 2.56), and, by implication, the Cauchy–Peano Existence Theorem for differential equations (Problems 24–29 at the end of Chapter IV). The proof will make use of Zorn’s Lemma (Section A9 of Appendix A), which is one formulation of the Axiom of Choice. Actually, the Axiom of Choice arises in two more transparent ways in the proof as well. One is simply in the statement that the topological product is a topological space; for this to be the case, the product has to be nonempty, and that is the content of the Axiom of Choice. The other is the construction of a particular element $x$ in the product that occurs near the beginning of the proof below.

**Proof.** Let $X = \prod_{x \in S} X_i$ be given with each $X_i$ compact, and let $p_s : X \to X_i$ be the $s$th coordinate function. We are to prove that any open cover of $X$ has a finite subcover, and we begin by proving a special case. Let $S$ be the family of all sets $p_s^{-1}(U_i)$ as $U_i$ varies through all open sets of $X_i$, and as $s$ varies. We know that finite intersections of members of $S$ form a base for the product topology on $X$. For the special case let $\mathcal{U}$ be an open cover of $X$ by members of $S$; we shall produce a finite subcover. For each $s$, let $\mathcal{B}_s$ be the family of all open sets $U_i$ in $X_i$ such that $p_s^{-1}(U_i)$ is in $\mathcal{U}$. We may assume for each $s$ that no finite subfamily of $\mathcal{B}_s$ covers $X$, since otherwise the corresponding finitely many sets $p_s^{-1}(U_i)$ would cover $X$. By compactness of $X$, $\mathcal{B}_s$ does not cover $X$; say that $x_s$ is not covered. The point $x$ of $X$ whose $s$th coordinate is $x_s$ then belongs to no member of $\mathcal{U}$, and $\mathcal{U}$ cannot be a cover. This contradiction shows that the special $\mathcal{U}$ has a finite subcover.

Now let $\mathcal{U}$ be any open cover of $X$, and suppose that no finite subfamily of $\mathcal{U}$ covers $X$. Let $\mathcal{C}$ be the system of all open covers $\mathcal{V}$ of $X$ such that $\mathcal{U} \subseteq \mathcal{V}$ and such that no finite subfamily of $\mathcal{V}$ covers $X$. The set $\mathcal{C}$ is partially ordered by inclusion upward and is nonempty, having $\mathcal{U}$ as a member. If $\{ \mathcal{V}_a \}$ is a chain in $\mathcal{C}$, then we shall show that $\mathcal{V} = \bigcup_a \mathcal{V}_a$ is in $\mathcal{C}$ and hence is an upper bound in $\mathcal{C}$ for the chain $\{ \mathcal{V}_a \}$. In fact, $\mathcal{V}$ is certainly an open cover. If it has a finite subcover, then each member of the finite subcover lies in one of the covers, say $\mathcal{V}_{a_j}$. Since $\{ \mathcal{V}_a \}$ is a chain, all members of the finite subcover lie in the largest of those $\mathcal{V}_{a_j}$’s. Thus one of the $\mathcal{V}_{a_j}$’s fails to be in $\mathcal{C}$, and we arrive at a contradiction. We conclude that every chain in $\mathcal{C}$ has an upper bound in $\mathcal{C}$. By Zorn’s Lemma let $\mathcal{U}^*$ be a maximal cover from $\mathcal{C}$ of $X$. 

4. Product Spaces and the Tychonoff Product Theorem
The family $S \cap \mathcal{U}^*$ of all members of $\mathcal{U}^*$ that are in the family $S$ of the first paragraph of the proof has the property that no finite subfamily is a cover of $X$. By the result of the first paragraph, $S \cap \mathcal{U}^*$ cannot be a cover of $X$. Hence we shall have arrived at a contradiction if we show that the union of the members of $\mathcal{U}^*$ is contained in the union of the members of $S \cap \mathcal{U}^*$. Let $U$ be a member of $\mathcal{U}^*$, and fix a point $x$ in $U$. Since finite intersections of members of $S$ form a base, Proposition 10.1 shows that there are members $S_1 \cap \cdots \cap S_n$ of $S$ such that $x$ is in $S_1 \cap \cdots \cap S_n$ and $S_1 \cap \cdots \cap S_n \subseteq U$. We shall show that one of the sets $S_j$ is in $\mathcal{U}^*$, hence in $\mathcal{U}^* \cap S$, and then the proof will be complete.

If $S_j$ is in $\mathcal{U}^*$, we are finished. Otherwise, by the maximality of $\mathcal{U}^*$, there are finitely many open sets $C_1, \ldots, C_k$ of $\mathcal{U}^*$ such that $X = S_j \cup C_1 \cup \cdots \cup C_k$. Again by the maximality, no open set containing $S_j$ can belong to $\mathcal{U}^*$, since the union of that set with $C_1 \cup \cdots \cup C_k$ would be $X$. Proceeding inductively, suppose we have shown that no open set containing $S_1 \cap \cdots \cap S_i$ is in $\mathcal{U}^*$ and that there are open sets $D_1, \ldots, D_m$ in $\mathcal{U}^*$ with

$$X = (S_1 \cap \cdots \cap S_i) \cup (D_1 \cup \cdots \cup D_m).$$

If, as we may assume, $S_{i+1}$ is not in $\mathcal{U}^*$, then by maximality of $\mathcal{U}^*$, there are open sets $E_1, \ldots, E_r$ in $\mathcal{U}^*$ such that $X = S_{i+1} \cup E_1 \cup \cdots \cup E_r$. Then

$$X - S_{i+1} \subseteq E_1 \cup \cdots \cup E_r,$$

and

$$S_{i+1} = (S_1 \cap \cdots \cap S_{i+1}) \cup (S_{i+1} \cap (D_1 \cup \cdots \cup D_m))
\subseteq (S_1 \cap \cdots \cap S_{i+1}) \cup (D_1 \cup \cdots \cup D_m).$$

Hence

$$X = S_{i+1} \cup (X - S_{i+1}) \subseteq ((S_1 \cap \cdots \cap S_{i+1}) \cup (D_1 \cup \cdots \cup D_m)) \cup (E_1 \cup \cdots \cup E_r).$$

That is,

$$X = (S_1 \cap \cdots \cap S_{i+1}) \cup (D_1 \cup \cdots \cup D_m \cup E_1 \cup \cdots \cup E_r).$$

Therefore, once again by maximality of $\mathcal{U}^*$, no open set containing $S_1 \cap \cdots \cap S_{i+1}$ can be in $\mathcal{U}^*$, and the induction is complete. In particular, $U$, which is an open set containing $S_1 \cap \cdots \cap S_n$, is not in $\mathcal{U}^*$. This contradiction concludes the proof.

As announced above, the Tychonoff Product Theorem is a generalization of the Cantor diagonal process. In fact, let us see how that diagonal process may be used to show directly that the product of a sequence of copies of $[0, 1]$ is compact. Denote the product as a set by $X = \prod_{n=1}^{\infty} [0, 1]$. A member of $X$ is a sequence $\{x_n\}$ with terms $x_n$. Let us impose on $X$ the Hilbert-cube metric of Example 11 in Section II.1:
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\[ d((x_n), (y_n)) = \sum_{n=1}^{\infty} 2^{-n} |x_n - y_n|. \]

We show below in Corollary 10.29 that this metric on \( X \) yields the product topology. By Theorem 2.36 the space \( X \) will then be compact if every sequence in \( X \) has a convergent subsequence. A sequence in \( X \) means a system \( \{x_n^{(m)}\} \) in which the \( n \)th term of the \( m \)th sequence is \( x_n^{(m)} \). Convergence is term-by-term convergence. To produce a convergent subsequence of sequences, we iterate use of the Bolzano–Weierstrass property of \([0, 1]\). Remembering that \( m \) tells which sequence we are dealing with, we find first a subcollection \( m_k \) of the indices \( m \) such that we have convergence along the \( m_k \)'s for \( n = 1 \), then a subcollection \( m_k \) of that such that we have convergence along the \( m_k \)'s for \( n = 2 \), and so on. Since the intersection of all these sequences may be empty, we instead obtain a convergent subsequence of our sequences by requiring that the \( k \)th term of the desired subsequence be the \( k \)th term of the \( k \)th subsequence. This “diagonal process” thus shows that any sequence in \( X \) has a convergent subsequence. Hence \( X \), being a metric space, is compact.

The general Tychonoff Product Theorem may thus be viewed as a topological generalization of the diagonal process to product spaces with an uncountable number of factors.

Here is one way in which the Tychonoff Product Theorem is used in real analysis. For the situation in which we have a set \( Y \) and a system of functions \( f_s : Y \to \mathbb{C} \) for \( s \) in some set \( S \), the first section of this chapter introduced the weak topology for \( Y \) determined by \( \{f_s\}_{s \in S} \). This is the weakest topology making all the functions \( f_s \) continuous. Often in analysis a set \( Y \) and a system of functions \( f_s \) of this kind arise in a construction, and then this weak topology is imposed on \( Y \). In favorable cases it turns out that each function \( f_s \) is bounded on \( Y \). In this case if there are enough functions \( f_s \) to separate points of \( Y \) (i.e., enough so that for each \( x \) and \( y \) there is some \( s \) with \( f_s(x) \neq f_s(y) \)), then \( Y \) is a candidate for a compact Hausdorff space. To see what is needed for compactness, let \( X_s \) be a compact subset of \( \mathbb{C} \) containing the image of \( f_s \), and let \( X = \prod_{s \in S} X_s \). Define a function \( F : Y \to X \) by “\( F(y) \) is the function whose \( s \)th coordinate is \( f_s(y) \).” It is readily verified that \( F \) is a homeomorphism of \( Y \) onto a subspace of the compact Hausdorff space \( X \). Thus \( Y \) is compact if and only if \( F(Y) \) is closed in \( X \). Checking that a set is closed is much easier than checking compactness directly, and it is especially easy if one uses “nets,” which are the objects introduced in the next section as a useful generalization of sequences.

To complete our discussion, we still need to prove that the Hilbert-cube metric on \( X = \prod_{n=1}^{\infty} [0, 1] \) yields the product topology. It will be helpful to prove the following more general result and to obtain the statement about the Hilbert cube as a special case.
Proposition 10.28. Suppose that $X$ is a nonempty set and $(d_n)_{n \geq 1}$ is a sequence of pseudometrics on $X$ such that $d_n(x, y) \leq 1$ for all $n$ and for all $x$ and $y$ in $X$. Then $d(x, y) = \sum_{n=1}^{\infty} 2^{-n} d_n(x, y)$ is a pseudometric. If the open balls relative to $d_n$ are denoted by $B_n(r; x)$ and the open balls relative to $d$ are denoted by $B(r; x)$, then the $B_n$’s and $B$’s are related as follows:

(a) whenever some $B_n(r_n; x)$ is given with $r_n > 0$, there exists some $B(r; x)$ with $r > 0$ such that $B(r; x) \subseteq B_n(r_n; x)$,

(b) whenever $B(r; x)$ is given with $r > 0$, there exist finitely many $r_n > 0$, say for $n \leq K$, such that $\bigcap_{n=1}^{K} B_n(r_n; x) \subseteq B(r; x)$.

PROOF. For (a), choose $r = 2^{-n} r_n$. If $d(x, y) < r$, then $2^{-m} d_m(x, y) < r$ for all $m$ and in particular $d_n(x, y) < 2^m r = r_n$.

For (b), choose $K$ large enough so that $2^{-K} < r/2$, and put $r_n = r/2$ for $n \leq K$. If $y$ is in $\bigcap_{n=1}^{K} B_n(r_n; x)$, then $d_n(x, y) < r_n = r/2$ for $n \leq K$. Hence $d(x, y) \leq \sum_{n=1}^{K} 2^{-n} d_n(x, y) + \sum_{n=K+1}^{\infty} 2^{-n} < \sum_{n=1}^{K} 2^{-n} r/2 + 2^{-K} < r/2 + r/2 = r$. Therefore $y$ is in $B(r; x)$. \hfill $\square$

Corollary 10.29. The Hilbert-cube metric on $X = \prod_{n=1}^{\infty} [0, 1]$ yields the product topology.

PROOF. Proposition 10.28a implies that any basic open neighborhood of $x$ in the product topology contains a basic open neighborhood in the Hilbert-cube metric topology. Proposition 10.28b shows that any basic open neighborhood of $x$ in the Hilbert-cube metric topology contains a basic open neighborhood in the product topology. \hfill $\square$

5. Sequences and Nets

Sequences are of limited interest in general topological spaces. Nets, which are generalized sequences of a certain kind, are a useful substitute, and we introduce them in this section. Using nets, we shall be able to see that product topologies are appropriate for detecting pointwise convergence in the same way that the metric topology obtained from the supremum norm is appropriate for detecting uniform convergence.

We begin with two examples that illustrate some of the difficulties with using sequences in general topological spaces. We use the natural definition suggested by Section II.4—that a sequence $(x_n)$ in $X$ converges to $x_0$ if for each neighborhood of $x_0$, there is some $N$ depending on the neighborhood such that $x_n$ is in the neighborhood for $n \geq N$. We say that the sequence is eventually in the neighborhood. The point $x_0$ is a limit of the sequence.
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EXAMPLES.

(1) Let $X$ be the set of positive integers, and let a topology for $X$ consist of the empty set and all sets whose complements are finite. If $x_n = 2n$, then the sequence $\{x_n\}$ converges to every point of $X$ and hence does not have a unique limit. The space $X$ is $T_1$ and has a countable local base at each point, but $X$ is not Hausdorff.

(2) Let $X$ be the set of points $(m, n)$ in the plane with $m$ and $n$ integers $\geq 0$. Define a topology for $X$ as follows. Any set not containing $(0, 0)$ is to be open. If a set $U$ contains $(0, 0)$, then $U$ is defined to be open if there are only finitely many columns $C_m = \{(m, n) \mid n = 0, 1, 2, \ldots\}$ such that $C_m - (U \cap C_m)$ is infinite. Enumerate $X$, and define $x_n$ to be the $n^{th}$ point in the enumeration. It is easy to check that the image of the sequence $\{x_n\}$ has $(0, 0)$ as a limit point and that no subsequence of $\{x_n\}$ converges to $(0, 0)$. The space $X$ is Hausdorff but does not have a countable local base at $(0, 0)$.

Thus the elementary results in Section II.4 do not generalize to all topological spaces. But Proposition 2.20 (the uniqueness of the limit of any sequence) is still valid if $X$ is Hausdorff, and Proposition 2.22 and Corollary 2.23 (the characterization of limit points and of closed sets in terms of sequences) are still valid if $X$ has a countable local base at each point. Nets will cure the problem about characterizing limit points and closed sets without countable local bases but not the problem about nonuniqueness of limits, and thus we shall be able to work well with nets in all Hausdorff spaces. In particular we shall be able to use nets in uncountable products of Hausdorff spaces, which arise frequently in real analysis and tend not to have a countable local base at each point.

Before defining nets, let us give one positive result whose statement mixes topological spaces and metric spaces. If $S$ is any nonempty set, we have made $B(S)$, the vector space of all bounded scalar-valued functions on $S$, into a normed linear space—and hence a metric space—by means of the supremum norm. If $S$ is a topological space, let $C(S)$ be the subset of continuous members of $B(S)$; this is a vector subspace and hence is itself a normed linear space.

**Proposition 10.30.** If $S$ is a topological space and $\{f_n\}$ is a sequence of scalar-valued functions continuous at $x_0$ and converging uniformly to a function $f$, then $f$ is continuous at $x_0$. Consequently the subspace $C(S)$ of $B(S)$ is a closed subspace, and $C(S)$ is complete as a metric space.

**Proof.** Given $\epsilon > 0$, choose $N$ such that $n \geq N$ implies $\|f_n - f\|_{\text{sup}} < \epsilon$. For any $s$, we then have
\[ |f(s) - f(s_0)| \leq |f(s) - f_N(s)| + |f_N(s) - f_N(s_0)| + |f_N(s_0) - f(s_0)| \]
\[ \leq \|f_N - f\|_{\text{sup}} + |f_N(s) - f_N(s_0)| + \|f_N - f\|_{\text{sup}} \]
\[ < 2\epsilon + |f_N(s) - f_N(s_0)|. \]

Since \( f_N \) is continuous at \( s_0 \), there exists a neighborhood of \( s_0 \) such that the right side is \( < 3\epsilon \) for \( s \) in that neighborhood. Thus \( f \) is continuous at \( s_0 \).

If \{\( f_n \)\} is a sequence in \( C(S) \) converging uniformly to \( f \) in \( B(S) \), then \( f \) is in \( C(S) \), by the result of the previous paragraph. Since convergence of sequences in \( B(S) \) is the same as uniform convergence, Corollary 2.23 shows that \( C(S) \) is a closed subset of \( B(S) \). Propositions 2.43 and 2.44 then show that \( C(S) \) is complete as a metric space.

Now we turn our attention to nets. In the indexing for a net, the set of positive integers is replaced by a “directed set,” which we define first. Let \( D \) be a partially ordered set in the sense of Section A9 of Appendix A, the partial ordering being denoted by \( \leq \). We say that \( (D, \leq) \) is a \textbf{directed set} if for any \( \alpha \) and \( \beta \) in \( D \), there is some \( \gamma \) in \( D \) with \( \alpha \leq \gamma \) and \( \beta \leq \gamma \).

\textbf{Examples.}

(1) Take \( D \) to be the set of positive integers, and let \( \leq \) have the usual meaning.

(2) Let \( S \) be a nonempty set, take \( D \) to be the set of all finite subsets of \( S \), and let \( \alpha \leq \beta \) mean that the inclusion \( \alpha \subseteq \beta \) holds.

(3) Let \( X \) be a topological space, let \( x \) be a point in \( X \), take \( D \) to be the set of all neighborhoods of \( x \), and let \( \alpha \leq \beta \) mean that \( \alpha \supseteq \beta \).

(4) Let \( (D_1, \leq_1) \) and \( (D_2, \leq_2) \) be two directed sets, take \( D \) to be \( D_1 \times D_2 \), and let \( (\alpha_1, \alpha_2) \leq (\beta_1, \beta_2) \) mean that \( \alpha_1 \leq_1 \beta_1 \) and \( \alpha_2 \leq_2 \beta_2 \).

If \( X \) is a nonempty set, a \textbf{net} in \( X \) is a function from a directed set \( D \) into \( X \). If \( D \) needs to be specified to avoid confusion, we speak of a “net from \( D \) to \( X \).” The function will often be written \( \alpha \mapsto x_\alpha \) or \( \{x_\alpha\} \). If \( E \) is a subset of \( X \), the net is \textbf{eventually in} \( E \) if there is some \( \alpha_0 \) in \( D \) such that \( \alpha_0 \leq \alpha \) implies that \( x_\alpha \) is in \( E \). The net is \textbf{frequently in} \( E \) if for any \( \alpha \) in \( D \), there is a \( \beta \) in \( D \) with \( \alpha \leq \beta \) such that \( x_\beta \) is in \( E \). It is important to observe that the negation of “the net is eventually in \( E \)” is that “the net is frequently in the complement of \( E \).”

The directedness of the set \( D \) plays an important role in the theory by allowing us to work simultaneously with finitely many conditions on a net. For example, if \( \{x_\alpha\} \) is eventually in \( E_1 \) and eventually in \( E_2 \), then it is eventually in \( E_1 \cap E_2 \). In fact, the given conditions say that there are members \( \alpha_1 \) and \( \alpha_2 \) of \( D \) such that \( x_\alpha \) is in \( E_1 \) for \( \alpha_1 \leq \alpha \) and \( x_\alpha \) in \( E_2 \) for \( \alpha_2 \leq \alpha \). The directedness implies that
$α_1 ≤ α_0$ and $α_2 ≤ α_0$ for some $α_0$ in $D$. Then $\{x_{α}\}$ is in $E_1 ∩ E_2$ for $α_0 ≤ α$.

This kind of argument will be used often without mention of the details.

If $X$ is a topological space, a net $\{x_{α}\}$ in $X$ converges to $x_0$ in $X$ if $\{x_{α}\}$ is eventually in each neighborhood of $x_0$. In this case we write $x_{α} \to x_0$, and we say that $x_0$ is a limit of $\{x_{α}\}$. Because of the availability of Examples 3 and 4 above, it is an easy matter to characterize the terms “Hausdorff,” “limit point,” “closed set,” and “continuous at a point” in terms of convergence of nets.

**Proposition 10.31.** A topological space $X$ is Hausdorff if and only if every convergent net in $X$ has only one limit.

**Proof.** Suppose that $X$ is Hausdorff and that $x_{α} \to x_0$ and $x_{α} \to y_0$ with $x_0 ≠ y_0$. Choose disjoint open sets $U$ and $V$ with $x_0$ in $U$ and $y_0$ in $V$. By the assumed convergence, $\{x_{α}\}$ is in $U$ eventually and is in $V$ eventually. Then it is in $U ∩ V = ∅$ eventually, and we have a contradiction.

Suppose that $X$ is not Hausdorff. Find distinct points $x_0$ and $y_0$ such that every pair of neighborhoods $U$ of $x_0$ and $V$ of $y_0$ has nonempty intersection. For any such pair $(U, V)$, define $x_{U, V}$ to be some point in the intersection. Combining Examples 3 and 4 above, we see that $(U, V) \mapsto x_{U, V}$ is a net in $X$ converging to both $x_0$ and $y_0$.

**Proposition 10.32.** If $X$ is a topological space, then

(a) for any subset $A$ of $X$ and limit point $x_0$ of $A$, there exists a net in $A − \{x_0\}$ converging to $x_0$,

(b) any convergent net $\{x_{α}\}$ in $X$ with limit $x_0$ in $X$ either has $x_0$ as a limit point of the image of the net or else is eventually constantly equal to $x_0$.

**Proof.** For (a), the definition of limit point implies that for each neighborhood $U$ of $x_0$, the set $U ∩ (A − \{x_0\})$ is nonempty. If $x_U$ denotes a point in the intersection, then $U \mapsto x_U$ is a net in $A − \{x_0\}$ converging to $x_0$.

For (b), suppose that $x_0$ is not a limit point of the image of the net. Then there exists a neighborhood $U$ of $x_0$ such that $U − \{x_0\}$ is disjoint from the image of the net. Since the convergence implies that the net is eventually in $U$, it must be true that $x_{α} = x_0$ eventually.

**Corollary 10.33.** If $X$ is a topological space, then a subset $F$ of $X$ is closed if and only if every convergent net in $F$ has its limits in $F$.

**Proof.** Suppose that $F$ is closed and that $\{x_{α}\}$ is a convergent net in $F$ with limit $x_0$. By Proposition 10.32b, either $x_0$ is in the image of the net or $x_0$ is a limit point of the image of the net. In the latter case, $x_0$ is a limit point of the larger set $F$. In either case, $x_0$ is in $F$; thus the limit of any convergent net in $F$ is in $F$. 
Conversely suppose every convergent net in $F$ has its limit in $F$. If $x_0$ is a limit point of $F$, then Proposition 10.32a produces a net in $F - \{x_0\}$ converging to $x_0$. By assumption, the limit $x_0$ is in $F$. Therefore $F$ contains all its limit points and is closed.

**Proposition 10.34.** Let $f : X \to Y$ be a function between topological spaces. Then $f$ is continuous at a point $x_0$ in $X$ if and only if whenever $\{x_\alpha\}$ is a convergent net in $X$ with limit $x_0$, then $\{f(x_\alpha)\}$ is convergent in $Y$ with limit $f(x_0)$.

**Remarks.** This result needs to be used with caution if $Y$ is not known to be Hausdorff. For example, let $X$ and $Y$ both be the set $\{a, b\}$. Let the topology for $X$ be discrete and the topology for $Y$ be indiscrete, consisting only of $\emptyset$ and the whole space. Every function $f : X \to Y$ is continuous. Suppose that $f(a) = f(b) = a$. Take $x_0 = b$ and $x_\alpha = b$ for all $\alpha$. Then $\{f(x_\alpha)\}$ converges to both $a$ and $b$. Hence we cannot evaluate $f(x_0)$ as just any limit of $\{f(x_\alpha)\}$; we have to pick the right limit.

**Proof.** Suppose that $f$ is continuous at $x_0$ and that $\{x_\alpha\}$ is a convergent net in $X$ with limit $x_0$. Let $V$ be any open neighborhood of $f(x_0)$. By continuity, there exists an open neighborhood $U$ of $x_0$ such that $f(U) \subseteq V$. Since $x_\alpha \to x_0$, the members $x_\alpha$ of the net are eventually in $U$. Then $f(x_\alpha)$ is in $f(U) \subseteq V$ for the same $\alpha$’s, hence eventually. Therefore $\{f(x_\alpha)\}$ converges to $f(x_0)$.

Conversely suppose that $x_\alpha \to x_0$ always implies $f(x_\alpha) \to f(x_0)$. We are to show that $f$ is continuous. If $V$ is an arbitrary open neighborhood of $f(x_0)$, we seek some open neighborhood of $x_0$ that maps into $V$ under $f$. Assuming that there is no such neighborhood for some $V$, we can find, for each neighborhood $U$ of $x_0$, some $x_U$ in $U$ such that $f(x_U)$ is not in $V$. Then $x_U \to x_0$, but $f(x_U)$ does not have limit $f(x_0)$ because $f(x_U)$ is never in $V$. This is a contradiction, and we conclude that some $U$ maps into $V$ under $f$; thus $f$ is continuous.

**Proposition 10.35.** Let $X = \prod_{s \in S} X_s$ be the product of topological spaces $X_s$, and let $p_s : X \to X_s$ be the $s^{th}$ coordinate function. Then a net $\{x_\alpha\}$ in $X$ converges to some $x_0$ in $X$ if and only if the net $\{p_s(x_\alpha)\}$ in $X_s$ converges to $p_s(x_0)$ for each $s \in S$.

**Remark.** This is the sense in which the product topology is the topology of pointwise convergence. In combination with Corollary 10.33, this proposition simplifies the problem of deciding when a subset of a product space is closed in the product topology.

**Proof.** If $\{x_\alpha\}$ converges to $x_0$, then Proposition 10.34 and the continuity of $p_s$ together imply that $\{p_s(x_\alpha)\}$ converges to $p_s(x_0)$.
Conversely suppose that \( \{p_s(x_\alpha)\} \) converges to \( p_s(x_0) \) for all \( s \). Fix \( s \). If \( U_s \) is an open neighborhood of \( p_s(x_0) \) in \( X_s \), then \( \{p_s(x_\alpha)\} \) is eventually in \( U_s \). Hence there is some \( x_0 \) such that \( p_s(x_\alpha) \) is in \( U_s \) whenever \( x_0 \leq \alpha \). For the same values of \( \alpha \), \( \{x_\alpha\} \) is in \( p_s^{-1}(U_s) \). Thus \( \{x_\alpha\} \) is eventually in \( p_s^{-1}(U_s) \).

Any neighborhood \( N \) of \( x_0 \) in \( X \) contains some basic open neighborhood of the form \( U = p_{s_1}^{-1}(U_{s_1}) \cap \cdots \cap p_{s_n}^{-1}(U_{s_n}) \). It follows from the result of the previous paragraph that \( \{x_\alpha\} \) is eventually in each \( p_s^{-1}(U_s) \), hence is eventually in the intersection \( U \), and hence is eventually in \( N \). Therefore \( \{x_\alpha\} \) converges to \( x_0 \). \( \square \)

One can express also the notion of compactness in terms of nets, the idea being that compactness of \( X \) is equivalent to the fact that every net in \( X \) has a convergent subnet, for an appropriate definition of “subnet.” The remainder of this section will deal with this question. Carrying out the details of this equivalence is harder than what we have done so far with nets. Actually, the main benefit of the equivalence is the resulting simplification to proofs of compactness, especially to the proof of the Tychonoff Product Theorem. Since we have already proved the Tychonoff Product Theorem without nets, the material in the remainder of this section will be used only in minor ways in the rest of the book.\(^6\)

Let \( D \) and \( E \) be directed sets. A function from \( E \) to \( D \), written \( \mu \mapsto \alpha_\mu \), is cofinal\(^7\) if for any \( \beta \) in \( D \), there is a \( \nu \) in \( E \) such that \( \beta \leq \alpha_\nu \) whenever \( \nu \leq \mu \). If \( \mu \mapsto \alpha_\mu \) is cofinal and if \( \alpha \mapsto x_\alpha \) is a net from \( D \) to \( X \), then the composition \( \mu \mapsto x_\alpha \) is a net from \( E \) to \( X \) and is called a subnet of the net \( \alpha \mapsto x_\alpha \).

The prototype of a subnet is a subsequence. In this case, \( D \) and \( E \) are both the set of positive integers, and the function from \( E \) to \( D \) is \( k \mapsto n_k \). If the sequence is \( \{a_n\} \), then the subnet/subsequence is \( \{a_{n_k}\} \). For a general subnet one might expect that it would suffice always to take \( E \) to be a subnet of \( D \) and to let the function from \( E \) to \( D \) be inclusion. However, this definition of subnet is insufficient to prove the desired characterization of compactness in terms of nets and subnets.

A net from a directed set \( D \) to a nonempty set \( X \) is called universal if for any subset \( A \) of \( X \), the net is eventually in \( A \) or eventually in \( A^c \). It of course cannot be eventually in both, since otherwise it would eventually be in the intersection, namely the empty set.

**Proposition 10.36.** Each net in a nonempty set \( X \) has a universal subnet.

**Remark.** The proof will use Zorn’s Lemma. Apart from this one use, the only other uses of the Axiom of Choice in the remainder of this section are transparent ones.

\(^6\)Nets play a more significant role in the companion volume, *Advanced Real Analysis.*

\(^7\)This definition is not the standard one given in Kelley’s *General Topology,* but it leads to the standard definition of “subnet.”
X. Topological Spaces

PROOF. Let $D$ be a directed set, and let $\alpha \mapsto x_\alpha$ be a net from $D$ to $X$. Consider all families $C_\beta$ of subsets of $X$ that are closed under finite intersections and have the property, for each $A$ in $C_\beta$, that the net is frequently in $A$. There exists such a family, the singleton family $\{X\}$ being one. Partially order the set of such families by inclusion upward, saying that $C_\beta \leq C_\beta'$ when $C_\beta \subseteq C_\beta'$. In any chain of $C_\beta$’s, let $C_\gamma$ be the union of the sets in the various members of the chain. Since closure under intersection depends only on two sets at a time and since the other property of a $C_\beta$ depends only on one set at a time, $C_\gamma$ is again a family of this kind. By Zorn’s Lemma let $C$ be a maximal such family.

Let us prove for each subset $A$ of $X$ that either $A$ or $A^c$ is in $C$. In fact, if for every $B$ in $C$, the net is frequently in $A \cap B$, then $C \cup \{A\}$ is a family containing $C$ and satisfying the two defining properties of one of our families. By maximality, $C \cup \{A\} = C$. Hence $A$ is in $C$. Assuming that $A$ is not in $C$, we obtain a set $B$ in $C$ such that the net fails to be frequently in $A \cap B$. Then $B$ is a member of $C$ such that the net is eventually in $(A \cap B)^c$.

Similarly if we assume that $A^c$ is not in $C$, we obtain a set $B'$ in $C$ such that the net is eventually in $(A^c \cap B')^c$. If neither $A$ nor $A^c$ is in $C$, then the net is eventually in

$$(A \cap B)^c \cap (A^c \cap B')^c = (A^c \cup B^c) \cap (A \cup B^c)$$

$$= (A^c \cap (A \cup B^c)) \cup (B^c \cap (A \cup B^c))$$

$$= (A^c \cap B^c) \cup (B^c \cap (A \cup B^c))$$

$$\subseteq B^c \cup B^c = (B \cap B')^c,$$

and it cannot be frequently in $B \cap B'$. This contradicts the fact that $B \cap B'$ is in $C$ because $C$ is closed under finite intersections. This completes the proof that either $A$ or $A^c$ has to be in $C$.

The members of $C$ form a directed set under inclusion downward, i.e., with partial ordering $A \leq B$ if $A \supseteq B$. Form $E = C \times D$ as a directed set under the definition in Example 4 earlier in this section. We construct a subnet as follows. For each ordered pair $(A, \beta)$ in $C \times D$, let $\alpha_{(A, \beta)}$ be an element of $D$ with $\beta \leq \alpha_{(A, \beta)}$ and with $x_{\alpha_{(A, \beta)}}$ in $A$; this choice is possible since $D$ is directed and the given net is frequently in $A$. The function $(A, \beta) \mapsto \alpha_{(A, \beta)}$ is cofinal because for any $\beta \in D$, the member $(X, \beta)$ of $E = C \times D$ has $\beta \leq \alpha_{(B, \gamma)}$ whenever $(A, \beta) \leq (B, \gamma)$. Thus $(A, \beta) \mapsto x_{\alpha_{(A, \beta)}}$ is a subnet.

To complete the proof, we show that this subnet is universal. For any subset $A$ of $X$, we have seen that either $A$ or $A^c$ has to be in $C$. Without loss of generality, assume that $A$ is in $C$. For any fixed $\beta$, the inequality $(A, \beta) \leq (B, \gamma)$ implies that $x_{\alpha_{(B, \gamma)}}$ is in the subset $B$ of $A$, and hence the subnet is eventually in $A$. □

Proposition 10.37. The following three statements about a topological space $X$ are equivalent:

\[
\begin{align*}
\text{(1) } & \text{Every net in } X \text{ is eventually in a net that is frequently in a family } C. \\
\text{(2) } & \text{Every net in } X \text{ is eventually in a net that is frequently in a family } C. \\
\text{(3) } & \text{Any directed subset } E \subseteq X \times X \text{ has a cofinal subnet.}
\end{align*}
\]
5. Sequences and Nets

(a) $X$ is compact,
(b) every universal net in $X$ is convergent,
(c) every net in $X$ has a convergent subnet.

PROOF. To prove that (a) implies (b), let $\{x_\alpha\}$ be a universal net in $X$, and suppose that $\{x_\alpha\}$ is not convergent. For each $x$ in $X$, there is then an open neighborhood $U_x$ of $x$ such that $\{x_\alpha\}$ is not eventually in $U_x$. Since the net is universal, it is eventually in $(U_x)^c$ for each $x$. The open sets $U_x$ cover $X$. By compactness, let $U_{x_1}, \ldots, U_{x_k}$ be a finite subcover. The net is eventually in each $(U_{x_i})^c$ and hence is eventually in their intersection. But their intersection is empty since $X = \bigcap_{j=1}^k U_{x_j}$. We have arrived at a contradiction, and thus $\{x_\alpha\}$ must be convergent.

Statement (b) implies statement (c) since every net has a universal subnet, by Proposition 10.36.

To prove that (c) implies (a), suppose that $X$ is noncompact. We shall produce a net with no convergent subnet. If $U$ is an open cover of $X$ with no finite subcover, we shall use $U$ to define a directed set. Let $\mathcal{F}$ be the set of all finite subcollections of members of $U$. This is directed under inclusion upward: $\alpha \leq \beta$ if $\alpha \subseteq \beta$. For each $\alpha$ in $\mathcal{F}$, the set $X - \bigcup_{U \in \alpha} U$ is not empty since $U$ has no finite subcover, and we let $x_\alpha$ be an element of $X - \bigcup_{U \in \alpha} U$. Then $\alpha \mapsto x_\alpha$ is a net. Suppose that $\{x_\alpha\}$ has a convergent subnet, with some $x_0$ as limit. For any neighborhood $N$ of $x_0$, $\{x_\alpha\}$ is frequently in $N$. Since $U$ is a covering, there is some $U$ in $U$ with $x_0$ in $U$. By construction, $\{x_\alpha\}$ is not in $U$ as soon as $\alpha$ has $\{U\} \leq \alpha$. We conclude that no subnet of $\{x_\alpha\}$ converges. \qed

Proposition 10.37 gives the statement about general topological spaces that extends the equivalence of the Bolzano–Weierstrass property and the Heine–Borel property of closed bounded subsets of Euclidean space. To illustrate the power of nets, we can now use them to give a second proof of the Tychonoff Product Theorem (Theorem 10.27).

SECOND PROOF OF TYCHONOFF PRODUCT THEOREM. Let $X = \prod_{s \in S} X_s$ be given with each $X_s$ compact, let $p_s : X \to X_s$ be the $s^{th}$ coordinate function, and let $\{x_\alpha\}$ be a universal net in $X$. Fix $s$, and let $A_s$ be any subset of $X_s$. Since the net is universal, it is eventually in $p_s^{-1}(A_s)$ or in $(p_s^{-1}(A_s))^c$. Since $(p_s^{-1}(A_s))^c = p_s^{-1}((A_s)^c)$, the net $\{p_s(x_\alpha)\}$ is eventually in $A_s$ or in $(A_s)^c$. Thus $\{p_s(x_\alpha)\}$ is a universal net in $X_s$. By Proposition 10.37 and the compactness of $X_s$, $\{p_s(x_\alpha)\}$ converges to some member $x_s$ of $X_s$. Now let $s$ vary. Forming the member $x$ of $X$ with $p_s(x) = x_s$ for all $s$ and applying Proposition 10.35, we see that $x_\alpha \to x$. By Proposition 10.37, $X$ is compact. \qed
6. Quotient Spaces

If $X$ is a topological space and $\sim$ is an equivalence relation on $X$, then we saw in Section 1 that the set $X/\sim$ of equivalence classes inherits a natural topology known as the “quotient topology.” If $q : X \to X/\sim$ is the quotient map, then a subset $U$ of $X/\sim$ is defined to be open in the quotient topology if $q^{-1}(U)$ is open in $X$. The quotient topology is then the finest topology on $X/\sim$ that makes the quotient map continuous.

Without some assumption that relates the equivalence relation to the topology of $X$, we cannot expect much from general quotient spaces. In this section we shall investigate situations in which the quotient space does have reasonable properties. Ultimately our interest will be in four situations, some of which are hinted at in Section 1:

(i) the passage from a regular topological space to the quotient when the equivalence relation is that $x \sim y$ if $x$ is in $\{y\}^{cl}$ (Proposition 10.7),
(ii) the passage from a compact Hausdorff space $X$ to the quotient when the equivalence relation is closed as a subset of $X \times X$ (to be discussed in Problem 11 at the end of the chapter),
(iii) the passage from a “topological vector space” or “topological group” to a coset space (to be discussed in the companion volume, Advanced Real Analysis),
(iv) the piecing together of a “manifold,” or a “vector bundle,” or a “covering space” from local data (to be discussed in the companion volume, Advanced Real Analysis).

We begin with some general facts. The first is a kind of “universal mapping property” for all quotient spaces. Its corollary describes a situation in which we can recognize a given space as a quotient even if it was not constructed that way: we say that a function $F : X \to Y$ is open if $F$ carries open sets to open sets.

**Proposition 10.38.**

(a) Let $F : X \to Y$ be a continuous function between topological spaces, let $\sim$ be an equivalence relation on $X$, and let $q : X \to X/\sim$ be the quotient map. Suppose that $F$ has the property that $F(x_1) = F(x_2)$ whenever $x_1 \sim x_2$, so that there exists a well-defined function $f : X/\sim \to Y$ such that $F = f \circ q$. Then $f$ is continuous.

(b) The quotient $X/\sim$ is characterized by the property in (a) in the following sense. Suppose that $q' : X \to Z$ is any continuous function of $X$ onto a topological space $Z$ such that

(i) $x_1 \sim x_2$ implies $q'(x_1) = q'(x_2),$
(ii) whenever $F : X \to Y$ is a continuous function such that $x_1 \sim x_2$
implies \( F(x_1) = F(x_2) \), there exists a continuous function \( f' : Z \to Y \)
with \( F = f' \circ q' \).

Then \( Z \) is canonically homeomorphic to \( X/\sim \).

**Proof.** In (a), we want to know that \( f^{-1}(U) \) is open in \( X/\sim \) whenever \( U \) is
open in \( Y \). By definition of the quotient topology, \( f^{-1}(U) \) is open in \( X/\sim \) if and
only if \( q^{-1}(f^{-1}(U)) \) is open in \( X \). This set is \( F^{-1}(U) \), which is open since \( F \) is
assumed continuous.

In (b), suppose \( Z \) and \( q' \) are such that \( q' : X \to Z \) has the stated properties. We apply
the result of (a) with \( F \) taken to be \( q : X \to X/\sim \). Property (ii) of \( Z \) gives us a continuous function \( f' : Z \to X/\sim \) such that \( q = f' \circ q' \). Then we apply the result of (a) with \( F \) taken to be \( q' : X \to Z \), and (a) shows that the
function \( f : X/\sim \to Z \) with \( q' = f \circ q \) is continuous. Combining these two
equations gives us \( q = f' \circ f \circ q \) and \( q' = f \circ f' \circ q' \). Thus \( f' \circ f \) is the identity
on the image of \( q \), and \( f \circ f' \) is the identity on the image of \( q' \). Since \( q \) is onto
\( X/\sim \) and \( q' \) is onto \( Z \), \( f : X/\sim \to Z \) is a homeomorphism. □

**Corollary 10.39.** Let \( F : X \to Y \) be a continuous function from one
topological space onto another, and define \( x_1 \sim x_2 \) if \( F(x_1) = F(x_2) \). Let
\( q : X \to X/\sim \) be the quotient map, and let \( f : X/\sim \to Y \) be the continuous
map such that \( F = f \circ q \). If \( F \) is open, then \( f \) is a homeomorphism and hence
\( Y \) can be regarded as a quotient of \( X \).

**Remark.** The continuity of \( f \) is the conclusion of Proposition 10.38a.

**Proof.** The function \( f : X/\sim \to Y \) is continuous, one-one, and onto. To see that \( f \) is open and hence is a homeomorphism, let an open set \( U \) in \( X/\sim \) be
given. Then \( F(q^{-1}(U)) \) is open because \( q \) is continuous and \( F \) is open. Since
\( F(q^{-1}(U)) = f(q(q^{-1}(U))) = f(U) \), we see that \( f(U) \) is open. Hence \( f \) is
open. □

**Example.** Let \( X = \coprod_{s \in S} X_s \) be a product of topological spaces, fix \( s \) in \( S \),
and let \( p_s : X \to X_s \) be the \( s \)th coordinate function. We shall show that \( p_s \) is
open, so that \( X_s \) can be regarded as the quotient of \( X \) by the relation that \( x_1 \sim x_2 \)
if \( p_s(x_1) = p_s(x_2) \) for all \( s' \neq s \). If \( U \) is an open set in \( X \) and \( x \) is in \( U \), then we
can find a basic open set \( V_x = p_{s_1}^{-1}(U_1) \cap \cdots \cap p_{s_n}^{-1}(U_n) \) about \( x \) that is contained
in \( U \). Then \( p_s(V_x) \) equals \( U_j \) if \( s = s_j \), and it equals \( X_s \) if \( s \) is not equal to any
\( s_j \). In either case, \( p_s(V_x) \) is open. Thus \( p_s(U) \) contains a neighborhood of each
of its points and must be an open set. So \( p_s \) is open.

A key desirable property of a quotient space is that it is Hausdorff. The
Hausdorff property is what makes limits unique, after all, and it therefore paves
the way to doing some analysis with the space. The next proposition gives a
useful necessary condition and a useful sufficient condition.
Proposition 10.40. Let $X$ be a topological space, let $\sim$ be an equivalence relation on $X$, and let $R$ be the subset \{(x_1, x_2) \mid x_1 \sim x_2\} of $X \times X$. If the quotient topology on $X/\sim$ is Hausdorff, then $R$ is a closed subset of $X \times X$. Conversely if $R$ is a closed subset of $X \times X$ and if the quotient map $q : X \to X/\sim$ is open, then $X/\sim$ is Hausdorff.

PROOF. Suppose that $X/\sim$ is Hausdorff. If $(x, y)$ is not in $R$, then $q(x)$ and $q(y)$ are distinct points in $X/\sim$. Find disjoint open sets $U$ and $V$ in $X/\sim$ such that $q(x)$ is in $U$ and $q(y)$ is in $V$. Then $q^{-1}(U)$ and $q^{-1}(V)$ are open sets in $X$ with the property that no member of $q^{-1}(U)$ is equivalent to any member of $q^{-1}(V)$. Thus $q^{-1}(U) \times q^{-1}(V)$ is an open neighborhood of $(x, y)$ that does not meet $R$. Hence $R$ is closed.

Conversely if $R$ is closed and $(x, y)$ is not in $R$, then there exists a basic open set $U \times V$ of $X \times X$ containing $(x, y)$ that does not meet $R$. The sets $q(U)$ and $q(V)$ are open in $X/\sim$ since $q$ is open, they are disjoint since no member of $U$ is equivalent to a member of $V$, and they are neighborhoods of $q(x)$ and $q(y)$, respectively. Thus $X/\sim$ is Hausdorff. □

A special case is the situation with a pseudometric space in which the equivalence relation is that $x \sim y$ if $x$ and $y$ are at distance 0 from one another. A generalization of this relation was given in Proposition 10.7, which said that in a regular topological space the relation $x \sim y$ if $x$ is in $\{y\}^{cl}$ is an equivalence relation. The corollary to follow gives properties of the quotient space when this equivalence relation is used.

Corollary 10.41. Let $X$ be a regular topological space, let $\sim$ be the equivalence relation defined by saying that $x \sim y$ if $x$ is in $\{y\}^{cl}$, and let $q : X \to X/\sim$ be the quotient map. Then

(a) $q$ is open, and every open set in $X$ is the union of equivalence classes,
(b) $X/\sim$ is regular and Hausdorff,
(c) $X$ normal implies $X/\sim$ normal,
(d) $X$ separable implies $X/\sim$ separable.

PROOF. First we show that every open set is a union of equivalence classes. Suppose that $x$ is in an open set $U$ in $X$. Let $x \sim y$. If $y$ were not in $U$, then $y$ would be in the closed set $U^c$ and hence $\{y\}^{cl}$ would be contained in $U^c$. Since $x \sim y$, $x$ is in $\{y\}^{cl}$, and we are led to the contradiction that $x$ would be in $U^c$, hence in $U \cap U^c = \emptyset$. So $U$ is a union of equivalence classes. Then it follows that $q^{-1}(q(U)) = U$, and the set $q(U)$ has the property that its inverse image is open in $X$. By definition of the quotient topology, $q(U)$ is open. Therefore $q$ is an open map. This proves (a).
To prove the Hausdorff property in (b), we shall apply Proposition 10.40. Since (a) shows that \( q \) is open, it is enough to show that the subset \( R = \{(x, y) \mid x \sim y\} \) of \( X \times X \) is closed. If \( (x, y) \) is not in \( R \), then \( x \) is not in \( \{y\}^{cl} \). By regularity of \( X \), choose disjoint open sets \( U \) and \( V \) in \( X \) such that \( x \) is in \( U \) and \( \{y\}^{cl} \subseteq V \). Since \( U \) and \( V \) are unions of equivalence classes and are disjoint, no member of \( U \) is equivalent to any member of \( V \). Therefore \( (U \times V) \cap R = \emptyset \), and every point of \( R^c \) has an open neighborhood lying in \( R^c \). Hence \( R \) is closed.

As a result of (a), the open sets in \( X \) are in one-one correspondence via \( q \) with the open sets in \( X/\sim \), and the same thing is true for the closed sets. Under this correspondence disjoint sets correspond to disjoint sets. Then regularity in (b), as well as conclusions (c) and (d), follow immediately. \( \square \)

### 7. Urysohn’s Lemma

According to Proposition 10.31, a Hausdorff topological space has unique limits for convergent sequences and nets. Corollary 10.41 shows that regularity of a space makes it possible to pass to a natural quotient space that is regular and Hausdorff. The following theorem exhibits a special role for the condition that a space be normal.

**Theorem 10.42.** (Urysohn’s Lemma). If \( E \) and \( F \) are disjoint closed sets in a normal topological space \( X \), then there exists a continuous function \( f \) from \( X \) into \([0, 1]\) that is 0 on \( E \) and is 1 on \( F \).

**Proof.** Proposition 10.5c shows in a normal space that between a closed set and a larger open set we can always interpolate an open set and its closure. Starting from \( E \subseteq F^c \), we find an open set \( U_{1/2} \) with

\[
E \subseteq U_{1/2} \subseteq (U_{1/2})^{cl} \subseteq F^c.
\]

Then we can find open sets \( U_{1/4} \) and \( U_{3/4} \) with

\[
E \subseteq U_{1/4} \subseteq (U_{1/4})^{cl} \subseteq U_{1/2} \subseteq (U_{1/2})^{cl} \subseteq U_{3/4} \subseteq (U_{3/4})^{cl} \subseteq F^c.
\]

Proceeding inductively on \( n \), we obtain, for each diadic rational number \( r = m/2^n \) with \( 0 < r < 1 \), an open set \( U_r \) between \( E \) and \( F^c \) such that \( r < s \) implies \((U_r)^{cl} \subseteq U_s \). Put \( U_1 = X \). For each \( x \) in \( X \), define \( f(x) \) to be the greatest lower bound of all \( r \) such that \( x \) is in \( U_r \). Then \( f \) is 0 on \( E \), is 1 on \( F \), and has values in \([0, 1]\). To see that \( f \) is continuous, let \( x \) be given, let \( r \) and \( s \) be diadic rationals in \((0, 1)\) with \( r < f(x) < s \), and choose diadic rationals \( r' \) and \( s' \) with \( r < r' < f(x) < s' < s \). (If \( f(x) = 0 \), we omit \( r \) and \( r' \); if \( f(x) = 1 \), we omit \( s \) and \( s' \)). We are to produce an open neighborhood \( U \) of \( x \) with \( f(U) \subseteq (r, s) \). If \( U = U_{r'} \ominus (U_{r'})^{cl} \), then \( U \) is open with \( r' \leq f(U) \leq s' \). Thus \( r < f(U) < s \) as required. We conclude that \( f \) is continuous. \( \square \)
**Example.** In Example 4 of Section 2, we produced a certain Hausdorff regular space $X$ that is not normal, but we deferred the proof that $X$ is not normal until we had Urysohn’s Lemma in hand. We can now give that missing proof. As a set, $X$ is the closed upper half plane $\{ \text{Im } z \geq 0 \}$ in $\mathbb{C}$. A base for the topology in question consists of all open disks in $X$ that do not meet the $x$ axis, together with all open disks in $X$ that are tangent to the $x$ axis; the latter sets are to include the point of tangency. For a point $p$ on the $x$ axis, the open disks of rational radii with point of tangency $p$ form a countable local base. Arguing by contradiction, suppose that $X$ is normal. Any subset of the $x$ axis in $X$ is closed in $X$, and we take $E$ to be the set of rationals on the axis and $F$ to be the set of irrationals on the axis. Urysohn’s Lemma (Theorem 10.42) supplies a continuous function $f : X \to [0,1]$ such that $f(E) = 0$ and $f(F) = 1$. Define a sequence of functions $f_n : \mathbb{R} \to [0,1]$ by $f_n(x) = f(x, \frac{1}{n})$, the notation $(x, y)$ indicating a point in the $(x, y)$ plane. The functions $f_n$ are continuous in the ordinary topology on $\mathbb{R}$ since the topology on $X$ is the ordinary topology of the half plane as long as we stay away from the $x$ axis. At any point $(x,0)$ of the $x$ axis, the sets

$$U_m = \{x,0\} \cup B\left(\frac{1}{m}; (x, \frac{1}{m})\right)$$

form a local base at $(x,0)$, and $(x, \frac{1}{n})$ is in $U_m$ for $n \geq m$. The continuity of $f$ therefore yields $\lim_n f(x, \frac{1}{n}) = f(x,0)$. In other words, $\lim_n f_n$ exists pointwise on $\mathbb{R}$ and equals the indicator function of the set of irrationals. The sequence $\{ f_n \}$ is therefore a sequence of continuous real-valued functions on $\mathbb{R}$ whose pointwise limit is everywhere discontinuous. However, Theorem 2.54 implies that the set of discontinuities of the limit function is of first category in $\mathbb{R}$, and the Baire Category Theorem (Theorem 2.53) implies that $\mathbb{R}$ is not of first category in itself. Thus we have a contradiction, and we conclude that $X$ cannot be normal.

**Corollary 10.43.** If $E$ and $F$ are disjoint closed sets in a compact Hausdorff space $X$, then there exists a continuous function $f : X \to [0,1]$ that is 0 on $E$ and 1 on $F$.

**Proof.** This follows by combining Proposition 10.16 and Theorem 10.42. \qed

**Corollary 10.44.** If $K$ and $F$ are disjoint closed sets in a locally compact Hausdorff space $X$ and if $K$ is compact, then there exists a continuous function $f : X \to [0,1]$ that is 1 on $K$, is 0 on $F$, and has compact support.

**Proof.** Using Proposition 10.19, regard $X$ as an open subset of the one-point compactification $X^\ast$. Proposition 10.20 shows that the compact space $X^\ast$ is Hausdorff. Choose disjoint open sets $U$ and $V$ in $X$ by Corollary 10.22 such that $K \subseteq U$ and $F \subseteq V$. Choose $L$ compact in $X$ by Corollary 10.23 such that $K \subseteq L^\circ$. Then $M = L \cap (X - V)$ is compact in $X$ by Proposition 10.14,
and $K \subseteq L^o \cap U \subseteq L^o \cap (X - V)^o \subseteq (L \cap (X - V))^o = M^o$. Hence $K$ and $X^* - M^o$ are disjoint compact sets in $X^*$. Corollary 10.43 produces a continuous $g : X^* \to [0, 1]$ such that $g$ is 1 on $K$ and is 0 on $X^* - M^o$. Since $F \subseteq V \subseteq (X - L) \cup V = X - (L \cap (X - V)) = X - M \subseteq X - M^o \subseteq X^* - M^o$, the function $f = g|_X$ has the required properties. 

\[\Box\]

8. Metrization in the Separable Case

A problem about topological spaces, now completely solved, is to characterize those topologies that arise from metric spaces. Such a space is said to be metrizable. We consider only the separable case and prove the following theorem.

**Theorem 10.45** (Urysohn Metrization Theorem). Any separable regular Hausdorff space $X$ is homeomorphic to a subspace of the Hilbert cube $C = \times_{n=1}^\infty [0, 1]$ and is therefore metrizable.

**Proof.** The Hilbert cube $C$ is seen as a metric space in Example 11 in Section II.1, Corollary 10.29 identifies it as a product space, and the Tychonoff Product Theorem (Theorem 10.27) shows that it is compact. Let $p_n : X \to [0, 1]$ be the $n^{th}$ coordinate function.

By Corollary 10.10, $X$ is normal. Fix a countable base $B$ for the open sets. Enumerate the countable set of pairs $(U, V)$ of members of $B$ such that $U^\circ \subseteq V$. To the $n^{th}$ pair, associate by Urysohn’s Lemma (Theorem 10.42) a continuous function $f_n : X \to [0, 1]$ such that $f_n$ is 1 on $U^\circ$ and is 0 on $V^c$. Let $F : X \to C$ be defined by “$F(x)$ is the sequence whose $n^{th}$ term is $f_n(x)$.” We are to show that $F$ is continuous, is one-one, and is open as a function onto $F(X)$.

The continuity of $p_n \circ F = f_n$ for each $n$ means that $F^{-1} p_n^{-1}$ of any open set in $[0, 1]$ is open in $C$. Since $F^{-1}$ of a basic open set in $C$ is the finite intersection of the various $F^{-1} p_n^{-1}$’s of open sets, $F$ is continuous.

To see that $F$ is one-one, let $x$ and $y$ be distinct points of $X$. By Proposition 10.6c, $X$ Hausdorff implies that $\{y\}$ is closed and hence that $\{y\}^c$ is an open neighborhood of $x$. Choose a basic open set $V$ containing $x$ and contained in $\{y\}^c$. By Proposition 10.5b and the regularity of $X$, choose a basic open set $U$ containing $x$ such that $U^\circ \subseteq V$. Then $(U, V)$ is one of our pairs, and the corresponding function $f_n$ has $f_n(x) = 1$ and $f_n(y) = 0$. Hence $F(x) \neq F(y)$, and $F$ is one-one.

To see that $F$ carries open sets of $X$ to open sets in $F(X)$, let $W$ be open in $X$, and fix $x$ in $W$. Arguing as in the previous paragraph, we can find basic open sets $U$ and $V$ such that $x$ is in $U$ and $U^\circ \subseteq V \subseteq W$. The corresponding $f_n$ then has $f_n(x) = 1$ and $f_n(V^c) = 0$. Hence $f_n(W^c) = 0$. The set $N_x$ of $y$’s such that $f_n(y) > 0$ is open in $X$ and contains $x$. The product $(0, 1]_n \times \left( \times_{k \neq n} [0, 1]_k \right)$ is
open in $C$, and its intersection with $F(X)$ is the same as $F(N_x) \cap F(X)$. Thus $F(N_x) \cap F(X)$ is relatively open in $F(X)$. Then $F(x)$ lies in this relatively open set, which in turn lies in $F(W)$, and it follows that $F(W)$ is a relatively open neighborhood of each of its members.

**Corollary 10.46.** Every separable compact Hausdorff space is metrizable.

**Proof.** This is immediate from Proposition 10.16 and Theorem 10.45. □

### 9. Ascoli–Arzelà and Stone–Weierstrass Theorems

In Section II.10 we studied Ascoli’s Theorem (Theorem 2.56) and the Stone–Weierstrass Theorem (Theorem 2.58) as tools for working with continuous functions on compact metric spaces. In turn, these theorems were illuminating generalizations of results about continuous functions on closed bounded intervals of the line, particularly the classical version of Ascoli’s Theorem (Theorem 1.22) and the Weierstrass Approximation Theorem (Theorem 1.52). In this section we shall extend these results to the setting of continuous functions on compact Hausdorff spaces. The proof of the extended Ascoli theorem will be our first example of how the Cantor diagonal process gets replaced by an application of the Tychonoff Product Theorem (Theorem 10.27) when one is dealing with an uncountable number of limiting situations at once. The Stone–Weierstrass Theorem in the more general setting becomes in part a tool for dealing with large abstract compact Hausdorff spaces that arise in functional analysis. The starting point for this investigation is the general form of Alaoglu’s Theorem,\(^8\) which says that the closed unit ball in the dual $X^*$ of a normed linear space $X$ is compact in the weak-star topology; closed subsets of this space play a foundational role in the theory of Banach algebras.

We work in this section with a compact Hausdorff space $X$ and with the algebra $C(X)$ of bounded continuous scalar-valued functions on $X$. The scalars may be real or complex. Corollary 10.13 shows that if $f$ is a continuous scalar-valued function on $X$, then $|f|$ attains its maximum value on $X$. The set $C(X)$ is a subspace of the normed linear space $B(X)$ of bounded scalar-valued functions on $X$, the norm being $\|f\|_{\text{sup}} = \sup_{x \in X} |f(x)|$. Convergence in $B(X)$ is uniform convergence. Proposition 10.30 shows that $C(X)$ is a closed subspace of $B(X)$ and is complete as a metric space.

We begin with the extended Ascoli theorem. Let $\mathcal{F} = \{f_\alpha\}$ be a set of scalar-valued functions on the compact Hausdorff space $X$. We say that $\mathcal{F}$ is **equicontinuous** at $x$ in $X$ if for each $\epsilon > 0$, there is an open neighborhood $U_{x, \epsilon}$

---

8 A preliminary form of this theorem was given as Theorem 5.58. The general form appears in the companion volume, *Advanced Real Analysis.*
of $x$ such that $|f_a(y) - f_a(x)| < \epsilon$ for all $y$ in $U_{x,\epsilon}$ and all $f_a$ in $F$. We say that $F$ is equicontinuous if it is equicontinuous at each point. Not having a metric to compare different points of $X$, we no longer define a notion of “uniform equicontinuity.”

It is immediate from the definition that any subset of an equicontinuous family is equicontinuous. The definition of equicontinuity at $x$ reduces to the definition of continuity if $F$ has just one member, and therefore every member of an equicontinuous family is continuous.

As in section II.10 the set $F$ is uniformly bounded on $X$ if it is pointwise bounded at each $x \in X$ and if the bound for the values $|f(x)|$ with $f \in F$ can be taken independent of $x$.

**Lemma 10.47.** If $F = \{f_a\}$ is equicontinuous at $x$ in $X$, then the closure $F^{cl}$ of $F$ in the product topology on $C^X$ is equicontinuous at $x$.

**Remark.** Consequently every member of $F^{cl}$ is continuous at $x$.

**Proof.** Let $U_{x,\epsilon}$ be as in the definition of equicontinuity of $F$ at $x$. For each $\epsilon > 0$, the set of functions $f \in C^X$ such that
\[
|f(y) - f(x)| \leq \epsilon
\]
for a particular $y$ in $X$ is a closed subset of $C^X$. Thus the set of functions $f \in C^X$ such that this inequality holds for all $y$ in $U_{x,\epsilon}$, being an intersection of closed sets, is closed, and it contains $F$. In turn, the intersection $G$ of these sets taken over all $\epsilon > 0$ is closed in $C^X$ and contains $F$. For each $\epsilon > 0$, each $g$ in this closed set $G$ satisfies the inequality $|g(y) - g(x)| < 2\epsilon$ whenever $y$ is in $U_{x,\epsilon}$. Therefore $G$ is equicontinuous at $x$, and so is its subset $F^{cl}$. \hfill \Box

**Theorem 10.48** (Ascoli–Arzelà Theorem). If $\{f_a\}$ is an equicontinuous family of scalar-valued functions defined on a compact Hausdorff space $X$ and if $\{f_a\}$ has the property that $\{f_a(x)\}$ is bounded for each $x$, then $\{f_a\}$ has a uniformly convergent subsequence.

**Proof.** We may assume that there are infinitely many distinct functions $f_a$, since otherwise the assertion is trivial. Let $|f_a(x)| \leq c_a$ for all $n$, and form the product space $C = \bigtimes_{x \in X} \{z \in \mathbb{C} \mid |z| \leq c_x\}$. The space $C$ is compact by the Tychonoff Product Theorem (Theorem 10.27), and we are now assuming that there are infinitely many members of the sequence $\{f_n\}$ in the space. Let $S$ be the image of the sequence as a subset of $C$. If $S$ were to have no limit point in $C$, then each $f_n$ would have an open neighborhood in $C$ disjoint from the rest of $S$; these open sets and $S^c$ would form an open cover of $C$ with no finite subcover, in contradiction to compactness of $C$. Thus $S$ has a limit point $f$ in $C$. By Lemma 10.47 and the remarks before it, the family $S \cup \{f\}$ is equicontinuous.
Let \( \epsilon > 0 \). We shall complete the proof by producing an \( f_N \) in \( S \) such that 
\[
|f_N(x) - f(x)| < \epsilon
\]
for all \( x \). By equicontinuity find an open neighborhood \( U_x \) for each \( x \) such that \( y \in U_x \) implies
\[
|f_n(y) - f_n(x)| < \epsilon/3 \quad \text{for all } n
\]
and
\[
|f(y) - f(x)| < \epsilon/3.
\]
The open sets \( U_x \) cover \( X \), and finitely many of them suffice to cover, by the compactness of \( X \). Thus there are finitely many points \( x_1, \ldots, x_k \) in \( X \) with the property that for each \( y \) in \( X \), there is some \( x_j \) with \( 1 \leq j \leq k \) such that
\[
|f_n(y) - f_n(x_j)| < \epsilon/3 \quad \text{and} \quad |f(y) - f(x_j)| < \epsilon/3
\]
for all \( n \). Since \( f \) is a limit point of \( S \), choose \( N \) such that
\[
|f_N(x_j) - f(x_j)| < \epsilon/3 \quad \text{for } 1 \leq j \leq k.
\]
Then for every \( y \) in \( X \), there is an \( x_j \) such that
\[
|f_N(y) - f(y)| \leq |f_N(y) - f_N(x_j)| + |f_N(x_j) - f(x_j)| + |f(x_j) - f(y)| < \epsilon.
\]
Thus \( f_N \) is within distance \( \epsilon \) of \( f \), as asserted.

**Corollary 10.49.** If \( X \) is a compact Hausdorff space, then a subset \( \mathcal{F} = \{ f_a \} \) of \( C(X) \) is compact if and only if

(a) \( \mathcal{F} \) is closed in \( C(X) \),
(b) the set \( \{ f_a \} \) is pointwise bounded at each point in \( X \), and
(c) \( \mathcal{F} \) is equicontinuous.

In this case, \( \mathcal{F} \) is uniformly bounded.

**Proof.** Suppose that the three conditions hold. Being a subset of \( C(X) \), \( \mathcal{F} \) is a metric space under the restriction of the metric. By Theorem 2.36, \( \mathcal{F} \) will be compact if we prove that every sequence has a convergent subsequence. Because of (b) and (c), Theorem 10.48 shows that every sequence in \( \mathcal{F} \) has a uniformly Cauchy subsequence. By (a) and the completeness of \( C(X) \) given in Proposition 10.30, \( \mathcal{F} \) is complete as a metric space. Hence the Cauchy subsequence converges to an element of \( \mathcal{F} \).

Conversely suppose that \( \mathcal{F} \) is compact. Property (a) follows since compact sets are closed in any metric space. For (b) and the stronger conclusion that \( \mathcal{F} \) is uniformly bounded, the function \( f \mapsto \|f\|_{sup} \) is a continuous function on the compact set \( \mathcal{F} \), and Corollary 10.13 shows that it is bounded. For the equicontinuity in (c), let \( \epsilon > 0 \) and \( x \) be given. Theorem 2.46 shows that \( \mathcal{F} \) is totally bounded as a metric space. Hence we can find a finite set \( f_1, \ldots, f_l \)
in \( \mathcal{F} \) such that each member \( f \) of \( \mathcal{F} \) has \( \sup_{y \in X} |f(y) - f_j(y)| < \epsilon \) for some \( j \). By continuity of each \( f_i \), choose an open neighborhood \( U_{x, \epsilon} \) of \( x \) such that \( |f_i(x) - f_i(y)| < \epsilon \) for \( 1 \leq i \leq l \) for all \( y \) in \( U_{x, \epsilon} \). If \( f \) is some member of \( \mathcal{F} \) and if \( f_j \) is the member of the finite set associated with \( f \), then \( y \in U_{x, \epsilon} \) implies

\[
|f(y) - f(x)| \leq |f(y) - f_j(y)| + |f_j(y) - f_j(x)| + |f_j(x) - f(x)| < 3\epsilon.
\]

Hence \( \mathcal{F} \) is equicontinuous at each \( x \) in \( X \). \( \square \)

Now we come to the extended Stone–Weierstrass Theorem. We are interested in showing that certain subalgebras of the algebra \( C(X) \) of continuous scalar-valued functions on a compact Hausdorff space \( X \) are dense in \( C(X) \). Except for the dropping of the assumption that \( X \) is metric, the assumptions and notation are the same as in Section II.10. In particular the scalars for the subalgebra and for \( C(X) \) may be real or complex, and the statement of the theorem is slightly different in the two cases.

**Theorem 10.50 (Stone–Weierstrass Theorem).** Let \( X \) be a compact Hausdorff space.

(a) If \( \mathcal{A} \) is a real subalgebra of real-valued members of \( C(X) \) that separates points and contains the constant functions, then \( \mathcal{A} \) is dense in the algebra of real-valued members of \( C(X) \) in the uniform metric.

(b) If \( \mathcal{A} \) is a complex subalgebra of \( C(X) \) that separates points, contains the constant functions, and is closed under complex conjugation, then \( \mathcal{A} \) is dense in \( C(X) \) in the uniform metric.

**Remarks.** Curiously, Urysohn’s Lemma (Corollary 10.43) does not play a role in the proof. Instead, the role of Urysohn’s Lemma is to ensure that \( C(X) \) is large in applications, and then the present theorem has serious content. The actual proof of Theorem 10.50 is word-for-word the same as for Theorem 2.58, and there is no need to repeat it.

## 10. Problems

1. Let \( f \) and \( g \) be continuous functions from a topological space into a Hausdorff space \( Y \).
   (a) Prove that the set of all points \( x \) in \( X \) for which \( f(x) = g(x) \) is closed.
   (b) Prove that if \( f(x) = g(x) \) for all \( x \) in a dense subset of \( X \), then \( f = g \).

2. **(Dini’s Theorem)** Let \( X \) be a compact Hausdorff space. Suppose that the function \( f_n : X \to \mathbb{R} \) is continuous, that \( f_1 \leq f_2 \leq f_3 \leq \cdots \), and that \( f(x) = \lim f_n(x) \) is continuous and is nowhere +\( \infty \). Use the defining property of compactness to prove that \( \{f_n\} \) converges to \( f \) uniformly on \( X \).
3. **(Baire Category Theorem)** Prove that a locally compact Hausdorff space cannot be the countable union of closed nowhere dense sets.

4. Prove that a locally compact dense subset of a Hausdorff space is open.

5. This problem produces a locally compact Hausdorff space that is not normal. Verify the details of the construction. Let \( X \) be a countably infinite discrete space, and let \( Y \) be an uncountable discrete space. Let \( X^* \) and \( Y^* \) be their one-point compactifications, with the added points denoted by \( x_\infty \) and \( y_\infty \). The locally compact Hausdorff space is \( Z = X^* \times Y^* - \{(x_\infty, y_\infty)\} \) with the relative topology. Two closed subsets that cannot be separated by disjoint open sets are \( A = ((x_\infty) \times Y^*) - \{(x_\infty, y_\infty)\} \) and \( B = (X^* \times \{y_\infty\}) - \{(x_\infty, y_\infty)\} \).

6. If \( X \) is compact, prove that each infinite subset of \( X \) has a limit point.

7. Let \( \mathcal{U} \) be the family of subsets of \( \mathbb{R} \) consisting of all sets \( \{x \in \mathbb{R} \mid x < a\} \), together with \( \emptyset \) and \( \mathbb{R} \).
   
   (a) Prove that \( \mathcal{U} \) is a topology for \( \mathbb{R} \) and that it is not Hausdorff. (It is called the upper topology of \( \mathbb{R} \).)
   
   (b) If \( \{t_n\}_{n \in D} \) is a net in \( \mathbb{R} \), define \( \limsup_n t_n \) to be the infimum over \( n \) of \( \sup_{m \in D, m \geq n} t_n \). Prove that a net \( \{t_n\}_{n \in D} \) in \( \mathbb{R} \) converges to \( t \) relative to \( \mathcal{U} \) if and only if \( \limsup_n t_n \leq t \).

8. Let \((X, T)\) be a topological space, and let \( \mathcal{U} \) be the upper topology of \( \mathbb{R} \) as in the previous problem. A function \( f : X \to \mathbb{R} \) is said to be upper semicontinuous if it is continuous with respect to \( T \) and \( \mathcal{U} \).
   
   (a) Prove that upper semicontinuity of \( f : X \to \mathbb{R} \) is equivalent to the condition that \( \limsup_n f(x_n) \leq f(x) \) whenever \( x_n \to x \) in \( X \).
   
   (b) Prove that the function \( f : \mathbb{R} \to \mathbb{R} \) that is 1 at \( x = 0 \) and is 0 elsewhere is upper semicontinuous.
   
   (c) Prove that if \( f \) and \( g \) are upper semicontinuous functions on \( X \) and if \( c \) is nonnegative real, then \( f + g \) and \( cf \) are upper semicontinuous.
   
   (d) Prove that if \( \{f_s\}_{s \in S} \) is a nonempty set of upper semicontinuous functions on \( X \) such that \( \inf_{s \in S} f(x) > -\infty \) for all \( x \in X \), then \( \inf_{s \in S} f_s \) is upper semicontinuous.
   
   (e) Prove that if \( f \) is a bounded real-valued function on \( X \), then there exists a unique smallest upper semicontinuous function \( f^- \) with \( f^-(x) \geq f(x) \) for all \( x \).

9. Let \((X, T)\) be a topological space. A function \( f : X \to \mathbb{R} \) is lower semicontinuous if \( -f \) is upper semicontinuous. In this case if \( f \) is bounded, let \( f_- = -(f^-) \), with the right side defined as in the previous problem. Let the oscillation \( Q_f \) of \( f \) be defined by \( Q_f(x) = f^-(x) - f_-(x) \) for \( x \) in \( X \).
   
   (a) Why is \( Q_f \) upper semicontinuous?
   
   (b) Prove that this definition agrees with the one in Section II.9.
   
   (c) Prove that \( f \) is continuous if and only if \( Q_f \) is identically 0.
10. Problems

10. Let \( X \) be a Hausdorff topological space in which there are two disjoint nonempty closed sets \( A \) and \( B \). Let \( \sim \) be the equivalence relation that identifies all elements of \( A \) with each other, identifies all elements of \( B \) with each other, and otherwise identifies no distinct points of \( X \).

(a) Prove that the subset of pairs \((x, y)\) in \( X \times X \) with \( x \sim y \) is closed.

(b) Give an example of this kind in which \( X/\sim \) is not Hausdorff.

11. Let \( X \) be a compact Hausdorff space, and let \( \sim \) be an equivalence relation on \( X \) such that the subset \( R \subseteq X \times X \) of pairs \((x, y)\) with \( x \sim y \) is closed. Let \( q : X \to X/\sim \) be the quotient map.

(a) Prove for each \( x \in X \) that \( q^{-1}(x) \) is a closed subset of \( X \).

(b) If \( U \subseteq X \) is open, prove that \( V = \{ x \in X \mid q^{-1}(x) \subseteq U \} \) is open by first proving that \( V^c = p_2((U^c \times X) \cap R) \), where \( p_2 : X \times X \to X \) is the projection to the second coordinate.

(c) Prove that the compact quotient \( X/\sim \) is Hausdorff.

(d) Prove that the quotient map is \textbf{closed}, i.e., that closed sets map to closed sets.

(e) Is the quotient map necessarily open?

(f) As in one of the examples in Section 1, let \( X \) be the interval \([−\pi, \pi]\), and let \( S^1 \) be the unit circle in \( \mathbb{C} \). Let \( \sim \) be the equivalence relation that lets \( −\pi \) and \( \pi \) be the only nontrivial pair of elements of \( X \) that are equivalent, and form \( X/\sim \). Prove that \( X/\sim \) is homeomorphic to \( S^1 \) and that under this identification the quotient map may be taken to be the function \( p : X \to S^1 \) given by \( p(x) = e^{ix} \).

Problems 12–15 concern connectedness and connected components. Most of the definitions and proofs in the first three are rather similar to those in Chapter II (§II.8 and Problems 11–13) for the special case of metric spaces. A topological space \( X \) is \textbf{connected} if \( X \) cannot be written as \( X = U \cup V \) with \( U \) and \( V \) open, disjoint, and nonempty. A subset \( E \) of \( X \) is \textbf{connected} if \( E \) is connected as a subspace of \( X \), i.e., if \( E \) cannot be written as a disjoint union \((E \cap U) \cup (E \cap V)\) with \( U \) and \( V \) open in \( X \) and with \( E \cap U \) and \( E \cap V \) both nonempty.

12. (a) Prove that a continuous function between topological spaces carries connected sets to connected sets.

(b) A \textbf{path} in a topological space \( X \) is a continuous function from a closed bounded interval \([a, b]\) into \( X \). Why is the image of a path necessarily connected?

13. (a) If \( X \) is a topological space and \( \{E_\alpha\} \) is a system of connected subsets of \( X \) with a point \( x_0 \) in common, prove that \( \bigcup_\alpha E_\alpha \) is connected.

(b) If \( X \) is a topological space and \( E \) is a connected subset of \( X \), prove that the closure \( E^{\text{cl}} \) is connected.

14. (a) A topological space \( X \) is \textbf{pathwise connected} if for any two points \( x_1 \) and \( x_2 \) in \( X \), there is some continuous \( p : [a, b] \to X \) with \( p(a) = x_1 \) and \( p(b) = x_2 \). Why is a pathwise-connected space \( X \) necessarily connected?
(b) A topological space \( X \) is called **locally pathwise connected** if each point has arbitrarily small open neighborhoods that are pathwise connected. Prove that if \( X \) is connected and locally pathwise connected, then it is pathwise connected.

15. In a topological space \( X \), define two points to be equivalent if they lie in a connected subset of \( X \).
   (a) Show that this notion of equivalence is indeed an equivalence relation. The equivalence classes are called the **connected components** of \( X \).
   (b) Prove that the connected components of \( X \) are closed sets.
   (c) Prove that the connected components of \( X \) are open sets if \( X \) is **locally connected**, i.e., if each point has arbitrarily small connected neighborhoods.

Problems 16–17 concern partitions of unity, which were introduced in Section III.5. An open cover \( \mathcal{U} \) of a topological space is said to be **locally finite** if each point of \( x \) has a neighborhood that lies in only finitely many members of \( \mathcal{U} \).

16. Suppose that \( \mathcal{U} \) is a locally finite open cover of a normal space \( X \). By applying Zorn’s Lemma to the class of all functions \( F \) defined on subfamilies of \( \mathcal{U} \) such that \( F(U) \), for each \( U \) in the domain of \( F \), is an open set with \( F(U)^\text{cl} \subseteq U \) and

\[
\left( \bigcup_{U \in \text{domain}(F)} F(U) \right) \cup \left( \bigcup_{V \in \mathcal{U}, V \notin \text{domain}(F)} V \right) = X,
\]

prove that it is possible to select, for each \( U \) in \( \mathcal{U} \), an open set \( V_U \) such that \( V_U^\text{cl} \subseteq U \) and such that \( \{V_U \mid U \in \mathcal{U}\} \) is an open cover of \( X \).

17. Prove that if \( \mathcal{U} \) is a locally finite open cover of a normal space \( X \), then it is possible to select, for each \( U \) in \( \mathcal{U} \), a continuous function \( f_U : X \to [0, 1] \) such that \( f_U \) is 0 outside \( U \) and such that \( \sum_{U \in \mathcal{U}} f_U(x) = 1 \) for all \( x \in X \).

Problems 18–20 establish the Tietze Extension Theorem. Let \( X \) be a normal topological space, and let \( C \) be a closed subset of \( X \). Suppose that \( f \) is a bounded real-valued continuous function defined on \( C \). The theorem is that there exists a continuous function \( F : X \to \mathbb{R} \) such that \( F_{|C} = f \) and \( \sup_{x \in X} |F(x)| = \sup_{x \in C} |f(x)| \).

18. Let \( g_0 = f \), \( c_0 = \sup_{x \in C} |g_0(x)| \), \( P_0 = \{x \in C \mid g_0(x) \geq c_0/3 \} \), and \( N_0 = \{x \in C \mid g_0(x) \leq -c_0/3 \} \). Show that there is a continuous function \( F_0 \) from \( X \) into \([-c_0/3, c_0/3]\) that is \( c_0/3 \) on \( P_0 \) and \(-c_0/3 \) on \( N_0 \).

19. In the previous problem, put \( g_1 = g_0 - F_0 \) on \( C \), and let \( c_1 = \sup_{x \in C} |g_1(x)| \). Show that \( c_1 \leq \frac{2}{3} c_0 \). When the result of the previous problem is applied to \( g_1 \) in order to produce a function \( F_1 \), what properties does \( F_1 \) have?

20. Show that iteration of the above results produces a sequence of continuous functions \( F_n : X \to \mathbb{R} \) such that the series \( \sum_{n=0}^{\infty} F_n(x) \) is uniformly convergent on \( X \) and such that the sum \( F(x) = \sum_{n=0}^{\infty} F_n(x) \) is continuous. Show also that \( F \) has \( F_{|C} = f \) and satisfies \( \sup_{x \in X} |F(x)| = \sup_{x \in C} |f(x)| \).
Problems 21–28 concern order topologies. Suppose that $X$ is a set with at least two elements and having a **total ordering**, i.e., a partial ordering $\leq$ such that

(i) $x \leq y$ and $y \leq x$ together imply $x = y$, 
(ii) any $x$ and $y$ in the set have either $x \leq y$ or $y \leq x$.

Define $x < y$ to mean that $x \leq y$ and $x \neq y$. The **order topology** on $X$ is the topology for which a base consists of all sets $\{x \mid x < b\}$, $\{x \mid a < x\}$, and $\{x \mid a < x < b\}$. For a nonempty subset $Y$ of $X$, the terms “lower bound,” “upper bound,” “greatest lower bound,” and “least upper bound” are defined in the expected way. Examples are given by the real line $\mathbb{R}$ with its usual topology, the set $\Omega$ of countable ordinals (as defined in Problems 25–33 at the end of Chapter V) with its order topology, and other examples given below.

21. Prove that every open interval $\{x \mid a < x < b\}$ in $X$ is open and every closed interval $\{x \mid a \leq x \leq b\}$ is closed.
22. Prove that $X$ is Hausdorff and regular in its order topology.
23. Prove that every nonempty subset with an upper bound has a least upper bound if and only if every every nonempty subset with a lower bound has a greatest lower bound. In this case, $X$ is said to be **order complete**.
24. Suppose that $X$ is order complete.
   (a) Prove that a nonempty subset $Y$ of $X$ is compact if and only if $Y$ is closed and has a lower bound and an upper bound.
   (b) Prove that $X$ is locally compact.
25. (a) Prove that if there exist $a$ and $b$ in $X$ with $a < b$ and with no $c$ such that $a < c < b$, then $X$ is not connected, in the sense of Problems 12–15. Let us say that $X$ has a **gap** when such $a$ and $b$ exist.
   (b) Prove that if $X$ is order complete and has no gaps, then $X$ is connected.
26. The set $X = [0, 1) \cup [2, 3)$ is totally ordered. Prove that this $X$ is connected in its order topology, and conclude that the order topology is different from the relative topology for $X$ as a subspace of $\mathbb{R}$.
27. The set $X = [0, 1) \cup (1, 2]$ is totally ordered. Prove that this $X$ is not connected in its order topology but has no gaps.
28. Let $X$ and $Y$ be two totally ordered sets with at least two elements apiece. Define the **lexicographic ordering** on $X \times Y$ to be the total ordering given by $(x_1, y_1) \leq (x_2, y_2)$ if $x_1 < x_2$ or else $x_1 = x_2$ and $y_1 \leq y_2$.
   (a) Prove that the lexicographic ordering on $[0, 1) \times [0, 1]$ makes the space compact connected but not separable.
   (b) The **long line** is defined to be the product $\Omega \times [0, 1)$ with the lexicographic ordering, where $\Omega$ is the set of countable ordinals as defined in Problems 25–33 at the end of Chapter V. Prove that the long line is locally compact and connected but not separable.
CHAPTER XI

Integration on Locally Compact Spaces

Abstract. This chapter deals with the special features of measure theory when the setting is a locally compact Hausdorff space and when the measurable sets are the Borel sets, those generated by the compact sets.

Sections 1–2 establish the basic theorem, the Riesz Representation Theorem, which says that any positive linear functional on the space $C_{\text{cont}}(X)$ of continuous scalar-valued functions of compact support on the underlying space $X$ is given by integration with respect to a unique Borel measure having a property called regularity. The steps in the construction of the measure run completely parallel to those for Lebesgue measure if one regards the geometric information about lengths of intervals as being encoded in the Riemann integral. The Extension Theorem of Chapter V is the main technical tool.

Section 3 studies more closely the nature of regularity of Borel measures. One direct generalization of a Euclidean theorem is that the space of continuous functions of compact support in an open set is dense in every $L^p$ space on that open set for $1 \leq p < \infty$. A new result is the Helly–Bray Theorem—that any sequence of Borel measures of bounded total measure in a locally compact separable metric space has a weak-star convergent subsequence whose limit is a Borel measure.

Section 4 regards $C_{\text{cont}}(X)$ as a normed linear space under the supremum norm and identifies the space of continuous linear functionals, with its norm, as a space of signed or complex Borel measures with a regularity property, the norm being the total-variation norm for the signed or complex Borel measure.

1. Setting

This chapter brings together the measure theory of Chapters V–VI and the theory of topological spaces of Chapter X in a way that takes many of our earlier most interesting examples into account. Specifically we shall study the special features of measure theory when the underlying space is a locally compact Hausdorff space. Our primary example from earlier is that of Lebesgue measure, first on $\mathbb{R}^1$ and then in $\mathbb{R}^N$. In $\mathbb{R}^1$ we considered also the class of all Stieltjes measures and showed how they are classified by monotone functions satisfying certain properties. We introduced Borel measures in $\mathbb{R}^N$ but did not attempt to classify them.

Along the way we saw glimpses of some other examples: The unit circle of $\mathbb{C}$ can be regarded as $[-\pi, \pi]$ if we identify $-\pi$ and $\pi$, and we obtained Lebesgue measure on the circle. As we saw, any open set or any compact set in $\mathbb{R}^N$ has
a theory of Borel measures associated with it. Most of our concrete examples of such measures when $N > 1$ came about as a consequence of the change-of-variables formula for multiple integrals. Of particular interest is what we anticipated in Section VI.5 would ultimately come to be regarded as a “rotation-invariant measure on the sphere,” the sphere $S^{N-1}$ being a compact metric space. This measure corresponds to the expression $d\omega$ when Lebesgue measure $dx$ on $\mathbb{R}^N$ is written in spherical coordinates and the factor $r^{N-1} dr$ is dropped. In the concrete case of $\mathbb{R}^3$, in which $r$ is the radius, $\theta_1$ is the latitude from the north pole, and $\theta_2$ is the longitude, Lebesgue measure is given by $dx = r^2 \sin \theta_1 d\theta_2 d\theta_1 dr$ and we have $d\omega = \sin \theta_1 d\theta_2 d\theta_1$. The change-of-variables formula in the $N$-variable case then reads

$$
\int_{\mathbb{R}^N} f(x) \, dx = \int_{r=0}^\infty \int_{\omega \in S^{N-1}} f(r\omega) r^{N-1} \, d\omega \, dr
$$

for every Borel measurable function $f \geq 0$ on $\mathbb{R}^N$. We shall be making sense of $d\omega$ as a genuine measure on $S^{N-1}$ in the course of the present chapter.

In the opposite direction it is important not to get the idea that all important measure-theoretic examples in mathematics arise from locally compact Hausdorff spaces. Examples that arise from probability theory need not fit this pattern. This fact becomes clearer after one encounters some specific measure spaces that arise in the theory.\(^1\)

Let us turn to the setting of this chapter, a locally compact Hausdorff space $X$. In order that the measure theory have some connection with the topological-space structure, we shall build our $\sigma$-algebra out of topologically significant sets. There will be a choice for how to do so, and we come to that point in a moment.

We shall follow as much as possible the pattern of the development of Lebesgue measure on an interval of $\mathbb{R}^1$ or on all of $\mathbb{R}^1$, as occurred in Chapter V, in order to construct measures on $X$. The thing that is missing for general $X$ occurs right at the start: it is the kind of geometric information that goes into regarding the length of an interval as a quantity worthy of study. That is where an ingenious idea comes into play, that of studying linear functionals on the vector space $C_{\text{com}}(X)$ of continuous scalar-valued functions on $X$ that vanish off a compact subset of $X$. As in earlier chapters, it will not be important whether the scalars for $C_{\text{com}}(X)$ are real or complex, and the reader may fix attention on either of these.

On an interval $[a, b]$, we thus consider the space $C([a, b])$ of scalar-valued continuous functions on the interval. The particular linear functional of interest is the Riemann integral $\ell(f) = \mathcal{R} \int_a^b f(x) \, dx$, the notation with the $\mathcal{R}$ being as in Section VI.4. This kind of integral is a fairly simple object analytically; it was

\(^1\)The measure-theoretic foundations of probability theory are discussed in the companion volume, Advanced Real Analysis.
quickly shown to make sense in Theorem 1.26. Our point of view will be that the
Riemann integral encodes information about the lengths of all intervals.

Why might one consider linear functionals? In the subject of linear algebra,
linear functionals play an important role. Two important ways of realizing subsets
of Euclidean space are parametric form and implicit form. In the case of a vector
subspace of $\mathbb{R}^n$, the idea of parametric form leads us to represent the subspace
as all linear combinations of members of a spanning set. If we use implicit form
instead, the subspace is realized as all vectors satisfying a set of homogeneous
linear equations, thus as the kernel of some linear function. The most primitive
case of the latter is that there is just one nontrivial equation. Then the linear
function has range the scalars, and the linear function is a linear functional. When
there are several equations, the subspace is in effect described as the intersection
of the kernels of several linear functionals.

Thus linear functionals in linear algebra arise in describing vector subspaces,
specifically in describing subspaces by limiting their size from the outside. In
analysis we have occasionally needed this kind of control of a subspace in proving
theorems by an approximation argument. Two nontrivial examples were the
proofs in Chapter VI of differentiation of integrals and the proof in Chapter IX of
the boundedness of the Hilbert transform. In each case we proved a theorem for
“nice” functions, and we obtained some estimate for all functions of interest. To
connect the one conclusion with the other, we needed to know that the subspace
of “nice” functions is dense. Corollary 6.4 was a result of this kind, saying that
$C_{\text{com}}(\mathbb{R}^N)$ is dense in $L^1(\mathbb{R}^N)$ and in $L^2(\mathbb{R}^N)$. The proof given for Corollary 6.4
was more like an argument using spanning sets, showing that we can pass from
$C_{\text{com}}(\mathbb{R}^N)$ to simple functions and then recalling that simple functions are dense
as a consequence of basic properties of the Lebesgue integral.

However, we can visualize another argument of this kind, one with continuous
linear functionals. If one could prove, for any proper closed vector subspace of
our total space of functions ($L^1$ or $L^2$ or something else), that there is a nonzero
continuous linear functional on the total space vanishing on the closed subspace,
then we could test whether a given vector subspace is dense by examining the
effect of continuous linear functionals when restricted to the subspace. Histori-
cally this idea began to be applied in analysis in the early part of the twentieth
century at about the same time that people began thinking frequently about spaces
of functions and not just individual functions. The key general existence tool for
such continuous linear functionals was the Hahn–Banach Theorem, which we
shall take up in Chapter XII.

In any event, out of this confluence of ideas arose the idea of considering
continuous linear functionals on $C_{\text{com}}(X)$ as capturing enough information about
$X$ to make measure theory possible. The continuity of a linear functional will
actually be somewhat concealed in what we do for most of this chapter, and
instead we impose on the linear functional the natural condition that it needs to satisfy in order to provide a notion of integration—that it be $\geq 0$ on functions $\geq 0$.

Let us be more precise about the definitions. Let $X$ be a locally compact Hausdorff space, and let $C_{\text{com}}(X)$ be the vector space of scalar-valued functions on $X$ that vanish outside some compact set. For a specific function $f$, the support of $f$ is the closure of the set where $f$ is not zero. The members of $C_{\text{com}}(X)$ are then the continuous scalar-valued functions on $X$ having compact support. A linear functional $\ell$ on $C_{\text{com}}(X)$ is said to be **positive** if $\ell(f) \geq 0$ whenever $f \geq 0$. The Riesz Representation Theorem, to be stated formally in Section 2 with all details in place, will say that to any such $\ell$ corresponds a measure $\mu$ on a certain $\sigma$-algebra of “topologically significant” sets such that

$$\ell(f) = \int_X f \, d\mu \quad \text{for all } f \in C_{\text{com}}(X).$$

The “topologically significant” sets have to include the sets necessary to make each $f$ in $C_{\text{com}}(X)$ measurable. At first glance it might seem that the smallest $\sigma$-algebra containing the open sets is the right object. But in fact this $\sigma$-algebra is unnecessarily large. In an uncountable discrete space, we do not need to have every subset measurable in order to have all the functions of compact support be measurable. Accordingly we define the $\sigma$-algebra $\mathcal{B}(X)$ of **Borel sets** of $X$ to be the smallest $\sigma$-algebra containing all compact subsets of $X$.

The plan of attack now follows the steps in the construction of Lebesgue measure. We take the compact subsets of $X$ to be the analog of the bounded intervals in $\mathbb{R}^1$, and we thus define the **elementary sets** in $X$ to be the sets in the smallest ring $\mathcal{K}(X)$ containing all the compact sets. In the case of $\mathbb{R}^1$, every set in the ring generated by the bounded intervals is a finite disjoint union of sets that are the difference of two bounded intervals. We shall prove for $X$ in Section 2 that every member of $\mathcal{K}(X)$ is a finite disjoint union of sets that are the difference of two compact sets.

For $\mathbb{R}^1$, we defined the measure of the difference of two bounded intervals to be the difference of their lengths as soon as the second interval is contained in the first; this was no loss of generality because the intersection of two bounded intervals is a bounded interval. The measure of a finite disjoint union was defined as the sum of the measures. We showed that this was well defined, and then we had a finite-valued nonnegative additive set function on a ring of sets.

For $X$, we define the measure of a compact set $K$ by the natural formula

$$\mu(K) = \inf_{f \in C_{\text{com}}(X), I_K \leq f} \ell(f),$$

where $I_K$ as usual is the indicator function of $K$. The intersection of two compact sets is compact, and thus we can define the measure of $K_1 - K_2$ for $K_1$ and $K_2$
compact, to be $\mu(K_1) - \mu(K_1 \cap K_2)$. We define the measure of the disjoint union of such sets $K_1 - K_2$ to be the sum of the measures. We have to prove that this is well defined, and then we have a finite-valued nonnegative additive set function $\mu$ on the ring $\mathcal{K}(X)$.

The next step for $\mathbb{R}^1$ was to prove complete additivity on the ring generated by the bounded intervals. With $X$, the problem is the same; we are to prove complete additivity on the ring $\mathcal{K}(X)$. Suppose that this has been done. Since $\mu$ is everywhere finite-valued on $\mathcal{K}(X)$, we can apply the Extension Theorem (Theorem 5.5) to extend $\mu$ to the generated $\sigma$-ring. Either this $\sigma$-ring is already the generated $\sigma$-algebra $\mathcal{B}(X)$, or Proposition 5.37 supplies a canonical extension to a measure on the generated $\sigma$-algebra $\mathcal{B}(X)$. This completes the construction of the measure $\mu$ on $\mathcal{B}(X)$. It is then a fairly easy matter to see that $\ell(f)$ is recovered as the integral of $f$ if $f$ is in $C_\text{com}(X)$: In the case of $\mathbb{R}^1$, we carried out this step by first establishing the Fundamental Theorem of Calculus for the Lebesgue integral of a continuous function; the argument appears at the end of Section V.3. A more direct argument would have been possible, and that direct argument works for general $X$.

Thus the problem comes down to proving that the set function, as defined on the ring of sets, is actually completely additive on that ring. In the case of $\mathbb{R}^1$, that complete additivity was an easy consequence of “regularity” of Lebesgue measure on the ring generated by the bounded intervals; in other words, the measure of any set in the ring could be approximated from within by the measure of compact sets in the ring and from without by the measure of open sets in the ring. Exactly the same approach works for general $X$, but the regularity has to be established.

Quantitatively the construction of the measure comes down to defining $\mu(K)$ for $K$ compact as above and then proving three identities:

(i) $\mu(K_1) + \mu(K_2) = \mu(K_1 \cup K_2) + \mu(K_1 \cap K_2)$ if $K_1$ and $K_2$ are compact,
(ii) $\sup_{f \in C_\text{com}(X), 0 \leq f \leq \mathcal{I}_U} \ell(f) = \mu(K) - \mu(K - U)$ if $U$ is any open set contained in some compact set $K$,
(iii) $\sup_{K \subseteq U} \sup_{\text{compact } K \subseteq U} \ell(f) = \mu(K)$ if $U$ is open and has compact closure.

Identity (i) and an elementary but lengthy computation in elementary set theory together allow us to prove that $\mu$ is well defined on the ring $\mathcal{K}(X)$ under the definitions above. Once $\mu$ has been so extended, the right side of (ii) is just $\mu(U)$ if $U$ is open with compact closure. Thus (iii) says that $\mu(U)$ is the supremum of $\mu(K)$ over compact sets $K$ contained in $U$, provided $U$ is open and has compact closure. Since $\mu(U)$ is trivially the infimum of $\mu(V)$ for open sets $V$ in $\mathcal{K}(X)$ containing $U$, this is the regularity conclusion for $U$. It is easy to see that the subclass of $\mathcal{K}(X)$ for which regularity holds is a ring and contains the compact
sets, and hence regularity is established for $\mathcal{K}(X)$.

When the locally compact Hausdorff space $X$ is a metric space, the three identities above are fairly easy to prove. When $X$ is metric, any indicator function $I_K$ for $K$ compact is the pointwise decreasing limit of members of $C_{\text{com}}(X)$ that are $\geq 0$. In fact, if $D(\cdot, K)$ is the distance to $K$, then the sequence $\{f_n\}$ with $f_n(x) = \max\{0, 1 - nD(x, K)\}$ has the required properties. A little trick proves in this case that $\mu(K) = \lim_n \ell(f_n)$. To prove (i), we choose such sequences $\{f_n\}$ and $\{g_n\}$ for $K_1$ and $K_2$. If $\varphi$ is a member of $C_{\text{com}}(X)$ that is identically 1 on the union of the supports of $f_1$ and $g_1$, then $f_n + g_n = \min\{f_n + g_n, \varphi\} + (\max\{f_n + g_n, \varphi\} - \varphi)$ decomposes $f_n + g_n$ into the sum of such sequences for $K_1 \cup K_2$ and $K_1 \cap K_2$, and identity (i) follows from linearity of $\ell$ and a passage to the limit. Identities (ii) and (iii) follow from equally simple arguments.

The difficulty for a general locally compact Hausdorff space $X$ is that the indicator function of a compact set need not be a pointwise decreasing limit of a sequence of continuous functions. The technicalities introduced by this fact have the effect of making the proofs of (i), (ii), and (iii) more complicated, but these complications need not obscure the line of argument that is so clear in the metric case.

2. Riesz Representation Theorem

Throughout this section we fix the locally compact Hausdorff space $X$. We continue to let $C_{\text{com}}(X)$ be the space of continuous functions of compact support, $\mathcal{K}(X)$ be the ring of elementary sets, and $\mathcal{B}(X)$ be the $\sigma$-algebra of Borel sets. A subset $E$ of $X$ is said to be bounded if it is contained in a compact set, hence if $E^c$ is compact; it is $\sigma$-bounded if it is contained in the countable union of compact sets. The class of all $\sigma$-bounded Borel sets is a $\sigma$-ring containing $\mathcal{K}(X)$, and it is therefore the smallest $\sigma$-ring containing $\mathcal{K}(X)$.

A measure on the Borel sets of $X$ is called a Borel measure if it is finite on every compact set. A Borel measure $\mu$ is said to be regular if it satisfies

$$
\mu(E) = \sup_{K \subseteq E, K \text{ compact}} \mu(K) \quad \text{for every set } E \text{ in } \mathcal{B}(X)
$$

$$
\mu(E) = \inf_{U \supseteq E, U \text{ open } \sigma\text{-bounded}} \mu(U) \quad \text{for every } \sigma\text{-bounded set } E \text{ in } \mathcal{B}(X).
$$

**Theorem 11.1** (Riesz Representation Theorem). If $\ell$ is a positive linear functional on $C_{\text{com}}(X)$, then there exists a unique regular Borel measure $\mu$ on $X$ such that

$$
\ell(f) = \int_{X} f \, d\mu \quad \text{for all } f \in C_{\text{com}}(X),
$$
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EXAMPLES.

1. If $X$ is the line $\mathbb{R}^1$ and $\ell$ is given by Riemann integration $\ell(f) = \mathcal{R} \int_a^b f(x) \, dx$ whenever $[a, b]$ contains the support of $f$, then $\ell$ is a positive linear functional on $C_{\text{com}}(\mathbb{R}^1)$ and the corresponding $\mu$ is Lebesgue measure.

2. If $X = S^2$ is the unit sphere in $\mathbb{R}^3$, parametrized by latitude $\theta_1$ from 0 to $\pi$ and by longitude $\theta_2$ from 0 to $2\pi$, then $\ell(f) = \mathcal{R} \int_0^\pi \int_0^{2\pi} f(\theta_1, \theta_2) \sin \theta_1 \, d\theta_2 \, d\theta_1$ is a positive linear functional on $C(S^2)$, and the corresponding measure, which is written $d\omega$ in the same way that Lebesgue measure is written as $dx$, is a rotation-invariant measure on the sphere such that $\int_{S^2} F(x) \, dx = \int_0^\infty \int_0^{\pi} F(r\omega) r^2 \sin \theta \, d\theta \, dr$ for every nonnegative Borel function on $\mathbb{R}^N$. The proof of this identity and of the rotation invariance will be indicated in Problem 5 at the end of the chapter.

3. If $X$ is general and if $\mu$ is a regular Borel measure on $X$, then $\ell(f) = \int_X f \, d\mu$ is a positive linear functional on $C_{\text{com}}(X)$.

The proof of Theorem 11.1 will occupy the remainder of this section. We begin with some lemmas clarifying the nature of the ring $\mathcal{K}(X)$, the linear functional $\ell$, and general compact and open subsets of $X$. Then we recall the definition of $\mu(K)$ for compact sets and establish the identities (i), (ii), and (iii) in Section 1. Finally we give the details of how the three identities imply the theorem.

We begin with information about the ring $\mathcal{K}(X)$.

Lemma 11.2. The members of the ring $\mathcal{K}(X)$ are exactly all finite disjoint unions of subsets $V$ of $X$ of the form $K - L$ with $K$ and $L$ compact and $L \subseteq K$. The ring $\mathcal{K}(X)$ may be characterized also as the smallest ring containing all bounded open subsets of $X$.

Proof. If $K_1 - L_1$ and $K_2 - L_2$ are two sets of the same kind as $V$ in the statement of the lemma, then the identity

$$(K_1 - L_1) \cup (K_2 - L_2) = ((K_1 \cup K_2) - (L_1 \cup L_2)) \cup ((K_2 \cap L_1) - (L_1 \cap L_2)) \cup ((K_1 \cap L_2) - (L_1 \cap L_2))$$

shows that a union of two such sets is a disjoint union, and the identity

$$(K_1 - L_1) - (K_2 - L_2) = ((K_1 \cap L_2) - (L_1 \cap L_2)) \cup (K_1 - (L_1 \cup (K_1 \cap K_2)))$$

shows that the difference of two such sets is such a set. Therefore the collection of all such sets is a ring of subsets of $X$. This ring contains all compact sets because any compact set $K$ is of the form $K - \emptyset$, and hence this ring equals $\mathcal{K}(X)$.

Any open bounded set $U$ is the difference of the compact sets $U^{\text{cl}}$ and $U^{\text{cl}} - U$, and hence it lies in $\mathcal{K}(X)$. In the reverse direction Corollary 10.23 shows that any compact set $K$ is contained in the interior $L^o$ of some compact set $L$. Thus $K$ is the difference of the bounded open sets $L^o$ and $L^o - K$, and $\mathcal{K}(X)$ is contained in the smallest ring containing all bounded open sets. □
Next we observe some properties of the linear functional \( \ell \). It is to be understood throughout the section that \( \ell \) is a positive linear functional on \( C_{\text{com}}(X) \). The positivity implies that \( \ell(f - g) \geq 0 \) if \( f - g \geq 0 \); the linearity therefore gives \( \ell(f) \geq \ell(g) \) for \( f \geq g \). The linear functional has a kind of continuity property, according to the following lemma.

**Lemma 11.3.** Let \( K \) be a compact set, and let \( \{f_n\} \) be a sequence in \( C_{\text{com}}(X) \) converging uniformly to a member \( f \) of \( C_{\text{com}}(X) \) in such a way that \( \text{supp}(f_n) \subseteq K \) for all \( n \). Then \( \lim_n \ell(f_n) \) exists and equals \( \ell(f) \).

**Proof.** Corollaries 10.23 and 10.44 show that there exists a function \( F \) in \( C_{\text{com}}(X) \) such that \( F \) takes values in \([0, 1]\) and is 1 on \( K \). Since \( f_n - f \leq |f_n - f| \) and \( -(f_n - f) \leq |f_n - f| \), we have

\[
|\ell(f_n) - \ell(f)| = |\ell(f_n - f)| \leq \ell(|f_n - f|) \leq \ell(c_n F) = c_n \ell(F),
\]

where \( c_n = \|f_n - f\|_{\text{sup}} \). The assumed uniform convergence means that \( c_n \) tends to 0. Since \( \ell(F) \) is some fixed constant, the asserted convergence of \( \ell(f_n) \) follows. \( \square \)

**Lemma 11.4** (Dini’s Theorem). If \( \{f_n\} \) is a sequence of functions in \( C_{\text{com}}(X) \) decreasing pointwise to 0, then \( \{f_n\} \) converges uniformly to 0.

**Proof.** Because of the pointwise decrease to 0, all the functions \( f_n \) have support contained in the compact set \( K = \text{supp}(f_1) \). Let \( \epsilon > 0 \) be given, and let \( U_n \) be the open set where the continuous function \( f_n \) is \( < \epsilon \). The pointwise decrease implies that the \( U_n \) are increasing with \( n \), and the limit of 0 implies that each \( x \) in \( K \) is in some \( U_n \). Thus the open sets \( U_n \) form an open cover of \( K \). By compactness, there is a finite subcover. Since the sets \( U_n \) are increasing, some particular \( U_N \) covers \( K \). Then \( \|f_n\|_{\text{sup}} \leq \epsilon \) for \( n \geq N \). \( \square \)

The final step of preparation is to observe some properties of compact and open sets. A bounded subset of \( X \) is said to be a \( G_\delta \) if it is the countable intersection of bounded open sets. It is said to be an \( F_\sigma \) if it is the countable union of compact sets. We shall be especially interested in compact \( G_\delta \)’s and in open bounded \( F_\sigma \’s.

**Lemma 11.5.** Let \( f \) be a member of \( C_{\text{com}}(X) \) with values in \([0, 1]\). If \( r > 0 \), then the set where \( f \) is \( \geq r \) is a compact \( G_\delta \). If \( r \geq 0 \), then the set where \( f \) is \( > r \) is a bounded open \( F_\sigma \).

**Proof.** The set where \( f \) is \( \geq r \) is closed because of continuity, and this closed set is a subset of the compact support. Hence the set is compact. Similarly the set where \( f \) is \( > r \) is open because of continuity, and this open set is a subset of the compact support. Hence the set is bounded.
When \( r \geq 0 \), the set where \( f > r \) is the union, for \( n \geq 1 \), of the sets where \( f \geq r + \frac{1}{n} \). For \( r > 0 \) when \( N \) is large enough so that \( r - \frac{1}{N} > 0 \), the set where \( f \geq r \) is the intersection, for \( n \geq N \), of the sets where \( f > r - \frac{1}{n} \). The lemma follows.

**Lemma 11.6.**

(a) If \( K \) is a compact \( G_{δ} \), then there exists a decreasing sequence of bounded open sets \( U_{n} \) such that \( U_{n} \supseteq U_{n+1}^{\text{cl}} \) for all \( n \) and \( \bigcap_{n=1}^{\infty} U_{n} = K \).

(b) If \( U \) is a bounded open \( F_{σ} \), then there exists an increasing sequence of compact sets \( K_{n} \) such that \( K_{n} \subseteq K_{n+1}^{o} \) for all \( n \) and \( \bigcup_{n=1}^{\infty} K_{n} = U \).

**Proof.** For (a), let \( \{ V_{n} \} \) be a sequence of bounded open sets with intersection \( K \). This is possible since \( K \) is a \( G_{δ} \). Without loss of generality we may assume that the \( V_{n} \) decrease with \( n \). We define the sequence \( \{ U_{n} \} \) inductively on \( n \). Put \( U_{1} = V_{1} \). If \( U_{n} \) has been constructed, use Corollary 10.22 to find an open set \( V_{m}' \) such that \( K \subseteq V_{m}' \) and \( V_{m}'^{\text{cl}} \subseteq U_{n} \), and then define \( U_{n+1} = V_{m}' \cap V_{n+1} \). Then the sets \( U_{n} \) have the required properties.

For (b), let \( \{ L_{n} \} \) be a sequence of compact sets with union \( U \). This is possible since \( U \) is an \( F_{σ} \). Without loss of generality we may assume that the \( L_{n} \) increase with \( n \). We define the sequence \( \{ K_{n} \} \) inductively on \( n \). Put \( K_{1} = L_{1} \). If \( K_{n} \) has been constructed, use Corollary 10.22 to find an open set \( V_{m}' \) such that \( U \supseteq V_{m}'^{\text{cl}} \) and \( V_{m}' \supseteq K_{n} \). The compact set \( L_{n}' = V_{m}'^{\text{cl}} \) has \( (L_{n}')^{o} \supseteq V_{m}'^{o} \). If we define \( K_{n+1} = L_{n}' \cup L_{n+1} \), then the sets \( K_{n} \) have the required properties.

**Lemma 11.7.**

(a) If \( K \) is a compact \( G_{δ} \), then there exists a decreasing sequence of functions \( f_{n} \) in \( C_{\text{com}}(X) \) with values in \( [0, 1] \) such that each \( f_{n} \) is 1 on some neighborhood of \( K \) and \( \lim f_{n} = 1_{K} \) pointwise.

(b) If \( U \) is a bounded open \( F_{σ} \), then there exists an increasing sequence of functions \( f_{n} \) in \( C_{\text{com}}(X) \) with values in \( [0, 1] \) such that each \( f_{n} \) has compact support contained in \( U \) and \( \lim f_{n} = 1_{U} \) pointwise.

**Proof.** For (a), apply Lemma 11.6a to choose a sequence of bounded open sets \( U_{n} \) with intersection \( K \) such that \( U_{n} \supseteq U_{n+1}^{\text{cl}} \) for all \( n \). Using Corollary 10.44, let \( g_{n} \) be a member of \( C_{\text{com}}(X) \) with values in \( [0, 1] \) such that \( g_{n} \) is 1 on \( U_{n+1}^{\text{cl}} \) and is 0 off \( U_{n} \), and put \( f_{n} = \min[g_{1}, \ldots, g_{n}] \). Then the functions \( f_{n} \) have the required properties.

For (b), apply Lemma 11.6b to choose a sequence of compact sets \( K_{n} \) with union \( U \) such that \( K_{n} \subseteq K_{n+1}^{o} \) for all \( n \). Using Corollary 10.44, let \( g_{n} \) be a member of \( C_{\text{com}}(X) \) with values in \( [0, 1] \) such that \( g_{n} \) is 1 on \( K_{n} \) and is 0 off \( K_{n+1}^{o} \), and put \( f_{n} = \max[g_{1}, \ldots, g_{n}] \). Then the functions \( f_{n} \) have the required properties.
Now we begin the proofs of the three identities in Section 1. If $K$ is compact, let
\[ \mu(K) = \inf \ell(f), \]
the infimum being taken over all $f$ in $C_{\text{com}}(X)$ such that $f \geq I_K$. Since $\ell(\min\{f, 1\}) \leq \ell(f)$, there is no harm in considering only those $f$’s taking values in $[0, 1]$. It is immediate from this definition and the positivity of $\ell$ that $\mu$ is nonnegative and monotone in the sense that $K' \subseteq K$ implies $\mu(K') \leq \mu(K)$. The next lemma is the key to being able to prove the three identities in Section 1.

**Lemma 11.8.** If $K$ is a compact subset of $X$, then the infimum of $\ell(f)$ over all $f$ in $C_{\text{com}}(X)$ such that $f \geq I_K$ equals the infimum of $\ell(f)$ over all $f$ in $C_{\text{com}}(X)$ with values in $[0, 1]$ such that $f \geq I_N$ for some neighborhood $N$ of $K$ depending on $f$.

**Remark.** In particular, $\mu(K)$ can be computed by using only functions $f \geq I_K$ that are equal to 1 in some neighborhood of $K$.

**Proof.** The problem is to show that the first infimum $I_1$ is not less than the second infimum $I_2$. Let $\epsilon > 0$ be given. Choose $f$ in $C_{\text{com}}(X)$ with values in $[0, 1]$ such that $f \geq I_K$ and $\ell(f) \leq I_1 + \epsilon$, and let $L$ be the set where $f$ is $\geq 1$. Lemma 11.5 shows that $L$ is a compact $G_\delta$, and Lemma 11.7a produces a decreasing sequence of functions $f_n$ in $C_{\text{com}}(X)$ with values in $[0, 1]$ such that each $f_n$ is 1 on some neighborhood of $L$ and $\lim f_n = I_L$ pointwise. Then the sequence $\{\max\{f_n, f\}\}$ is pointwise decreasing with limit $\max\{I_L, f\} = f$, and hence $\{\max\{f_n, f\} - f\}$ is a pointwise decreasing sequence in $C_{\text{com}}(X)$ with limit 0. By Dini’s Theorem (Lemma 11.4), the sequence $\{\max\{f_n, f\} - f\}$ converges uniformly to 0, and hence $\ell(\max\{f_n, f\})$ decreases to $\ell(f)$. For some sufficiently large $n_0$, we therefore have $\ell(\max\{f_{n_0}, f\}) \leq I_1 + 2\epsilon$. The function $\max\{f_{n_0}, f\}$ is one of the functions that figures into $I_2$, and thus $I_2 \leq I_1 + 2\epsilon$. Since $\epsilon$ is arbitrary, $I_2 \leq I_1$. \qed

Lemma 11.8 puts us in a position to prove identity (i) in Section 1 and to deduce that $\mu$ extends in a well-defined fashion to a nonnegative additive set function on $\mathcal{K}(X)$. We make use of the formula $a + b = \min\{a, b\} + \max\{a, b\}$, from which it follows that $a = \min\{a, b\} + (\max\{a, b\} - b)$.

**Lemma 11.9.** If $K_1$ and $K_2$ are any two compact subsets of $X$, then
\[ \mu(K_1) + \mu(K_2) = \mu(K_1 \cup K_2) + \mu(K_1 \cap K_2). \]

**Remark.** The argument in Lemma 11.8 adapts to give a quick proof of the present lemma when $X$ is a metric space. In the metric case we can find a decreasing sequence $\{f_n\}$ of functions $\leq 1$ in $C_{\text{com}}(X)$ with pointwise limit $I_{K_1}$. If
If \( f \geq I_{K_1} \), then the proof of Lemma 11.8 shows that \( f_n f \) converges uniformly to \( f \) and hence \( \ell(f_n f) \) decreases to \( \ell(f) \). It follows that \( \ell(f_n) \) decreases to \( \mu(K_1) \) whenever \( f_n \) decreases to \( I_{K_1} \). If we similarly choose \( \{g_n\} \) decreasing to \( I_{K_2} \) and choose, by Corollary 10.44, a function \( \varphi \in C_{\text{com}}(X) \) with values in \([0, 1]\) that is identically 1 on the support of \( f_1 + g_1 \), then the formula stated just above shows that \( f_n + g_n = \min\{f_n + g_n, \varphi\} + (\max\{f_n + g_n, \varphi\} - \varphi) \). The first term on the right side decreases pointwise to \( I_{K_1 \cup K_2} \), and the second term decreases to \( I_{K_1 \cap K_2} \). Thus a passage to the limit in the formula \( \ell(f_n) + \ell(g_n) = \ell(\min\{f_n + g_n, \varphi\}) + \ell((\max\{f_n + g_n, \varphi\} - \varphi)) \) immediately yields the result of the present lemma.

**Proof.** Let \( f \) and \( g \) be functions in \( C_{\text{com}}(X) \) with values in \([0, 1]\) such that \( f \geq I_{K_1} \) and \( g \geq I_{K_2} \), and choose, by Corollary 10.44, \( \varphi \in C_{\text{com}}(X) \) with values in \([0, 1]\) that is identically 1 on the support of \( f + g \). Then we have \( f + g = \min\{f + g, \varphi\} + (\max\{f + g, \varphi\} - \varphi) \). The first term on the right side is \( \geq I_{K_1 \cup K_2} \), and the second term is \( \geq I_{K_1 \cap K_2} \). Therefore

\[
\ell(f) + \ell(g) = \ell(\min\{f + g, \varphi\}) + \ell((\max\{f + g, \varphi\} - \varphi)) \\
\geq \mu(K_1 \cup K_2) + \mu(K_1 \cap K_2).
\]

Taking the infimum over \( f \) and then over \( g \), we obtain

\[
\mu(K_1) + \mu(K_2) \geq \mu(K_1 \cup K_2) + \mu(K_1 \cap K_2).
\]

For the reverse direction let \( F \) be a member of \( C_{\text{com}}(X) \) with values in \([0, 1]\) that is \( \geq I_{K_1 \cup K_2} \) and is equal to 1 at least on some open set \( U \) containing \( K_1 \cup K_2 \). Similarly let \( G \) be a member of \( C_{\text{com}}(X) \) with values in \([0, 1]\) that is \( \geq I_{K_1 \cap K_2} \) and is equal to 1 at least on some open set \( V \) containing \( K_1 \cap K_2 \). Lemma 11.8 shows that \( F \) and \( G \) are the most general functions of a kind needed for the computation of \( \mu(K_1 \cup K_2) \) and \( \mu(K_1 \cap K_2) \). The sets \( U \) and \( V \) have compact closure in \( X \) since they are subsets of the supports of \( F \) and \( G \). Choose, by Corollary 10.44, \( \varphi \in C_{\text{com}}(X) \) with values in \([0, 1]\) that is identically 1 on the support of \( F + G \). Let \( V_0 \) be an open set with \( K_1 \cap K_2 \subseteq V_0 \subseteq V_0^\circ \subseteq V \). Then \( (K_2 - V_0) \cap K_1 = K_2 \cap V_0^\circ \cap K_1 \subseteq V_0 \cap V_0^\circ = \varnothing \). So there exists an open set \( W \) such that \( K_2 - V_0 \subseteq W \subseteq W^\circ \subseteq K_1^\circ \).

We define \( f \) and \( g \) to be members of \( C_{\text{com}}(X) \) having compact support contained in \( U \) and having values in \([0, 1]\) such that

\[
f = \begin{cases} 
1 & \text{on } K_1, \\
0 & \text{on } W^\circ,
\end{cases}
\]

and

\[
g = \begin{cases} 
1 & \text{on } K_2, \\
0 & \text{on } \text{support}(f) - V.
\end{cases}
\]
The functions $f$ and $g$ exist by Corollary 10.44 if it is shown that the closed sets $K_1$ and $W^{cl}$ are disjoint and the closed sets $K_2$ and support($f$) − $V$ are disjoint. The sets $K_1$ and $W^{cl}$ are disjoint since $W^{cl} \subseteq K_1'$. For $K_2$ and support($f$) − $V$, we observe that support($f$) $\subseteq ((W^{cl})^{cl})^{cl} \subseteq W^{c} \subseteq (K_2 - V_0)^c = V_0 \cup K_2' \subseteq V \cup K_2'$. Therefore

$$(\text{support}(f) - V) \cap K_2 \subseteq (V \cup K_2') \cap V^c \cap K_2$$

$$= (V \cap V^c \cap K_2) \cup (K_2' \cap V^c \cap K_2) = \emptyset.$$ 

We conclude that $f$ and $g$ exist.

By inspection, $f \geq I_{K_1}$ and $g \geq I_{K_2}$, from which $f + g \geq I_{K_1} + I_{K_2}$. Then min{$f + g, \varphi$} is 1 on $K_1 \cup K_2$ and is 0 off $U$. Since $F$ is 1 on $U$, we obtain

$$\min\{f + g, \varphi\} \leq F.$$ 

Since $f + g \geq I_{K_1} + I_{K_2} = I_{K_1 \cup K_2} + I_{K_1 \cap K_2}$, the function max{$f + g, \varphi$} − $\varphi$ equals $f + g - 1$ on $K_1 \cup K_2$, and this in turn is $\leq 1$ everywhere. Let us see that

$$\max\{f + g, \varphi\} - \varphi \leq G$$

everywhere. The only points $x$ at which (**) could possibly fail are those where $G(x) < 1$, hence points of $V^c$. At such points the definition of $g$ shows that $f(x) + g(x) \leq 1$. If also $x$ is in $U$, then $\varphi(x) = 1$ and we compute that max{$f(x) + g(x), \varphi(x)$} − $\varphi(x) = 1 - 1 = 0$. Thus (**) holds at points of $U \cap V^c$. At points of $U^c \cap V^c$, the equality $f(x) = g(x) = 0$ implies that max{$f(x) + g(x), \varphi(x)$} − $\varphi(x) = \varphi(x) - \varphi(x) = 0$. Thus again (**) holds, and hence (**) holds at every point of $V^c$, therefore everywhere.

Addition of (*) and (**) gives $f + g \leq F + G$ everywhere. Therefore

$$\ell(F) + \ell(G) = \ell(F + G) \geq \ell(f + g) = \ell(f) + \ell(g) \geq \mu(K_1) + \mu(K_2).$$

Taking the infimum over $F$ and then over $G$ gives $\mu(K_1 \cup K_2) + \mu(K_1 \cap K_2) \geq \mu(K_1) + \mu(K_2)$ and completes the proof of the lemma. \qed

Lemma 11.9 yields by iteration a corresponding formula with the sum of $n$ terms on each side. This extension of Lemma 11.9 is a computation in Boolean algebra involving no analysis at all—only the fact that the collection of compact sets is closed under finite unions and intersections. The details are carried out in the next lemma.
Lemma 11.10. If $K_1, \ldots, K_n$ are compact subsets of $X$, then
\[
\sum_{l=1}^{n} \mu(K_l) = \sum_{k=1}^{n} \mu\left( \bigcup_{1 \leq i_1 < \cdots < i_k \leq n} \left( \bigcap_{j=1}^{k} K_{i_j} \right) \right).
\]

Proof. The argument is by induction on $n$, the base case of the induction being the case $n = 2$ that was settled by Lemma 11.9. Thus let $n > 2$, and assume the identity for the case $n - 1$. The inductive hypothesis gives
\[
\sum_{l=1}^{n} \mu(K_l) = \sum_{k=1}^{n-1} \mu\left( \bigcup_{1 \leq i_1 < \cdots < i_k \leq n} \left( \bigcap_{j=1}^{k} K_{i_j} \right) \right) + \mu(K_n).
\]

We shall prove by induction on $r \geq 1$ that
\[
\sum_{l=1}^{n} \mu(K_l) = \sum_{k=1}^{r-1} \mu\left( \bigcup_{1 \leq i_1 < \cdots < i_k \leq n} \left( \bigcap_{j=1}^{k} K_{i_j} \right) \right)
+ \mu\left( \bigcup_{1 \leq i_1 < \cdots < i_r \leq n} \left( \bigcap_{j=1}^{r} K_{i_j} \right) \right) + \sum_{k=r}^{n-1} \mu\left( \bigcup_{1 \leq i_1 < \cdots < i_k \leq n} \left( \bigcap_{j=1}^{k} K_{i_j} \right) \right),
\]

the base case of this induction being $r = 1$, where this identity reduces to (*). The proof for the case $r = n$ will complete the inductive step for the outer induction and thereby will complete the proof of the lemma. To pass from $r$ to $r + 1$ in the inner induction, the question is whether
\[
\mu\left( \bigcup_{1 \leq i_1 < \cdots < i_r \leq n} \left( \bigcap_{j=1}^{r} K_{i_j} \right) \right) + \mu\left( \bigcup_{1 \leq i_1 < \cdots < i_r \leq n} \left( \bigcap_{j=1}^{r} K_{i_j} \right) \right)
= \mu\left( \bigcup_{1 \leq i_1 < \cdots < i_{r+1} \leq n} \left( \bigcap_{j=1}^{r+1} K_{i_j} \right) \right) + \mu\left( \bigcup_{1 \leq i_1 < \cdots < i_{r+1} \leq n} \left( \bigcap_{j=1}^{r+1} K_{i_j} \right) \right)
\]

The union of the two sets on the left here is the first set on the right side. In view of Lemma 11.9, this formula will follow if it is shown that the second set on the right side is the intersection of the two sets on the left. The intersection of the two sets on the left side is equal to
\[
\bigcup_{1 \leq i_1 < \cdots < i_{r+1} = n, \ 1 \leq i_1' < \cdots < i_{r+1}' < n} \left( \bigcap_{j=1}^{r+1} K_{i_j} \right).
\]

A term in the union in this expression is an intersection of at least $r + 1$ of the sets $K_1, \ldots, K_n$, the last of which is $K_n$, namely the ones corresponding to indices $i_1', \ldots, i_{r+1}'$ and $i_r = n$. Every intersection of exactly $r + 1$ of the sets $K_1, \ldots, K_n$ occurs if the last one is $K_n$ because we can take $i_1 = i_1', \ldots, i_{r-1} = i_{r-1}'$, and thus $r + 1$ sets is contained in one with exactly $r + 1$ sets, and thus (**') equals $\bigcup_{1 \leq i_1 < \cdots < i_{r+1} = n} \left( \bigcap_{j=1}^{r+1} K_{i_j} \right)$, as asserted. \(\square\)
A further formality is the derivation from these results that \( \mu \) extends in a well-defined fashion to a nonnegative additive set function on the ring \( \mathcal{K}(X) \). Again no analysis is involved, only the one additional fact that the intersection of two sets of the form \( K - L \) with \( K \) and \( L \) compact is again of this form, specifically that \( (K - L) \cap (K' - L') = (K \cap K') - (L \cup L') \).

**Lemma 11.11.** The set function \( \mu \) extends in a well-defined fashion to a nonnegative additive set function on \( \mathcal{K}(X) \) under the definition

\[
\mu \left( \bigcup_{j=1}^{n} (K_j - L_j) \right) = \sum_{j=1}^{n} (\mu(K_j) - \mu(L_j))
\]

whenever \( K_j \) and \( L_j \) are compact with \( L_j \subseteq K_j \) for each \( j \) with \( 1 \leq j \leq n \) and the sets \( K_1 - L_1, \ldots, K_n - L_n \) are pairwise disjoint.

**Remarks.** Lemma 11.2 assures us that every member of \( \mathcal{K}(X) \) is of the form in this lemma. The sleight of the lemma arises from the fact that the sets \( K_j \) need not be disjoint.

**Proof.** First let us see that \( \mu \) is well defined in the case \( j = 1 \), i.e., that \( K' - L' = K - L \) with \( L' \subseteq K' \) and \( L \subseteq K \) implies \( \mu(K') - \mu(L') = \mu(K) - \mu(L) \). We are to show that \( \mu(K') + \mu(L) = \mu(K) + \mu(L') \), and Lemma 11.9 shows that it is enough to show that \( K' \cup L = K \cup L' \) and \( K' \cap L = K \cap L' \). Suppose \( x \) is in \( K' \cup L \). If \( x \) is in \( L \), then \( x \) is in \( K \), hence in \( K \cup L' \). If \( x \) is in \( K' \) instead, then either \( x \) has to be in \( L' \) in the case that \( x \) is not in \( K' - L' \) or \( x \) has to be in \( K \) in the case that \( x \) is in \( K' - L' = K - L \). So \( K' \cup L \subseteq K' \cup L' \). If \( x \) is in \( K' \cap L \), then \( x \) is not in \( K' \cap L \) and must be in \( L' \) in order to avoid being in \( K' - L' \). So \( x \) is in \( L \cap L' \subseteq K \cap L' \). Reversing the roles of \( K' - L' \) and \( K' - L \), we see that \( K' \cup L = K \cup L' \).

Next suppose that \( K' - L' = \bigcup_{j=1}^{n} (K_j - L_j) \) with \( L' \subseteq K' \), \( L_j \subseteq K_j \) for each \( j \), and the sets \( K_j - L_j \) disjoint. We are to show that \( \mu(K') = \mu(L) = \sum_{j=1}^{n} (\mu(K_j) - \mu(L_j)) \), i.e., that \( \mu(K') + \sum_{j=1}^{n} \mu(L_j) = \mu(L') + \sum_{j=1}^{n} \mu(K_j) \).

The argument will generalize that in the previous paragraph: The set \( K' - L' \) has complement \( L' \cup K' \), and therefore the given condition of disjointness means that

\[
X = (L' \cup K') \cup \bigcup_{j=1}^{n} (K_j - L_j)
\]

disjointly. Put \( L_{n+1} = K' \) and \( K_{n+1} = L' \), so that we are asking whether

\[
\sum_{j=1}^{n+1} \mu(L_j) = \sum_{j=1}^{n+1} \mu(K_j).
\]
In view of Lemma 11.10, it would be enough to show that
\[
\bigcup_{1 \leq i_1 < \cdots < i_k \leq n+1} (\bigcap_{j=1}^k L_{i_j}) = \bigcup_{1 \leq i_1 < \cdots < i_k \leq n+1} (\bigcap_{j=1}^k K_{i_j})
\]
for \(1 \leq k \leq n+1\). The left side is the set of \(x\) lying in at least \(k\) of the sets \(L_i\), and the right side is the corresponding set for the \(K_i\)'s. Thus it is enough to prove that the set of \(x\) lying in exactly \(r\) sets \(K_i\) is contained in the set of \(x\) lying in exactly \(r\) sets \(L_i\), for \(1 \leq r \leq n+1\).

We check this condition separately for the three cases \(x \in L', x \not\in K',\) and \(x \in K' - L'\). From (*) we see that \(x\) in \(L' \cup K'\) implies that \(x\) is not in any \(K_j - L_j\) for \(1 \leq j \leq n\). Hence for the first two cases, \(x\) is in \(L_j\) with \(1 \leq j \leq n\) if and only if \(x\) is in \(K_j\).

Case 1. \(x \in L'\). For \(x\) to be in \(r\) of the sets \(K_1, \ldots, K_{n+1}\), \(x\) must be in \(r - 1\) of the sets \(K_1, \ldots, K_n\), hence in \(r - 1\) of the sets \(L_1, \ldots, L_n\). Since \(x\) is in \(L'\), it is in \(K' = L_{n+1}\). Therefore \(x\) is in \(r\) of the sets \(L_1, \ldots, L_{n+1}\).

Case 2. \(x \not\in K'\). For \(x\) to be in \(r\) of the sets \(K_1, \ldots, K_{n+1}\), \(x\) must be in \(r\) of the sets \(K_1, \ldots, K_n\), hence in \(r\) of the sets \(L_1, \ldots, L_n\). Since \(x\) is not in \(K'\), it is not in \(L_{n+1}\). Therefore \(x\) is in \(r\) of the sets \(L_1, \ldots, L_{n+1}\).

Case 3. \(x \in K' - L'\). Since \(x\) is not in \(L' \cup K'\), (*) shows that \(x\) is in exactly one \(K_j - L_j\) with \(1 \leq j \leq n\). For \(x\) to be in \(r\) of the sets \(K_1, \ldots, K_{n+1}\), \(x\) must be in \(r\) of the sets \(K_1, \ldots, K_n\), hence in \(r - 1\) of the sets \(L_1, \ldots, L_n\). Since \(x\) is in \(K' = L_{n+1}\), it is in \(r\) of the sets \(L_1, \ldots, L_{n+1}\).

For the general case, suppose that \(\bigcup_{j=1}^n (K'_j - L'_j) = \bigcup_{j=1}^n (K_j - L_j)\). Intersecting both sides with \(K'_j - L'_j\), we obtain
\[
K'_j - L'_j = \bigcap_{j=1}^n ((K_j \cap K'_j) - ((L_j \cup L'_j) \cap (K_j \cap K'_j))).
\]

The case just proved shows that
\[
\mu(K'_j - L'_j) = \sum_{j=1}^n \left(\mu(K_j \cap K'_j) - \mu((L_j \cup L'_j) \cap (K_j \cap K'_j))\right)
\]
and hence
\[
\sum_{i=1}^m \mu(K'_i - L'_i) = \sum_{i=1}^m \sum_{j=1}^n \left(\mu(K_j \cap K'_i) - \mu((L_j \cup L'_i) \cap (K_j \cap K'_i))\right).
\]

Similarly
\[
\sum_{j=1}^n \mu(K_j - L_j) = \sum_{j=1}^n \sum_{i=1}^m \left(\mu(K_j \cap K'_i) - \mu((L_j \cup L'_i) \cap (K_j \cap K'_i))\right).
\]

Therefore \(\sum_{i=1}^m \mu(K'_i - L'_i) = \sum_{j=1}^n \mu(K_j - L_j)\), and the proof is complete.
In short order, we can now prove identities (ii) and (iii). Lemma 11.12 will prove (iii), and Lemma 11.13 will prove (ii).

**Lemma 11.12.** If $U$ is any bounded open subset of $X$, then

\[
\sup_{g \in C_{\text{com}}(X)} \ell(g) = \sup_{K \subseteq U, \text{ compact}} \mu(K) = \sup_{f \in C_{\text{com}}(X), 0 \leq f \leq I_U} \ell(f).
\]

**Proof.** Let $S_1, S_2, S_3$ be the three suprema in question. We first check that $S_1 \leq S_2 \leq S_3$. If $g$ contributes to $S_1$, then $g \leq I_{\text{support } g} \leq I_U$. If $h \in C_{\text{com}}(X)$ has $I_{\text{support } g} \leq h$, then $g \leq h$ and hence $\ell(g) \leq \ell(h)$. Taking the infimum over all such $h$, we obtain $\ell(g) \leq \mu(\text{support } g) \leq S_2$. Taking the supremum over all $g$ therefore gives $S_1 \leq S_2$. Next if $K$ is compact with $K \subseteq U$, Corollary 10.44 allows us to find $f \in C_{\text{com}}(X)$ with values in $[0, 1]$ such that $f$ is equal to 1 on $K$ and equal to 0 on $U^c$. Then $I_K \leq f \leq I_U$. The definitions of $\mu(K)$ and $S_3$ yield $\mu(K) \leq \ell(f) \leq S_3$. Taking the supremum over all $K$ therefore gives $S_2 \leq S_3$.

To complete the proof, we show that $S_1 \geq S_3$. Let $\epsilon > 0$ be given. Choose $f$ in $C_{\text{com}}(X)$ such that $0 \leq f \leq I_U$ and $\ell(f) \geq S_3 - \epsilon$, and let $V$ be the set where $f$ is $> 0$. Lemma 11.5 shows that $V$ is a bounded open $F_\sigma$, and Lemma 11.7b produces an increasing sequence of functions $f_n$ in $C_{\text{com}}(X)$ with values in $[0, 1]$, each with support a compact subset of $V$, such that $\lim f_n = I_V$ pointwise. Then the sequence $\{\min\{f_n, f\}\}$ is pointwise increasing with limit $\min\{I_V, f\}$. If $x$ is a point where $I_V(x) < f(x)$, then $f(x) > 0$, $x$ is in $V$, and $I_V(x) = 1$, contradiction. So there is no such point, and $\min\{I_V, f\} = f$. Therefore the sequence $\{f - \min\{f_n, f\}\}$ is a pointwise decreasing sequence in $C_{\text{com}}(X)$ with limit 0. By Dini’s Theorem (Lemma 11.4), the sequence $\{f - \min\{f_n, f\}\}$ converges uniformly to 0, and hence $\ell(\min\{f_n, f\})$ increases to $\ell(f)$. For some sufficiently large $n_0$, we therefore have $\ell(\min\{f_{n_0}, f\}) \geq S_3 - \epsilon$. The function $\min\{f_{n_0}, f\}$ is one of the functions that figures into $S_1$, and thus $S_1 \geq \ell(\min\{f_{n_0}, f\}) \geq S_3 - 2\epsilon$. Since $\epsilon$ is arbitrary, $S_1 \geq S_3$. \qed

**Lemma 11.13.** Let $\mu$ be extended to a nonnegative additive set function on $K(X)$ as in Lemma 11.11. If $U$ is a bounded open subset of $X$, then $\mu(U) = \sup_{K \subseteq U, \text{ compact}} \mu(K)$.

**Proof.** For the bounded open set $U$, let $S_1, S_2, S_3$ be the three equal suprema of Lemma 11.12. By definition, $\mu(U) = \mu(L) - \mu(L - U)$ for any compact set $L$ containing $U$, and we are to prove that $\mu(U) = S_2$. If $K$ is a compact subset of $U$, then $K \cup (L - U)$ is a disjoint union contained in $L$, and we have $\mu(K) + \mu(L - U) = \mu(K \cup (L - U)) \leq \mu(L)$. Taking the supremum over all such $K$, we obtain $S_2 + \mu(L - U) \leq \mu(L)$, i.e., $S_2 \leq \mu(U)$.
XI. Integration on Locally Compact Spaces

Let $h$ be any member of $C_{\text{com}}(X)$ with values in $[0, 1]$ such that $h \geq I_{L-U}$ and such that $h$ is 1 on an open neighborhood $N$ of $L - U$. Then $L \subseteq N \cup U$. For each point $x$ of $U$, find an open neighborhood $U_x$ of $x$ with $U_x^c \subseteq U$. Then $N$ and the $U_x$’s form an open cover of $L$, and there is a finite subcover. Let us say that $L \subseteq N \cup U_{x_1} \cup \cdots \cup U_{x_n}$. The set $K = U_{x_1}^c \cup \cdots \cup U_{x_n}^c$ is a compact subset of $U$, and $L \subseteq N \cup K$. Choose, by Corollary 10.44, a function $f \in C_{\text{com}}(X)$ with values in $[0, 1]$ such that $f$ is 1 on $K$ and is 0 off $U$. This function has $0 \leq f \leq I_U$. Since $f$ is 1 on $K$ and $h$ is 1 on $N$, $h + f$ is $\geq 1$ on $L$. Hence

\[ \mu(L) \leq \ell(h + f) = \ell(h) + \ell(f) \leq \ell(h) + S_3. \]

Thus $\mu(L) \leq \mu(L - U) + S_1$ and $\mu(U) \leq S_3$. Since $S_3 = S_2$ by Lemma 11.12, $\mu(U) = S_2$ as required. \(\square\)

**Proof of Existence in Theorem 11.1.** If $K$ is compact, we define $\mu(K)$, just as we did earlier in this section, to be the infimum of $\ell(f)$ over all $f$ in $C_{\text{com}}(X)$ such that $f \geq I_K$. Lemma 11.11 shows that $\mu$ extends, necessarily in a unique fashion, to a well-defined nonnegative additive set function on $\mathcal{K}(X)$.

Consider the set $\mathcal{C}$ of all members $E$ of $\mathcal{K}(X)$ satisfying the following regularity property: for each $\varepsilon > 0$, there exist compact $K$ and open bounded $U$ with $K \subseteq E \subseteq U$ and $\mu(U - K) < \varepsilon$. Lemma 11.13 shows that every open bounded set is in $\mathcal{C}$. We show closure of $\mathcal{C}$ under finite unions. If $E_1$ and $E_2$ are in $\mathcal{C}$, then we can choose $K_1$ and $K_2$ compact and $U_1$ and $U_2$ open bounded such that $K_1 \subseteq E_1 \subseteq U_1$, $K_2 \subseteq E_2 \subseteq U_2$, $\mu(U_1 - K_1) < \varepsilon/2$, and $\mu(U_2 - K_2) < \varepsilon/2$. Then $K_1 \cup K_2 \subseteq E_1 \cup E_2 \subseteq U_1 \cup U_2$ and $(U_1 \cup U_2) - (K_1 \cup K_2) \subseteq (U_1 - K_1) \cup (U_2 - K_2)$. It follows that $\mu((U_1 \cup U_2) - (K_1 \cup K_2)) \leq \mu(U_1 - K_1) + \mu(U_2 - K_2) < \varepsilon$, and $\mathcal{C}$ is closed under finite unions.

We show closure of $\mathcal{C}$ under differences. If $E_1$ and $E_2$ are in $\mathcal{C}$, then we again choose $K_1$ and $K_2$ compact and $U_1$ and $U_2$ bounded open such that $K_1 \subseteq E_1 \subseteq U_1$, $K_2 \subseteq E_2 \subseteq U_2$, $\mu(U_1 - K_1) < \varepsilon/2$, and $\mu(U_2 - K_2) < \varepsilon/2$. Then $K_1 - U_2 \subseteq E_1 - U_2 \subseteq U_1 - K_2$, and $U_1 - K_2 - (K_1 - U_2) \subseteq (U_1 - K_1) \cup (U_2 - K_2)$. Hence $\mu((U_1 - K_2) - (K_1 - U_2)) \leq \mu(U_1 - K_1) + \mu(U_2 - K_2) < \varepsilon$, and $\mathcal{C}$ is closed under differences. By Lemma 11.2, $\mathcal{C}$ equals $\mathcal{K}(X)$. Thus every set in $\mathcal{K}(X)$ satisfies the regularity property.

Next let us see that $\mu$ is completely additive on $\mathcal{C}$. Let $E_n$ be a disjoint sequence of sets in $\mathcal{K}(X)$ with union $E$ in $\mathcal{K}(X)$. For every $N$, we have $\sum_{n=1}^{N} \mu(E_n) = \mu(E_1 \cup \cdots \cup E_N) \leq \mu(E)$. Hence $\sum_{n=1}^{\infty} \mu(E_n) \leq \mu(E)$. For the reverse inequality, let $\varepsilon > 0$ be given. Choose, by the regularity property, $K$ compact and $U_n$ open bounded with $K \subseteq E$, $E_n \subseteq U_n$, $\mu(E - K) < \varepsilon$, and $\mu(U_n - E_n) < \varepsilon/2^n$. Then $K \subseteq E = \bigcup_{n=1}^{\infty} E_n \subseteq \bigcup_{n=1}^{\infty} U_n$. In other words, the sets $U_n$ form an open cover of the compact set $K$. Some finite subcollection is a cover, and thus $K \subseteq U_1 \cup \cdots \cup U_N$ for some $N$. Then we have

\[ \mu(E) = \mu(E - K) + \mu(K) \leq \varepsilon + \mu(U_1 \cup \cdots \cup U_N) \]

\[ \leq \varepsilon + \sum_{n=1}^{N} \mu(U_n) \leq \varepsilon + \sum_{n=1}^{N} (\mu(E_n) + \varepsilon/2^n) \leq \sum_{n=1}^{\infty} \mu(E_n) + 2\varepsilon. \]
Since $\epsilon$ is arbitrary, $\mu(E) \leq \sum_{n=1}^{\infty} \mu(E_n)$. Therefore $\mu(E) = \sum_{n=1}^{\infty} \mu(E_n)$, and $\mu$ is completely additive on $\mathcal{B}(X)$.

The Extension Theorem (Theorem 5.5) shows that $\mu$ extends uniquely to a measure on the smallest $\sigma$-ring containing $\mathcal{B}(X)$, i.e., the $\sigma$-ring of $\sigma$-bounded Borel sets. Proposition 5.37 shows further that $\mu$ extends canonically to a measure on the $\sigma$-algebra of all Borel sets under the definition

$$\mu(E) = \sup_{F \subseteq E, F \in \mathcal{B}(X), \text{F \sigma-bounded}} \mu(F).$$

This defines $\mu$ on $\mathcal{B}(X)$. We are left with showing that $\mu$ is regular and that $\ell(f) = \int_X f \, d\mu$ for every $f \in C_{\text{con}}(X)$.

In showing that $\ell(f) = \int_X f \, d\mu$ for every $f \in C_{\text{con}}(X)$, it is enough to handle an arbitrary $f \geq 0$. Fix $\epsilon > 0$, and fix an integer $N$ such that $\|f\|_{\text{sup}} < N\epsilon$. For $0 \leq n \leq N$, define $f_n = \min\{f, n\epsilon\}$. Each $f_n$ is in $C_{\text{con}}(X)$, the function $f_0$ is 0, and the function $f_N$ is $f$. For $0 \leq n < N$, define $g_n = f_{n+1} - f_n$. We can recover $f$ from the $g_n$’s as $f = \sum_{n=0}^{N-1} g_n$. For $n \geq 1$, define $K_n = \{x \mid f(x) \geq n\epsilon\}$, and let $K_0 = \text{support}(f)$. All the sets $K_n$ are compact, and they decrease in size with $n$. In this notation the formula for $g_n$ is

$$g_n(x) = \begin{cases} 
0 & \text{if } x \notin K_n, \\
 f(x) - n\epsilon & \text{if } x \in K_n - K_{n+1}, \\
 \epsilon & \text{if } x \in K_{n+1}.
\end{cases}$$

Consequently

$$\epsilon I_{K_{n+1}} \leq g_n \leq \epsilon I_{K_n}.$$  \hspace{1cm} (\ast)

Integration therefore gives

$$\epsilon \mu(K_{n+1}) \leq \int_X g_n \, d\mu \leq \epsilon \mu(K_n).$$  \hspace{1cm} (\dagger)

The inequality given as $I_{K_{n+1}} \leq \epsilon^{-1}g_n$ in (\ast) implies that $\mu(K_{n+1}) \leq \epsilon^{-1}\ell(g_n)$. The other inequality $\epsilon^{-1}g_n \leq I_{K_n}$ in (\ast) says that any $h \in C_{\text{con}}(X)$ with $I_{K_n} \leq h$ has $\epsilon^{-1}g_n \leq h$. Taking the infimum over $h$ yields $\epsilon^{-1}\ell(g_n) \leq \mu(K_n)$. Thus we have

$$\epsilon \mu(K_{n+1}) \leq \ell(g_n) \leq \epsilon \mu(K_n).$$  \hspace{1cm} (\dagger\dagger)

Subtracting (\dagger) and (\dagger\dagger), we obtain

$$-\epsilon(\mu(K_n) - \mu(K_{n+1})) \leq \int_X g_n \, d\mu - \ell(g_n) \leq \epsilon(\mu(K_n) - \mu(K_{n+1})).$$

Since $f = \sum_{n=0}^{N-1} g_n$, summing from $n = 0$ to $n = N - 1$ gives

$$\left| \int_X f \, d\mu - \ell(f) \right| \leq \epsilon \sum_{n=0}^{N-1} (\mu(K_n) - \mu(K_{n+1})) = \epsilon \mu(\text{support}(f)).$$
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Since $\epsilon$ is arbitrary, $|\int_X f \, d\mu - \ell(f)| = 0$. Thus $\ell(f) = \int_X f \, d\mu$.

Fix a compact subset $K_0$ of $X$, form the $\sigma$-ring $\mathcal{B}(X) \cap K_0$, and let $\mathcal{A}(K_0)$ be the collection of members $E$ of $\mathcal{B}(X) \cap K_0$ such that $\mu(E)$ is the supremum of $\mu(K)$ over all compact subsets $K$ of $E$ and $\mu(E)$ is the infimum of $\mu(U)$ over all bounded open sets in $X$ that contain $E$: the open sets in question need not lie within $K_0$. Since the sets in $\mathcal{A}(K_0)$ all have finite measure, the regularity condition on $E$ is that there exist, for each $\epsilon > 0$, $K$ compact and $U$ bounded open with $K \subseteq E \subseteq U$ and $\mu(U - K) < \epsilon$. The same arguments as at the beginning of the present proof show that $\mathcal{A}(K_0)$ is closed under finite unions and differences.

To see closure under countable disjoint unions, let $\{E_n\}$ be a disjoint sequence in $\mathcal{A}(K_0)$ with union $E$, let $\epsilon$ be given, and choose $K_n$ compact and $U_n$ bounded open with $K_n \subseteq E_n \subseteq U_n$ and $\mu(U_n - K_n) < \epsilon/2^n$. Applying Corollary 10.23, let $L$ be a compact subset of $X$ with $K_0 \subseteq L$. The sets $K_n$ are disjoint, and thus $\sum_{n=1}^{\infty} \mu(K_n)$ converges. Choose $N$ such that $\sum_{n=N+1}^{\infty} \mu(K_n) < \epsilon$. Define $U = L \cap \bigcup_{n=1}^{\infty} U_n$, $K = \bigcup_{n=1}^{N} K_n$, $K_{\infty} = \bigcup_{n=N}^{\infty} K_n$, and $F = \bigcup_{n=N+1}^{\infty} K_n$.

Then $K$ is compact, $U$ is bounded open, and $K \subseteq E \subseteq U$. Since $K_{\infty} = K \cup F$, we have

$$
\mu(U - K) \leq \mu(U - K_{\infty}) + \mu(F) \leq \mu\left(\bigcup_{n=1}^{\infty} (U_n - K_n)\right) + \mu\left(\bigcup_{n=N+1}^{\infty} K_n\right)
$$

$$
\leq \sum_{n=1}^{\infty} \mu(U_n - K_n) + \sum_{n=N+1}^{\infty} \mu(K_n) \leq \sum_{n=1}^{\infty} \epsilon/2^n + \epsilon = 2\epsilon.
$$

Thus $\mathcal{A}(K_0)$ is closed under countable disjoint unions and is a $\sigma$-ring. Since the compact subsets of $K_0$ are in $\mathcal{A}(K_0)$, we conclude that $\mathcal{A}(K_0) = \mathcal{B}(K_0)$.

This proves regularity for all bounded sets. If $E$ is $\sigma$-bounded, we can choose an increasing sequence $\{L_n\}$ of compact sets whose union contains $E$. Put $E_n = E \cap L_n$. Given $\epsilon > 0$, we apply the previous step to choose $K_n$ compact and $U_n$ bounded open such that $K_n \subseteq E_n \subseteq U_n$ and $\mu(U_n - K_n) < \epsilon/2^n$. Taking $U = \bigcup_{n=1}^{\infty} U_n$ and $K_{\infty} = \bigcup_{n=1}^{\infty} K_n$, we have $K_{\infty} \subseteq E \subseteq U$ and $\mu(U - K_{\infty}) < \epsilon$. Thus $\mu(U) \leq \mu(E) + \epsilon$, and $\mu(E) \leq \mu(K_{\infty}) + \epsilon$. The first of these inequalities, being possible for any $\epsilon$, shows that $\mu(E)$ is the supremum of the measures of open $\sigma$-bounded sets containing $E$. Since $\mu(K_{\infty}) = \lim_{N} \mu\left(\bigcup_{n=1}^{N} K_n\right)$ by complete additivity, the second of these inequalities, being possible for any $\epsilon$, shows that $\mu(E)$ is the supremum of the measures of compact sets contained in $E$.

This proves regularity for all $\sigma$-bounded sets. If $E$ is a Borel set that is not $\sigma$-bounded, we know that $\mu(E)$ is the supremum of the measures of $\mu(F)$ for $\sigma$-bounded Borel subsets $F$ of $E$, and we know that $\mu(F)$ is the supremum of the measures of $\mu(K)$ for compact subsets $K$ of $F$. Therefore $\mu(E)$ is the supremum of the measures of $\mu(K)$ for compact subsets $K$ of $E$. This completes the proof of regularity of $\mu$. \qed
3. Regular Borel Measures

PROOF OF UNIQUENESS IN THEOREM 11.1. Let be the constructed measure, and let be a second measure satisfying the properties of the theorem. The assumed regularity of implies that it is enough to prove that for every compact subset of . Fix , and let be the infimum defining , namely the infimum of over all with values in such that . Integrating this inequality with respect to , we see that and therefore . Suppose that . By Corollary 10.23 and the assumed regularity of , we can find a bounded open set with such that and . By Corollary 10.44 we can find a function with values in such that is 1 on and is 0 off . Then . Hence , , and we obtain a contradiction. We conclude that , and the uniqueness follows.

3. Regular Borel Measures

The fact that compact sets for a general locally compact Hausdorff need not be countable intersections of open sets suggests a look at the ring of sets generated by the compact sets that are indeed such intersections, as well as the associated -algebra. The sets in this -algebra are known as “Baire sets,” and it turns out that the members of are measurable with respect to this -algebra. The -algebra of Baire sets can be strictly smaller than the -algebra of Borel sets, and thus one can make a case for limiting oneself to Baire sets all along. This would be a fine point, one not worth pursuing here, but for one fact: the -algebra of Baire sets for is a correct -algebra to use in Fubini’s Theorem for changing iterated integrals over and to a double integral—and this may not be true when Borel sets are used.

This fact about Fubini’s Theorem might seem to be a telling argument for replacing Borel sets by Baire sets everywhere in the theory. The difficulty is that it is a little tedious to check constantly whether sets are Baire sets—for example, whether one-point sets are Baire sets. Thus the normal practice is to work with Borel sets and to resort to Baire sets only when Fubini’s Theorem comes into play in a way that makes the distinction important. The most frequent case that arises in applications of Fubini’s Theorem in this theory is that a function on is continuous with compact support, in which case only Baire sets are involved anyway.

Thus let be a locally compact Hausdorff space. The sets in the smallest -algebra containing the compact sets are the Borel sets, and the sets in the smallest -algebra containing the compact ’s are the Baire sets. Measurable functions in the first case will be called Borel measurable functions or Borel functions, and measurable functions in the second case will be called
Baire measurable functions or Baire functions. We shall observe in Corollary 11.16 below that every member of $C_{\text{com}}(X)$ is a Baire function.

If the locally compact Hausdorff space $X$ is a metric space, then any closed set $F$ is the intersection of the sets $U_n = \{ x \mid D(x, F) < \frac{1}{n} \}$, where $D(\cdot, F)$ is the distance to the set $F$. Consequently every compact subset of $X$ is a $G_\delta$, and every Borel set is a Baire set.

**Proposition 11.14.** If $K$ and $U$ are subsets of $X$ with $K$ compact, $U$ open, and $K \subseteq U$, then there exist a compact $G_\delta$, say $K_0$, and an open bounded $F_\sigma$, say $U_0$, such that $K \subseteq U_0 \subseteq K_0 \subseteq U$.

**Proof.** Choose by Corollary 10.44 a member $f$ of $C_{\text{com}}(X)$ with values in $[0, 1]$ such that $f$ is 1 on $K$ and is 0 on $U^c$. If $K_0$ is the set where $f$ is $\geq \frac{1}{2}$ and $U_0$ is the set where $f$ is $> \frac{1}{2}$, then Lemma 11.5 shows that $K_0$ and $U_0$ have the required properties.

**Corollary 11.15.** Any $\sigma$-compact open subset of $X$ is a Baire set.

**Proof.** If $U = \bigcup_{n=1}^\infty K_n$ is open with each $K_n$ compact, we can apply Proposition 11.14 to the inclusion $K_n \subseteq U$ and find a set $(K_n)_0$ that is a compact $G_\delta$ and has $K_n \subseteq (K_n)_0 \subseteq U$. Then $U = \bigcup_{n=1}^\infty (K_n)_0$ exhibits $U$ as the countable union of compact $G_\delta$'s, hence as a Baire set.

**Corollary 11.16.** Every member of $C_{\text{com}}(X)$ is a Baire function.

**Proof.** This is immediate from Lemma 11.5 and Corollary 11.15.

**Proposition 11.17.** If $X$ and $Y$ are $\sigma$-compact, then the product $\sigma$-algebra for $X \times Y$ obtained from the Baire sets of $X$ and $Y$ is the $\sigma$-algebra of Baire sets of $X \times Y$.

**Proof.** If $K_X$ and $K_Y$ are compact $G_\delta$’s in $X$ and $Y$, then $K_X \times K_Y$ is a compact $G_\delta$ in $X \times Y$, and it follows that $B_0(X) \times B_0(Y) \subseteq B_0(X \times Y)$. For the reverse inclusion let $K$ be a compact $G_\delta$ in $X \times Y$, and write $K$ as $K = \bigcap_{n=1}^\infty U_n$, with each $U_n$ open. We construct open sets $S_n$ in $B_0(X) \times B_0(Y)$ with $K \subseteq S_n \subseteq U_n$, and then it follows that $K = \bigcap_{n=1}^\infty S_n$ and $K$ is a Baire set.

To do so, it is enough to show that if $K \subseteq W$ with $W$ open, then there is an open set $S$ in $B_0(X) \times B_0(Y)$ with $K \subseteq S \subseteq W$. For each $(x, y)$ in $K$, find open neighborhoods $U_x$ of $x$ and $V_y$ of $y$ such that $U_x \times V_y \subseteq W$. Proposition 11.14, applied to the inclusion $\{x\} \subseteq U_x$ and then to the inclusion $\{y\} \subseteq V_y$, shows that we may assume that $U_x$ and $V_y$ are open $F_\sigma$'s. In view of Corollary 11.15, they are then Baire sets. Hence $U_x \times V_y$ is in $B_0(X) \times B_0(Y)$. As $(x, y)$ varies, the sets $U_x \times V_y$ form an open cover of $K$, and there is a finite subcover. We can take $S$ to be the union of the elements in the finite subcover, and then $S$ has the required properties.
Now we turn our attention to measures. A Baire measure on $X$ is a measure on the Baire sets that is finite on every compact $G_δ$. The restriction of a Borel measure to the Baire sets is a Baire measure. We are going to prove that Baire measures are automatically regular in the same sense that Borel measures in $\mathbb{R}^N$ are automatically regular.

**Proposition 11.18.** Every Baire measure $\mu$ is regular in the following sense:

\[
\mu(E) = \sup_{K \subseteq E, \text{ compact } G_δ} \mu(K) \quad \text{for every set } E \text{ in } \mathcal{B}_0(X),
\]

\[
\mu(E) = \inf_{U \supseteq E, \text{ open } F_α} \mu(U) \quad \text{for every } \sigma\text{-bounded set } E \text{ in } \mathcal{B}_0(X).
\]

**Remark.** Since Baire sets and Borel sets are the same in a metric space, this proposition generalizes the known regularity of Borel measures on any open subset of $\mathbb{R}^n$, as given in Theorem 6.25.

**Proof.** If $L$ is a compact $G_δ$, then $\mu(L)$ is certainly the supremum of $\mu(K)$ for the compact $G_δ$’s contained in $L$. Suppose that $U$ is $\sigma$-bounded open with $L \subseteq U$. Proposition 11.14 produces a bounded open set $U_0$ that is an $F_α$ and has $L \subseteq U_0 \subseteq U$. Consequently $\mu(L)$ is the infimum of $\mu(U_0)$ for the open $F_α$’s containing $L$. Thus every compact $G_δ$ satisfies the stated regularity condition.

The remainder of the proof runs parallel to the proof of regularity at the end of the proof of existence for Theorem 11.1, and we shall be brief. Fix a compact $G_δ$ in $X$, say $K_0$. Form the $\sigma$-ring $\mathcal{B}_0(X) \cap K_0$, and let $\mathcal{A}_0(K_0)$ be the collection of members $E$ of $\mathcal{B}_0(X) \cap K_0$ such that $\mu(E)$ is the supremum of $\mu(K)$ over all compact subsets $K$ of $E$ that are $G_δ$’s and $\mu(E)$ is the infimum of $\mu(U_0)$ over all open supersets $U$ of $E$ that are $F_α$’s; the open sets in question need not lie within $K_0$. Since the sets in $\mathcal{A}_0(K_0)$ all have finite measure, the regularity condition on $E$ is that there exist, for each $\epsilon > 0$, $K$ compact and $U$ open of the correct kind with $K \subseteq E \subseteq U$ and $\mu(U - K) < \epsilon$. The same arguments as earlier show that $\mathcal{A}_0(K_0)$ is closed first under finite unions and differences, then under countable disjoint unions. Thus $\mathcal{A}_0(K_0)$ is a $\sigma$-ring containing all compact $G_δ$’s, and we conclude that $\mathcal{A}(K_0) = \mathcal{B}(K_0)$.

This proves regularity for all bounded Baire sets. If the Baire set $E$ is $\sigma$-bounded, we can choose an increasing sequence $\{L_n\}$ of compact $G_δ$’s whose union contains $E$. Put $E_n = E \cap L_n$. Then the same argument as earlier, using the sets $E_n$, shows that the regularity condition holds for $E$.

Finally if $E$ is a Baire set that is not $\sigma$-bounded, we know that $\mu(E)$ is the supremum of the measures of $\mu(F)$ for $\sigma$-bounded Baire subsets $F$ of $E$, and we know that $\mu(F)$ is the supremum of the measures of $\mu(K)$ for compact subsets $K$ of $F$ that are $G_δ$’s. Therefore $\mu(E)$ is the supremum of the measures of $\mu(K)$ for compact subsets $K$ of $E$ that are $G_δ$’s. \(\square\)
Proposition 11.19. If \( \nu \) is a Baire measure on \( X \), then there is one and only one regular Borel measure \( \mu \) on \( X \) whose restriction to the Baire sets is \( \mu \).

PROOF. Since the members of \( C_{\text{con}}(X) \) are Baire functions (Corollary 11.16), we can define a positive linear functional \( \ell \) on \( C_{\text{con}}(X) \) by \( \ell(f) = \int_X f \, d\nu \). The uniqueness of the extending \( \mu \) follows from the uniqueness part of Theorem 11.1. For existence we take \( \mu \) to be the regular Borel measure given by the existence part of Theorem 11.1. We are to prove that \( \mu \) and \( \nu \) agree on Baire sets. The measures \( \mu \) and \( \nu \) agree on compact \( G_\delta \)'s by Lemma 11.7a and dominated convergence. By regularity of Baire measures (Proposition 11.18), \( \mu \) and \( \nu \) agree on all Baire sets. \( \square \)

Proposition 11.20. Suppose that \( X \) is compact and that \( \mu \) and \( \nu \) are Borel measures on \( X \) with \( \mu \) regular. If \( \nu \) is absolutely continuous with respect to \( \mu \), then \( \nu \) is regular.

PROOF. Let \( \epsilon > 0 \) be given. The Radon–Nikodym Theorem (Theorem 9.16) and Corollary 5.24 together show that there exists \( \delta > 0 \) such that any Borel set \( A \) with \( \mu(A) < \delta \) has \( \nu(A) < \epsilon \). Let \( E \) be a Borel set to be tested for regularity under \( \nu \). Since \( \mu \) is regular, we can choose \( K \) compact and \( U \) open with \( K \subseteq E \subseteq U \) and \( \mu(U - K) < \delta \). Then \( \nu(U - K) < \epsilon \), and it follows that \( \nu(E) \) is approximated within \( \epsilon \) by \( \nu(K) \) and \( \nu(U) \). \( \square \)

Proposition 11.21. If \( \mu \) is a regular Borel measure on \( X \) and if \( 1 \leq p < \infty \), then

(a) \( C_{\text{con}}(X) \) is dense in \( L^p(X, \mu) \),

(b) the smallest closed subspace of \( L^p(X, \mu) \) containing all indicator functions of compact \( G_\delta \)'s in \( X \) is \( L^p(X, \mu) \) itself.

REMARK. This generalizes conclusions (a) and (b) of Proposition 9.9 from open subsets of \( \mathbb{R}^N \) to all locally compact Hausdorff spaces.

PROOF. If \( E \) is a Borel set of finite \( \mu \) measure and if \( \epsilon \) is given, the regularity of \( \mu \) allows us to choose a compact set \( K \) with \( K \subseteq E \) and \( \mu(E - K) < \epsilon \). Then we can find a bounded open set \( U \) with \( K \subseteq U \) and \( \mu(U - K) < \epsilon \), and Proposition 11.14 gives us a compact \( G_\delta \) set \( K_0 \) such that \( K \subseteq K_0 \subseteq U \). We have \( \int_X |I_E - I_K|^p \, d\mu = \mu(E - K) < \epsilon \), \( \int_X |I_U - I_K|^p \, d\mu = \mu(U - K) < \epsilon \), and \( \int_X |I_U - I_{K_0}|^p \, d\mu = \mu(U - K_0) < \epsilon \). Consequently we see in succession that the closure in \( L^p(X, \mu) \) of the set of all indicator functions of compact sets contains all indicator functions of Borel sets of finite \( \mu \) measure, the closure in \( L^p(X, \mu) \) of the set of all indicator functions of bounded open sets contains all indicator functions of Borel sets of finite \( \mu \) measure, and the closure in \( L^p(X, \mu) \) of the set of all indicator functions of compact \( G_\delta \)'s contains all indicator functions of Borel
sets of finite $\mu$ measure. Proposition 5.56 shows consequently that the smallest closed subspace of $L^p(X, \mu)$ containing all indicator functions of compact Baire sets is $L^p(X, \mu)$ itself. This proves (b).

For (a), let $K_0$ be a compact $G_\delta$, and use Lemma 11.7a to choose a decreasing sequence $\{f_n\}$ of real-valued members of $C_{\text{com}}(X)$ with pointwise limit $I_{K_0}$. Since $f_n^p$ is integrable, dominated convergence yields $\lim_n \int_X |f_n - I_{K_0}|^p d\mu = 0$. Hence the closure of $C_{\text{com}}(X)$ in $L^p(X, \mu)$ contains all indicator functions of compact $G_\delta$'s. By Proposition 5.55d this closure contains the smallest closed subspace of $L^p(X, \mu)$ containing all indicator functions of compact $G_\delta$'s. Conclusion (b) shows that the latter subspace is $L^p(X, \mu)$ itself. This proves (a).

\[\square\]

**Corollary 11.22.** Suppose that $X$ is a locally compact separable metric space. If $\mu$ is a Borel measure on $X$ and if $1 \leq p < \infty$, then

(a) $C_{\text{com}}(X)$, as a normed linear space under the supremum norm, is separable,

(b) $L^p(X, \mu)$ is separable.

**Remark.** This generalizes Corollary 6.27c and Proposition 9.9c from open subsets of $\mathbb{R}^N$ to all locally compact separable metric spaces. The measure $\mu$ is automatically regular by Proposition 11.8 since Baire measures and Borel measures coincide in any locally compact metric space.

**Proof.** Part (a) is proved by the same argument as for Corollary 6.27c. What is required is a substitute for Lemma 6.22a in order to obtain a sequence $\{F_n\}_{n=1}^\infty$ of compact subsets of $X$ with union $X$ such that $F_n \subseteq F_{n+1}^\circ$ for all $n$. It was observed at the beginning of Section X.3 that separable implies Lindelöf, and it follows from Proposition 10.24 that $X$ is consequently $\sigma$-compact. Application of Proposition 10.25 then gives the sequence $\{F_n\}_{n=1}^\infty$. Corollary 2.59 is still to be applied to $C(F_n)$; since $F_n$ is a compact metric space, the corollary shows that $C(F_n)$ is separable, and the argument goes through.

Part (b) follows from (a) and Proposition 11.21a in the same way that Corollary 6.27d follows from parts (a) and (c) of that corollary. The sequence $\{F_n\}_{n=1}^\infty$ of the previous paragraph is to be used in the argument.

\[\square\]

**Theorem 11.23** (Helly–Bray Theorem). Let $X$ be a locally compact separable metric space. If $\{\mu_n\}$ is a sequence of Borel measures on $X$ with $\{\mu_n(X)\}$ bounded, say by $M$, then there exist a Borel measure $\mu$ on $X$ and a subsequence $\{\mu_{n_i}\}$ such that $\mu(X) \leq M$ and $\lim_{n_i} \int_X f d\mu_{n_i} = \int_X f d\mu$ for all $f$ in $C_{\text{com}}(X)$.

**Remarks.** In the terminology of Section V.9, the measures $\mu_n$ are continuous linear functionals on the normed linear space $C_{\text{com}}(X)$, and the norm of the linear functional corresponding to $\mu_n$ is $\mu_n(X)$. The convergence is weak-star
convergence, and the limiting linear functional is given by a Borel measure \( \mu \) with \( \mu(X) \leq M \). The theorem amounts to an application of the preliminary form of Alaoglu’s Theorem (Theorem 5.58) and the identification of the limit as a measure.

**Proof.** The proof consists of filling in the details in the remarks above. We regard \( Y = C_{\text{com}}(X) \) as a normed linear space with the supremum norm. Any Borel measure \( \nu \) on \( X \) defines by integration a linear functional on \( Y \) with norm given by \( \| \nu \| = \sup_{f \in C_{\text{com}}(X), \|f\| \leq 1} \left| \int_X f \, d\nu \right| \). The right side is certainly \( \leq \| f \|_{\text{sup}} \nu(X) \). In the reverse direction, let \( \{K_n\} \) be an increasing sequence of compact subsets of \( X \) with union \( X \), so that \( \lim_n \nu(K_n) = \nu(X) \). Choose functions \( f_n : X \to [0, 1] \) in \( C_{\text{com}}(X) \) by Corollary 10.44 such that \( f_n \) is 1 on \( K_n \). Then \( \|f_n\|_{\text{sup}} \leq 1 \) for all \( n \), and \( \int_X f_n \, d\nu \geq \int_{K_n} \, d\nu = \nu(K_n) \). Hence \( \|\nu\| \geq \limsup_n \nu(K_n) = \nu(X) \), and we conclude that \( \|\nu\| = \nu(X) \).

Thus the given sequence \( \{\mu_n\} \) corresponds to a sequence in \( Y^* \) with \( \|\mu_n\| \leq M \) for all \( n \). Corollary 11.22 shows that \( Y \) is separable. Theorem 5.58 therefore applies and yields a subsequence \( \{\mu_{n_k}\} \) and a member \( \ell \) of \( Y^* \) with \( \|\ell\| \leq M \) such that \( \lim_k \int_X f \, d\mu_{n_k} = \ell(f) \) for all \( f \) in \( C_{\text{com}}(X) \). If \( f \geq 0 \), \( \lim_k \int_X f \, d\mu_{n_k} \) is certainly \( \geq 0 \), and thus \( \ell \) is a positive linear functional on \( C_{\text{com}}(X) \). The Riesz Representation Theorem (Theorem 11.1) produces a Borel measure \( \mu \) on \( X \) with \( \ell(f) = \int_X f \, d\mu \) for all \( f \) in \( C_{\text{com}}(X) \). Since \( \|\ell\| \leq M \), we have \( \mu(X) \leq M \). □

4. **Dual to Space of Finite Signed Measures**

We continue in this section with \( X \) as a locally compact Hausdorff space. We now change the point of view a little and regard \( C_{\text{com}}(X) \) as a normed linear space under the supremum norm \( \|f\|_{\text{sup}} = \sup_{x \in X} |f(x)| \). The problem is to identify all continuous linear functionals on this normed linear space. We shall see shortly that it is enough to handle the case that \( X \) is compact.

If \( X^* \) is the one-point compactification of \( X \), then two spaces to be considered in conjunction with \( C_{\text{com}}(X) \) are \( C(X^*) \), the space of continuous scalar-valued functions on \( X^* \), and \( C_0(X) \), the space of continuous scalar-valued functions on \( X \) that “vanish at infinity.” When applied to a function \( f \), the term vanishes at infinity means that for any \( \epsilon > 0 \), there is some compact set with the property that \( |f(x)| \leq \epsilon \) outside that set. It is equivalent to say that \( f \) extends to a member of \( C(X^*) \) that is 0 at \( \infty \).

The three spaces \( C_{\text{com}}(X) \), \( C_0(X) \), and \( C(X^*) \) are related. In the first place, \( C_{\text{com}}(X) \) is dense in \( C_0(X) \). In fact, if \( f \) is in \( C_0(X) \) and if \( \epsilon > 0 \) is given, we find \( K \) compact with \( |f(x)| \leq \epsilon \) outside \( K \). Corollary 10.44 supplies a member \( g \) of \( C_{\text{com}}(X) \) with values in \([0, 1]\) that is 1 on \( K \). Then the product \( fg \) is in \( C_{\text{com}}(X) \), and \( \|f - fg\|_{\text{sup}} \leq \epsilon \). Thus \( C_{\text{com}}(X) \) is dense in \( C_0(X) \). Any continuous
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linear functional on $C_{\text{com}}(X)$ is uniformly continuous by Proposition 5.57, and Proposition 2.47 shows that it extends uniquely to a continuous linear functional on $C_0(X)$. Thus the continuous linear functionals on $C_0(X)$ and $C_{\text{com}}(X)$ are in one-one correspondence by restriction.

If we identify $C_0(X)$ as the subspace of $C(X^*)$ of functions equal to 0 at $\infty$, then every continuous linear functional on $C(X^*)$ restricts to a continuous linear functional on $C_0(X)$. In the reverse direction every continuous linear functional on $C_0(X)$ extends (nonuniquely) to a continuous linear functional on $C(X^*)$. In fact, let $\ell_0$ be a continuous linear functional on $C_0(X)$, and fix a member $f_0$ of $C(X^*)$ with $f_0(\infty) = 1$. If $f$ is any member of $C(X^*)$, then $f - f(\infty)f_0$ is in $C_0(X)$ and it makes sense to define $\ell(f) = \ell_0(f - f(\infty)f_0)$. Since

$$|\ell(f)| = |\ell_0(f - f(\infty)f_0)| \leq \|\ell_0\| \|f - f(\infty)f_0\|_{\text{sup}}$$

$$\leq \|\ell_0\| (\|f\|_{\text{sup}} + |f(\infty)|\|f_0\|_{\text{sup}}) \leq \|\ell_0\|(1 + \|f_0\|_{\text{sup}})\|f\|_{\text{sup}},$$

$\ell$ is bounded on $C(X^*)$ and is therefore continuous. Thus the study of continuous linear functionals on $C_{\text{com}}(X)$ reduces to the case that $X$ is compact.

The first result below shows that any continuous linear functional on $C(X)$ with $X$ compact is a finite linear combination of positive linear functionals. In view of Theorem 11.1, it is therefore given as a finite linear combination of integrations with respect to regular Borel measures. The remainder of the section will be devoted to making this result look tidier and seeing what happens to various norms under the correspondence.

**Proposition 11.24.** Let $X$ be a compact Hausdorff space, and let $\ell$ be a continuous linear functional on $C(X)$. If $\ell$ takes real values on real-valued functions, define, for $f \geq 0$ in $C(X)$,

$$\ell^+(f) = \sup_{0 \leq g \leq f} \ell(g) \quad \text{and} \quad \ell^-(f) = \ell^+(f) - \ell(f);$$

then $\ell^+$ and $\ell^-$ extend to positive linear functionals on $C(X)$ such that $\ell = \ell^+ - \ell^-$. If $\ell$ does not necessarily take real values on real-valued functions, then $\ell$ is a complex linear combination of positive linear functionals on $C(X)$.

**Proof.** The functions $f$ and $g$ in this argument will all be in $C(X)$. For general $\ell$ not necessarily taking real values on real-valued functions, define $\tilde{\ell}(f) = \overline{\ell(f)}$. We readily check that $\tilde{\ell}$ is a continuous linear functional on $C(X)$, that $\ell_R = \frac{1}{2}(\ell + \tilde{\ell})$ and $\ell_I = \frac{1}{2i}(\ell - \tilde{\ell})$ are continuous linear functionals on $C(X)$ taking real values on real-valued functions, and that $\ell = \ell_R + i\ell_I$ exhibits $\ell$ as a complex linear combination of continuous linear functionals taking real values on real-valued functions. This reduces the proposition to the case that $\ell$ takes real values on real-valued functions.
In this case, for \( f \geq 0 \), inspection gives the following:
\[
\ell(f) = \ell^+(f) - \ell^-(f),
\]
\[
\ell^+(0) = \ell^-(0) = 0, \quad \ell^+(cf) = c\ell^+(f) \quad \text{for} \quad c \geq 0, \quad \text{and} \quad \ell^-(cf) = c\ell^-(f) \quad \text{for} \quad c \geq 0.
\]
In addition, \( \ell^+(f) \geq 0 \) for \( f \geq 0 \) because
\[
\ell^+(f) = \sup_{0 \leq g \leq f} \ell(g) \geq \ell(0) = 0,
\]
and \( \ell^-(f) \geq 0 \) for \( f \geq 0 \) because
\[
\ell^-(f) = \ell^+(f) - \ell(f) = \sup_{0 \leq g \leq f} \ell(g) - \ell(f) \geq \ell(f) - \ell(f) = 0.
\]
To complete the proof, all that we have to do is show that \( \ell^+(f_1 + f_2) = \ell^+(f_1) + \ell^+(f_2) \) whenever \( f_1 \geq 0 \) and \( f_2 \geq 0 \). The argument for \( \geq \) is that
\[
\ell^+(f_1 + f_2) = \sup_{0 \leq g \leq f_1 + f_2} \ell(g) \geq \max_{g_1, g_2} \ell(g_1 + g_2) = \sup_{0 \leq g_1 \leq f_1} \ell(g_1) + \sup_{0 \leq g_2 \leq f_2} \ell(g_2) = \ell^+(f_1) + \ell^+(f_2).
\]
For the reverse direction, let \( g \) be arbitrary with \( 0 \leq g \leq f_1 \), and set \( g_1 = \min\{g, f_1\} \) and \( g_2 = g - g_1 \). Certainly \( 0 \leq g_1 \leq f_1 \). Let us show that \( 0 \leq g_2 \leq f_2 \). In fact,
\[
g_2 = g - g_1 = (g + f_1) - (f_1 + g_1) = \max\{g, f_1\} + \min\{g, f_1\} - (f_1 + g_1) = \max\{g, f_1\} - f_1.
\]
Thus \( g_2 \) is certainly \( \geq 0 \). In addition, the computation
\[
g_2 = \max\{g, f_1\} - f_1 \leq \max\{f_1 + f_2, f_1\} - f_1 = (f_1 + f_2) - f_1 = f_2
\]
shows that \( g_2 \) is \( \leq f_2 \). Thus any \( g \) with \( 0 \leq g \leq f_1 + f_2 \) gives us a corresponding decomposition
\[
\ell(g) = \ell(g_1 + g_2) = \ell(g_1) + \ell(g_2) \leq \sup_{0 \leq g_1 \leq f_1} \ell(g_1) + \sup_{0 \leq g_2 \leq f_2} \ell(g_2) = \ell^+(f_1) + \ell^+(f_2).
\]
Taking the supremum over \( g \), we obtain \( \ell^+(f_1 + f_2) \leq \ell^+(f_1) + \ell^+(f_2) \), and the proof is complete.
Let us reinterpret matters in terms of Borel measures. We begin with the real-valued case. Recall from Section IX.3 that a real-valued completely additive set function $\rho$ on a $\sigma$-algebra is called a signed measure. It is bounded if $|\rho(E)| \leq C$ for all $E$ in the algebra. In this case Theorem 9.14 shows that it has a Jordan decomposition $\rho = \rho^+ - \rho^-$, where $\rho^+$ and $\rho^-$ are uniquely determined finite measures such that any decomposition $\rho = v^+ - v^-$ as the difference of finite measures has $\rho^+ \leq v^+$ and $\rho^- \leq v^-$. We say that a bounded signed measure $\rho$ on the Borel sets of the compact Hausdorff space $X$ is a regular Borel signed measure if its Jordan decomposition is into regular Borel measures. If $\rho = v^+ - v^-$ is any decomposition of a bounded signed measure $\rho$ on the Borel sets as the difference of regular Borel measures, then the equalities $\rho^+ \leq v^+$ and $\rho^- \leq v^-$ that compare the decomposition with the Jordan decomposition force $\rho^+$ and $\rho^-$ to be regular, in view of Proposition 11.20. Hence $\rho$ is a regular Borel signed measure.

The regular Borel signed measures form a real vector space $M(X, \mathbb{R})$. To see closure under vector space operations, we observe from the definition of regularity that the sum of two (nonnegative) regular Borel measures is a regular Borel measure. From this fact we can see that the sum of two regular Borel signed measures is regular and hence that $M(X, \mathbb{R})$ is closed under addition: in fact, if $\rho = \rho^+ - \rho^-$ and $\sigma = \sigma^+ - \sigma^-$ are given in their Jordan decompositions, then the formula $(\rho + \sigma)^+ - (\rho + \sigma)^- = (\rho^+ + \sigma^+) - (\rho^- + \sigma^-)$ shows that $\rho + \sigma$ is the difference of two regular Borel measures and hence is regular. Thus $M(X, \mathbb{R})$ is a real vector space.

**Proposition 11.25.** The real vector space $M(X, \mathbb{R})$ becomes a real normed linear space under the definition $\|\rho\| = \rho^+(X) + \rho^-(X)$, where $\rho = \rho^+ - \rho^-$ is the Jordan decomposition of $\rho$.

**Proof.** Certainly $\|\rho\| \geq 0$ with equality if and only if $\rho = 0$. Also, if $\rho$ has the Jordan decomposition $\rho = \rho^+ - \rho^-$, then $-\rho = \rho^- - \rho^+$ is the Jordan decomposition of $-\rho$, and it follows that $\|c\rho\| = |c|\|\rho\|$ for any real scalar $c$.

Finally consider $\|\rho + \sigma\|$. If $\rho = \rho^+ - \rho^-$ and $\sigma = \sigma^+ - \sigma^-$ are Jordan decompositions, then the formula $(\rho + \sigma)^+ - (\rho + \sigma)^- = (\rho^+ + \sigma^+) - (\rho^- + \sigma^-)$ shows that $(\rho + \sigma)^+ \leq \rho^+ + \sigma^+$ and hence $(\rho + \sigma)^+(X) \leq \rho^+(X) + \sigma^+(X)$. Similarly $(\rho + \sigma)^-(X) \leq \rho^-(X) + \sigma^-(X)$. Adding these inequalities, we obtain $\|\rho + \sigma\| \leq \|\rho\| + \|\sigma\|$.

Returning to the statement of Proposition 11.24, let us write $C(X, \mathbb{R})$ or $C(X, \mathbb{C})$ for the space of continuous scalar-valued functions when the field of scalars is important, reserving the expression $C(X)$ for situations in which the scalars do not matter. Suppose that $\ell$ is a continuous linear function on $C(X)$ that takes real values on real-valued functions. The proposition shows that $\ell$ is the
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difference of two positive linear functionals. By Theorem 11.1, \( \ell \) operates as the difference of two integrations: 
\[
\ell(f) = \int_X f \, d\nu^+ - \int_X f \, d\nu^-,
\]
where \( \nu^+ \) and \( \nu^- \) are the regular Borel measures corresponding to \( \ell^+ \) and \( \ell^- \). Then \( \ell \) corresponds to a regular Borel signed measure \( \rho \) and is given by integration: 
\[
\ell(f) = \int_X f \, d\rho,
\]
the integral with respect to the signed measure being interpreted as the difference of two integrals with respect to measures. Conversely any regular Borel signed measure \( \rho \) yields a continuous linear functional \( \ell \) on \( C(X) \) by the definition 
\[
\ell(f) = \int_X f \, d\rho.
\]

In particular the passage to integration gives us a real-linear mapping of 
\( M(X, \mathbb{R}) \) onto the space \( C(X, \mathbb{R})^* \) of continuous linear functionals on the real vector space \( C(X, \mathbb{R}) \). Both of these spaces are normed linear spaces, and the theorem is that the map is one-one and that the norms match.

**Theorem 11.26.** The real-linear map of \( M(X, \mathbb{R}) \) onto \( C(X, \mathbb{R})^* \) given by 
\( \rho \mapsto \ell \) with \( \ell(f) = \int_X f \, d\rho \) is one-one and norm preserving.

**Remark.** As in Section V.9 the norm \( \|\ell\| \) of \( \ell \) is the least constant \( C \) such that 
\( |\ell(f)| \leq C \|f\|_{\text{sup}} \) for all \( f \). The constant \( C \) equals the supremum of \( |\ell(f)| \) over all \( f \) with \( \|f\|_{\text{sup}} \leq 1 \).

**Proof.** To see that the map is one-one, suppose that \( \int_X f \, d\rho = 0 \) for all \( f \) in 
\( C(X, \mathbb{R}) \). Then \( \int_X f \, d\rho^+ = \int_X f \, d\rho^- \), and the uniqueness part of Theorem 11.1 shows that \( \rho^+ = \rho^- \). Hence \( \rho = \rho^+ - \rho^- = 0 \).

Now suppose that \( \ell \) and \( \rho \) correspond. Then we have
\[
|\ell(f)| = \left| \int_X f \, d\rho^+ - \int_X f \, d\rho^- \right|
\leq \int_X |f| \, d\rho^+ + \int_X |f| \, d\rho^-
\leq \rho^+(X) \|f\|_{\text{sup}} + \rho^-(X) \|f\|_{\text{sup}}.
\]
Taking the supremum over all \( f \) with \( \|f\|_{\text{sup}} \leq 1 \), we obtain
\[
\|\ell\| \leq \rho^+(X) + \rho^-(X) = \|\rho\|.
\]

For the inequality in the reverse direction, let \( \epsilon > 0 \) be given, and let \( X = P \cup N \) be a Hahn decomposition (Theorem 9.15) for \( \rho \). By regularity of \( \rho^+ \) on \( P \) and \( \rho^- \) on \( N \), choose compact subsets \( K_P \) and \( K_N \) with \( K_P \subseteq P \), \( K_N \subseteq N \), \( \rho^+(P - K_P) < \epsilon \), and \( \rho^-(N - K_N) < \epsilon \). Since \( \rho^+(N) = 0 \) and \( \rho^-(P) = 0 \),
\[
\rho^+(X - K_P) < \epsilon \quad \text{and} \quad \rho^-(X - K_N) < \epsilon.
\]
(\*)

By Urysohn’s Lemma (Corollary 10.43), we can find a continuous function 
\( f : X \to [-1, 1] \) such that \( f \) is 1 on \( K_P \) and is -1 on \( K_N \). Then
\[
|\ell(f) - \|\rho\|| \leq \left| \int_{K_P} f \, d\rho - \|\rho^+\| \right| + \left| \int_{K_N} f \, d\rho - \|\rho^-\| \right| + \left| \int_{K_P \cap K_N} f \, d\rho \right|
\leq \|\rho^+(K_P) - \rho^+(X)\| + |\rho^-(K_N) - \rho^-(X)| + \|\rho^+(K_P) - \rho^+(X)\| + \|\rho^-(K_N) - \rho^-(X)| + \|\rho^+(K_P) - \rho^+(X)\| + \|\rho^-(K_N) - \rho^-(X)| + \|\rho^+(K_P) - \rho^+(X)\|. 
\]
By (s) the first two terms on the right are each < $\epsilon$. Since $\rho^+(K^c_P \cap K^c_N) = \rho^+(P - K_P) < \epsilon$ and $\rho^-(K^c_P \cap K^c_N) = \rho^-(N - K_N) < \epsilon$, and since $\|f\|_{\sup} \leq 1$, the third term on the right side is $\leq 2\epsilon$. Therefore $|\ell(f) - \|\rho\|| < 4\epsilon$, and our function $f$ has the property that $|\ell(f)| \geq (\|\rho\| - 4\epsilon)\|f\|_{\sup}$. In other words, $\|\ell\| \geq \|\rho\| - 4\epsilon$. Since $\epsilon$ is arbitrary, $\|\ell\| \geq \|\rho\|$. This completes the proof. \qed

Now let us consider the case in which the values are complex. A regular Borel complex measure on the compact Hausdorff space $X$ is an expression $\rho = \rho_R + i\rho_I$ in which $\rho_R$ and $\rho_I$ are regular Borel signed measures. In other words, it is a complex-valued set function whose real and imaginary parts are regular Borel signed measures. The space $M(X, \mathbb{C})$ of these is a complex vector space, and we shall make it into a normed linear space shortly. Meanwhile, the space $C(X, \mathbb{C})^*$ of continuous linear functionals on $C(X, \mathbb{C})$ is a complex normed linear space. Extending the definition of $\int_X f \, d\rho$ to handle members of $M(X, \mathbb{C})$, we see from Proposition 11.24 that the complex-linear map of $M(X, \mathbb{C})$ into $C(X, \mathbb{C})^*$ given by $\rho \mapsto \ell$ with $\ell(f) = \int_X f \, d\rho$ is one-one and onto.

To have a theorem in this case that parallels Theorem 11.26, we need to define the norm on $M(X, \mathbb{C})$. Doing so on an element $\rho$ is not just a matter of combining the norms of the real and imaginary parts of $\rho$ any more than writing the norm of a complex-valued $L^1$ function can be done in terms of the $L^1$ norms of the real and imaginary parts. A more subtle definition is needed.

We define the total variation $|\rho|$ of a member $\rho$ of $M(X, \mathbb{C})$ to be the nonnegative set function whose value on a Borel set $E$ is the supremum of all finite sums $\sum_{j=1}^n |\rho(E_j)|$ with $E = \bigcup_{j=1}^n E_j$ disjointly. The total-variation norm of the member $\rho$ of $M(X, \mathbb{C})$ is defined to be $\|\rho\| = |\rho|(X)$. It is a simple matter to verify that the total-variation norm is indeed a norm.

**Proposition 11.27.** The total variation $|\rho|$ of a member $\rho$ of $M(X, \mathbb{C})$ is a regular Borel measure, there exists a Borel function $h$ with $\|h\|_{\sup} \leq 1$ such that $\rho = h \, d|\rho|$, and the total-variation norm on $M(X, \mathbb{C})$ makes $M(X, \mathbb{C})$ into a normed linear space in such a way that $|\int_X f \, d\rho| \leq \|\rho\| \|f\|_{\sup}$ for every bounded Borel function $f$. Moreover, $|\rho|$ equals $\rho^+ + \rho^-$ if $\rho$ is real valued and has $\rho = \rho^+ - \rho^-$ as its Jordan decomposition.

**Remark.** It follows that if $\rho$ is real valued and if $X = P \cup N$ is a Hahn decomposition (Theorem 9.15) for $\rho$, then the corresponding function $h$ may be taken to be $+1$ on $P$ and $-1$ on $N$.

**Proof.** To see that $|\rho|$ is additive, let $E$ and $F$ be disjoint Borel sets. If $E = \bigcup_{i=1}^m E_i$ disjointly and $F = \bigcup_{j=1}^n F_j$ disjointly, then $E \cup F = (\bigcup_{i=1}^m E_i) \cup (\bigcup_{j=1}^n F_j)$ disjointly, and hence $\sum_{i=1}^m |\rho(E_i)| + \sum_{j=1}^n |\rho(F_j)| \leq |\rho|(E \cup F)$. Taking the supremum over systems $\{E_i\}$ and then over systems...
Thus functions $|\rho|(E) + |\rho|(F) \leq |\rho|(E \cup F)$. In the reverse direction let $E \cup F = \bigcup_{k=1}^{p} G_k$ disjointly. Then $E = \bigcup_{k=1}^{p} (E \cap G_k)$ disjointly, and $F = \bigcup_{k=1}^{p} (F \cap G_k)$ disjointly. Hence

$$\sum_{k=1}^{p} |\rho(G_k)| = \sum_{k=1}^{p} |\rho(E \cap G_k) + \rho(F \cap G_k)| \leq \sum_{k=1}^{p} |\rho(E \cap G_k)| + \sum_{k=1}^{p} |\rho(F \cap G_k)|,$$

and this is $\leq |\rho|(E) + |\rho|(F)$. Taking the supremum over systems $\{G_k\}$, we obtain $|\rho|(E \cup F) \leq |\rho|(E) + |\rho|(F)$. Thus $|\rho|$ is additive.

To prove that $|\rho|$ is completely additive, let $E = \bigcup_{n=1}^{\infty} E_n$ disjointly. For every $N$, $\sum_{n=1}^{N} |\rho|(E_n) = |\rho|(E_1 \cup \cdots \cup E_N) \leq |\rho|(E)$, and hence $\sum_{n=1}^{\infty} |\rho|(E_n) \leq |\rho|(E)$. For the reverse inequality let $\{G_k\}_{k=1}^{p}$ be a finite collection of disjoint Borel sets with union $E$. Then $E_n = \bigcup_{k=1}^{p} (E_n \cap G_k)$ disjointly, and hence

$$\sum_{k=1}^{p} |\rho(G_k)| = \sum_{k=1}^{p} |\rho(E_n \cap G_k)| = \sum_{k=1}^{p} \sum_{n=1}^{\infty} |\rho(E_n \cap G_k)| \leq \sum_{n=1}^{\infty} \sum_{k=1}^{p} |\rho(E_n \cap G_k)| \leq \sum_{n=1}^{\infty} |\rho|(E_n).$$

Thus $|\rho|(E) \leq \sum_{n=1}^{\infty} |\rho|(E_n)$, and $|\rho|$ is completely additive.

The measure $|\rho|$ is certainly finite on $X$ and hence on all compact sets. To see regularity, we write $\rho = \rho_R + i\rho_I = \rho_R^+ - \rho_R^- + i(\rho_I^+ - i\rho_I^-)$. Writing a set $E$ as the disjoint union of $n$ sets $E_i$ and writing out $\rho(E_i)$ according to this expansion of $\rho$, we see that $|\rho|(E) \leq (\rho_R^+ + \rho_R^- + \rho_I^+ + \rho_I^-)(E)$. Each measure on the right side is regular, and Proposition 11.20 therefore shows that $|\rho|$ is regular.

For the existence of $h$, let us write $\rho$ in terms of its real and imaginary parts as $\rho = \rho_R + i\rho_I$. If $E$ is a Borel set, then the definitions give $|\rho|(E) \geq |\rho_R(E)|$ and similarly $|\rho|(E) \geq |\rho_I(E)|$. Hence $\rho_R \ll |\rho|$ and $\rho_I \ll |\rho|$. By the Radon–Nikodym Theorem (Corollary 9.17), there exist functions $h_R$ and $h_I$ integrable $[d|\rho|]$ such that $\rho_R = h_R \, d|\rho|$ and $\rho_I = h_I \, d|\rho|$. Thus $|\rho|$ integrable complex-valued function $h = h_R + i h_I$ has $\rho = h \, d|\rho|$. We shall show that $h$ has $|h(x)| \leq 1$ a.e. $[d|\rho|]$. If the contrary were the case, then there would exist a constant $c$ with $|c| = 1$ and an $\epsilon > 0$ such that $\text{Re}(ch) \geq 1 + \epsilon$ on a set $E$ of positive $|\rho|$ measure and we would have

$$|\int_E h \, d|\rho|| = |\int_E c h \, d|\rho|| \geq \text{Re}\int_E c h \, d|\rho| = \int_E \text{Re}(ch) \, d|\rho| \geq (1 + \epsilon)|\rho|(E) \geq (1 + \epsilon)|\rho(E)| = (1 + \epsilon)|\int_E h \, d|\rho||,$$

a contradiction. Thus $h$ exists as asserted.
4. Dual to Space of Finite Signed Measures

The inequality $\left| \int_X f \, d\rho \right| \leq \|f\| \|\rho\|_{\sup}$ follows from the existence of $h$ since $\left| \int_X f \, d\rho \right| = \left| \int_X f h \, d\rho \right| \leq \|f h\|_{\sup} \int_X d\rho \leq \|f\|_{\sup} \|\rho\| = \|f\|_{\sup} \|\rho\|.$

Finally if $\rho$ is real valued, then any Borel set $E$ satisfies $|\rho(E)| = |\rho^+(E) - \rho^-(E)| \leq \rho^+(E) + \rho^-(E).$ If $E$ is the disjoint union of Borel sets $E_1, \ldots, E_n,$ we consequently have

$$\sum_{j=1}^n |\rho(E \cap E_j)| \leq \sum_{j=1}^n (\rho^+(E \cap E_j) + \rho^-(E \cap E_j)) = \rho^+(E) + \rho^-(E).$$

Taking the supremum over all decompositions of $E$ of this kind gives $|\rho|(E) \leq \rho^+(E) + \rho^-(E).$ For the reverse inequality let $X = P \cup N$ be a Hahn decomposition (Theorem 9.15) for $\rho,$ so that $\rho^+(E) = \rho(P \cap E)$ and $\rho^-(E) = -\rho(N \cap E).$ Then $E$ is the disjoint union of $E \cap P$ and $E \cap N,$ and thus $\rho^+(E) + \rho^-(E) = |\rho(E \cap P)| + |\rho(E \cap N)| \leq |\rho|(E).$ In other words, $|\rho| = \rho^+ + \rho^-$ as asserted.

**Theorem 11.28.** The one-one complex-linear map of $M(X, \mathbb{C})$ onto $C(X, \mathbb{C})^*$ given by $\rho \mapsto \ell$ with $\ell(f) = \int_X f \, d\rho$ is norm preserving.

**Proof.** If $f$ is in $C(X),$ then Proposition 11.27 gives $|\ell(f)| = \left| \int_X f \, d\rho \right| \leq \|f\|_{\sup} \|\rho\|_{\sup}.$ Taking the supremum over all $f$ with $\|f\|_{\sup} \leq 1,$ we obtain $\|\ell\| \leq \|\rho\|.$

For the reverse inequality let $\epsilon > 0$ be given, and choose a finite disjoint collection of Borel sets $E_1, \ldots, E_n$ with union $X$ such that $\sum_{i=1}^n \rho(E_i) \geq \|\rho\| - \epsilon.$ Since $|\rho|$ is regular, we can find compact sets $K_i \subseteq E_i$ such that $|\rho(K_i) - \rho(E_i)| \leq \epsilon/n$ for each $i.$

We shall define disjoint open sets $U_i$ with $K_i \subseteq U_i$ for all $i.$ We do so by making an inductive construction as follows. For $i = 1,$ Corollary 10.22 produces disjoint open sets $U_1$ and $V_1$ with $K_1 \subseteq U_1$ and $K_2 \cup \cdots \cup K_n \subseteq V_1.$ Suppose that the construction has been carried out for stage $i$ with $1 \leq i < n.$ Using Corollary 10.22 for the locally compact Hausdorff space $V_i$ and taking into account that $K_i+1 \cup \cdots \cup K_n \subseteq V_i,$ we choose disjoint open sets $U_{i+1}$ and $V_{i+1}$ of $V_i$ with $K_i+1 \subseteq U_{i+1}$ and $K_{i+2} \cup \cdots \cup K_n \subseteq V_{i+1}.$ At the end of the construction, we have obtained open sets $U_i$ with $K_i \subseteq U_i$ for all $i,$ and we have obtained auxiliary open sets $V_i$ with $V_{i+1} \subseteq V_i$ for all $i.$ Let us see that the sets $U_i$ are disjoint. In fact, if $j > i,$ then $U_j \subseteq V_{j-1} \subseteq V_i.$ Since $V_i$ is disjoint from $U_i,$ its subset $U_j$ is disjoint from $U_i.$ This proves the required disjointness and completes the construction of $U_1, \ldots, U_n.$

For $1 \leq i \leq n,$ choose $f_i \in C(X)$ with values in $[0, 1]$ such that $f_i \equiv 1$ on $K_i$ and is $0$ off $U_i.$ Choose $c_i \in \mathbb{C}$ for each $i$ such that $c_i \rho(E_i) = |\rho(E_i)|,$ and define $f_0 = \sum_{i=1}^n c_i f_i.$ The function $f_0$ has $\|f_0\|_{\sup} = 1$ since the sets $U_i$ are disjoint. Then
\[ \ell(f_0) = \int_X f_0 \, d\rho = \sum_{i=1}^{n} \int_{E_i} f_0 \, d\rho = \sum_{i=1}^{n} \left( \int_{E_i} c_i \, d\rho + \int_{E_i} (f_0 - c_i) \, d\rho \right) \]

\[ = \sum_{i=1}^{n} |\rho(E_i)| + \sum_{i=1}^{n} \int_{E_i - K_i} (f_0 - c_i) \, d\rho. \]

Hence

\[ |\ell(f_0) - \sum_{i=1}^{n} |\rho(E_i)|| \leq \sum_{i=1}^{n} \int_{E_i - K_i} |f_0 - c_i| \, d|\rho| \]

\[ \leq 2 \sum_{i=1}^{n} |\rho|(E_i - K_i) \leq 2 \sum_{i=1}^{n} \epsilon/n = 2\epsilon \]

and

\[ |\ell(f_0) - \|\rho\| \leq |\ell(f_0) - \sum_{i=1}^{n} |\rho(E_i)|| + |\sum_{i=1}^{n} |\rho(E_i)| - \|\rho\|| \leq 3\epsilon. \]

Therefore

\[ \|\ell\| = \|\ell\| \sup_{\|f\|} \geq |\ell(f_0)| \geq \|\rho\| - |\ell(f_0) - \|\rho\|| \geq \|\rho\| - 3\epsilon. \]

Since \( \epsilon \) is arbitrary, \( \|\ell\| \geq \|\rho\| \).

5. Problems

In all problems for this chapter, \( X \) is assumed to be a locally compact Hausdorff space. Sometimes additional hypotheses are imposed on \( X \).

(a) Prove that if \( X \) is \( \sigma \)-compact, then the \( \sigma \)-algebra of Borel subsets of \( X \) coincides with the \( \sigma \)-algebra of intersections of \( X \) with the Borel subsets of the one-point compactification \( X^* \).

(b) Prove that if \( X \) is an uncountable discrete space, then the \( \sigma \)-algebra of Borel subsets of \( X \) is strictly smaller than the \( \sigma \)-algebra of intersections of \( X \) with the Borel subsets of the one-point compactification \( X^* \).

2. Prove that if \( X \) is \( \sigma \)-compact and \( f : X \to \mathbb{C} \) is continuous, then \( f \) is a Borel function.

3. Suppose that \( X \) is \( \sigma \)-compact. Prove that if \( \mu \) is a regular Borel measure on \( X \) and if \( f \) is Borel measurable, then there exists a Baire measurable function \( g \) such that \( f = g \) except on a Borel set of \( \mu \) measure 0.

4. (Lusin’s Theorem) Let \( X \) be compact, let \( \mu \) be a regular Borel measure on \( X \), let \( f \) be a Borel function on \( X \), and let \( \epsilon > 0 \) be given. By first considering simple functions and then passing to the limit via Egoroff’s Theorem, prove that there exists a compact subset \( K \) of \( X \) with \( \mu(K^c) < \epsilon \) such that \( f|_K \) is continuous.
5. This problem establishes the rotation invariance of the Borel measure $d\omega$ on the sphere $S^2 \subseteq \mathbb{R}^3$ obtained from Riemann integration with respect to $\sin \theta_1 \, d\theta_1 \, d\theta_2$, where $\theta_1$ and $\theta_2$ are latitude and longitude with $0 \leq \theta_1 \leq \pi$ and $0 \leq \theta_2 \leq 2\pi$. The measure $d\omega$ was constructed by means of the Riesz Representation Theorem as one of the examples in Section 2.

(a) A rotation in $\mathbb{R}^3$ is the linear function $L$ determined by a matrix $A$ with $AA^T = 1$ and $\det A = 1$. For $0 < a < 1 < b < \infty$, let $S_{ab}$ be the subset of $\mathbb{R}^3$ given in spherical coordinates by $a < r < b$, $0 \leq \theta_1 \leq \pi$, $0 \leq \theta_2 \leq 2\pi$. Show that $S_{ab}$ is carried to itself by any such rotation $L$.

(b) For any bounded Borel function $F : S_{ab} \to \mathbb{C}$, let $(LF)(x) = F(L^{-1}x)$ if $x$ is in $S_{ab}$ and $L$ is a rotation. Prove that $\int_{S_{ab}} LF \, dx = \int_{S_{ab}} F \, dx$.

(c) Let $f : S^2 \to \mathbb{C}$ be any continuous function, and define $(Lf)(\omega) = f(L^{-1}\omega)$. Extend $f$ to a function $F$ defined on $S_{ab}$ by the definition $F(r\omega) = f(\omega)$. Prove that $\int_{S_{ab}} F \, dx = \left( \int_0^b r^2 \, dr \right) \left( \int_{S^2} f(\omega) \, d\omega \right)$ and deduce that $\int_{S^2} Lf \, d\omega = \int_{S^2} f \, d\omega$.

(d) Deduce from (c) that $d\omega(L(E)) = d\omega(E)$ for every Borel subset $E$ of $S^2$.

6. Let $X$ be compact.

(a) Let $\{K_\alpha\}$ be a collection of compact subsets of $X$ closed under finite intersections, and let $K = \bigcap_\alpha K_\alpha$. Prove that every regular Borel measure $\mu$ on $X$ has the property that $\mu(K) = \inf_\alpha \mu(K_\alpha)$.

(b) If $\mu$ is a nonzero regular Borel measure on $X$ assuming only the values 0 and 1, prove that $\mu$ is a point mass.

(c) If $\mu$ is a nonzero regular Borel measure on $X$ with

$$\int_X fg \, d\mu = \left( \int_X f \, d\mu \right) \left( \int_X g \, d\mu \right)$$

for all $f$ and $g$ in $C(X)$, prove that $\mu$ is a point mass.

(d) If $\ell$ is a positive linear functional on $C(X)$ that is multiplicative in the sense that $\ell(fg) = \ell(f)\ell(g)$ for all $f$ and $g$ in $C(X)$, prove that $\ell$ is zero or $\ell$ is evaluation at some point of $X$.

7. This problem continues the investigation of harmonic functions and Poisson integrals in the unit disk of $\mathbb{R}^2$, following up on Problems 7–8 at the end of Chapter IX. Problem 8 in that series provides orientation. The new ingredient for the present problem is weak-star convergence of sequences in $M(S^1, \mathbb{C})$ against $C(S^1)$, where $S^1$ is the unit circle.

(a) State and prove a characterization of the harmonic functions $u(r, \theta)$ on the open unit disk such that $\sup_{0 \leq r < 1} \|u(r, \cdot)\|_1$ is finite.

(b) (Herglotz’s Theorem) Prove that if $u(r, \theta)$ is a nonnegative harmonic function on the open unit disk, then there is a Borel measure $\mu$ on the circle such that $u(r, \theta) = \int_{(-\pi,\pi]} P_r(\theta - \varphi) \, d\mu(\varphi)$.
XI. Integration on Locally Compact Spaces

Problems 8–10 construct a Borel measure $\mu$ on a compact space such that $\mu$ is not regular. The totally ordered set $\Omega$ of countable ordinals was introduced in Problems 25–33 at the end of Chapter V. Let $\Omega^* = \Omega \cup \{\infty\}$, totally ordered so that every element of $\Omega$ is less than $\{\infty\}$. Give $\Omega^*$ the order topology, as discussed in Problems 25–32 at the end of Chapter X.

8. Prove that $\Omega^*$ is compact Hausdorff.

9. Prove that the class of all relatively closed uncountable subsets of $\Omega$ is closed under the formation of countable intersections.

10. Define $\mu$ on the Borel sets of $\Omega^*$ to be 1 on those sets $E$ such that $E - \{\infty\}$ contains a relatively closed uncountable subset of $\Omega$, and put $\nu(E) = 0$ otherwise. Prove that $\mu$ is a Borel measure that is not regular.

Problems 11–14 concern decomposing any finite Borel measure on a compact $X$ into a regular Borel measure and a "purely irregular" Borel measure. They make use of Zorn’s Lemma (Section A9 of Appendix A). A Borel measure $\mu$ will be called purely irregular if there is no nonzero regular Borel measure $\nu$ such that $0 \leq \nu(E) \leq \mu(E)$ for every Borel set $E$.

11. Use Zorn’s Lemma to show that any Borel measure on $X$ is the sum of a regular Borel measure and a purely irregular Borel measure.

12. Prove that if $\nu$ is a regular Borel measure, if $\mu$ is purely irregular, and if $0 \leq \mu \leq \nu$, then $\mu = 0$.

13. Deduce from the Jordan decomposition (Theorem 9.14) that the decomposition of Problem 11 is unique.

14. Prove that the irregular Borel measure constructed in Problem 10 is purely irregular.

Problems 15–19 concern extension of measures from finite products of compact metric spaces to countably infinite such products. Let $X$ be a compact metric space, and for each integer $n \geq 1$, let $X_n$ be a copy of $X$. Define $\Omega^{(n)} = \prod_{n=1}^{N} X_n$, and let $\Omega = \bigtimes_{n=1}^{\infty} X_n$. Each of $\Omega^{(n)}$ and $\Omega$ is given the product topology. If $E$ is a Borel subset of $\Omega^{(n)}$, we can regard $E$ as a subset of $\Omega$ by identifying $E$ with $E \times \bigtimes_{n=N+1}^{\infty} X_n$. In this way any Borel measure on $\Omega^{(n)}$ can be regarded as a measure on a certain $\sigma$-subalgebra $\mathcal{F}_n$ of $\mathcal{B}(\Omega)$.

15. Prove that $\bigcup_{n=1}^{\infty} \mathcal{F}_n = \mathcal{F}$ is an algebra.

16. Let $\nu_n$ be a (regular) Borel measure on $\Omega^{(n)}$ with $\nu(\Omega^{(n)}) = 1$, and regard $\nu_n$ as defined on $\mathcal{F}_n$. Suppose for each $n$ that $\nu_n$ agrees with $\nu_{n+1}$ on $\mathcal{F}_n$. Define $\nu(E)$ for $E$ in $\mathcal{F}$ to be the common value of $\nu_n(E)$ for $n$ large. Prove that $\nu$ is nonnegative additive, and prove that in a suitable sense $\nu$ is regular on $\mathcal{F}$.

17. Using the kind of regularity established in the previous problem, prove that $\nu$ is completely additive on $\mathcal{F}$. 
18. In view of Problems 16 and 17, \( \nu \) extends to a measure on the smallest \( \sigma \)-algebra for \( \Omega \) containing \( \mathcal{F} \). Prove that this \( \sigma \)-algebra is \( B(\Omega) \).

19. Let \( X \) be a 2-point space, and let \( \nu_n \) be \( 2^{-n} \) on each one-point subset of \( \Omega^{(n)} \). Exhibit a homeomorphism of \( \Omega \) onto the standard Cantor set in \([0, 1]\) that carries \( \nu \) to the Cantor measure defined in Problems 17–20 at the end of Chapter VI.
CHAPTER XII

Hilbert and Banach Spaces

Abstract. This chapter develops the beginnings of abstract functional analysis, a subject designed to study properties of functions by treating the functions as the members of a space and formulating the properties as properties of the space.

Section I defines Banach spaces as complete normed linear spaces and gives a number of examples of these. The space of bounded linear operators from one normed linear space to another is a normed linear space, and it is a Banach space if the range is a Banach space.

Sections 2–3 concern Hilbert spaces. These are Banach spaces whose norms are induced by inner products. Section 2 shows that closed vector subspaces of such a space have orthogonal complements, and it shows the role of orthonormal bases for such a space. Section 3 concentrates on bounded linear operators from a Hilbert space to itself and constructs the adjoint of each such operator.

Sections 4–6 prove the three main abstract theorems about the norm topology of general normed linear spaces—the Hahn–Banach Theorem, the Uniform Boundedness or Banach–Steinhaus Theorem, and the Interior Mapping Principle. A number of consequences of these theorems are given. The second and third of the theorems require some hypothesis of completeness.

The topic of Hilbert and Banach spaces continues in Chapter IV of the companion volume, Advanced Real Analysis.

1. Definitions and Examples

Functional analysis puts into practice an idea from the early twentieth century, that sometimes properties of functions become clearer when the functions are regarded as the members of a space and the properties are formulated as properties of the space. We encountered some simple examples of this situation already in Chapter II in the examples of metric spaces. Uniform convergence was encoded in the metric on spaces of functions, and other kinds of convergence were captured by other metrics. In Chapter V we introduced the spaces $L^1(X)$, $L^2(X)$, and $L^\infty(X)$ of functions (or really equivalence classes of functions), all of which were proved to be complete. The property of completeness was a useful property of the space as a whole that led, for one thing, to the Riesz–Fischer Theorem in Chapter VI. More complicated properties led us to various kinds of differentiability of integrals in $\mathbb{R}^n$ in Chapters VI and IX and to boundedness of the Hilbert transform in Chapter IX. The development of measure theory on locally compact Hausdorff
spaces in Chapter XI rested on an analysis of positive linear functionals on the space of continuous functions of compact support.

The different spaces—of functions, measures, and whatever else—that arise in this way have some properties in common, and we study them in this chapter in a setting that emphasizes these common properties. We shall work with normed linear spaces, which were defined in Section V.9. With such spaces the field of scalars $F$ can be either $\mathbb{R}$ or $\mathbb{C}$. Recall then that a **normed linear space** $X$ is a vector space over $F$ with a *norm*, i.e., a function $\| \cdot \|$ from $X$ to $[0, +\infty)$ such that $\|x\| \geq 0$ with equality if and only if $x = 0$, $\|cx\| = |c|\|x\|$ if $c$ is a scalar, and $\|x + y\| \leq \|x\| + \|y\|$. The norm yields a metric $d(x, y) = \|x - y\|$, and we can then speak of the norm topology on $X$. Proposition 5.55 showed that addition and scalar multiplication are continuous, that the closure of any vector subspace of $X$ is a vector subspace, and that the set of all finite linear combinations of members of a subset $S$ of $X$ is dense in the smallest closed subspace containing $S$.

Completeness plays an increasingly important role as one studies such spaces, and it is customary to introduce a definition to incorporate this notion: a normed linear space $X$ is a **Banach space** if $X$ is complete as a metric space. The metric-space completion of a normed linear space is automatically a normed linear space that is complete, hence is a Banach space.

Let us consider some examples of normed linear spaces, some old and some new. Except as indicated, they will all be Banach spaces.

**Examples.**

1. Euclidean space $\mathbb{R}^n$ and complex Euclidean space $\mathbb{C}^n$, written briefly as $\mathbb{F}^n$. The space consists of $n$-tuples of scalars $a = (a_1, \ldots, a_n)$ with $\|a\|$ equal to the Euclidean norm $|a|$ of Section II.1, namely $\|a\| = \left( \sum_{k=1}^{n} |a_k|^2 \right)^{1/2}$. It was remarked in Section II.7 that these spaces are complete, hence are Banach spaces.

2. Finite-dimensional normed linear spaces. It can be shown that each finite-dimensional normed linear space $X$ is complete.\(^1\) In fact, any linear map carrying a vector-space basis of $X$ to a vector-space basis of some $\mathbb{F}^n$, normed as in the previous example, can be shown to be uniformly continuous with a uniformly continuous inverse, and the completeness of $X$ follows.

3. $\mathcal{B}(S)$, the space of bounded scalar-valued functions on a nonempty set $S$ with the supremum norm, defined in Section II.1. Proposition 2.44 establishes the completeness.

4. $\mathcal{C}(S)$, the space of bounded continuous scalar-valued functions on a metric space or topological space $S$, defined in Section II.4 in the metric case and Section X.5 in general. The norm is the supremum norm. Corollary 2.45 and Proposition 10.30 establish the completeness of $\mathcal{C}(S)$. When $S$ is locally compact Hausdorff,\(^1\) Section IV.1 of the companion volume, *Advanced Real Analysis*, proves a more general result.
we defined \( C_0(S) \) in Section XI.4 to be the subspace of \( C(S) \) of all members vanishing at infinity. This is complete. However, the subspace \( C_{\text{com}}(S) \) of continuous scalar-valued functions of compact support is usually not complete.

(5) \( L^p(S, \mathcal{A}, \mu) \), the space of equivalence classes of \( p \)-th power integrable functions on a measure space \( (S, \mathcal{A}, \mu) \). This is a normed linear space for \( 1 \leq p < \infty \) with norm \( \|f\|_p = \left( \int_S |f(s)|^p \, d\mu(s) \right)^{1/p} \). These spaces were introduced in Section V.9 for \( p = 1 \) and \( p = 2 \) and in Section IX.1 for general \( p \). Theorem 5.59 established the completeness for \( p = 1 \) and \( p = 2 \), and Theorem 9.6 established the completeness for general \( p \).

(6) \( L^\infty(S, \mathcal{A}, \mu) \), the space of equivalence classes of essentially bounded functions on a measure space \( (S, \mathcal{A}, \mu) \). This is a normed linear space with norm the essential supremum norm. This space was introduced in Section V.9 and was proved to be complete in Theorem 5.59.

(7) Sequence spaces \( c \), \( c_0 \), and \( \ell^p_n \) and \( \ell^p \) for \( 1 \leq p \leq \infty \). These are special cases of various examples above. The space \( \ell^p_n(S, \mathcal{A}, \mu) \) when \( S = \{1, 2, \ldots, n\} \), \( \mathcal{A} \) is the set of all subsets, and \( \mu \) is counting measure, the norm being \( \| (a_1, \ldots, a_n) \| = \left( \sum_{k=1}^n |a_k|^p \right)^{1/p} \) if \( p < \infty \) and being \( \| (a_1, \ldots, a_n) \| = \max_{1 \leq k \leq n} |a_k| \) if \( p = \infty \). The space \( \ell^p_n \) specializes to \( \mathbb{R}^n \) when \( p = 2 \). The space \( \ell^p \) is the version of \( \ell^p_n \) when \( S \) is the set of positive integers; the members of this space are thus all sequences for which the norm is finite. The sequence spaces \( c \) and \( c_0 \) can be regarded as subspaces of \( C(S) \) when \( S \) is the set of positive integers. The space \( c \) consists of all convergent sequences, and \( c_0 \) is the space of sequences vanishing at infinity; in both cases the norm is the supremum norm.

All these examples are Banach spaces. They tend to be useful in testing guesses about properties of normed linear spaces. We shall not need them explicitly, and this traditional notation for them will not recur after the end of this section.

(8) \( M(S) \), \( S \) being a compact Hausdorff space. This is the space of regular Borel signed or complex measures on \( S \), introduced as \( M(S, \mathbb{R}) \) or \( M(S, \mathbb{C}) \) in Section XI.4. The norm is the total-variation norm. Theorems 11.26 and 11.28 identify these spaces with duals of spaces of continuous functions, and Proposition 12.1 below will show that they are complete as a consequence.

(9) \( C^N([a, b]) \), the space of scalar-valued functions on a bounded interval \([a, b]\) with \( N \) bounded derivatives, the norm being

\[
\|f\| = \sum_{j=1}^N \sup_{a \leq s \leq b} |f^{(j)}(s)|.
\]

It is shown in Problem 2 at the end of the chapter that this space is complete. This space is an indication of how normed linear spaces can carry information about
derivatives. Indeed, normed linear spaces carrying information about derivatives play a significant role in the subject of partial differential equations.\footnote{This is one of the themes of the companion volume, 	extit{Advanced Real Analysis}.}

(10) $H^\infty(D)$, the space of bounded functions in the open unit disk $D = \{ |z| < 1 \}$ in $\mathbb{C}$ such that the function is given by a convergent power series. The norm is the supremum norm. It is shown in Problem 3 at the end of the chapter that this space is complete.

(11) $A(D)$, the space of bounded continuous functions on the closed unit disk whose restriction to the open unit disk is given by a convergent power series. The norm is the supremum norm. It is shown in Problem 3 at the end of the chapter that this space is complete.

Two further kinds of normed linear spaces are worth mentioning now. One is that any real or complex inner-product space $X$ in the sense of Section II.1 gives an example of a normed linear space. Recall that an inner product on $X$ is a function $(\cdot, \cdot)$ from $X \times X$ to $\mathbb{F}$ that is linear in the first variable, is conjugate linear in the second variable, is symmetric if $\mathbb{F} = \mathbb{R}$ or Hermitian symmetric if $\mathbb{F} = \mathbb{C}$, and has $(x, x) \geq 0$ for all $x$ with equality if and only if $x = 0$. Such an inner product satisfies the Schwarz inequality $|(x, y)| \leq (x, x)^{1/2}(y, y)^{1/2}$, according to Lemma 2.2, and then the definition $\|x\| = (x, x)^{1/2}$ makes $X$ into a normed linear space, according to Proposition 2.3.

As a normed linear space, an inner-product space may or may not be complete. Any space $L^2(S, \mathcal{A}, \mu)$, with $(f, g) = \int_S f \overline{g} \; d\mu$, is an example in which the associated normed linear space is complete. An inner-product space whose associated normed linear space is complete is called a Hilbert space.

The other kind of normed linear space worth mentioning now involves bounded linear operators. Recall from Section V.9 that a linear function $L : X \to Y$ between two normed linear spaces with respective norms $\| \cdot \|_X$ and $\| \cdot \|_Y$ is often called a linear operator. Proposition 5.57 showed that a linear operator $L$ is continuous at a point if and only if it is continuous everywhere, if and only if it is uniformly continuous, if and only if it is bounded in the sense that $\|L(x)\|_Y \leq M\|x\|_X$ for some constant $M$ and all $x$ in $X$. The least such constant $M$ is called the operator norm of $L$, written $\|L\|$. We can define addition and scalar multiplication on bounded linear operators from $X$ to $Y$ by addition and scalar multiplication of their values:

$$(L_1 + L_2)(x) = L_1(x) + L_2(x) \quad \text{and} \quad (cL)(x) = cL(x).$$

Then $L_1 + L_2$ and $cL$ are linear operators by the elementary theory of vector
 spaces, and the inequalities
\[
\|(L_1 + L_2)(x)\|_Y = \|L_1(x) + L_2(x)\|_Y \leq \|L_1(x)\|_Y + \|L_2(x)\|_Y \\
\leq \|L_1\|\|x\|_X + \|L_2\|\|x\|_X = (\|L_1\| + \|L_2\|)\|x\|_X
\]
and
\[
\|(cL)(x)\|_Y = \|cL(x)\|_Y = |c|\|L(x)\|_Y \leq |c|\|L\|\|x\|_X
\]
show that \(L_1 + L_2\) and \(cL\) are bounded with \(\|L_1 + L_2\| \leq \|L_1\| + \|L_2\|\) and \(\|cL\| \leq |c|\|L\|\). Applying the latter conclusion to \(c^{-1}\) when \(c \neq 0\) gives \(\|L\| = \|c^{-1}(cL)\| \leq |c|^{-1}\|cL\| \leq |c|^{-1}|c|\|L\| = \|L\|\), and we conclude that \(\|cL\| = |c|\|L\|\). Since it is plain that \(\|L\| \geq 0\) with equality if and only if \(L = 0\), the set of bounded linear operators from \(X\) to \(Y\), with the operator norm, is a normed linear space. We denote this normed linear space by \(\mathcal{B}(X, Y)\).

**Proposition 12.1.** If \(X\) and \(Y\) are normed linear spaces and if \(Y\) is complete, then the normed linear space \(\mathcal{B}(X, Y)\) is a Banach space.

**Remarks.** In the special case in which \(Y\) is the set \(\mathbb{F}\) of scalars, the linear operators are called linear functionals, in terminology we have used repeatedly. The normed linear space \(\mathbb{F} = \mathbb{F}^1\) is complete, and therefore the normed linear space of bounded linear functionals on \(X\) is a Banach space. The space of bounded linear functionals is called the dual space of \(X\) and is denoted by \(X^\ast\). More explicitly the norm of an element \(x^\ast\) of \(X^\ast\) is\(^3\)
\[
\|x^\ast\| = \sup_{\|x\| \leq 1} |x^\ast(x)|.
\]

Proposition 12.1 is implicitly saying that \(X^\ast\) is always complete.

**Proof.** Let \(\{L_n\}\) be a Cauchy sequence in \(\mathcal{B}(X, Y)\). Since in any metric space the members of a Cauchy sequence are at a bounded distance from any particular element, the sequence \(\{\|L_n\|\}\) is bounded. Let \(C = \sup_n \|L_n\|\).

If \(x\) is in \(X\), then \(\{L_n(x)\}\) is a Cauchy sequence since \(\|L_n(x) - L_m(x)\|_Y \leq \|L_n - L_m\| \|x\|_X\). By completeness of \(Y\), \(L(x) = \lim_n L_n(x)\) exists. Continuity of addition and scalar multiplication in \(X\) implies that \(L(x + x') = \lim_n L_n(x + x') = \lim_n (L_n(x) + L_n(x')) = \lim_n L_n(x) + \lim_n L_n(x') = L(x) + L(x')\) and that \(L(cx) = \lim_n L_n(cx) = \lim_n (cL_n(x)) = c \lim_n L_n(x) = cL(x)\). Therefore \(L\) is a linear operator.

\(^3\) A superscript \(^\ast\) has also been used in this book to indicate a one-point compactification, but there need never be any confusion about this notation. One-point compactifications arise in practice only for locally compact Hausdorff spaces, and one can show that a normed linear space is locally compact only if it is finite dimensional. For finite-dimensional normed linear spaces it is always clear from the context whether \(^\ast\) refers to the dual space or to the one-point compactification.
For boundedness of $L$, we have $\|L_n(x)\|_Y \leq \|L_n\|_X \leq C\|x\|_X$ for all $n$. Hence continuity of the norm function implies that $\|L(x)\|_Y = \|\lim_n L_n(x)\|_Y \leq \liminf_n \|L_n(x)\|_Y \leq C\|x\|_X$, and $L$ is bounded with $\|L\| \leq C$.

To complete the proof, we show that $\|L_n - L\| \to 0$. Assuming the contrary, we can pass to a subsequence and then change notation so that $\|L_n - L\| \geq \epsilon$ for some $\epsilon > 0$ for all $n$. Then for each $n$, we can find $x_n$ in $X$ with $\|x_n\|_X = 1$ such that $\|L_n(x_n) - L(x_n)\|_Y \geq \epsilon/2$. Choose and fix $N$ so that $m \geq N$ implies $\|L_N - L_m\| \leq \epsilon/4$. Whenever $m \geq N$, the triangle inequality gives

$$
\|L_m(x_N) - L(x_N)\|_Y \geq \|L_N(x_N) - L(x_N)\|_Y - \|L_N(x_N) - L_m(x_N)\|_Y \\
\geq \frac{\epsilon}{2} - \|L_N - L_m\|_X \|x_N\|_X = \frac{\epsilon}{2} - \|L_N - L_m\| \geq \frac{\epsilon}{4},
$$

in contradiction to the fact that $\lim_m L_m(x_N) = L(x_N)$.

**Examples of Dual Spaces.**

1. $L^p(S, \mathcal{A}, \mu)^* \cong L^{p'}(S, \mathcal{A}, \mu)$ if $1 \leq p < \infty$, $\mu$ is $\sigma$-finite, and $p'$ is the dual index with $\frac{1}{p} + \frac{1}{p'} = 1$, according to the Riesz Representation Theorem (Theorem 9.19). Specifically to each $x^*$ in $L^p(S, \mathcal{A}, \mu)$ corresponds a unique $g$ in $L^{p'}(S, \mathcal{A}, \mu)$ with $x^*(f) = \int_S fg \, d\mu$ for all $f$ in $L^p(S, \mathcal{A}, \mu)$, and this $g$ has $\|x^*\| = \|g\|_{p'}$. It can be shown that the hypothesis of $\sigma$-finiteness of $\mu$ can be dropped if $1 < p < \infty$, but Problem 4 at the end of Chapter IX shows that the hypothesis cannot be completely dropped for $p = 1$.

2. $(l_\infty^p)^* \cong l_\infty^{p'}$ and $(l^p)^* \cong l^{p'}$ for $1 \leq p < \infty$ if $p'$ is the dual index. This is a special case of Example 1. In particular, the first of these duality results for $p = 2$ says that $(\mathbb{R}^n)^* \cong \mathbb{R}^n$ and $(\mathbb{C}^n)^* \cong \mathbb{C}^n$.

3. $C(S)^* \cong M(S)$ if $S$ is a compact Hausdorff space, according to Theorems 11.26 and 11.28. Specifically to each $x^*$ in $C(S)^*$ corresponds a unique $\rho$ in $M(S)$ with $x^*(f) = \int_S f \, d\rho$ for all $f$ in $C(S)$, and this $\rho$ has $\|x^*\| = \|\rho\|$. Since $M(S)$ is in this way identified as the dual space of some normed linear space, it follows from Proposition 12.1 that $M(S)$ is a Banach space.

4. $(l_\infty^\infty)^* \cong l_1^n$ and $(c_0)^* \cong l_1^1$. The isomorphism $(l_\infty^\infty)^* \cong l_1^n$ is the special case of Example 3 in which $S = \{1, \ldots, n\}$. To see the isomorphism $(c_0)^* \cong l_1^1$, we take $S$ to be the set of positive integers and form the one-point compactification $S^*$. The continuous scalar-valued functions on $S^*$, with their supremum norm, can be identified with the normed linear space $c$ of convergent sequences. Thus Example 3 in this setting says that $c^* \cong M(S^*)$. The members of $c_0$ are the members of $c$ that vanish at $\infty$, and any point mass at $\infty$ in a member of $M(S^*)$ has no effect on the subspace $c_0$. It readily follows that the dual of $c_0$ consists of the members of $M(S^*)$ with no point mass at $\infty$, and these elements, with their norm, may be identified with $l_1^1$. 

From one point of view, Hilbert spaces are particularly simple Banach spaces, and we shall study them first. The geometry of Hilbert space will be the topic of the next section, and the section after that will give a brief introduction to bounded linear operators from a Hilbert space to itself.

2. Geometry of Hilbert Space

Hilbert spaces were defined in Section 1 as complete normed linear spaces whose norms arise from an inner product. Euclidean space $\mathbb{R}^n$ and complex Euclidean space $\mathbb{C}^n$ are examples, and every space $L^2(S, A, \mu)$ with $(f, g) = \int_S f \overline{g} \, d\mu$ is a Hilbert space. We shall see in this section that every Hilbert space shares many geometric facts in common with the finite-dimensional examples $\mathbb{R}^n$ and $\mathbb{C}^n$. The expansion of square integrable functions on $[-\pi, \pi]$ in Fourier series will be seen to be an example of expansion of all members of a Hilbert space in terms of an “orthonormal basis.”

Let $H$ be a real or complex Hilbert space with inner product $(\cdot, \cdot)$ and with norm $\| \cdot \|$ given by $\|u\| = (u, u)^{1/2}$. Lemma 2.2 shows that $H$ satisfies the **Schwarz inequality**

$$|(u, v)| \leq \|u\| \|v\| \quad \text{for all } u \text{ and } v \in H.$$  

The Schwarz inequality implies the estimate

$$|(u, v) - (u_0, v_0)| \leq |(u - u_0, v)| + |(u_0, v - v_0)| \leq \|u - u_0\| \|v\| + \|u_0\| \|v - v_0\|,$$

from which it follows that the inner product is a continuous function of two variables.

We shall make frequent use of the formula

$$\|u + v\|^2 = \|u\|^2 + 2 \Re(u, v) + \|v\|^2,$$

which is what one combines with the Schwarz inequality to prove the triangle inequality for the norm. With the additional hypothesis that $(u, v) = 0$, this formula reduces to the **Pythagorean Theorem**

$$\|u + v\|^2 = \|u\|^2 + \|v\|^2.$$

Direct expansion of the norms squared in terms of the inner product shows that $H$ satisfies the **parallelogram law**

$$\|u + v\|^2 + \|u - v\|^2 = 2\|u\|^2 + 2\|v\|^2 \quad \text{for all } u \text{ and } v \in H.$$

Actually, there is a converse to this formula, due to Jordan and von Neumann, whose details are left to Problems 19–24 at the end of the chapter: a Banach space...
is a Hilbert space if its norm satisfies the parallelogram law. The idea is that the inner product in a Hilbert space can be computed from the identity
\[(u, v) = \frac{1}{4} \sum_k i^k \|u + i^k v\|^2,\]
where the sum extends for \(k \in \{0, 2\}\) if the scalars are real and extends for \(k \in \{0, 1, 2, 3\}\) if the scalars are complex. This identity goes under the name polarization. For the result of Jordan and von Neumann, one defines \((u, v)\) by this formula, shows that the result is an inner product, and proves that \(\|u\|^2 = (u, u)\).

The following lemma, which makes use of the completeness, is the key to all the geometry.

**Lemma 12.2.** If \(M\) is a closed vector subspace of the Hilbert space \(H\) and if \(u\) is in \(H\), then there is a vector \(v\) in \(M\) with
\[\|u - v\| = \inf_{w \in M} \|u - w\|.

**Remark.** Examination of the proof will show that we do not make full use of the assumption that \(M\) is closed under addition and scalar multiplication, only that \(M\) is closed under passage to convex combinations, i.e., that \(x\) and \(y\) in \(M\) imply that \(tx + (1 - t)y\) is in \(M\) for all \(t\) with \(0 \leq t \leq 1\). Thus it is enough to assume that \(M\) is a closed convex set, not necessarily a closed vector subspace.

**Proof.** Let \(d = \inf_{w \in M} \|u - w\|\), and choose a sequence \(\{w_n\}\) in \(M\) with \(\|u - w_n\| \to d\). By the parallelogram law,
\[\|2u - (w_n + w_m)\|^2 + \|w_n - w_m\|^2 = 2(\|u - w_n\|^2 + \|u - w_m\|^2) \to 4d^2.

Since \(\frac{1}{2}(w_n + w_m)\) is in \(M\),
\[\|2u - (w_n + w_m)\|^2 = 4\|u - \frac{1}{2}(w_n + w_m)\|^2 \geq 4d^2.

We conclude that \(\|w_n - w_m\|^2 \to 0\), and \(\{w_n\}\) is Cauchy. By completeness of \(H\), \(\{w_n\}\) is convergent. If \(v = \lim w_n\), then \(v\) is in \(M\) since \(M\) is topologically closed. Since \(\|u - w_n\| \to d\), continuity of the norm gives \(\|u - v\| = d\). □

Two vectors \(u\) and \(v\) in \(H\) are said to be orthogonal if \((u, v) = 0\). The set of all vectors orthogonal to a subset \(M\) of \(H\) is denoted by \(M^\perp\). In symbols,
\[M^\perp = \{u \in H \mid (u, v) = 0 \text{ for all } v \in M\}.

We see by inspection that \(M^\perp\) is a closed vector subspace. Moreover, \(M \cap M^\perp = \{0\}\) since any \(u\) in \(M \cap M^\perp\) must have \((u, u) = 0\). The subspace \(M^\perp\) will be of greatest interest when \(M\) is a closed vector subspace, as a consequence of the following proposition.
Proposition 12.3 (Projection Theorem). If \( M \) is a closed vector subspace of the Hilbert space \( H \), then every \( u \) in \( H \) decomposes uniquely as \( u = v + w \) with \( v \) in \( M \) and \( w \) in \( M^\perp \).

REMARKS. One writes \( H = M \oplus M^\perp \) to express this unique decomposition of vector spaces. Because of this proposition, \( M^\perp \) is often called the orthogonal complement of the closed vector subspace \( M \). It is essential that \( M \) be closed in this proposition. In fact, consider the vector subspace \( M \) of polynomials in \( L^2([0, 1]) \). This is dense as a consequence of the Weierstrass Approximation Theorem, and consequently no \( L^2 \) function other than 0 can be in \( M^\perp \). Thus not every member of \( L^2 \) is the sum of a member of \( M \) and a member of \( M^\perp \).

PROOF. Uniqueness follows from the fact that \( M \cap M^\perp = 0 \). For existence let \( u \) be in \( H \), and choose \( v \) in \( M \) by Lemma 12.2 with \( \|u - v\| = \inf_{w \in M} \|u - w\| \). If \( m \) is any member of \( M \) with \( \|m\| = 1 \), then the vector \( v + (u - v, m)m \) is in \( M \) and the formula \( \|x - y\|^2 = \|x\|^2 - 2 \Re(x, y) + \|y\|^2 \) gives

\[
\|u - v\|^2 \leq \|u - v - (u - v, m)m\|^2
= \|u - v\|^2 - 2|(u - v, m)|^2 + |(u - v, m)|^2
= \|u - v\|^2 - |(u - v, m)|^2.
\]

Hence \((u - v, m) = 0\). Since every nonzero member of \( M \) is a scalar multiple of a member with \( \|m\| = 1 \), \( u - v \) is in \( M^\perp \).

Corollary 12.4. If \( M \) is a closed vector subspace of the Hilbert space \( H \), then \( M^\perp \perp = M \).

PROOF. From the definition we see that \( M \subseteq M^\perp \perp \). If \( u \) is in \( M^\perp \perp \), write \( u = m + m^\perp \) with \( m \in M \) and \( m^\perp \in M^\perp \) by Proposition 12.3. Then \( 0 = m^\perp + (m - u) \) with \( m^\perp \in M^\perp \) and \( m - u \in M^\perp \). By the uniqueness in the decomposition \( H = M^\perp \oplus M^\perp \perp \) of Proposition 12.3, \( m^\perp = 0 \) and \( m - u = 0 \). Therefore \( u = m \) is in \( M \), and \( M^\perp \perp = M \).

Theorem 12.5 (Riesz Representation Theorem). If \( \ell \) is a continuous linear functional on the Hilbert space \( H \), then there exists a unique \( v \) in \( H \) with \( \ell(u) = (u, v) \) for all \( v \) in \( H \). This vector \( v \) has the property that \( \|\ell\| = \|v\| \).

REMARKS. It is instructive to compare this result with the version of the Riesz Representation Theorem in Theorem 9.19, which applies to \( L^p(S, \mathcal{A}, \mu) \) for \( 1 \leq p < \infty \) and in particular to \( L^2(S, \mathcal{A}, \mu) \). That theorem associates to a continuous linear functional \( \ell \) on this \( L^2 \) space a member \( g \) of the space such that \( \ell(f) = \int_S fg \, d\mu \) for all \( f \) in the space. The present theorem, applied with \( H = L^2(S, \mathcal{A}, \mu) \), instead yields a member \( v \) of the space such that \( \ell(f) = \int_S f\overline{v} \, d\mu \).
for all \( f \) in the space. The connection, of course, is that the function \( g \) is \( \bar{v} \). The space \( L^2(S, A, \mu) \) has a canonically defined notion of complex conjugation, but an abstract Hilbert space does not. Because of the existence of this canonical conjugation, Theorem 9.19 gives us a canonical linear isometry of \( L^2(S, A, \mu)^* \) onto \( L^2(S, A, \mu) \), whereas Theorem 12.5 gives us a canonical isometry that is merely conjugate linear.

**Proof.** Uniqueness is immediate since if \( (u, v) = 0 \) for all \( u \), then \( (u, v) = 0 \) for \( u = v \), and hence \( v = 0 \). Let us prove existence. If \( \ell = 0 \), take \( v = 0 \). Otherwise let \( M = \{ u \mid \ell(u) = 0 \} \). This is a vector subspace since \( \ell \) is linear, and it is closed since \( \ell \) is continuous. By Proposition 12.3 and the fact that \( M \) is not all of \( H \), \( M^\perp \) contains a nonzero vector \( w \). This vector \( w \) must have \( \ell(w) \neq 0 \) since \( M \cap M^\perp = 0 \), and we let \( v \) be the member of \( M^\perp \) given by

\[
v = \frac{\ell(w)}{\|w\|^2} w.
\]

For any \( u \) in \( H \), we have \( \ell(u - \frac{\ell(u)}{\ell(w)} w) = 0 \), and hence \( u - \frac{\ell(u)}{\ell(w)} w \) is in \( M \). Since \( v \) is in \( M^\perp \), \( u - \frac{\ell(u)}{\ell(w)} w \) is orthogonal to \( v \). Thus

\[
(u, v) = \left( \frac{\ell(u)}{\ell(w)} w, v \right) = \left( \frac{\ell(u)}{\ell(w)} w, \frac{\ell(w)}{\|w\|^2} w \right) = \frac{\ell(u)}{\ell(w)} \frac{\ell(w)}{\|w\|^2} \|w\|^2 = \ell(u).
\]

This proves existence.

For the norm equality every \( u \) in \( H \) has \( |\ell(u)| = |(u, v)| \leq \|u\|\|v\| \) by the Schwarz inequality. Taking the supremum over all \( u \) with \( \|u\| \leq 1 \) gives \( \|\ell\| \leq \|v\| \). On the other hand, \( |(u, v)| = |\ell(u)| \leq \|\ell\|\|u\| \) gives \( \|v\| \leq \|\ell\| \). Thus \( \|\ell\| = \|v\| \). \( \square \)

A subset \( S \) of \( H \) is orthonormal if each vector in \( S \) has norm 1 and if each pair of distinct vectors in \( S \) is orthogonal. For example, relative to the inner product \( (f, g) = \frac{1}{2\pi} \int_0^\pi \overline{f(x)} g(x) dx \), the functions \( x \mapsto e^{inx} \) are orthonormal as \( n \) varies through the integers. An orthonormal set \( S \) is linearly independent; in fact, if \( v_1, \ldots, v_n \) are members of \( S \) with \( \sum c_i v_i = 0 \), then the computation \( 0 = (v_j, \sum c_i v_i) = \sum c_i (v_j, v_i) = c_j \|v_j\|^2 = c_j \) shows that \( c_j = 0 \) for all \( j \).

We encountered other examples of orthogonal sets, beyond the functions \( e^{inx} \), in Chapter IV in connection with solving certain ordinary differential equations. Such an orthogonal set becomes orthonormal when each member is scaled by the reciprocal of its norm. One example was the system of Legendre polynomials \( P_n(x) \), which were introduced in Section IV.8: the differential equation \((1 - t^2)y'' - 2ty' + n(n+1)y = 0 \) has polynomial solutions \( y(t) \) that are unique
up to a scalar, and $P_n(t)$ is a suitably normalized polynomial solution, necessarily of degree $n$. These can be shown to be orthogonal\(^4\) in $L^2([-1, 1], dt)$.

Another example was constructed from the Bessel function

$$J_0(t) = \sum_{n=0}^{\infty} (-1)^n \frac{t^{2n}}{2^n (n!)^2},$$

which was defined in Section IV.8. There are infinitely many distinct positive real numbers $k_n$ such that $J_0(k_n) = 0$, and it can be shown that the functions $x \mapsto J_0(k_n x)$ are orthogonal\(^5\) in $L^2([0, 1], x \, dx)$.

If an ordered set of $n$ linearly independent vectors in $H$ is given, the **Gram–Schmidt orthogonalization process**, which appears in Problem 6 at the end of the present chapter, gives an algorithm for replacing the set with an orthonormal set having the same linear span.

Let $M$ be a closed vector subspace of $H$, so that $H = M \oplus M^\perp$ by Proposition 12.3. The linear projection operator $E$ of $H$ on $M$ along $M^\perp$, given by the identity on $M$ and the 0 operator on $M^\perp$, is called the **orthogonal projection** of $H$ on $M$. The linear operator $E$ is bounded with $\|E\| \leq 1$ because if $u \in H$ decomposes as $u = m + m^\perp$, the Pythagorean Theorem gives

$$\|E(u)\|^2 = \|E(m + m^\perp)\|^2 = \|m\|^2 \leq \|m\|^2 + \|m^\perp\|^2 = \|u\|^2.$$  

We are going to derive a formula for $E$ in terms of orthonormal sets.

**Lemma 12.6.** If $\{u_j\}$ is an orthonormal sequence in the Hilbert space $H$ and if $\{c_j\}$ is a sequence of scalars, then $\sum_{j=1}^{\infty} c_j u_j$ converges if and only if $\sum_{j=1}^{\infty} |c_j|^2 < \infty$, and in this case

$$\left\| \sum_{j=1}^{\infty} c_j u_j \right\| = \left( \sum_{j=1}^{\infty} |c_j|^2 \right)^{1/2}.$$  

When the series converges, the sum $\sum_{j=1}^{\infty} c_j u_j$ is independent of the order of the terms.

**Proof.** For $m \geq n$, we have

$$\left\| \sum_{j=n}^{m} c_j u_j \right\|^2 = \left( \sum_{i=n}^{m} c_i u_i, \sum_{j=n}^{m} c_j u_j \right) = \sum_{i,j} c_i \overline{c_j} (u_i, u_j) = \sum_{j=n}^{m} |c_j|^2.$$  

This shows that the sequence $\{ \sum_{j=1}^{p} c_j u_j \}$ is Cauchy in $H$ if and only if $\sum_{j=1}^{\infty} |c_j|^2$ is convergent, and the first conclusion follows since $H$ is complete. When

\(^4\)The verification appears in the problems in the companion volume, *Advanced Real Analysis*.

\(^5\)Again the verification appears in the problems in the companion volume, *Advanced Real Analysis*.
\{ \sum_{j=1}^{p} c_j u_j \} \) is convergent, we denote its limit by \( \sum_{j=1}^{\infty} c_j u_j \), and continuity of the norm yields \( \| \sum_{j=1}^{\infty} c_j u_j \| = \lim_{p} \| \sum_{j=1}^{p} c_j u_j \| \). Since we have seen that \( \| \sum_{j=1}^{p} c_j u_j \| = ( \sum_{j=1}^{p} |c_j|^2 )^{1/2} \), the second conclusion of the lemma follows.

Let \( u = \sum_{j} c_j u_j \), and let \( \sum_{k} c_k u_k \) be a rearrangement, necessarily convergent by what has already been proved. Suppose that the rearrangement has sum \( u' \). The equality just proved shows that \( \| u \|^2 = \sum_{i=1}^{\infty} |c_i|^2 = \| u' \|^2 \) since rearrangements of series of nonnegative reals have the same sums. Continuity of the inner product, together with the same computation as made above, gives

\[
(u, u') = \lim_{p, q} ( \sum_{i=1}^{p} c_i u_i, \sum_{k=1}^{q} c_k u_k ) = \lim_{p, q} \sum_{1 \leq i \leq p, \ i \neq k \text{ with } k \leq q} |c_i|^2.
\]

The limit on the right is \( \sum_{i=1}^{\infty} |c_i|^2 \) since \( \sum_{k} |c_k|^2 = \sum_{i} |c_i|^2 \) is a rearrangement of \( \sum_{j} |c_j|^2 \), and hence \( (u, u') = \sum_{i=1}^{\infty} |c_i|^2 \) is \( \| u \|^2 = \| u' \|^2 \). Therefore \( \| u - u' \|^2 = (u, u) - 2 \text{ Re}(u, u') + (u', u') = \| u \|^2 - 2\| u \|^2 + \| u \|^2 = 0 \), and \( u' = u \). \( \square \)

**Proposition 12.7.** Let \( S \) be an orthonormal set in the Hilbert space \( H \), and let \( M \) be the smallest closed vector subspace of \( H \) containing \( S \). For each \( u \in H \), there are at most countably many members \( v_\alpha \) of \( S \) such that \( (u, v_\alpha) \neq 0 \), and thus the series

\[
E(u) = \sum_{v_\alpha \in S} (u, v_\alpha) v_\alpha
\]

has only countably many nonzero terms. The series converges independently of the order of the nonzero terms, \( E \) is the orthogonal projection of \( H \) on \( M \), and \( E \) satisfies

\[
\| E(u) \|^2 = \sum_{v_\alpha \in S} |(u, v_\alpha)|^2 \leq \| u \|^2.
\]

**Remark.** The final inequality of the proposition is **Bessel's inequality**.

**Proof.** Let \( v_{\alpha_1}, \ldots, v_{\alpha_n} \) be a finite subset of \( S \), and form the vector \( u' = \sum_{j=1}^{n} (u, v_{\alpha_j}) v_{\alpha_j} \). Taking the inner product of both sides with \( u \) gives

\[
(u', u) = \sum_{j=1}^{n} (u, v_{\alpha_j}) (v_{\alpha_j}, u) = \sum_{j=1}^{n} |(u, v_{\alpha_j})|^2,
\]

and Lemma 12.6 gives

\[
\| u' \|^2 = \sum_{j=1}^{n} |(u, v_{\alpha_j})|^2.
\]
Therefore $0 \leq \|u - u'\|^2 = \|u\|^2 - 2 \text{Re}(u, u') + \|u'\|^2 = \|u\|^2 - 2\|u'\|^2 + \|u'\|^2 = \|u\|^2 - \|u'\|^2$, and we obtain

$$\|u'\|^2 \leq \|u\|^2. \tag{*}$$

In other words,

$$\sum_{j=1}^{n} |(u, v_{\alpha_j})|^2 \leq \|u\|^2, \tag{**}$$

no matter what finite subset $v_{\alpha_1}, \ldots, v_{\alpha_n}$ of $S$ we use.

The sum of uncountably many positive real numbers is infinite, since otherwise there could be only finitely many greater than $1/n$ for each $n$. Since $\|u\|^2 < \infty$, (***) implies that there can be only countably many $\alpha$’s with $|(u, v_{\alpha})|^2$ nonzero. This proves the first conclusion. If we enumerate those $\alpha$’s and apply Lemma 12.6, we obtain the convergence of $\sum_{v_{\alpha} \in S} (u, v_{\alpha}) v_{\alpha}$ to a sum independent of the order of the terms.

It is evident from the formula that $E$ is linear and that $E(u) = 0$ if $u$ is in $M^\perp$. Inequality (***) shows that the partial sums $u'$ of $E(u)$ have $\|u'\| \leq \|u\|$, and the continuity of the norm therefore implies that $\|E(u)\| \leq \|u\|$ for all $u$. Hence $E$ is continuous. Since $E(v_{\alpha}) = v_{\alpha}$ for all $\alpha$, $E$ is the identity on all finite linear combinations of members of $S$. The continuity of $E$ thus implies that $E$ is the identity on all of $M$. Hence $E$ is the orthogonal projection as asserted. The final assertion of the proposition follows from Lemma 12.6 and the inequality $\|E(u)\| \leq \|u\|$, which we have already proved. \hfill $\square$

**Corollary 12.8.** If $S$ is an orthonormal set in the Hilbert space $H$, then the following are equivalent:

(a) $S$ is maximal among orthonormal subsets of $H$,
(b) $u = \sum_{v_{\alpha} \in S} (u, v_{\alpha}) v_{\alpha}$ for all $u$ in $H$,
(c) $\|u\|^2 = \sum_{v_{\alpha} \in S} |(u, v_{\alpha})|^2$ for all $u$ in $H$,
(d) $(u, v) = \sum_{v_{\alpha} \in S} (u, v_{\alpha}) (v, v_{\alpha})$ for all $u$ and $v$ in $H$.

**Remarks.** Condition (b) is summarized by saying that the orthonormal set $S$ is an **orthonormal basis** of $H$. If $H$ is infinite-dimensional, an orthonormal basis is not a basis in the ordinary linear-algebra sense; a passage to the limit is usually needed to expand vectors in terms of the basis. Condition (c), or sometimes condition (d), is called **Parseval’s equality**. Thus the corollary says that the orthonormal set $S$ is maximal if and only if it is an orthonormal basis, if and only if Parseval’s equality holds.
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PROOF. Let $M$ be the smallest closed vector subspace of $H$ containing $S$. Then $S$ is maximal if and only if $M^\perp = 0$, and we replace (a) by this condition. If $M^\perp = 0$, then $E$ is the identity operator in Proposition 12.7, and the proposition shows that (b) holds. If (b) holds, Proposition 12.7 says that (c) holds. On the other hand, if (c) holds, then Proposition 12.7 says that $\|u\| = \|E(u)\|$ for all $u$. For a vector $u$ in $M^\perp$, which must have $E(u) = 0$, this says that $\|u\| = 0$. Thus $M^\perp = 0$, and (a) holds. Hence (a), (b), and (c) are equivalent. Finally (c) and (d) are equivalent by polarization.

In the context of Fourier series, Parseval’s equality ((c) in Corollary 12.8) was proved as Theorem 6.49, and that theorem showed also that any member of $L^2([-\pi, \pi], \frac{1}{2\pi} dx)$ is the sum of its Fourier series in the sense of convergence in $L^2$. This conclusion was (b) in the corollary. The corollary is showing that the equivalence of (b) and (c) is just a result in abstract Hilbert-space theory. The extra content of Theorem 6.49 is that these conditions are actually satisfied by the system of exponential functions.

One can show that the other two examples we gave in this section of orthogonal sets give orthonormal bases when normalized—the Legendre polynomials $P_n(t)$ on $[-1, 1]$ with respect to $dt$ and the functions $J_0(k_n t)$ on $[0, 1]$ with respect to $t dt$.

**Proposition 12.9.** Let $(X, \mu)$ and $(Y, \nu)$ be $\sigma$-finite measure spaces, and suppose that $L^2(X, \mu)$ has a countable orthonormal basis $\{u_i\}$ and $L^2(Y, \nu)$ has a countable orthonormal basis $\{v_j\}$. Then $\{(x, y) \mapsto u_i(x) v_j(y)\}$ is an orthonormal basis of $L^2(X \times Y, \mu \times \nu)$.

PROOF. The functions $u_i(x) v_j(y)$ are orthonormal, and Corollary 12.8 shows that it is enough to prove that this orthonormal set is maximal. Suppose that $w(x, y)$ is an $L^2$ function on $X \times Y$ orthogonal to all of them. Then

$$0 = \int_X \int_Y w(x, y) \overline{u_i(x) v_j(y)} \, d\nu(y) \, d\mu(x) = \int_X \int_Y (w(x, \cdot), v_j) \overline{u_i(x)} \, d\mu(x)$$

for all $i$ and $j$. Since $\{u_i\}$ is an orthonormal basis of $L^2(X, \mu)$, $x \mapsto (w(x, \cdot), v_j)$ is the 0 function in $L^2(X, \mu)$ for each $j$. In other words, $(w(x, \cdot), v_j) = 0$ for a.e. $x [d\mu]$ for that $j$. Since the number of $j$’s is countable, $(w(x, \cdot), v_j) = 0$ for all $j$ for a.e. $x [d\mu]$. Any such $x$ has $0 = \sum_j |(w(x, \cdot), v_j)|^2 = \int_Y |w(x, y)|^2 \, d\nu(y)$. Integrating in $x$, we see that $w$ is the 0 function in $L^2(X \times Y, \mu \times \nu)$.

**Proposition 12.10.** Any orthonormal set in a closed vector subspace $M$ of a Hilbert space $H$ can be extended to an orthonormal basis of $M$. In particular any closed vector subspace $M$ of $H$ has an orthonormal basis.
PROOF. As a closed subset of a complete space, $M$ is complete, and therefore $M$ is a Hilbert space in its own right. Order by inclusion all orthonormal subsets of $M$ containing the given set. The given set is one such, and the union of the members of a chain is an orthonormal set forming an upper bound for the chain. By Zorn’s Lemma we can find a maximal orthonormal set $S$ in $M$ containing the given one. This satisfies (a) in Corollary 12.8 and hence is an orthonormal basis. This proves the first conclusion, and the second conclusion follows from the first by taking the given orthonormal set in $M$ to be empty. 

**Proposition 12.11.** Any two orthonormal bases of a Hilbert space have the same cardinality.

**Remarks.** Cardinality is discussed in Section A10 of Appendix A. The “same cardinality” whose existence is proved in the proposition is called the Hilbert space dimension of the Hilbert space. Problem 7 at the end of the chapter shows that two Hilbert spaces are isomorphic as Hilbert spaces if and only if they have the same Hilbert space dimension. Despite the apparent definitive sound of this result, one must not attach too much significance to the proposition. Hilbert spaces that arise in practice tend to have some additional structure, and an isomorphism of this kind need not preserve the additional structure.

**Proof.** Fix two orthonormal bases $U = \{u_\alpha\}$ and $V = \{v_\beta\}$ of a Hilbert space $H$. We define two members $u_\alpha$ and $u_\beta$ of $U$ to be equivalent if there exists a sequence

$$u_{\alpha_1}, v_{\beta_1}, u_{\alpha_2}, v_{\beta_2}, \ldots, u_{\alpha_{n-1}}, v_{\beta_{n-1}}, u_{\alpha_n} \tag{*}$$

with $u_{\alpha_1} = u_\alpha$ and $u_{\alpha_n} = u_\beta$, with each $u_{\alpha_i}$ in $U$ and each $v_{\beta_i}$ in $V$, and with each consecutive pair having nonzero inner product. Define an equivalence relation in $V$ similarly.

Each equivalence class is countable. In fact, consider the class of $u_{\alpha_1}$, and consider sequences of a fixed length. Proposition 12.7 shows that only countably many members of $V$ can have nonzero inner product with $u_{\alpha_1}$, only countably many members of $U$ can have nonzero inner product with that, and so on. Thus there are only countably many sequences of any particular length. The countable union of these countable sets is countable, and thus there are only finitely many sequences connecting $u_{\alpha_1}$ to anything. Hence $u_{\alpha_1}$ can be equivalent to only countably many members of $U$.

Let $U_1$ and $V_1$ be equivalence classes in $U$ and $V$, respectively, and suppose that $u_{\alpha_0}$ and $v_{\beta_0}$ are members of $U_1$ and $V_1$ with nonzero inner product. Expand $u_{\alpha_1}$ in terms of $V$ as $u_{\alpha_1} = \sum_{\beta} (u_{\alpha_0}, v_\beta) v_\beta$, retaining only the terms with $(u_{\alpha_0}, v_\beta) \neq 0$. One of the terms making a contribution is the one with $v_\beta = v_{\beta_0}$, and it follows
that any other term with \((u_{v_a}, v_{\beta'}) \neq 0\) has \(v_{\beta'}\) equivalent to \(v_{\beta}\). Hence we have

\[
  u_{v_a} = \sum_{v_{\beta} \in V_1} (u_{v_a}, v_{\beta})v_{\beta} \quad \text{and similarly} \quad v_{\beta_0} = \sum_{u_a \in U_1} (v_{\beta_0}, u_a)u_a.
\]

If \(u_{v_a}\) is another member of \(U_1\) and we expand it in terms of \(V\), retaining only the nonzero terms, then the \(v_{\beta}\)'s that occur have to be equivalent to one another. So we have \(u_{v_a} = \sum_{v_{\beta} \in V_2} (u_{v_a}, v_{\beta})v_{\beta}\) for some equivalence class \(V_2\) within \(V\). If we form a sequence \((\ast)\) connecting \(u_{v_a}\) and \(u_{v_a}\), we see that at least one member of \(V_2\) is connected to at least one member of \(V_1\). Thus \(V_1 = V_2\). Consequently every member of \(U_1\) lies in the smallest closed vector subspace containing \(V_1\), and every member of \(V_1\) lies in the smallest closed subspace containing \(U_1\). In other words, \(U_1\) and \(V_1\) are orthonormal bases for the same closed vector subspace of \(H\).

If \(U_1\) is finite, then linear algebra shows that \(V_1\) is finite and has the same number of elements. Since \(U_1\) and \(V_1\) are countable, the only way that either can be infinite is if both are countably infinite. In any event, \(U_1\) and \(V_1\) have the same cardinality. Thus we have a one-one function carrying \(U_1\) onto \(V_1\). Repeating this process for each equivalence class within \(U\), we obtain a one-one function carrying \(U\) onto \(V\).

\[
\square
\]

3. Bounded Linear Operators on Hilbert Spaces

In this section we briefly study bounded linear operators from a Hilbert space \(H\) to itself. In the finite-dimensional case we often make a correspondence between matrices and linear operators by using the standard basis of the space of column vectors. If \(\{e_i\}_{i=1}^n\) is this basis, then the correspondence between a matrix \(A = [A_{ij}]\) and a linear operator \(L\) is given by \(A_{ij} = (L(e_j), e_i)\). If \(u = \sum_i u_i e_i\) and \(v = \sum_i v_i e_i\) are column vectors, then \(L(u) = \sum_j u_j L(e_j)\) and hence \((L(u), v) = \sum_{i,j} u_i \bar{v}_j (L(e_j), e_i) = \sum_{i,j} \bar{v}_j A_{ij} u_j\).

We could extend these formulas to the case of a general Hilbert space, not necessarily finite-dimensional, by using a particular orthonormal basis as the generalization of \(\{e_i\}\). But no particular such basis recommends itself, and we work without any choice of basis as much as possible, except for purposes of motivation. Instead, we may think of the function \((u, v) \mapsto (L(u), v)\) as a more appropriate—and canonical—analogue of the matrix of \(L\). Just as the operator norm of \(L\) is given by a formula that views \(L\) as an operator, namely

\[
\|L\| = \sup_{\|u\| \leq 1} \|L(u)\|,
\]
so there is a formula for computing the norm in terms of the function of two variables, namely
\[
\|L\| = \sup_{\|u\| \leq 1, \|v\| \leq 1} |(L(u), v)|.
\]

To verify this formula, fix \(u\) and let \(v\) have norm \(\leq 1\). Application of the Schwarz inequality gives \(|(L(u), v)| \leq \|L(u)\| \|v\| \leq \|L(u)\|\). On the other hand, if \(L(u) \neq 0\), we take \(v = \|L(u)\|^{-1}L(u)\); this \(v\) has \(\|v\| = 1\), and we obtain \(|(L(u), v)| = \|L(u)\|^{-1}(L(u), L(u)) = \|L(u)\|\). Hence \(\sup_{\|v\| \leq 1} |(L(u), v)| = \|L(u)\|\). Taking the supremum over \(\|u\| \leq 1\) shows that the two expressions for \(\|L\|\) are equal.

We shall work with the “adjoint” \(L^*\) of a bounded linear operator \(L\). In terms of matrices in the finite-dimensional case, the matrix of \(L^*\) is to be the conjugate transpose of the matrix of \(L\). In other words, the \((i, j)\)th entry \((L^*(e_j), e_i)\) of the matrix for \(L^*\) is to be \((L(e_i), e_j)\). Passing to our functions of two variables, we want to arrange that \((L^*(u), v) = (u, L(v))\) for all \(u\) and \(v\). Let us prove existence and uniqueness of such a bounded linear operator.

**Proposition 12.12.** Let \(L : H \to H\) be a bounded linear operator on the Hilbert space \(H\). For each \(u\) in \(H\), there exists a unique vector \(L^*(u)\) in \(H\) such that
\[
(L^*(u), v) = (u, L(v)) \quad \text{for all } v \in H.
\]

As \(u\) varies, this formula defines \(L^*\) as a bounded linear operator on \(H\), and \(\|L^*\| = \|L\|\).

**Proof.** The function \(v \mapsto (L(v), u)\) is a linear functional on \(H\) satisfying \(|(L(v), u)| \leq \|L\| \|u\| \|v\|\), hence having norm \(\leq \|L\| \|u\|\). Being bounded, the linear functional is given by \((L(v), u) = (v, w)\) for some unique \(w\) in \(H\), according to Theorem 12.5. We define \((L^*(u)) = w\), and then we have \((L^*(u), v) = (u, L(v))\). This formula shows that \(L^*\) is a linear operator, and the computation
\[
\|L^*\| = \sup_{\|u\| \leq 1, \|v\| \leq 1} |(L^*(u), v)| = \sup_{\|u\| \leq 1} |(u, L(v))| = \sup_{\|u\| \leq 1} |(L(v), u)| = \|L\|
\]
shows that \(\|L^*\| = \|L\|\). \(\square\)

The bounded linear operator \(L^*\) in the proposition is called the **adjoint** of \(L\). The mapping \(L \mapsto L^*\) is conjugate linear. We shall be especially interested in the case that \(L^* = L\), in which case we say that \(L\) is **self-adjoint**.

An example of a self-adjoint operator is the orthogonal projection \(E\) on a closed vector subspace \(M\) as defined before Lemma 3.6. In fact, if \(u\) in \(H\) decomposes according to \(H = M \oplus M^\perp\) as \(u = u' + u''\), then the computation \((1 - E)(u) = \)
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\[ u - u' = u'' \] shows that \( 1 - E \) is the orthogonal projection on \( M^\perp \). Hence 
\[ (E(u), (1 - E)(v)) = 0 \] for all \( u \) and \( v \) in \( H \), and also \( ((1 - E)(u), E(v)) = 0 \).
The first of these says that \( (E(u), v) = (E(u), E(v)) \), and the second says that 
\[ (E(u), E(v)) = (u, E(v)). \] Combining these, we obtain \( (E(u), v) = (u, E(v)). \)
Comparison of this formula with the formula in Proposition 12.12 shows that 
\[ E = E^*. \]
The Banach space \( \mathcal{B}(H, H) \) is closed under composition. In fact, if \( L \) and \( M \)
are in \( \mathcal{B}(H, H) \), then linear algebra shows \( LM \) to be linear, and the computation 
\[ \|LM(u)\| = \|L(M(u))\| \leq \|L\|\|M(u)\| \leq \|L\|\|M\|\|u\| \] shows that 
\[ \|LM\| \leq \|L\|\|M\|. \]
Hence \( LM \) is in \( \mathcal{B}(H, H) \) if \( L \) and \( M \) are. Within \( \mathcal{B}(H, H) \), we have \( (LM)^* = M^*L^* \).
The structure of abstract bounded linear operators on Hilbert spaces is one of
the topics in Chapter IV of the companion volume, *Advanced Real Analysis*.

4. Hahn–Banach Theorem

We return now to the setting of general normed linear spaces or Banach spaces.
There are three main theorems concerning the norm topology of such spaces—
the Hahn–Banach Theorem, the Uniform Boundedness Theorem, and the Interior
Mapping Principle. These three theorems are the main subject matter of
the remainder of this chapter. Further properties of normed linear spaces and Banach
spaces are established in Chapter IV of the companion volume, *Advanced Real
Analysis*.

We shall often use symbols \( x, y, \ldots \) for members of a normed linear space
and symbols \( x^*, y^*, \ldots \) for linear functionals. This notation has the advantage
of allowing us to use symbols like \( x^{**} \) for linear functionals on a space of linear
functionals, an important notion as we shall see.

We begin with the Hahn–Banach Theorem, which ensures the existence of
many continuous linear functionals on a normed linear space. The theorem has
applications even in situations in which one has a concrete realization of the dual
space, because it shows that any closed vector subspace is characterized by the
continuous linear functionals that vanish on the subspace.

**Theorem 12.13** (Hahn–Banach Theorem). If \( Y \) is a vector subspace of a
normed linear space \( X \) and if \( y^* \) is a continuous linear functional on \( Y \), then there
exists a continuous linear functional \( x^* \) on \( X \) with \( \|x^*\| = \|y^*\| \) such that
\[ x^*(y) = y^*(y) \] for all \( y \in Y \).
Theorem as stated is derived from the following lemma, which itself goes under the name “Hahn–Banach Theorem” and has other applications quite distinct from Theorem 12.13 that are beyond the scope of this book.

**Lemma 12.14.** Let $X$ be a real vector space, and let $p$ be a real-valued function on $X$ with

$$p(x + x') \leq p(x) + p(x') \quad \text{and} \quad p(tx) = tp(x)$$

for all $x$ and $x'$ in $X$ and all real $t \geq 0$. If $f$ is a linear functional on a vector subspace $Y$ of $X$ with $f(y) \leq p(y)$ for all $y$ in $Y$, then there exists a linear functional $F$ on $X$ with $F(y) = f(y)$ for all $y \in Y$ and $F(x) \leq p(x)$ for all $x \in X$.

**Proof.** Form the collection of all linear functionals on vector subspaces of $X$ that extend $f$ and that are dominated by $p$, and partially order the collection by saying that one is ≤ another if the second is an extension of the first. If we have a chain of such extensions, then we can obtain an upper bound for the chain by taking the union of the domains and using the common value of the linear functionals on an element of this domain as the value of the linear functional forming the upper bound. The result is linear because any two members of the domain must lie in the domain of a single member of the chain. By Zorn’s Lemma let $f_0$, with domain $Y_0$, be a maximal extension. We shall prove that $Y_0 = X$.

In fact, suppose that $y_1$ is a vector in $X$ but not $Y_0$. Every vector in the vector subspace $Y_1$ spanned by $y_1$ and $Y_0$ has a unique representation as $y + cy_1$, where $y$ is in $Y_0$ and $c$ is in $\mathbb{R}$. Define $f_1$ on $Y_1$ by

$$f_1(y + cy_1) = f_0(y) + ck,$$

where $k$ is a real number to be specified. For a suitable choice of $k$, $f_1$ will be bounded by $p$ and will contradict the maximality of $(f_0, Y_0)$.

Let $y$ and $y'$ be in $Y_0$. Then

$$f_0(y') - f_0(y) = f_0(y' - y) \leq p(y' - y) \leq p(y' + y_1) + p(-y_1 - y),$$

and hence

$$-p(-y_1 - y) - f_0(y) \leq p(y' + y_1) - f_0(y').$$

Take the supremum of the left side over $y$ and the infimum of the right side over $y'$, let $k$ be any real number in between, and define $f_1$ on $Y_1$ by ($\ast$).

To complete the proof, we are to check that $f_1(x) \leq p(x)$ for all $x$ in $Y_1$. Thus suppose that $x = y + cy_1$ is arbitrary in $Y_1$. If $c = 0$, then $f_1(x) \leq p(x)$ by the assumption on $Y_0$. If $c > 0$, then

$$f_1(x) = f_0(y) + ck \leq f_0(y) + c[p(c^{-1}y + y_1) - f_0(c^{-1}y)] = p(y + cy_1) = p(x).$$

If $c < 0$, then

$$f_1(x) = f_0(y) + ck \leq f_0(y) + c[-p(-y_1 - c^{-1}y) - f_0(c^{-1}y)] = p(y + cy_1) = p(x).$$

In any case, $f_1(x) \leq p(x)$. \qed
Proof of Theorem 12.13. If the field of scalars is \( \mathbb{R} \), then Theorem 12.13 follows immediately from Lemma 12.14 with \( p(x) = \|y^*\|\|x\| \) and \( f = y^* \).

If the field of scalars is \( \mathbb{C} \), if \( y^* \) is given, and if, as we may, we regard \( X \) as a real normed linear space, then \( \text{Re } y^* \) defined by \( (\text{Re } y^*)(y) = \text{Re}(y^*(y)) \) is a real linear functional on \( Y \) with

\[
| (\text{Re } y^*)(y) | \leq | y^*(y) | \leq \| y^* \| \| y \| \quad \text{for all } y \in Y.
\]

By what has already been proved, we can extend \( \text{Re } y^* \) without an increase in norm to a real linear functional \( F \) defined on all of \( X \). Define

\[
x^*(x) = F(x) - iF(ix).
\]

We show that \( x^* \) has the required properties. Certainly \( x^*(x+x') = x^*(x) + x^*(x') \) and \( x^*(cx) = cx^*(x) \) for \( c \) real. Furthermore

\[
x^*(ix) = F(ix) - iF(i^2x) = i[F(x) - iF(ix)] = ix^*(x).
\]

Thus \( x^* \) is complex linear. On \( Y \), we have

\[
(\text{Re } y^*)(iy) + i(\text{Im } y^*)(iy) = y^*(iy) = iy^*(y) = -(\text{Im } y^*)(y) + i(\text{Re } y^*)(y),
\]

and thus \( (\text{Re } y^*)(iy) = -(\text{Im } y^*)(y) \). Substituting this identity into the definition of \( x^* \), we obtain

\[
x^*(y) = (\text{Re } y^*)(y) - i(\text{Re } y^*)(iy) = (\text{Re } y^*)(y) + i(\text{Im } y^*)(y) = y^*(y)
\]

for \( y \) in \( Y \). Thus \( x^* \) is an extension of \( y^* \). Finally if \( x^*(x) = re^{i\theta} \) for \( r \) and \( \theta \) real and \( r \geq 0 \), then

\[
| x^*(x) | = x^*(e^{-i\theta}x) = F(e^{-i\theta}x) \leq \| y^* \|\|e^{-i\theta}x\| = \| y^* \|\|x\|,
\]

since the nonnegative number \( x^*(e^{-i\theta}x) \) has 0 imaginary part. Thus \( \| x^* \| \leq \| y^* \| \). The reverse inequality follows because \( x^* \) is an extension of \( y^* \), and the proof is complete. \( \Box \)

**Corollary 12.15.** If \( Y \) is a closed vector subspace of a normed linear space \( X \) and if \( x_0 \) is a vector of \( X \) not in \( Y \), then there exists an \( x^* \) in the dual \( X^* \) with

\[
x^*(y) = 0 \quad \text{for all } y \in Y
\]

and

\[
x^*(x_0) = 1.
\]

The norm of \( x^* \) can be taken to be the reciprocal of the distance from \( x_0 \) to \( Y \).
PROOF. Let \(d > 0\) be the distance from \(x_0\) to \(Y\), and let \(Z\) be the linear span of \(x_0\) and \(Y\). Every \(x\) in \(Z\) has a unique expansion as \(x = y + cx_0\) for some scalar \(c\) and some \(y\) in \(Y\). For such an \(x\), let \(z^*(x) = c\). Let us see that the linear function \(z^*\) on \(Z\) satisfies

\[
\|z^*\| = d^{-1}.
\]

First we check that \(|z^*(x)| \leq d^{-1}\|x\|\): if \(c \neq 0\), then

\[
\|x\| = \|y + cx_0\| = |c|\|c^{-1}y + x_0\| \geq |c|d = d|z^*(x)|,
\]

while if \(c = 0\), then \(z^*(x) = 0\). Thus \(|z^*(x)| \leq d^{-1}\|x\|\) for all \(x\), and we obtain \(\|z^*\| \leq d^{-1}\). For the reverse inequality, let \(\{y_n\}\) be a sequence in \(Y\), not necessarily convergent, with \(\lim_{n} \|x_0 - y_n\| = d\). Then

\[
1 = z^*(x_0 - y_n) \leq \|z^*\| \|x_0 - y_n\| \rightarrow d\|z^*\|,
\]

and hence \(\|z^*\| \geq d^{-1}\). This proves \((*)\). Applying Theorem 12.13 to \(z^*\), we obtain the corollary. \(\square\)

EXAMPLE. To illustrate Corollary 12.15, we re-prove the result of Proposition 11.21a that \(C(S)\) is dense in \(L^p(S, \mu)\) if \(S\) is a compact Hausdorff space, \(\mu\) is a regular Borel measure on \(S\), and \(p\) satisfies \(1 \leq p < \infty\). For definiteness let us suppose that the underlying scalars are real. If \(C(S)\) were not dense, then the corollary would produce a continuous linear functional \(\ell\) on \(L^p(S, \mu)\) that vanishes on \(C(S)\) but is not identically 0 on \(L^p(S, \mu)\). Theorem 9.19 says that \(\ell\) has to be given by integration with some member \(g\) of \(L^p(S, \mu)\), where \(p'\) is the dual index: \(\ell(f) = \int_S fg d\mu\) for all \(f\) in \(L^p(S, \mu)\). Since \(\ell\) vanishes on \(C(S)\), we have \(\int_S fg d\mu = 0\) for all \(f \in C(S)\). Thus \(\int_S fg d\mu = \int_S fg^+ d\mu = \int_S fg^- d\mu\) for all \(f \in C(S)\). Here \(g^+ d\mu\) and \(g^- d\mu\) are Borel measures on \(S\), regular by Proposition 11.20, and they yield the same positive linear functional on \(C(S)\). Applying the uniqueness in the Riesz representation theorem (Theorem 11.1), we obtain \(g^+ d\mu = g^- d\mu\) and therefore \(g^+ = g^-\) almost everywhere. Since \(g^+\) and \(g^-\) are nowhere both nonzero, \(g^+ = g^- = 0\) almost everywhere. Hence \(g\) is the 0 function, and \(\ell = 0\), contradiction.

**Corollary 12.16.** If \(X\) is a normed linear space and if \(x_0 \neq 0\) is a vector in \(X\), then there is an \(x^*\) in \(X^*\) with

\[
\|x^*\| = 1 \quad \text{and} \quad x^*(x_0) = \|x_0\|.
\]

PROOF. Apply Corollary 12.15 with \(Y = 0\) and multiply by \(\|x_0\|\) the linear functional that is produced by that corollary. \(\square\)
Corollary 12.16, when applied to $x_0 = x - x'$, shows that there are enough continuous linear functionals on a normed linear space $X$ to separate points. Also, it implies that the only vector $x_0$ in $X$ with $x^*(x_0) = 0$ for all $x^*$ in $X^*$ is $x_0 = 0$. The third corollary we have already seen for $L^p$ spaces with $1 \leq p < \infty$ in Proposition 9.8, at least when the measure space is $\sigma$-finite.

**Corollary 12.17.** If $X$ is a normed linear space and $x_0$ is in $X$, then

$$\|x_0\| = \sup_{\|x^*\| \leq 1} |x^*(x_0)|.$$ 

**Proof.** If $\|x^*\| \leq 1$, then $|x^*(x_0)| \leq \|x^*\| \|x_0\| \leq \|x_0\|$, and therefore $\sup_{\|x^*\| \leq 1} |x^*(x_0)| \leq \|x_0\|$. The linear functional of Corollary 12.16 shows that equality holds. \qed

We have seen for $\sigma$-finite measure spaces that the dual $X^*$ of $X = L^1(S, \mu)$ may be identified with $L^\infty(S, \mu)$ via integration. In turn every member of $L^1(S, \mu)$ then acts as a continuous linear functional on $L^\infty(S, \mu)$ via integration. This change of point of view amounts to the implementation of a certain canonically defined linear mapping of $X$ into $X^{**}$, which we now define for general normed linear spaces.

Let $X$ be a normed linear space, and let $X^{**}$ be the dual of $X^*$. We define a linear operator $\iota : X \to X^{**}$ by

$$(\iota(x))(x^*) = x^*(x) \quad \text{for all } x^* \in X^*,$$

and we call $\iota$ the **canonical map** of $X$ into $X^{**}$.

**Corollary 12.18.** If $X$ is a normed linear space, then the canonical map $\iota : X \to X^{**}$ has $\|\iota(x)\| = \|x\|$ for all $x$ and in particular is one-one. Consequently if $X$ is complete, then $\iota(X)$ is a closed vector subspace of $X^{**}$.

**Proof.** We have

$$\|\iota(x)\| = \sup_{\|x^*\| \leq 1} |(\iota(x))(x^*)| = \sup_{\|x^*\| \leq 1} |x^*(x)| = \|x\|,$$

the last step holding by Corollary 12.17. This proves the first conclusion. Because $\iota$ preserves norms, $X$ complete implies that $\iota(X)$ is a complete subset of the complete space $X^{**}$ and is therefore closed, by Corollary 2.43. \qed
A Banach space $X$ is said to be reflexive if the canonical map carries $X$ onto $X^{**}$. Warning: This is a more restrictive condition than to say that there is some norm-preserving linear mapping of $X$ onto $X^{**}$.

Finite-dimensional normed linear spaces are reflexive since linear functionals in this case are automatically continuous and since the vector-space dual of a finite-dimensional vector space has the same dimension as the space itself. Hilbert spaces are reflexive as a consequence of the Riesz Representation Theorem in its form in Theorem 12.5. The spaces $L^p(S, \mu)$ for a $\sigma$-finite measure space, when $1 < p < \infty$, are reflexive as a consequence of the Riesz Representation Theorem\(^6\) in its form in Theorem 9.19. However, $L^1(S, \mu)$ and $L^\infty(S, \mu)$ are often not reflexive, as is shown below in Proposition 12.19 and Corollary 12.21.

**Proposition 12.19.** If $(S, \mu)$ is a $\sigma$-finite measure space with infinitely many disjoint sets of positive measure, then $L^1(S, \mu)$ is not reflexive.

**Proof.** Theorem 9.19 shows that the Banach space $X = L^1(S, \mu)$ has $X^* \cong L^\infty(S, \mu)$, the isomorphism being given by integration. Therefore it is enough to produce a continuous linear functional on $L^\infty(S, \mu)$ that is not given by integration with an $L^1$ function.

Thus let $\{E_n\}$ be a sequence of disjoint sets of positive measure, and let $Y$ be the vector subspace of functions in $L^\infty(S, \mu)$ that are constant on each $E_n$ and have values on the $E_n$’s tending to a finite limit as $n$ tends to infinity. Let $y^*$ of such a function be the limit. Then $y^*$ is a linear functional on $Y$ of norm 1. By the Hahn–Banach Theorem (Theorem 12.13), there exists a linear functional $x^*$ defined on all of $L^\infty(S, \mu)$, having norm 1, and restricting to $y^*$ on $Y$. Suppose that there is some $g$ in $L^1(S, \mu)$ with $x^*(f) = \int_S fg \, d\mu$ for all $f$ in $Y$, quite apart from all $f$ in $L^\infty(S, \mu)$. If $f$ is 1 on $E_n$ and is 0 elsewhere, then $x^*(f) = 0$, and hence $\int_{E_n} g \, d\mu = 0$. In other words, $\int_{E_n} g \, d\mu = 0$ for every $n$. If we next take $f$ to be 1 on $\bigcup_{n=1}^\infty E_n$ and to be 0 elsewhere, then $x^*(f) = 1$. On the other hand, this $f$ has

$$x^*(f) = \int_S fg \, d\mu = \int_{\bigcup_{n=1}^\infty E_n} g \, d\mu = \sum_{n=1}^\infty \int_{E_n} g \, d\mu = 0,$$

and we have a contradiction. \(\square\)

**Proposition 12.20.** If $X$ is a Banach space and its dual $X^*$ is reflexive, then $X$ is reflexive.

**Proof.** Let $\iota : X \rightarrow X^{**}$ and $\iota^* : X^* \rightarrow X^{***}$ be the canonical maps. Arguing by contradiction, suppose that $X$ is not reflexive. Since $\iota(X)$ is a closed proper vector subspace of $X^{**}$, Corollary 12.15 produces a nonzero member

\[^6\text{Actually, the } \sigma\text{-finiteness is not needed for } 1 < p < \infty.\]
x*** of X*** such that x***(t(X)) = 0. Since X* is reflexive by assumption, there exists x* in X* with x*** = t*(x*). If x is in X, then we have 0 = x***(t(x)) = (t*(x*))(t(x)) = (t(x))(x*) = x*(x), and hence x* = 0. But then x*** = t*(x*) = 0, and we have a contradiction. □

**Corollary 12.21.** If (S, µ) is a σ-finite measure space with infinitely many disjoint sets of positive measure, then L∞(S, µ) is not reflexive.

**Proof.** Theorem 9.19 shows that the Banach space X = L^1(S, µ) has X* ≅ L∞(S, µ), the isomorphism being given by integration. If X* were reflexive, then X would have to be reflexive by Proposition 12.20, in contradiction to Proposition 12.19. □

### 5. Uniform Boundedness Theorem

The second main theorem about the norm topology of normed linear spaces is the Uniform Boundedness Theorem, also known as the Banach–Steinhaus Theorem. This result involves a parametrized family of linear operators from one normed linear space into another, and it is assumed that the domain is complete. Two kinds of boundedness as a function of one variable are assumed—boundedness of each linear operator as a function on (the unit ball of) the domain and boundedness in the parameter for each fixed member of the domain. The conclusion is boundedness in the two variables jointly.

**Theorem 12.22 (Uniform Boundedness Theorem).** If \{L_α\} is a set of bounded linear operators from a Banach space X into a normed linear space Y such that

\[ \|L_α(x)\| ≤ C_α \quad \text{for all } α, \]

then there is a constant C independent of x such that \|L_α\| ≤ C for all α.

**Proof.** For each positive integer n, the set

\[ F_n = \{ x ∈ X | \|L_α(x)\| ≤ n \text{ for all } α \} \]

is closed in X, being the intersection of inverse images of closed sets in Y under continuous functions, and \bigcap_{n=1}^{∞} F_n = X by assumption. By the Baire Category Theorem (Theorem 2.53b), one of the sets, say \( F_N \), contains a nonempty open subset B of X. Then \|L_α(x)\| ≤ N for all α and for all x in B. If B contains the open ball in X of radius \( 2r > 0 \) and center b, then \|x\| ≤ r implies that \( x + b \) is in B and that

\[ \|L_α(x)\| = \|L_α(x + b) − L_α(b)\| ≤ \|L_α(x + b)\| + \|L_α(b)\| ≤ N + C_b, \]

independently of α. Hence \( \|x\| ≤ 1 \) implies

\[ \|L_α(x)\| = r^{-1}\|L_α(rx)\| ≤ r^{-1}(N + C_b). \]

In other words, \( \|L_α\| ≤ r^{-1}(N + C_b). \) □
Example. Let us use the theorem to give a proof that the Fourier series of a continuous periodic function need not converge at some point. Consider the Banach space $X$ of all continuous periodic functions $f$ on $[-\pi, \pi]$ with the supremum norm. Let $D_n$ be the Dirichlet kernel as in Section I.10, given by

$$D_n(t) = \sum_{k=-n}^{n} e^{ikt} = \frac{\sin((n + \frac{1}{2})t)}{\sin \frac{1}{2} t}.$$ 

The $n^{th}$ partial sum of the Fourier series of $f$ is

$$s_n(f; x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x - t)D_n(t) \, dt.$$ 

Define linear functionals $\ell_n$ on $X$ by

$$\ell_n(f) = s_n(f; 0) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(-t)D_n(t) \, dt.$$ 

Each of these is bounded; specifically $\|\ell_n\| \leq 2n + 1$ because $\|D_n\|_{\sup} \leq 2n + 1$. If the Fourier series of each continuous function $f$ were to converge at 0, then $\lim_n \ell_n(f)$ would exist for each $f$, and hence we would have $|\ell_n(f)| \leq C_f$ for a constant $C_f$ independent of $n$. The Uniform Boundedness Theorem would say that $\|\ell_n\| \leq C$ for some constant $C$ independent of $n$. The norm equality of Theorem 11.26 or 11.28 would then allow us to conclude that $\int_{-\pi}^{\pi} |D_n(t)| \, dt$ is bounded. In fact, the numbers $\int_{-\pi}^{\pi} |D_n(t)| \, dt$ are unbounded, according to the following proposition, and thus there exists a continuous periodic function whose Fourier series diverges at $x = 0$.

Proposition 12.23. The numbers

$$L_n = \frac{1}{2\pi} \int_{-\pi}^{\pi} |D_n(t)| \, dt$$

have the property that

$$L_n = 4\pi^{-2} \log n + O(1),$$

where $O(1)$ denotes an expression bounded as a function of $n$. Hence $L_n$ is unbounded with $n$.

Remark. The numbers $L_n$ are sometimes called Lebesgue constants.
6. Interior Mapping Principle

PROOF. By writing \( \sin((n + \frac{1}{2})t) = \sin nt \cos \frac{1}{2}t + \cos nt \sin \frac{1}{2}t \), we see that

\[
D_n(t) = \sin nt \cot \frac{1}{2}t + \cos nt = 2t^{-1} \sin nt + h_n(t),
\]

where \( h_n(t) \) is bounded in the pair \( (n, t) \) for \(|t| \leq \pi\). If we let \( O(1) \) denote an expression bounded as a function of \( n \), then

\[
L_n = \frac{2}{2\pi} \int_{-\pi}^{\pi} \frac{\sin nt}{|t|} \, dt + O(1)
= \frac{2}{\pi} \int_{0}^{\pi} \frac{\sin nt}{t} \, dt + O(1)
= \frac{2}{\pi} \sum_{k=0}^{n-1} \int_{k\pi/n}^{(k+1)\pi/n} \frac{\sin nt}{t} \, dt + O(1)
= \frac{2}{\pi} \int_{0}^{\pi/n} \frac{\sin nt}{t} \, dt + \frac{2}{\pi} \int_{0}^{\pi/n} (\sin nt) \left[ \sum_{k=1}^{n-1} \frac{1}{t + k\pi/n} \right] \, dt + O(1).
\]

The first term on the right side is bounded, and the sum in brackets lies between

\[
\pi^{-1} n \left(1 + \frac{1}{2} + \cdots + \frac{1}{n-1}\right) \quad \text{and} \quad \pi^{-1} n \left(\frac{1}{2} + \cdots + \frac{1}{n}\right),
\]

which are upper and lower Riemann sums for \( \int_{1}^{n} t^{-1} \, dt \) and have difference \( \pi^{-1} n (1 - \frac{1}{n}) \). Thus the sum in brackets is equal to \( \pi^{-1} n (\log n + O(1)) \). The integral of \( \sin nt \) over \([0, \pi/n]\) is \( 2/n \), and the result follows. \( \Box \)

6. Interior Mapping Principle

The third main theorem about the norm topology of normed linear spaces is the Interior Mapping Principle. This result involves a single bounded linear operator from one normed linear space into another, and it is assumed that the domain and the range are both complete. The theorem is that if the operator is onto the range, then it carries open sets to open sets.

**Theorem 12.24** (Interior Mapping Principle). If \( L \) is a continuous linear operator from a Banach space \( X \) onto a Banach space \( Y \), then \( L \) carries open subsets of \( X \) to open subsets of \( Y \).
Proof. Let \( B_r \) be the closed ball in \( X \) with center 0 and radius \( r \), and let \( U_s \) be the open ball in \( Y \) with center 0 and radius \( s \). The proof is in three steps.

The first step is to show that \( (L(B_1))^{cl} \) contains an open neighborhood of 0 in \( Y \). To do so, we use the fact that \( L \) is onto \( Y \) and write

\[
Y = L(X) = L\left( \bigcup_{n=1}^{\infty} B_n \right) = \bigcup_{n=1}^{\infty} L(B_n).
\]

Thus \( Y = \bigcup_{n=1}^{\infty} (L(B_n))^{cl} \), and the Baire Category Theorem (Theorem 2.53b) shows that one of the sets \( (L(B_n))^{cl} \) contains a nonempty open set. Since \( L \) is linear and since multiplication by \( 2n \) is a homeomorphism of \( Y \), \( (L(B_n))^{cl} = (L(2nB_{1/2}))^{cl} = (2n)(L(B_{1/2}))^{cl} \), and we see that \( (L(B_{1/2}))^{cl} \) contains some nonempty open subset \( V \) of \( Y \). If \( v \) and \( v' \) are in \( V \), they are in \( (L(B_{1/2}))^{cl} \) and there exist sequences \( \{v_n\} \) and \( \{v'_n\} \) in \( L(B_{1/2}) \) with \( v_n \to v \) and \( v'_n \to v' \). By linearity, \( v_n - v'_n \) is in \( L(B_{1/2}) \), and passage to the limit shows that \( v - v' \) is in \( L(B_{1/2})^{cl} \). The set \( V - V \) of such differences \( v - v' \) is the union over \( v' \in V \) of \( V - v' \), hence is the union of open sets and is open. Since 0 is in \( V - V \), the set \( V - V \) is an open neighborhood of 0 lying in \( L(B_{1/2})^{cl} \).

The second step is to show that the image of any neighborhood of 0 in \( X \) is a neighborhood of 0 in \( Y \). The previous step shows that \( (L(B_1))^{cl} \supseteq U_s \) for some \( s > 0 \), and we show for every \( c > 0 \) that \( L(B_c) \supseteq U_{sc/2} \). For \( t > 0 \), multiplication of the inclusion \( (L(B_1))^{cl} \supseteq U_t \) by \( t \) shows that

\[
(L(B_1))^{cl} \supseteq U_{st}
\]

since multiplication by \( t \) is a homeomorphism of \( Y \) and \( L \) is linear. If \( y \) is in \( U_{sc/2} \), we are to produce \( x \) in \( B_c \) with \( L(x) = y \), and we do so by successive approximations. Specifically we construct inductively the terms \( x_n \) of a convergent series in \( X \) with sum \( x \), as follows: Condition (*) with \( t = c/2 \) allows us to choose a member \( x_1 \) of \( B_{c/2} \) with \( \| y - L(x_1) \| < 2^{-2sc} \). If \( x_1, \ldots, x_{n-1} \) have been constructed with each \( x_j \) in \( B_{2^{-j}c} \) and with

\[
\| y - L(x_1 + \cdots + x_{n-1}) \| < 2^{-n}sc,
\]

then \( y - L(x_1 + \cdots + x_{n-1}) \) is in \( U_{2^{-n}c} \). Condition (*) with \( t = 2^{-n}c \) shows that we can find \( x_n \) in \( B_{2^{-n}c} \) with

\[
\| y - L(x_1 + \cdots + x_{n-1} - L(x_n)) \| < 2^{-(n+1)sc}.
\]

We now have

\[
\| y - L(x_1 + \cdots + x_{n-1} + x_n) \| < 2^{-(n+1)sc}.
\]
This completes the inductive construction of the \( x_n \)'s, and we shall prove that the series \( \sum x_n \) is convergent in \( X \). Since \( X \) is complete, it is enough to show that the partial sums of \( \sum x_n \) are Cauchy. If \( q \geq p \), then
\[
\left\| \sum_{n=1}^{q} x_n - \sum_{n=1}^{p} x_n \right\| = \left\| \sum_{n=p+1}^{q} x_n \right\| \leq \sum_{n=p+1}^{q} \|x_n\| \leq \sum_{n=p+1}^{q} 2^{-n} c.
\]
The right side is \( \leq 2^{-p} c \), and the partial sums of \( \sum x_n \) are indeed Cauchy. Let \( x = \sum_{n=1}^{\infty} x_n \). Taking \( p = 0 \) and using the continuity of the norm, we see that \( \|x\| \leq c \). By continuity of \( L \), we have \( y = \lim_n L(x_1 + \cdots + x_n) = L(x) \). Consequently the member \( y \) of \( U_{\epsilon/2} \) is of the form \( L(x) \) for some \( x \) in \( B_c \), as was asserted.

The third step is to show that each open set of \( X \) is mapped to an open set of \( Y \) by \( L \). Let \( U \) be open in \( X \), let \( x \) be in \( U \), and let \( N \) be an open neighborhood of \( 0 \) in \( X \) such that \( x + N \subseteq U \). The previous step shows that there is some open neighborhood \( V \) of \( 0 \) in \( Y \) such that \( V \subseteq L(N) \). Then \( L(x) + V \) is an open neighborhood in \( Y \) of \( L(x) \) with
\[
L(x) + V \subseteq L(x) + L(N) = L(x + N) \subseteq L(U).
\]
Therefore \( L(U) \) contains a neighborhood about each of its points and must be open. \( \square \)

**Corollary 12.25.** A one-one continuous linear operator \( L \) of a Banach space \( X \) onto a Banach space \( Y \) has a continuous linear inverse.

**Proof.** Since \( L \) is one-one onto, \( L^{-1} \) exists. For \( L^{-1} \) to be continuous, the inverse image under \( L^{-1} \) of each open set is to be open. In other words, the direct image under \( L \) of any open set is to be open. But this is just the conclusion of Theorem 12.24. \( \square \)

**Example.** Let \( \mathcal{F} \) be the Fourier coefficient mapping, which carries functions in \( L^1 \left( \frac{1}{2\pi} \, dx \right) \) to doubly infinite sequences \( \{c_n\} \) vanishing at infinity. The linear operator \( \mathcal{F} \) has norm 1 when the space of doubly infinite sequences is given the supremum norm \( \|\{c_n\}\|_{\text{sup}} = \sup_n |c_n| \). Corollary 6.50 shows that \( \mathcal{F} \) is one-one. Let us see that there is some doubly infinite sequence vanishing at infinity that is not the sequence of Fourier coefficients of some \( L^1 \) function. If this were not so, then Corollary 12.25 would say that \( \mathcal{F}^{-1} \) is bounded. We can obtain a contradiction if we produce a sequence \( \{f_n\} \) of \( L^1 \) functions with \( \|f_n\|_1 = 1 \) for all \( n \) and with \( \lim_n \|\mathcal{F}(f_n)\|_{\text{sup}} = 0 \). Form the Dirichlet kernel \( D_n \) as defined in Section 1.10 and reproduced in the previous section. Its Fourier coefficients \( c_k \) are 1 for \( |k| \leq n \) and are 0 for \( |k| > n \), and thus \( \|\mathcal{F}(D_n)\|_{\text{sup}} = 1 \). Put \( f_n = D_n/\|D_n\|_1 \). Then \( \|f_n\|_1 = 1 \) for all \( n \), and \( \|\mathcal{F}(f_n)\|_{\text{sup}} = 1/\|D_n\|_1 \). Proposition 12.23 shows that in fact \( \lim_n 1/\|D_n\|_1 = 0 \), and we obtain the desired contradiction. The conclusion is that the image of \( \mathcal{F} \) on \( L^1 \) fails to include some doubly infinite sequence \( \{c_n\} \) vanishing at infinity.
If $f : X \to Y$ is a function between Hausdorff spaces, the graph of $f$ is the subset $G = \{(x, f(x)) \mid x \in X\}$ of $X \times Y$. If $f$ is continuous, then $G$ is a closed set, as we see immediately by using nets. The converse fails because $f : [0, 1] \to \mathbb{R}$ with $f(0) = 0$ and $f(x) = 1/x$ for $x > 0$ is a discontinuous function with closed graph.

We shall be interested in the converse under the additional condition that our function $f$ is linear. Our spaces being metric spaces, the condition that the graph be closed is that whenever $\{(x_n, f(x_n))\}$ converges to some $(x, y)$, then $x$ is in the domain of $f$ and $f(x) = y$.

Linearity by itself is not enough to get an affirmative result. In fact, let $X = C([0, 1])$, let $\mathcal{X}$ be the vector subspace of functions with a continuous derivative, and let $L : X \to \mathcal{X}$ be the derivative operator $F \mapsto F'$. If $\lim_n F_n = F$ in $X$ and $\lim_n F'_n = H$, then Theorem 1.23 shows that $F'$ exists and equals $H$. Hence the linear operator $L : X \to \mathcal{X}$ has closed graph. However, $L$ is unbounded since the function $x \mapsto x^n$ has norm 1 and its derivative has norm $n$.

**Corollary 12.26** (Closed Graph Theorem). If $L : X \to Y$ is a linear operator from a Banach space $X$ into a Banach space $Y$ such that the graph of $L$ is a closed subset of $X \times Y$, then $L$ is a bounded linear operator.

**Proof.** Make $X \oplus Y$ into a Banach space by defining $\|(x, y)\| = \|x\| + \|y\|$. The graph $G = \{(x, L(x)) \mid x \in X\}$ of $L$ is a vector subspace of $X \oplus Y$ since $L$ is linear, and it is closed by hypothesis. Thus $G$ is a Banach space. The linear operator $P : G \to X$ given by $P((x, L(x)) = x$ is one-one and onto, and Corollary 12.25 shows that the linear operator $P^{-1} : X \to G$ given by $P^{-1}(x) = (x, L(x))$ is continuous. If $E$ denotes the projection of $X \oplus Y$ to the $Y$ coordinate, then $E$ is bounded with norm $\leq 1$, and hence the restriction $E\big|_G : G \to Y$ is bounded with norm $\leq 1$. Therefore the composition $(E\big|_G) \circ P^{-1} : X \to Y$ is bounded. But $(E\big|_G)(P^{-1}(x)) = E(x, L(x)) = L(x)$, and thus $L$ is bounded. $\square$

**Example.** Suppose that a Banach space $X$ is the vector-space direct sum of two closed vector subspaces: $X = Y \oplus Y'$. Let $E : X \to Y$ be the projection of $X$ on $Y$ given by $E(y + y') = y$. Corollary 12.26 implies that $E$ is bounded. In fact, let $x_n = y_n + y'_n$ define a sequence in $X$, so that $(x_n, y_n)$ defines a sequence in the graph of $E$. Suppose that $\lim_n (x_n, y_n) = (x_0, y_0)$ in $X \times X$, i.e., that $\lim_n x_n = x_0$ and $\lim_n y_n = y_0$. Here $x_0$ is in $X$, and $y_0$ is in $Y$ since $Y$ is closed. Then $y'_0 = \lim_n y'_n = \lim_n x_n - \lim_n y_n = x_0 - y_0$, and this is in $Y'$ since $Y'$ is closed. The equality $x_0 = y_0 + y'_0$ shows that $E(x_0) = y_0$, and therefore $(x_0, y_0)$ is in the graph of $E$. In other words, the graph of $E$ is closed. We conclude from Corollary 12.26 that $E$ is bounded.
7. Problems

1. Let $X$ be a normed linear space.
   (a) Prove that the closure of the open ball of radius $r$ and center $x_0$ is the closed ball of radius $r$ and center $x_0$.
   (b) If $X$ is complete, prove that any decreasing sequence of closed balls has nonempty intersection.

2. The normed linear space $C^N([a, b])$ was defined in Section 1. Prove that it is complete.

3. The normed linear space $H^\infty(D)$ and its vector subspace $A(D)$ were defined in Section 1. Prove that $H^\infty(D)$ is complete and that $A(D)$ is a closed subspace, hence complete.

4. Let $X$ be a Banach space, let $Y$ be a closed vector subspace, and define $\|x + Y\| = \inf_{y \in Y} \|x + y\|$ for $x + Y$ in the quotient vector space $X/Y$.
   (a) Show that $\| \cdot + Y \|$ is a norm for $X/Y$.
   (b) By replacing a Cauchy sequence $\{x_n + Y\}$ in $X/Y$ by a subsequence such that $\|x_{n_k} - x_{n_{k+1}} + Y\| \leq 2^{-k}$, show that the subsequence can be lifted to a Cauchy sequence in $X$ and deduce that $X/Y$ is a Banach space.

5. Let $v_1, \ldots, v_n$ be vectors in an inner-product space. Their Gram matrix is the Hermitian matrix of inner products given by $G(v_1, \ldots, v_n) = [(v_i, v_j)]$, and $\det G(v_1, \ldots, v_n)$ is called their Gram determinant.
   (a) If $c_1, \ldots, c_n$ are in $\mathbb{C}$, let $c = \left( \begin{array}{c} c_1 \\ \vdots \\ c_n \end{array} \right)$. Prove that $c^* G(v_1, \ldots, v_n) \overline{c} = \|c_1 v_1 + \cdots + c_n v_n\|^2$.
   (b) Making use of the finite-dimensional Spectral Theorem, prove that there exists a unitary matrix $u$ such that the matrix $u^{-1} G(v_1, \ldots, v_n) u$ is diagonal with diagonal entries $\geq 0$.
   (c) Prove that $\det G(v_1, \ldots, v_n) \geq 0$ with equality if and only if $v_1, \ldots, v_n$ are linearly dependent. (This generalizes the Schwarz inequality.)

6. (Gram–Schmidt orthogonalization process) Let $(u_1, \ldots, u_n)$ be a linearly independent ordered set in an inner-product space, and inductively define $v'_1 = u_1$, $v'_1 = \|v'_1\|^{-1} v'_1$, $v'_k = u_k - \sum_{j=1}^{k-1} (u_j, v_j) v_j$, and $v_k = \|v'_k\|^{-1} v'_k$. Prove that the vectors $v_1, \ldots, v_n$ are well defined, that $v_1, \ldots, v_n$ are orthonormal, and that for each $k$ with $1 \leq k \leq n$, span$\{v_1, \ldots, v_k\} =$ span$\{u_1, \ldots, u_k\}$.

7. Let $H_1$ and $H_2$ be Hilbert spaces with respective orthonormal bases $\{u_\alpha\}$ and $\{v_\beta\}$. If there is a one-one function carrying the one orthonormal basis onto the other, prove that there is a bounded linear operator $F : H_1 \to H_2$ carrying $H_1$ onto $H_2$ and preserving distances. Deduce that $H_1$ and $H_2$ are isomorphic as Hilbert spaces if and only if they have the same Hilbert space dimension.
Let $(S, \mu)$ be a $\sigma$-finite measure space, and let $f$ be in $L^\infty(S, \mu)$.

(a) Show that multiplication by $f$ is a bounded linear operator on $L^2(S, \mu)$, and find the norm of this operator.

(b) Find the adjoint of the operator in (a).

9. Suppose that $X$ is a normed linear space and that its dual $X^*$ is separable in its norm topology, with $\{x_n^*\}$ as a countable dense set. For each $n$, choose $x_n$ in $X$ with $\|x_n\| \leq 1$ and $|x_n^*(x_n)| \geq \frac{1}{2}\|x_n^*\|$. Prove that the linear span of $\{x_n\}$ is dense in $X$, and conclude that $X^*$ separable implies $X$ separable.

10. By considering the discontinuous indicator function $I_{(x_0)}$, where $x_0$ is a limit point of $S$, prove that the Banach space $C(S)$ is not reflexive if $S$ is compact Hausdorff and infinite.

11. Without using the Baire Category Theorem, prove that the Uniform Boundedness Theorem for linear functionals implies the same theorem for linear operators.

12. Suppose for each $n$ that $L_n: X \to X'$ is a bounded linear operator from a normed linear space $X$ to a Banach space $X'$ such that $\|L_n\| \leq C$ with $C$ independent of $n$. Suppose in addition that $\{L_n(y)\}$ converges for each $y$ in a dense subset $Y$ of $X$. Prove that $L(x) = \lim_n L_n(x)$ exists for all $x$ in $X$ and that the resulting function $L: X \to X'$ is a bounded linear operator with $\|L\| \leq C$.

13. Let $X$ be a normed linear space, and let $\{x_n\}$ be a subset of $X$. If $\sup_n |x^*(x_n)| < \infty$ for each $x^*$ in $X^*$, prove that $\sup_n \|x_n\| < \infty$.

14. Let $X$ be a Banach space. A subset $E$ of $X$ is convex if it contains all points $(1 - t)x + ty$ with $0 \leq t \leq 1$ whenever it contains $x$ and $y$.

(a) Show that any closed ball $\{y \mid \|y - x\| \leq r\}$ is convex.

(b) Give an example of a decreasing sequence of nonempty bounded closed convex sets in a Banach space with empty intersection.

15. Let $X$ and $Y$ be Banach spaces, and let $L$ be a bounded linear operator from $X$ onto $Y$. Suppose that $\{y_n\}$ is a convergent sequence in $Y$ with limit $y_0$. Prove that there exists a constant $M$ and a sequence $\{x_n\}$ in $X$ such that $\|x_n\| \leq M\|y_n\|$ for all $n$, $L(x_n) = y_n$ for all $n$, and $\{x_n\}$ is convergent.

Problems 16–18 introduce “Banach limits,” a kind of universal summability method. Let $X$ be the real Banach space of real-valued bounded sequences $s = \{s_n\}^\infty_{n=1}$ with the supremum norm.

16. Let $X_0$ be the smallest closed vector subspace of $X$ containing all sequences with terms $s_1, s_2, s_3, \ldots$ such that $\{s_n\}$ is in $X$. Prove that the sequence $e$ with all terms 1 is not in $X_0$.

17. A Banach limit is defined to be any member $x^*$ of $X^*$ with $\|x^*\| = 1$, $x^*(e) = 1$, and $x^*(x_0) = 0$ for all $x_0$ in $X_0$. Prove that a Banach limit exists.
18. Let $\text{LIM}_{n \to \infty} s_n$ denote the value of a Banach limit when applied to the member $\{s_n\}$ of $X$. Prove that this satisfies
(a) $\text{LIM}_{n \to \infty} s_n \geq 0$ if $s_n \geq 0$ for all $n$.
(b) $\text{LIM}_{n \to \infty} s_{n+1} = \text{LIM}_{n \to \infty} s_n$ for every $\{s_n\}$ in $X$.
(c) $\text{LIM}_{n \to \infty} s_n = 0$ if all terms $s_n$ are $0$ for $n$ sufficiently large.
(d) $\lim \inf_n s_n \leq \text{LIM}_{n \to \infty} s_n \leq \lim \sup_n s_n$ for all $\{s_n\}$ in $X$.
(e) $\text{LIM}_{n \to \infty} s_n = c$ if $\{s_n\}$ is convergent with limit $c$.

Problems 19–24 establish the Jordan and von Neumann Theorem that a normed linear space satisfying the parallelogram law acquires its norm from an inner product, the definition of the inner product being $(x, y) = \sum_k \frac{1}{k^4} \|x + iy\|^2$, where the sum extends for $k \in \{0, 2\}$ if the scalars are real and extends for $k \in \{0, 1, 2, 3\}$ if the scalars are complex. The norm is recovered from the inner product by the usual formula $(x, x) = \|x\|^2$. Thus let $X$ be a normed linear space with norm $\| \cdot \|$ such that the parallelogram law holds.

19. Check from the definition of $(x, y)$ that $(x, x) = \|x\|^2$, that $(x, x) \geq 0$ with equality if and only if $x = 0$, and that $(x, y) = (y, x)$.

20. Prove the identity

$$\|x + y + z\|^2 = \|x + y\|^2 + \|x + z\|^2 + \|y + z\|^2 - \|x\|^2 - \|y\|^2 - \|z\|^2$$

for all $x, y, z$ in $X$.

21. Derive the formula $(x_1 + x_2, y) = (x_1, y) + (x_2, y)$ from the identity in the previous problem.

22. Let $D$ be the set of rationals if the scalars are real, or the set of all $a + bi$ with $a$ and $b$ rational if the scalars are complex. Using the definition of $(x, y)$ and the result of the previous problem, prove that $(rx, y) = r(x, y)$ if $r$ is in $D$.

23. By considering $\|x - ry\|^2$ for $r$ in $D$ with $r$ tending to $(x, y)/\|y\|^2$, prove that $(\cdot, \cdot)$ satisfies the Schwarz inequality.

24. By estimating $|r(x, y) - (cx, y)|$ with the Schwarz inequality when $c$ is a scalar and $r$ is a member of $D$ tending to $c$, prove that $c(x, y) = (cx, y)$, thereby completing the proof that $(\cdot, \cdot)$ is an inner product.

Problems 25–27 establish some properties of the Banach space $\mathcal{B}(X, Y)$, where $X$ and $Y$ are Banach spaces.

25. Prove that the function from $\mathcal{B}(X, Y) \times X$ to $Y$ given by $(L, x) \mapsto L(x)$ is continuous.

26. Prove that if $L$ and $L_n$ are members of $\mathcal{L}(X, Y)$ such that $\lim_n L_n(x) = L(x)$ for all $x \in X$, then $\|L\| \leq \sup_n \|L_n\| < \infty$. Give an example where $\|L\| < \sup_n \|L_n\|$.
27. Prove that if $L$ and $L_n$ are members of $L(X, Y)$ such that $\lim_n L_n(x) = L(x)$ for all $x \in X$ and if $\{u_n\}$ is a sequence in $X$ with $\lim u_n = u$, then $\lim_n L_n(u_n) = L(u)$. 
APPENDIX A

Background Topics

Abstract. This appendix treats some topics that are likely to be well known by some readers and less well known by others. Section A1 deals with set theory and with functions: it discusses the role of formal set theory, it works in a simplified framework that avoids too much formalism and the standard pitfalls, it establishes notation, and it mentions some formulas. Some emphasis is put on distinguishing the image and the range of a function, as this distinction is important in algebra and algebraic topology and therefore plays a role when real analysis begins to interact seriously with algebra.

Sections A2 and A3 assume knowledge of Section I.1 and discuss topics that occur logically between the end of Section I.1 and the beginning of Section I.2. The first of these establishes the Mean Value Theorem and its standard corollaries and then goes on to define the notion of a continuous derivative for a function on a closed interval. The other section gives a careful treatment of the differentiability of an inverse function in one-variable calculus.

Section A4 is a quick review of complex numbers, real and imaginary parts, complex conjugation, and absolute value. Complex-valued functions appear in the book beginning in Section I.5. Section A5 states and proves the classical Schwarz inequality, which is used in Chapter II to establish the triangle inequality for certain metrics but is needed before that in Chapter I in the context of Fourier series.

Sections A6 and A7 are not needed until Chapter II. The first of these defines equivalence relations and establishes the basic fact that they lead to a partitioning of the underlying set into equivalence classes. The other section discusses the connection between linear functions and matrices in the subject of linear algebra and summarizes the basic properties of determinants.

Section A8, which is not needed until Chapter IV, establishes unique factorization for polynomials with real or complex coefficients and defines “multiplicity” for roots of complex polynomials.

Sections A9 and A10 return to set theory. Section A9 defines partial orderings and includes Zorn’s Lemma, which is a powerful version of the Axiom of Choice, while Section A10 concerns cardinality. The material in these sections first appears in problems in Chapter V; it does not appear in the text until Chapter X in the case of Section A9 and until Chapter XII in the case of Section A10.

A1. Sets and Functions

Real analysis typically makes use of an informal notion of set theory and notation for it in which sets are described by properties of their elements and by operations on sets. This informal set theory, if allowed to be too informal, runs into certain paradoxes, such as the Russell paradox: “If \( S \) is the set of all sets that do not contain themselves as elements, is \( S \) a member of \( S \) or is it not?” The conclusion
of the Russell paradox is that the “set” of all sets that do not contain themselves as elements is not in fact a set.

Mathematicians’ experience is that such pitfalls can be avoided completely by working within some formal axiom system for sets, of which there are several that are well established. A basic one is “Zermelo–Fraenkel set theory,” and the remarks in this section refer specifically to it but refer to the others at least to some extent.\footnote{Mathematicians have no proof that this technique avoids problems completely. Such a proof would be a proof of the consistency of a version of mathematics in which one can construct the integers, and it is known that this much of mathematics cannot be proved to be consistent unless it is in fact inconsistent.}

The standard logical paradoxes are avoided by having sets, elements (or “entities”), and a membership relation \( \in \) such that \( a \in S \) is a meaningful statement, true or false, if and only if \( a \) is an element and \( S \) is a set. The terms set, element, and \( \in \) are taken to be primitive terms of the theory that are in effect defined by a system of axioms. The axioms ensure the existence of many sets, including infinite sets, and operations on sets that lead to other sets. To make full use of this axiom system, one has to regard it as occurring in the context of certain rules of logic that tell the forms of basic statements (namely, \( a = b, a \in S, \) and “\( S \) is a set”), the connectives for creating complicated statements from simple ones (“or,” “and,” “not,” and “if . . . then”), and the way that quantifiers work (“there exists” and “for all”).

Working rigorously with such a system would likely make the development of mathematics unwieldy, and it might well obscure important patterns and directions. In practice, therefore, one compromises between using a formal axiom system and working totally informally; let us say that one works “informally but carefully.” The logical problems are avoided not by rigid use of an axiom system, but by taking care that sets do not become too “large”: one limits the sets that one uses to those obtained from other sets by set-theoretic operations and by passage to subsets.\footnote{Not every set so obtained is to be regarded as “constructed.” The Axiom of Choice, which we come to shortly, is an existence statement for elements in products of sets, and the result of applying the axiom is a set that can hardly be viewed as “constructed.”}

A feature of the axiom system that one takes advantage of in working informally but carefully is that the axiom system does not preclude the existence of additional sets beyond those forced to exist by the axioms. Thus, for example, in the subject of coin-tossing within probability, it is normal to work with the set of possible outcomes as \( S = \{ \text{heads, tails} \} \) even though it is not apparent that requiring this \( S \) to be a set does not introduce some contradiction.

It is worth emphasizing that the points of the theory at which one takes particular care vary somewhat from subject to subject within mathematics. For example, it is sometimes of interest in calculus of several variables to distinguish between
the range of a function and its image in a way that will be mentioned below, but it is usually not too important. In homological algebra, however, the distinction is extremely important, and the subject loses a great deal of its impact if one blurs the notions of range and image.

Some references for set theory that are appropriate for reading once are Halmos’s *Naive Set Theory*, Hayden–Kennison’s *Zermelo–Fraenkel Set Theory*, and Chapter 0 and the appendix of Kelley’s *General Topology*. The Kelley book is one that uses the word “class” as a primitive term more general than “set”; it develops von Neumann set theory.

All that being said, let us now introduce the familiar terms, constructions, and notation that one associates with set theory. To cut down on repetition, one allows some alternative words for “set,” such as *family* and *collection*. The word “class” is used by some authors as a synonym for “set,” but the word *class* is used in some set-theory axiom systems to refer to a more general notion than “set,” and it will be useful to preserve this possibility. Thus a class can be a set, but we allow ourselves to speak, for example, of the class of all groups even though this class is too large to be a set. Alternative terms for “element” are *member* and *point*; we shall not use the term “entity.” Instead of writing $\in$ systematically, we allow ourselves to write “in.” Generally, we do not use $\subset$ in sentences of text as an abbreviation for an expression like “is in” that contains a verb.

If $A$ and $B$ are two sets, some familiar operations on them are the *union* $A \cup B$, the *intersection* $A \cap B$, and the *difference* $A - B$, all defined in the usual way in terms of the elements they contain. Notation for the difference of sets varies from author to author; some other authors write $A \setminus B$ or $A \sim B$ for difference, but this book uses $A - B$. If one is thinking of $A$ as a universe, one may abbreviate $A - B$ as $B^\prime$, the *complement* of $B$ in $A$. The empty set $\emptyset$ is a set, and so is the set of all subsets of a set $A$, which is sometimes denoted by $2^A$. Inclusion of a subset $A$ in a set $B$ is written $A \subseteq B$ or $B \supseteq A$. Inclusion that does not permit equality is denoted by $A \subsetneq B$ or $B \supsetneq A$; in this case one says that $A$ is a *proper subset* of $B$ or that $A$ is *properly contained* in $B$.

If $A$ is a set, the *singleton* $\{A\}$ is a set with just the one member $A$. Another operation is *unordered pair*, whose formal definition is $\{A, B\} = \{A\} \cup \{B\}$ and whose informal meaning is a set of two elements in which we cannot distinguish either element over the other. Still another operation is *ordered pair*, whose formal definition is $(A, B) = \{\{A\}, \{A, B\}\}$. It is customary to think of an ordered pair as a set with two elements in which one of the elements can be distinguished as coming first.\(^3\)

\(^3\)Unfortunately a “sequence” as in Chapter I gets denoted by $\{x_1, x_2, \ldots \}$ or $\{x_n\}_{n=1}^\infty$. If its notation were really consistent with the above definitions, we might infer, inaccurately, that the order of the terms of the sequence does not matter. The notation for unordered pairs, ordered pairs,
Let $A$ and $B$ be two sets. The set of all ordered pairs of an element of $A$ and an element of $B$ is a set denoted by $A \times B$; it is called the \textbf{product} of $A$ and $B$ or the \textbf{Cartesian product}. A \textbf{relation} between a set $A$ and a set $B$ is a subset of $A \times B$. Functions, which are to be defined in a moment, provide examples. Two examples of relations that are usually not functions are “equivalence relations,” which are discussed in Section A6, and “partial orderings,” which are discussed in Section A9.

If $A$ and $B$ are sets, a relation $f$ between $A$ and $B$ is said to be a \textbf{function}, written $f : A \rightarrow B$, if for each $x \in A$, there is exactly one $y \in B$ such that $(x, y)$ is in $f$. If $(x, y)$ is in $f$, we write $f(x) = y$. In this informal but careful definition of function, the function consists of more than just a set of ordered pairs; it consists of the set of ordered pairs regarded as a subset of $A \times B$. This careful definition makes it meaningful to say that the set $A$ is the \textbf{domain}, the set $B$ is the \textbf{range}, and the subset of $y \in B$ such that $y = f(x)$ for some $x \in A$ is the \textbf{image} of $f$. The image is also denoted by $f(A)$. Sometimes a function $f$ is described in terms of what happens to typical elements, and then the notation is $x \mapsto f(x)$ or $x \mapsto y$, possibly with $y$ given by some formula or by some description in words about how it is obtained from $x$. Sometimes a function $f$ is written as $f(\cdot)$, with a dot indicating the placement of the variable; this notation is especially helpful in working with restrictions of functions, which we come to in a moment, and with functions of two variables when one of the variables is held fixed. This notation is useful also for functions that involve unusual symbols, such as the absolute value function $x \mapsto |x|$, which in this notation becomes $|\cdot|$. The word \textbf{map} or \textbf{mapping} is sometimes used for “function” and for the operation of a function, particularly when a geometric context for the function is of importance.

Often mathematicians are not so careful with the definition of function. Depending on the degree of informality that is allowed, one may occasionally refer to a function as $f(x)$ when it should be called $f$ or $x \mapsto f(x)$. If any confusion is possible, it is wise to use the more rigorous notation. Another habit of informality is to regard a function $f : A \rightarrow B$ as simply a set of ordered pairs. Thus two functions $f_1 : A \rightarrow B$ and $f_2 : A \rightarrow C$ become the same if $f_1(a) = f_2(a)$ for all $a$ in $A$. With the less careful definition, the notion of the range of a function is not really well defined. The less careful definition can lead to trouble in algebra, but it does not often lead to trouble in real analysis until one gets to a level where algebra and analysis merge somewhat.

The set of all functions from a set $A$ to a set $B$ is a set. It is sometimes denoted by $B^A$. The special case $2^A$ that arose with subsets comes by regarding 2 as a set $\{1, 2\}$ and identifying a function $f$ from $A$ into $\{1, 2\}$ with the subset of all elements $x$ of $A$ for which $f(x) = 1$.

\footnote{Some authors refer to $B$ as the codomain.}
If a subset $B$ of a set $A$ may be described by some distinguishing property $P$ of its elements, we may write this relationship as $B = \{x \in A \mid P\}$. For example, the function $f$ in the previous paragraph is identified with the subset $\{x \in A \mid f(x) = 1\}$. Another example is the image of a general function $f : A \rightarrow B$, namely $f(A) = \{y \in B \mid y = f(x) \text{ for some } x \in A\}$. Still more generally along these lines, if $E$ is any subset of $A$, then $f(E)$ denotes the set $\{y \in B \mid y = f(x) \text{ for some } x \in E\}$. Some authors use a colon instead of a vertical line in this notation.

This book frequently uses sets denoted by expressions like $\bigcup_{x \in S} A_x$, an indexed union, where $S$ is a set that is usually nonempty. If $S$ is the set $\{1, 2\}$, this reduces to $A_1 \cup A_2$. In the general case it is understood that we have an unnamed function, say $f$, given by $x \mapsto A_x$, having domain $S$ and ranging the set of all subsets of an unnamed set $T$, and $\bigcup_{x \in S} A_x$ is the set of all $y \in T$ such that $y$ is in $A_x$ for some $x \in S$. When $S$ is understood, we may write $\bigcup_x A_x$ instead of $\bigcup_{x \in S} A_x$. Indexed intersections $\bigcap_{x \in S} A_x$ are defined similarly, and this time it is essential to disallow $S$ empty because otherwise the intersection cannot be a set in any useful set theory.

There is also an indexed Cartesian product $\prod_{x \in S} A_x$ that specializes in the case that $S = \{1, 2\}$ to $A_1 \times A_2$. Usually $S$ is assumed nonempty. This Cartesian product is the set of all functions $f$ from $S$ into $\bigcup_{x \in S} A_x$ such that $f(x)$ is in $A_x$ for all $x \in S$. In the special case that $S = \{1, \ldots, n\}$, the Cartesian product is the set of ordered $n$-tuples from $n$ sets $A_1, \ldots, A_n$ and may be denoted by $A_1 \times \cdots \times A_n$; its members may be denoted by $(a_1, \ldots, a_n)$ with $a_j \in A_j$ for $1 \leq j \leq n$. When the factors of a Cartesian product have some additional algebraic structure, the notation for the Cartesian product is sometimes altered; for example, the Cartesian product of groups $A_x$ is denoted by $\prod_{x \in S} A_x$.

It is completely normal in real analysis, and it is the practice in this book, to take the following axiom as part of one’s set theory; the axiom is normally used without specific mention.

**Axiom of Choice.** The Cartesian product of nonempty sets is nonempty.

If the index set is finite, then the Axiom of Choice reduces to a theorem of set theory. The axiom is often used quite innocently with a countably infinite index set. For example, Proposition 1.7c asserts that any sequence in $\mathbb{R}^\infty$ has a subsequence converging to lim sup $a_n$, and the proof constructs one member of the sequence at a time. When these members have some flexibility in their definitions, as is the case with the proof as it is written for Proposition 1.7c, the Axiom of Choice is being invoked. When the members instead have specific definitions, such as “the term $a_n$ such that $n$ is the smallest integer satisfying such-and-such properties,” the axiom is not being invoked. The proof in the text of Proposition
1.7c can be rewritten with specific definitions and thereby can avoid invoking the axiom, but there is no point in undertaking this rewriting. In Chapter II the axiom is invoked in situations in which the index set is uncountable; uses of compactness provide a number of examples.

From the Axiom of Choice, one can deduce a powerful tool known as Zorn’s Lemma, whose use it is normal to acknowledge. Zorn’s Lemma appears in Section A9 and is used in problems beginning in Chapter V and in the text beginning in Chapter X.

If \( f : A \rightarrow B \) is a function and \( B \) is a subset of \( B' \), then \( f \) can be regarded as a function with range \( B' \) in a natural way. Namely, the set of ordered pairs is unchanged but is to be regarded as a subset of \( A \times B' \) rather than \( A \times B \).

Let \( f : A \rightarrow B \) and \( g : B \rightarrow C \) be two functions such that the range of \( f \) equals the domain of \( g \). The composition \( g \circ f : A \rightarrow C \) is the function with \( (g \circ f)(x) = g(f(x)) \) for all \( x \). Because of the construction in the previous paragraph, it is meaningful to define the composition more generally when the range of \( f \) is merely a subset of the domain of \( g \).

A function \( f : A \rightarrow B \) is said to be one-one if \( f(x_1) \neq f(x_2) \) whenever \( x_1 \) and \( x_2 \) are distinct members of \( A \). The function is said to be onto, or often “onto \( B’ \)” if its image equals its range. The terminology “onto \( B’ \)” avoids confusion: it specifies the image and thereby guards against the use of the less careful definition of function mentioned above. A mathematical audience often contains some people who use the careful definition of function and some people who use the less careful definition. For the latter kind of person, a function is always onto something, namely its image, and a statement that a particular function is onto might be regarded as a tautology.

When a function \( f : A \rightarrow B \) is one-one and is onto \( B \), there exists a function \( g : B \rightarrow A \) such that \( g \circ f \) is the identity function on \( A \) and \( f \circ g \) is the identity function on \( B \). The function \( g \) is unique, and it is defined by the condition, for \( y \in B \), that \( g(y) \) is the unique \( x \in A \) with \( f(x) = y \). The function \( g \) is called the inverse function of \( f \) and is often denoted by \( f^{-1} \).

Conversely if \( f : A \rightarrow B \) has an inverse function, then \( f \) is one-one and is onto \( B \). The reason is that a composition \( g \circ f \) can be one-one only if \( f \) is one-one, and in addition, that a composition \( f \circ g \) can be onto the range of \( f \) only if \( f \) is onto its range.

If \( f : A \rightarrow B \) is a function and \( E \) is a subset of \( A \), the restriction of \( f \) to \( E \), denoted by \( f\big|_E \), is the function \( f : E \rightarrow B \) consisting of all ordered pairs \( (x, f(x)) \) with \( x \in E \), this set being regarded as a subset of \( E \times B \), not of \( A \times B \). One especially common example of a restriction is restriction to one of the variables of a function of two variables, and then the idea of using a dot in place of a variable can be helpful notationally. Thus the function of two variables might be indicated by \( f \) or \( (x, y) \mapsto f(x, y) \), and the restriction to the first variable,
for fixed value of the second variable, would be \( f(\cdot, y) \) or \( x \mapsto f(x, y) \).

We conclude this section with a discussion of direct and inverse images of sets under functions. If \( f : A \to B \) is a function and \( E \) is a subset of \( A \), we have defined \( f(E) = \{ y \in B \mid y = f(x) \text{ for some } x \in E \} \). This is the same as the image of \( f|_E \) and is frequently called the image or direct image of \( E \) under \( f \). The notion of direct image does not behave well with respect to some set-theoretic operations: it respects unions but not intersections. In the case of unions, we have

\[
 f\left( \bigcup_{s \in S} E_s \right) = \bigcup_{s \in S} f(E_s);
\]

the inclusion \( \supseteq \) follows since \( f\left( \bigcup_{s \in S} E_s \right) \supseteq f(E_s) \) for each \( s \), and the inclusion \( \subseteq \) follows because any member of the left side is \( f \) of a member of some \( E_s \). In the case of intersections, the question \( f(E \cap F) \supseteq f(E) \cap f(F) \) can easily have a negative answer, the correct general statement being \( f(E \cap F) \subseteq f(E) \cap f(F) \). An example with equality failing occurs when \( A = \{1, 2, 3\}, B = \{1, 2\}, f(1) = f(3) = 1, f(2) = 2, E = \{1, 2\} \) and \( F = \{2, 3\} \) because \( f(E \cap F) = \{2\} \) and \( f(E) \cap f(F) = \{1, 2\} \).

If \( f : A \to B \) is a function and \( E \) is a subset of \( B \), the inverse image of \( E \) under \( f \) is the set \( f^{-1}(E) = \{ x \in A \mid f(x) \in E \} \). This is well defined even if \( f \) does not have an inverse function. (If \( f \) does have an inverse function \( f^{-1} \), then the inverse image of \( E \) under \( f \) coincides with the direct image of \( E \) under \( f^{-1} \).)

Unlike direct images, inverse images behave well under set-theoretic operations. If \( f : A \to B \) is a function and \( \{E_s \mid s \in S\} \) is a set of subsets of \( B \), then

\[
 f^{-1}\left( \bigcap_{s \in S} E_s \right) = \bigcap_{s \in S} f^{-1}(E_s),
\]

\[
 f^{-1}\left( \bigcup_{s \in S} E_s \right) = \bigcup_{s \in S} f^{-1}(E_s),
\]

\[
 f^{-1}(E_s) = (f^{-1}(E_s))^c.
\]

In the third of these identities, the complement on the left side is taken within \( B \), and the complement on the right side is taken within \( A \). To prove the first identity, we observe that \( f^{-1}\left( \bigcap_{s \in S} E_s \right) \subseteq f^{-1}(E_s) \) for each \( s \in S \) and hence \( f^{-1}\left( \bigcap_{s \in S} E_s \right) \subseteq \bigcap_{s \in S} f^{-1}(E_s) \). For the reverse inclusion, if \( x \) is in \( \bigcap_{s \in S} f^{-1}(E_s) \), then \( x \) is in \( f^{-1}(E_s) \) for each \( s \) and thus \( f(x) \) is in \( E_s \) for each \( s \). Hence \( f(x) \) is in \( \bigcap_{s \in S} E_s \), and \( x \) is in \( f^{-1}\left( \bigcap_{s \in S} E_s \right) \). This proves the reverse inclusion. The second and third identities are proved similarly.
A2. Mean Value Theorem and Some Consequences

This section states and proves the Mean Value Theorem and two standard corollaries, and then it discusses the notion of a function with a continuous derivative on a closed interval. It makes use of results in Section I.1 of the text.

**Lemma.** Let \([a, b]\) be a nontrivial closed interval, and let \(f : [a, b] \to \mathbb{R}\) be a continuous function that is differentiable on \((a, b)\) and has \(f(a) = f(b) = 0\). Then the derivative \(f'\) satisfies \(f'(c) = 0\) for some \(c\) with \(a < c < b\).

**Proof.** We divide matters into three cases. If \(f(x) > 0\) for some \(x\), let \(c\) be a member of \([a, b]\) where \(f\) attains its maximum (existence by Theorem 1.11). Since \(f(x) > 0\) somewhere, we must have \(a < c < b\). Thus \(f'(c)\) exists. If \(f'(c) > 0\), then the inequality \(\lim_{h \to 0} h^{-1}(f(c + h) - f(c)) > 0\) forces \(f(c + h) > f(c)\) for \(h\) positive and sufficiently small, in contradiction to the fact that \(f\) attains its maximum at \(c\). Similarly if \(f'(c) < 0\), then we find that \(f(c - h) > f(c)\) for \(h\) positive and sufficiently small, and again we have a contradiction. We conclude that \(f'(c) = 0\).

If \(f(x) \leq 0\) for all \(x\) and \(f(x) < 0\) for some \(x\), let \(c\) instead be a member of \([a, b]\) where \(f\) attains its minimum. Arguing in the same way as in the previous paragraph, we find that \(f'(c) = 0\).

Finally if \(f(x) = 0\) for all \(x\), then \(f'(x) = 0\) for \(a < x < b\), and \(f'(c) = 0\) for \(c = \frac{1}{2}(a + b)\), for example.

**Mean Value Theorem.** Let \([a, b]\) be a nontrivial closed interval. If \(f : [a, b] \to \mathbb{R}\) is a continuous function that is differentiable on \((a, b)\), then

\[
f'(c) = \frac{f(b) - f(a)}{b - a}
\]

for some \(c\) with \(a < c < b\).

**Proof.** Apply the lemma to the function

\[
g(x) = f(x) - f(a) - (x - a) \frac{f(b) - f(a)}{b - a},
\]

which has \(g(a) = g(b) = 0\) and \(g'(x) = f'(x) - \frac{f(b) - f(a)}{b - a}\).

**Corollary 1.** A differentiable function \(f : (a, b) \to \mathbb{R}\) whose derivative is 0 everywhere on \((a, b)\) is a constant function.

**Proof.** If \(f(a') \neq f(b')\), then the Mean Value Theorem produces some \(c\) between \(a'\) and \(b'\) where \(f'(c) \neq 0\).
Corollary 2. A differentiable function \( f : (a, b) \to \mathbb{R} \) whose derivative is greater than 0 everywhere on \((a, b)\) is strictly increasing on \((a, b)\).

PROOF. If \( a' < b' \) and \( f(a') \leq f(b') \), then the Mean Value Theorem produces some \( c \) with \( a' < c < b' \) where \( f'(c) \leq 0 \). \( \square \)

In the setting of the Mean Value Theorem, it can happen that \( f'(x) \) has a finite limit \( C \) as \( x \) decreases to \( a \) (or as \( x \) increases to \( b \)). This terminology means that for any \( \epsilon > 0 \), there exists some \( \delta > 0 \) such that \( |f'(x) - C| < \epsilon \) whenever \( a < x < a + \delta \). In this case, \( f \) can be extended to a function \( F \) defined and continuous on \((−\infty, b]\), differentiable on \((−\infty, b)\), in such a way that \( F' \) is continuous at \( a \). In fact, the extended definition is

\[
F(x) = \begin{cases} 
  f(x) & \text{for } a \leq x \leq b, \\
  f(a) + C(x - a) & \text{for } -\infty < x \leq a.
\end{cases}
\]

To see that \( F'(a) \) exists for the extended function \( F \), let \( \epsilon > 0 \) be given and choose \( \delta > 0 \) such that \( a < x < a + \delta \) implies \( |f'(x) - C| < \epsilon \). If \( a < x < a + \delta \), then the Mean Value Theorem gives

\[
\frac{F(x) - F(a)}{x - a} = f'(c)
\]

with \( a < c < x < a + \delta \), and hence \( |f(x) - F(a) - C| < \epsilon \). If \( a - \delta < x < a \), then

\[
\left| \frac{F(x) - F(a)}{x - a} - C \right| = \left| \frac{(f(a) + C(x - a)) - f(a)}{x - a} - C \right| = 0.
\]

Thus \( F'(a) \) exists and equals \( C \). The definitions make \( \lim_{x \to a} F'(x) = F'(a) \), and hence \( F' \) is continuous at \( a \).

As a consequence of this construction, it makes sense to say that a continuous function \( f : [a, b] \to \mathbb{R} \) with a derivative on \((a, b)\) has a continuous derivative at one or both endpoints. This phrasing means that \( f' \) has a finite limit at the endpoint in question, and it is equivalent to say that \( f \) extends to a larger set so as to be differentiable in an open interval about the endpoint and to have its derivative be continuous at the endpoint.

A3. Inverse Function Theorem in One Variable

This section addresses one of the “further topics” mentioned at the end of Section I.1 and assumes knowledge of Section I.1 and some additional facts about
continuity and differentiability of functions of a real variable. The topic is that of differentiability of inverse functions, the nub of the matter being continuity of the inverse function. The topic is one that is sometimes skipped in calculus courses and slighted in courses in real variable theory. Yet it is necessary for the development of one of the two functions exp and log, of one of the two functions sin and arcsin, and of one of the two functions tan and arctan unless actual constructions of both members of a pair are given. In principle the matter arises also with differentiation of the function $x^{1/2}$ on $(0, \infty)$, but the proposition of this section can be readily avoided in that case by explicit calculations.

**Proposition.** Let $(a, b)$ be an open interval in $\mathbb{R}$, possibly infinite, and let $f: (a, b) \to \mathbb{R}$ be a function with a continuous everywhere-positive derivative. Then $f$ is strictly increasing and has an interval $(c, d)$, possibly infinite, as its image. The inverse function $g: (c, d) \to (a, b)$ exists and has a continuous derivative given by $g'(y) = 1/f'(g(y))$.

**Proof.** The function $f$ is strictly increasing as a corollary of the Mean Value Theorem, and its image is an interval $(c, d)$ because of the Intermediate Value Theorem (Theorem 1.12). Being one-one and onto, $f$ has an inverse function $g$, according to Section A1. Fix $y_0 \in (c, d)$, fix $c'$ and $d'$ such that $c < c' < y_0 < d' < d$, and consider $y \neq y_0$ in $(c', d')$. Put $x = g(y)$, $x_0 = g(y_0)$, $a' = g(c')$, and $b' = g(d')$. Then $a < a' < x_0 < b' < b$ since $f$ is strictly increasing.

By Theorem 1.11, there exist real numbers $m$ and $M$ such that $0 < m \leq f'(t) \leq M$ for all $t \in [a', b']$. The Mean Value Theorem produces $\xi$ between $x_0$ and $x$ such that

$$|y - y_0| = |f(x) - f(x_0)| = |f'(\xi)||x - x_0| \geq m|x - x_0|,$$

and hence $|x - x_0| \leq m^{-1}|y - y_0|$. Since $g$ is one-one, we have $x \neq x_0$. Also, $f(x) = y \neq y_0 = f(x_0)$. Thus it makes sense to form

$$\frac{g(y) - g(y_0)}{y - y_0} = \frac{x - x_0}{f(x) - f(x_0)}.$$

Let $\epsilon > 0$ be given. Since $\lim_{t \to x_0} \frac{f'(t) - f(x_0)}{t - x_0} = f'(x_0) \neq 0$, we have

$$\lim_{t \to x_0} \frac{t - x_0}{f(t) - f(x_0)} = \frac{1}{f'(x_0)}.$$

Choose $\eta > 0$ such that

$$\left| \frac{t - x_0}{f(t) - f(x_0)} - \frac{1}{f'(x_0)} \right| < \epsilon$$
as long as $|t - x_0| < \eta$ with $t \neq x_0$ and $t \in [a', b']$. Then put $\delta = \eta m$. If $|y - y_0| < \delta$, then $|x - x_0| \leq m^{-1}|y - y_0| < m^{-1}\delta = \eta$. Since $t = x$ satisfies the condition $|t - x_0| < \eta$ with $t \neq x_0$ and $t \in [a', b']$, it follows that

$$
\left| \frac{g(y) - g(y_0)}{y - y_0} - \frac{1}{f'(x_0)} \right| = \left| \frac{x - x_0}{f(x) - f(x_0)} - \frac{1}{f'(x_0)} \right| < \epsilon
$$

whenever $|y - y_0| < \delta$. Since $\epsilon$ is arbitrary, the conclusion is that $g'(y_0) = 1/f'(g(y_0))$. Since $g$ is differentiable, $g$ is continuous and also the composition $f' \circ g$ is continuous. Because $f' \circ g$ is nowhere zero, $g' = 1/(f' \circ g)$ is continuous. This completes the proof. \qed

A4. Complex Numbers

Complex numbers are taken as known, and this section reviews their notation and basic properties.

Briefly, the system $\mathbb{C}$ of complex numbers is a two-dimensional vector space over $\mathbb{R}$ with a distinguished basis $\{1, i\}$ and a multiplication defined initially by $11 = 1, i1 = i$, and $ii = -1$. Elements may then be written as $a + bi$ or $a + ib$ with $a$ and $b$ in $\mathbb{R}$; here $a$ is an abbreviation for $a1$. The multiplication is extended to all of $\mathbb{C}$ so that the distributive laws hold, i.e., so that $(a + bi)(c + di)$ can be expanded in the expected way. The multiplication is associative and commutative, the element 1 acts as a multiplicative identity, and every nonzero element has a multiplicative inverse: $(a + bi)(\frac{a}{a^2 + b^2} - i\frac{b}{a^2 + b^2}) = 1$.

**Complex conjugation** is indicated by a bar: the conjugate of $a + bi$ is $a - bi$ if $a$ and $b$ are real, and we write $a + bi = a - bi$. Then we have $\bar{z} + \bar{w} = \bar{z + w}$, $\bar{z} \bar{w} = \bar{z} \bar{w}$ if $r$ is real, and $\bar{z} \bar{w} = \bar{z} \bar{w}$.

The **real** and **imaginary parts** of $z = a + bi$ are $\text{Re } z = a$ and $\text{Im } z = b$. These may be computed as $\text{Re } z = \frac{1}{2}(z + \bar{z})$ and $\text{Im } z = -\frac{i}{2}(z - \bar{z})$.

The **absolute value** function of $z = a + bi$ is given by $|z| = \sqrt{a^2 + b^2}$, and this satisfies $|z|^2 = \bar{z} \bar{z}$. It has the simple properties that $|\bar{z}| = |z|$, $|\text{Re } z| \leq |z|$, and $|\text{Im } z| \leq |z|$. In addition, it satisfies

$$
|zw| = |z||w|
$$

because

$$
|zw|^2 = zw\bar{z}\bar{w} = zw\bar{z}\bar{w} = |z|^2|w|^2,
$$

and it satisfies the **triangle inequality**

$$
|z + w| \leq |z| + |w|
$$

because

$$
|z + w|^2 = (z + w)(\bar{z} + \bar{w}) = z\bar{z} + z\bar{w} + w\bar{z} + w\bar{w}
$$

$$
= |z|^2 + 2\text{Re}(z\bar{w}) + |w|^2 \leq |z|^2 + 2|z|\bar{w} + |w|^2
$$

$$
= |z|^2 + 2|z||w| + |w|^2 = (|z| + |w|)^2.
$$
A5. Classical Schwarz Inequality

The inequality in question is as follows.\(^5\)

**Schwarz inequality.** Let \((a_1, \ldots, a_n)\) and \((b_1, \ldots, b_n)\) be \(n\)-tuples of complex numbers. Then

\[
\left| \sum_{k=1}^{n} a_k b_k \right| \leq \left( \sum_{k=1}^{n} |a_k|^2 \right)^{1/2} \left( \sum_{k=1}^{n} |b_k|^2 \right)^{1/2}.
\]

**Proof.** We add \(n\)-tuples of complex numbers entry by entry, and we multiply such an \(n\)-tuple by a complex scalar by multiplying each entry of the \(n\)-tuple by that scalar. For any \(n\)-tuples of complex numbers \(a = (a_1, \ldots, a_n)\) and \(b = (b_1, \ldots, b_n)\), define \(|a| = \left( \sum_{k=1}^{n} |a_k|^2 \right)^{1/2}\), \(|b| = \left( \sum_{k=1}^{n} |b_k|^2 \right)^{1/2}\), and \((a, b) = \sum_{k=1}^{n} a_k b_k\).

The Schwarz inequality says that \(0 \leq 0\) if \(b = (0, \ldots, 0)\), and thus we may assume that \(b\) is something else. In this case, \(|b| \neq 0\). Then

\[
0 \leq |a - |b|^{-2}(a, b)b|^2 = (a - |b|^{-2}(a, b)b, a - |b|^{-2}(a, b)b)
\]

\[
= |a|^2 - 2|b|^{-4}(a, b)|^2 + |b|^{-4}(a, b)|^2 |b|^2 = |a|^2 - |b|^{-2}|(a, b)|^2,
\]

and the asserted inequality follows. \(\square\)

A6. Equivalence Relations

An **equivalence relation** on a set \(S\) is a relation between \(S\) and itself, i.e., is a subset of \(S \times S\), satisfying three properties. We define the expression \(a \simeq b\), written “\(a\) is equivalent to \(b\),” to mean that the ordered pair \((a, b)\) is a member of the relation, and we say that “\(\simeq\)” is the equivalence relation. The properties are

(i) \(a \simeq a\) for all \(a\) in \(S\), i.e., \(\simeq\) is **reflexive**, 
(ii) \(a \simeq b\) implies \(b \simeq a\) if \(a\) and \(b\) are in \(S\), i.e., \(\simeq\) is **symmetric**. 
(iii) \(a \simeq b\) and \(b \simeq c\) together imply \(a \simeq c\) if \(a, b,\) and \(c\) are in \(S\), i.e., \(\simeq\) is **transitive**.

An example occurs with \(S\) equal to the set \(\mathbb{Z}\) of integers with \(a \simeq b\) meaning that the difference \(a - b\) is even. The properties hold because (i) \(0\) is even, (ii) the negative of an even integer is even, and (iii) the sum of two even integers is even.

There is one fundamental result about abstract equivalence relations. The **equivalence class** of \(a\), written \([a]\) for now, is the set of all members \(b\) of \(S\) such that \(a \simeq b\).

\(^5\)In the classical setting below, the inequality is often called the “Cauchy–Schwarz inequality” and may have other people’s names attached to it as well. However, generalizations tend to be called simply the “Schwarz inequality,” and this book therefore drops all names but Schwarz.
Proposition. If \( \equiv \) is an equivalence relation on a set \( S \), then any two equivalence classes are disjoint or equal, and \( S \) is the union of all the equivalence classes.

Proof. Let \([a]\) and \([b]\) be the equivalence classes of members \( a \) and \( b \) of \( S \). If \([a] \cap [b] \neq \emptyset\), choose \( c \) in the intersection. Then \( a \equiv c \) and \( b \equiv c \). By (ii), \( c \equiv b \), and then by (iii), \( a \equiv b \). If \( d \) is any member of \([b]\), then \( b \equiv d \). From (iii), \( a \equiv b \) and \( b \equiv d \) together imply \( a \equiv d \). Thus \([b] \subseteq [a]\). Reversing the roles of \( a \) and \( b \), we see that \([a] \subseteq [b]\) also, whence \([a] = [b]\). This proves the first conclusion. The second conclusion follows from (i), which ensures that \( a \) is in \([a]\), hence that every member of \( S \) lies in some equivalence class. \( \square \)

Example. With the equivalence relation on \( \mathbb{Z} \) that \( a \equiv b \) if \( a - b \) is even, there are two equivalence classes—the subset of even integers and the subset of odd integers.

The first two examples of equivalence relations in this book arise in Chapter II. The first example, which is in Section II.2 and concerns a passage from “pseudometric spaces” to “metric spaces,” yields equivalence classes exactly as above. The second example, which is in Section II.3, is a relation “is homeomorphic to” and implicitly is defined on the class of all metric spaces. This class is not a set, and Section A1 of this appendix suggested avoiding using classes that are not sets in order to avoid the logical paradoxes mentioned at the beginning of the appendix. There is not much problem with using general classes in this particular situation, but there is a simple approach in this situation for eliminating classes that are not sets and thereby following the suggestion of Section A1 without making an exception. The approach is to work with any subclass of metric spaces that is a set. The equivalence relation is well defined on the set of metric spaces in question, and the proposition yields equivalence classes within that set. This set can be an arbitrary subclass of the class of all metric spaces that happens to be a set, and the practical effect is the same as if the equivalence relation had been defined on the class of all metric spaces.

A7. Linear Transformations, Matrices, and Determinants

A certain amount of linear algebra, done with real or complex scalars, is taken as known. The topics of vectors, vector spaces, operations on matrices, row reduction of matrices, spanning, linear independence, bases, and dimension will not be reviewed here. This section will concentrate on the correspondence between linear transformations and matrices in the finite-dimensional case, and on
the elementary properties of determinants. So as to be able to handle real and complex scalars simultaneously, we denote by \( \mathbb{F} \) either \( \mathbb{R} \) or \( \mathbb{C} \).

The linear transformations in question will be functions with domain \( \mathbb{F}^n \) and range \( \mathbb{F}^m \). As is emphasized for the case \( \mathbb{F} = \mathbb{R} \) in Section II.1, the members of these spaces are to be regarded as column vectors with entries in \( \mathbb{F} \) even if, in order to save space, one occasionally writes them horizontally with commas between entries. This is an important convention, since it makes matrix operations and operations with linear transformations correspond to each other in the same order without the need to transpose any matrix. The standard bases for \( \mathbb{F}^n \) and \( \mathbb{F}^m \) are often denoted by \( \{e_1, \ldots, e_n\} \) and \( \{u_1, \ldots, u_m\} \), respectively, in this book, where

\[
e_1 = \begin{pmatrix} 1 \\ 0 \\ 0 \\ \vdots \\ 0 \end{pmatrix}, \quad e_2 = \begin{pmatrix} 0 \\ 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}, \ldots, \quad e_n = \begin{pmatrix} 0 \\ 0 \\ 0 \\ \vdots \\ 1 \end{pmatrix}
\]

are \( n \)-entry column vectors and

\[
u_1 = \begin{pmatrix} 1 \\ 0 \\ 0 \\ \vdots \\ 0 \end{pmatrix}, \quad u_2 = \begin{pmatrix} 0 \\ 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}, \ldots, \quad u_m = \begin{pmatrix} 0 \\ 0 \\ 0 \\ \vdots \\ 1 \end{pmatrix}
\]

are \( m \)-entry column vectors.

A function \( T : \mathbb{F}^n \to \mathbb{F}^m \) is a linear function if it satisfies \( T(x + y) = T(x) + T(y) \) and \( T(cx) = cT(x) \) for all \( x \) and \( y \) in \( \mathbb{F}^n \) and all elements \( c \) of \( \mathbb{F} \). The terms “linear transformation” and “linear map” are used also.

An example is obtained from any \( m \times n \) matrix \( A \) with entries in \( \mathbb{F} \), namely \( T(x) = Ax \), the right side being a matrix product. The size of \( A \) needs emphasis: the number of rows equals the dimension of the range, and the number of columns equals the dimension of the domain.

Conversely if \( T : \mathbb{F}^n \to \mathbb{F}^m \) is a linear function, then there is a unique such matrix \( A \) such that \( T(x) = Ax \) for all \( x \) in \( \mathbb{F}^n \): the \( j \)th column of \( A \) is \( T(e_j) \) for \( 1 \leq j \leq n \). For example, if \( T : \mathbb{R}^2 \to \mathbb{R}^2 \) is the rotation about the origin counterclockwise through an angle \( \theta \), then

\[
T \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \begin{pmatrix} \cos \theta \\ \sin \theta \end{pmatrix}, \quad T \begin{pmatrix} 0 \\ 1 \end{pmatrix} = \begin{pmatrix} -\sin \theta \\ \cos \theta \end{pmatrix}.
\]

Consequently \( A = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \).

Sometimes it is necessary to have a notation for the entries of a matrix \( A \), and this text uses \( A_{ij} \) to indicate the entry of \( A \) in the \( i \)th row and \( j \)th column. If a matrix is defined entry by entry, the entries being \( M_{ij} \), the text will occasionally refer to the whole matrix as \( [M_{ij}] \). This convention is especially handy if \( M_{ij} \) is given by some nontrivial expression like \( \partial u_i / \partial x_j \) that involves \( i \) and \( j \).
We can give a tidy formula for the correspondence $T \leftrightarrow A$ if we define a dot product in $\mathbb{F}^m$ by

$$(a_1, \ldots, a_m) \cdot (b_1, \ldots, b_m) = a_1b_1 + \cdots + a_mb_m$$

with no complex conjugations involved. The correspondence of a linear function $T$ in $L(\mathbb{F}^n, \mathbb{F}^m)$ to a matrix $A$ with entries in $\mathbb{F}$ is then given by

$$A_{ij} = T(e_j) \cdot u_i.$$  

The correspondence $T \leftrightarrow A$ of linear functions to matrices carries certain vector spaces associated to $T$ to vector spaces associated with $A$. The kernel of $T$, namely the set of vectors $x$ with $T(x) = 0$, corresponds to the null space of $A$, the set of column vectors with $Ax = 0$. The image of $T$, as defined in Section A1, corresponds to the column space of $A$, the linear span of the columns of $A$. The method of row reduction of matrices shows that

$$\#\{\text{columns of } A\} = \dim(\text{null space of } A) + \dim(\text{span of rows of } A),$$

while a little argument with bases shows that

$$\dim(\text{domain of } T) = \dim(\text{kernel of } T) + \dim(\text{image of } T).$$

In these two equations the left sides are equal, and the first terms on the two right sides are equal. Therefore the second terms on the two right sides are equal, and we obtain

The common value of the two sides of this equation is called the rank of $A$ or of $T$. $\dim(\text{span of rows of } A) = \dim(\text{span of columns of } A)$.

Under this correspondence of linear functions between column-vector spaces with matrices of the appropriate size, composition of linear functions corresponds to matrix product in the same written order. In other words, suppose that $T : \mathbb{F}^n \to \mathbb{F}^m$ corresponds to $A$ of size $m$-by-$n$ and that $U : \mathbb{F}^m \to \mathbb{F}^k$ corresponds to $B$ of size $k$-by-$m$. Then $U \circ T : \mathbb{F}^n \to \mathbb{F}^k$ corresponds to $BA$ of size $k$-by-$n$.

The determinant function $A \mapsto \det A$ has domain the set of all square matrices over $\mathbb{F}$ and has range $\mathbb{F}$. It is uniquely defined by the three properties

(i) $\det A$ is linear in each row of $A$ if the other rows are held fixed,

(ii) $\det A = 0$ if two rows of $A$ are equal,

(iii) $\det I = 1$ if $I$ denotes the identity matrix of any size.

These properties enable one to calculate $\det A$ by row reducing the matrix $A$. Specifically replacement of a row by the sum of it and a multiple of another row leaves $\det A$ unchanged, multiplication of a row by a constant to make the diagonal entry be one means pulling out the diagonal entry as a scalar factor multiplying
the determinant, and interchanging two rows multiplies the determinant by $-1$. After the row reduction is complete for a square matrix, either the reduced row-echelon form is the identity matrix and (iii) says that the determinant is $1$ or else the reduced row-echelon form has a row of $0$'s, and (i) and (ii) imply that the determinant is $0$.

The determinant function has the following additional properties, which may be regarded as consequences of (i), (ii), and (iii) above:

- (iv) $\det A \neq 0$ if and only if $A$ is invertible,
- (v) $\det A = \det A^T$, where $A^T$ is the transpose of $A$,
- (vi) $\det(AB) = (\det A)(\det B)$,
- (vii) $\det A = \sum_\sigma (\text{sgn } \sigma) A_{1,\sigma(1)} \cdots A_{n,\sigma(n)}$ if $A$ is $n$-by-$n$ with entries $A_{i,j}$; the sum is taken over all permutations $\sigma$ of $\{1, \ldots, n\}$, with $\text{sgn } \sigma$ denoting the sign of $\sigma$,
- (viii) (expansion by cofactors) for $n > 1$ if $\hat{A}_{ij}$ denotes the $(n-1)$-by-$(n-1)$ matrix obtained by deleting the $i^{th}$ row and $j^{th}$ column from the $n$-by-$n$ matrix $A$, then $\det A = \sum_{i=1}^{n} (-1)^{i+j} A_{ij} \det \hat{A}_{ij}$ for all $i$ and $\det A = \sum_{j=1}^{n} (-1)^{i+j} A_{ij} \det \hat{A}_{ij}$ for all $j$,
- (ix) (Cramer’s rule) if $\det A \neq 0$, if $v$ is in $\mathbb{R}^n$, and if $A_j$ denotes the matrix obtained by replacing the $j^{th}$ column of $A$ by $v$, then the $j^{th}$ entry of the unique solution $x \in \mathbb{R}^n$ of $Ax = v$ is $x_j = \det A_j / \det A$.

### A8. Factorization and Roots of Polynomials

The first objective of this section is to prove unique factorization of real and complex polynomials. Let $\mathbb{F}$ denote either the reals $\mathbb{R}$ or the complex numbers $\mathbb{C}$.

We work with polynomials with coefficients in $\mathbb{F}$. These are expressions $P(X) = a_n X^n + \cdots + a_1 X + a_0$ with $a_n, \ldots, a_1, a_0$ in $\mathbb{F}$. Although it is tempting to think of $P(X)$ as a function with independent variable $X$, it is better to identify $P$ with the sequence $(a_0, a_1, \ldots, a_n, \ldots)$ of coefficients. For this setting, a polynomial (in one “indeterminate”) may be defined as a sequence of members of $\mathbb{F}$ such that all terms of the sequence are $0$ from some point on. The indexing of the sequence is to begin with $0$. Addition, scalar multiplication, and polynomial multiplication are then defined in the expected way so as to match the operations on functions. The usual associative, commutative, and distributive laws are then valid.

Nevertheless, it is still convenient to use the notation $X$ in writing explicit polynomials. If $r$ is in $\mathbb{F}$, we can evaluate $P(X) = a_n X^n + \cdots + a_1 X + a_0$ at $r$, and the result is the number $P(r) = a_n r^n + \cdots + a_1 r + a_0$. We say that $r$ is a root of $P$ if $P(r) = 0$. The degree of a polynomial $P$, denoted by $\deg P$,
is the largest integer $n$ such that the coefficient of $X^n$ is nonzero; the notion of “degree” is left undefined for the 0 polynomial, i.e., the polynomial all of whose coefficients are 0. A factor of a polynomial $A(X)$ is a polynomial $B(X)$ such that $A(X) = B(X)Q(X)$ for some polynomial $Q(X)$; we say also that $B(X)$ and $Q(X)$ divide $A(X)$. In this case, if $B$ and $Q$ are not 0, then $A$ is not 0 and $\deg A = \deg B + \deg Q$.

**Division Algorithm.** If $A(X)$ and $B(X)$ are polynomials with coefficients in $\mathbb{F}$ and if $B(X)$ is not the 0 polynomial, then there exist unique polynomials $Q(X)$ and $R(X)$ such that

(a) $A(X) = B(X)Q(X) + R(X)$ and

(b) either $R(X)$ is the 0 polynomial or $\deg R < \deg B$.

**Remark.** This result codifies the usual method of dividing polynomials in high-school algebra. That method writes $A(X)/B(X) = Q(X) + R(X)/B(X)$, and then one obtains the above result by multiplying by $B(X)$. The polynomial $Q$ is the quotient in the division, and $R(X)$ is the remainder.

**Proof of Uniqueness.** If $A = BQ_1 + R_1$ also, then $B(Q - Q_1) = R_1 - R$. Without loss of generality, $R_1 - R$ is not the 0 polynomial since otherwise $Q - Q_1 = 0$ also. Then

$$\deg B + \deg(Q - Q_1) = \deg(R_1 - R) \leq \max(\deg R, \deg R_1) < \deg B,$$

and we have a contradiction. □

**Proof of Existence.** If $A = 0$ or $\deg A < \deg B$, we take $Q = 0$ and $R = A$, and we are done. Otherwise we induct on $\deg A$. Assume the result for degree $\leq n - 1$, and let $\deg A = n$. Write $A = a_nX^n + A_1$ with $A_1 = 0$ or $\deg A_1 < \deg A$. Let $B = b_kX^k + B_1$ with $B_1 = 0$ or $\deg B_1 < \deg B$. Put $Q_1 = a_n b_k^{-1} X^{n-k}$. Then

$$A - BQ_1 = a_nX^n + A_1 - a_nX^n - a_n b_k^{-1} X^{n-k} B_1 = A_1 - a_n b_k^{-1} X^{n-k} B_1$$

with the right side equal to 0 or of degree $< \deg A$. Then the right side, by induction, is of the form $BQ_2 + R$, and $A = B(Q_1 + Q_2) + R$ is the required decomposition. □

**Corollary 1** (Factor Theorem). If $r$ is in $\mathbb{F}$ and $P$ is a polynomial, then $X - r$ divides $P$ if and only if $P(r) = 0$.

**Proof.** If $P = (X - r)Q$, then $P(r) = (r - r)Q(r) = 0$. Conversely let $P(r) = 0$. Taking $B(X) = X - r$ in the Division Algorithm, we obtain $P = (X - r) + R$ with $R = 0$ or $\deg R < \deg(X - r) = 1$. In either event we have $0 = P(r) = (r - r)Q(r) + R(r)$, and thus $R(r) = 0$. Of the two choices, we must have $R = 0$, and then $P = (X - r)Q$. □
**Proposition.** If $P$ is a nonzero polynomial with coefficients in \( \mathbb{F} \) and if \( \deg P = n \), then $P$ has at most $n$ distinct roots.

**Proof.** Let $r_1, \ldots, r_{n+1}$ be distinct roots of $P(X)$. By the Factor Theorem, $X - r_i$ is a factor of $P(X)$. We prove inductively on $k$ that the product $(X - r_1)(X - r_2) \cdots (X - r_k)$ is a factor of $P(X)$. Assume that this assertion holds for $k$, so that $P(X) = (X - r_1) \cdots (X - r_k)Q(X)$ and

$$0 = P(r_{k+1}) = (r_{k+1} - r_1) \cdots (r_{k+1} - r_k)Q(r_{k+1}).$$

Since the $r_j$'s are distinct, we must have $Q(r_{k+1}) = 0$. By the Factor Theorem, we can write $Q(X) = (X - r_{k+1})R(X)$ for some polynomial $R(X)$. Substitution gives $P(X) = (X - r_1) \cdots (X - r_k)(X - r_{k+1})R(X)$, and $(X - r_1) \cdots (X - r_{k+1})$ is exhibited as a factor of $P(X)$. This completes the induction. Consequently

$$P(X) = (X - r_1) \cdots (X - r_{n+1})S(X)$$

for some polynomial $S(X)$. Comparing the degrees of the two sides, we find that $\deg S = -1$, and we have a contradiction. \( \square \)

A **greatest common divisor** of polynomials $A$ and $B$ with $B \neq 0$ is any polynomial $D$ of maximum degree such that $D$ divides $A$ and $D$ divides $B$. The **Euclidean algorithm** is the iterative process that makes use of the Division Algorithm in the form

$$A = BQ_1 + R_1, \quad R_1 = 0 \text{ or } \deg R_1 < \deg B,$$

$$B = R_1Q_2 + R_2, \quad R_2 = 0 \text{ or } \deg R_2 < \deg R_1,$$

$$R_1 = R_2Q_3 + R_3, \quad R_3 = 0 \text{ or } \deg R_3 < \deg R_2,$$

$$\vdots$$

$$R_{n-2} = R_{n-1}Q_{n} + R_{n}, \quad R_n = 0 \text{ or } \deg R_n < \deg R_{n-1},$$

$$R_{n-1} = R_nQ_{n+1}.$$ 

In the above computation the integer $n$ is defined by the conditions that $R_n \neq 0$ and that $R_{n+1} = 0$. Such an $n$ must exist since $\deg B > \deg R_1 > \cdots > 0$.

**Theorem.** Let $A$ and $B$ be polynomials with coefficients in \( \mathbb{F} \) and with $B \neq 0$, and let $R_1, \ldots, R_n$ be the remainders generated by the Euclidean algorithm when applied to $A$ and $B$. Then

(a) $R_n$ is a greatest common divisor of $A$ and $B$,

(b) the greatest common divisor $D$ of $A$ and $B$ is unique up to scalar multiplication,

(c) any $D_1$ that divides both $A$ and $B$ necessarily divides $D$,

(d) there exist polynomials $P$ and $Q$ with $AP + BQ = D$. 

PROOF. Let \( D_1 \) divide \( A \) and \( B \). From \( A = BQ_1 + R_1 \), we see that \( D_1 \) divides \( R_1 \). From \( B = R_1Q_2 + R_2 \), we see that \( D_1 \) divides \( R_2 \). Continuing in this way through \( R_{n-2} = R_{n-1}Q_n + R_n \), we see that \( D_1 \) divides \( R_n \). In particular any greatest common divisor \( D \) of \( A \) and \( B \) divides \( R_n \) and therefore has \( \deg D \leq \deg R_n \). In the reverse direction, \( R_{n-1} = R_nQ_{n+1} \) shows that \( R_n \) divides \( R_{n-1} \). From \( R_{n-2} = R_{n-1}Q_n + R_n \), we see that \( R_n \) divides \( R_{n-2} \). Continuing in this way through \( B = R_1Q_2 + R_2 \), we see that \( R_n \) divides \( B \). Finally \( A = BQ_1 + R_1 \) shows that \( R_n \) divides \( A \) and \( B \). Thus \( R_n \) is a divisor of both \( A \) and \( B \), and we have seen that its degree is maximal. This proves (a).

If \( D \) is a greatest common divisor of \( A \) and \( B \), it follows that \( D \) divides \( R_n \) and \( \deg D = \deg R_n \). This proves (b). We have seen that any \( D_1 \) that divides \( A \) and \( B \) necessarily divides \( R_n \), and then (c) follows from the uniqueness of the greatest common divisor up to scalar multiplication.

Put \( R_{n+1} = 0 \), \( R_0 = B \), and \( R_{-1} = A \). We prove by induction downward that there are polynomials \( S_k \) and \( T_k \) such that \( R_kS_k + R_{k+1}T_k = D \). The base case of the induction is \( k = n \), where we have \( R_n1 + R_{n+1}0 = D \). Suppose that \( R_kS_k + R_{k+1}T_k = D \) with \( k \geq 0 \). We rewrite \( R_{k-1} = R_kQ_{k+1} + R_{k+1} \) as \( R_{k+1} = R_{k-1} - R_kQ_{k+1} \) and substitute to obtain

\[
D = R_kS_k + R_{k+1}T_k = R_kS_k + R_{k-1}T_k - R_kQ_{k+1}.
\]

In other words, we can take \( S_{k-1} = T_k \) and \( T_k = S_k - Q_{k+1} \), and our inductive assertion is proved for \( k - 1 \). The assertion for \( -1 \) proves (d).

A nonzero polynomial \( P \) with coefficients in \( \mathbb{F} \) is prime if the only factors of \( P \) are the scalar multiples of \( 1 \) and the scalar multiples of \( P \).

**Lemma.** If \( A \) and \( B \) are nonzero polynomials with coefficients in \( \mathbb{F} \) and if \( P \) is a prime polynomial such that \( P \) divides \( AB \), then \( P \) divides \( A \) or \( P \) divides \( B \).

**Proof.** Suppose that \( P \) does not divide \( A \). Then \( 1 \) is a greatest common divisor of \( A \) and \( P \), and part (d) of the above theorem produces polynomials \( S \) and \( T \) such that \( AS + PT = 1 \). Multiplication by \( B \) gives \( ABS + PBT = B \). Then \( P \) divides \( ABS \) because it divides \( AB \), and \( P \) divides \( PBT \) because it divides \( P \). Hence \( P \) divides \( B \).

**Theorem** (unique factorization). Every polynomial of degree \( \geq 1 \) with coefficients in \( \mathbb{F} \) is a product of primes. This factorization is unique up to order and to scalar multiplication of the prime factors.

**Proof.** If \( A \) is given and is not prime, decompose \( A = BC \) with \( \deg B < \deg A \) and \( \deg C < \deg A \). For each factor that is not prime, write the factor as the product of two polynomials of lower degree. This process, when continued in
this fashion, must stop since the degrees strictly decrease with any factorization. This proves existence.

For uniqueness, assume the contrary and choose \( m \geq 1 \) as small as possible so that some polynomial has two distinct factorizations \( P_1 \cdots P_m = Q_1 \cdots Q_n \) into primes, apart from order and scalar factors. Adjusting scalar multiples, we may assume that each \( P_j \) and \( Q_k \) has leading coefficient 1 and that there is a global coefficient multiplying each side. These global coefficients must be equal, being the coefficients of the largest power of \( X \) on each side. Thus we may cancel them and assume that each \( P_j \) and \( Q_k \) has leading coefficient 1. By the lemma, the fact that \( Q_1 \) is prime means that \( Q_1 \) must divide one of \( P_1, \ldots, P_n \). Reordering the factors, we may assume that \( Q_1 \) divides \( P_1 \). Since \( P_1 \) is prime, \( P_1 \) is a scalar multiple of \( Q_1 \). Since \( P_1 \) and \( Q_1 \) both have leading coefficient 1, \( P_1 = Q_1 \). Then we can cancel \( P_1 \) and \( Q_1 \) from both of our factorizations, obtaining distinct factorizations with fewer than \( m \) factors on one side. By the minimality of \( m \), either we have arrived at a contradiction or we now have the polynomial 1 left on one side. Then the other side is 1, and the two sides match. \( \square \)

If \( \mathbb{F} = \mathbb{R} \), then \( X^2 + 1 \) is prime. But \( X^2 + 1 \) is not prime when \( \mathbb{F} = \mathbb{C} \) since \( X^2 + 1 = (X + i)(X - i) \). The Fundamental Theorem of Algebra, stated below, implies that every prime polynomial over \( \mathbb{C} \) is of degree 1. It is possible to prove the Fundamental Theorem of Algebra within complex analysis as a consequence of Liouville’s Theorem or within modern algebra as a consequence of Galois theory and the Sylow theorems. This text gives a proof of the result in Section II.7 using the Heine–Borel Theorem and other facts about compactness.

**Fundamental Theorem of Algebra.** Any polynomial with coefficients in \( \mathbb{C} \) and with degree \( \geq 1 \) has at least one root.

**Corollary.** Let \( P \) be a nonzero polynomial of degree \( n \) with coefficients in \( \mathbb{C} \), and let \( r_1, \ldots, r_k \) be the roots. Then there exist unique integers \( m_j > 0 \) such that \( P(X) \) is a multiple of \( \prod_{j=1}^{k} (X - r_j)^{m_j} \). The numbers \( m_j \) have \( \sum_{j=1}^{k} m_j = n \).

**Proof.** We may assume that \( \deg P > 0 \). We apply unique factorization to \( P(X) \). It follows from the Fundamental Theorem of Algebra and the Factor Theorem that each prime polynomial with coefficients in \( \mathbb{C} \) has degree 1. Thus the unique factorization of \( P(X) \) has to be of the form \( c \prod_{i=1}^{n} (X - z_i) \) for some complex numbers that are unique up to order. The \( z_i \)'s are roots, and every root is a \( z_i \), by the Factor Theorem. Grouping like factors proves the desired factorization and its uniqueness. The numbers \( m_j \) have \( \sum_{j=1}^{k} m_j = n \) by a count of degrees. \( \square \)

The integers \( m_j \) in the corollary are called the **multiplicities** of the roots of the polynomial \( P(X) \).
A9. Partial Orderings and Zorn’s Lemma

A partial ordering on a set $S$ is a relation between $S$ and itself, i.e., a subset of $S \times S$, satisfying two properties. We define the expression $a \leq b$ to mean that the ordered pair $(a, b)$ is a member of the relation, and we say that “$\leq$” is the partial ordering. The properties are

(i) $a \leq a$ for all $a$ in $S$, i.e., $\leq$ is reflexive.
(ii) $a \leq b$ and $b \leq c$ together imply $a \leq c$ whenever $a, b, c$ are in $S$, i.e., $\leq$ is transitive.

An example of such an $S$ is any set of subsets of a set $X$, with $\leq$ taken to be inclusion $\subseteq$. This particular partial ordering has a third property of interest, namely

(iii) $a \leq b$ and $b \leq a$ with $a$ and $b$ in $S$ imply $a = b$.

However, the validity of (iii) has no bearing on Zorn’s Lemma below. A partial ordering is said to be a total ordering or simple ordering if (iii) holds and also

(iv) any $a$ and $b$ in $S$ have either $a \leq b$ or $b \leq a$.

For the sake of a result to be proved at the end of the section, let us interpolate one further definition: a totally ordered set is said to be well ordered if every nonempty subset has a least element, i.e., if each nonempty subset contains an element $a$ such that $a \leq b$ for all $b$ in the subset.

A chain in a partially ordered set $S$ is a totally ordered subset. An upper bound for a chain $T$ is an element $u$ in $S$ such that $c \leq u$ for all $c$ in $T$. A maximal element in $S$ is an element $m$ such that $m \leq a$ for some $a$ in $S$ implies $a \leq m$. (If (iii) holds, we can then conclude that $m = a$.)

**Zorn’s Lemma.** If $S$ is a nonempty partially ordered set in which every chain has an upper bound, then $S$ has a maximal element.

**Remarks.** Zorn’s Lemma will be proved below using the Axiom of Choice, which was stated in Section A1. It is an easy exercise to see, conversely, that Zorn’s Lemma implies the Axiom of Choice. It is customary with many mathematical writers to mention Zorn’s Lemma each time it is invoked, even though most writers nowadays do not ordinarily acknowledge uses of the Axiom of Choice. Before coming to the proof, we give an example of how Zorn’s Lemma is used.

**Example.** Zorn’s Lemma gives a quick proof that any real vector space $V$ has a basis. In fact, let $S$ be the set of all linearly independent subsets of $V$, and order $S$ by inclusion upward as in the example above of a partial ordering. The set $S$ is nonempty because $\emptyset$ is a linearly independent subset of $V$. Let $T$ be a chain in $S$, and let $u$ be the union of the members of $T$. If $u$ is in $T$, we certainly
have \( t \subseteq u \). Let us see that \( u \) is linearly independent. For \( u \) to be dependent would mean that there are vectors \( x_1, \ldots, x_n \) in \( u \) with \( r_1x_1 + \cdots + r_nx_n = 0 \) for some system of real numbers not all 0. Let \( x_j \) be in the member \( t_j \) of the chain \( T \). Since \( t_1 \subseteq t_2 \) or \( t_2 \subseteq t_1 \), \( x_1 \) and \( x_2 \) are both in \( t_1 \) or both in \( t_2 \). To keep the notation neutral, say they are both in \( t'_2 \). Since \( t'_2 \subseteq t_3 \) or \( t_3 \subseteq t'_2 \), all of \( x_1, x_2, x_3 \) are in \( t'_2 \) or they are all in \( t_3 \). Say they are both in \( t'_3 \). Continuing in this way, we arrive at one of the sets \( t_1, \ldots, t_n \), say \( t'_n \), such that all of \( x_1, \ldots, x_n \) are all in \( t'_n \). The members of \( t'_n \) are linearly independent by assumption, and we obtain the contradiction \( r_1 = \cdots = r_n = 0 \). We conclude that the chain \( T \) has an upper bound in \( S \). By Zorn’s Lemma, \( S \) has a maximal element, say \( m \). If \( m \) is not a basis, it fails to span. If a vector \( x \) is not in its span, it is routine to see that \( m \cup \{ x \} \) is linearly independent and properly contains \( m \), in contradiction to the maximality of \( m \). We conclude that \( m \) is a basis.

We now begin the proof of Zorn’s Lemma. If \( T \) is a chain in a partially ordered set \( S \), then an upper bound \( u_0 \) for \( T \) is a least upper bound for \( T \) if \( u_0 \leq u \) for all upper bounds of \( T \). If (iii) holds in \( S \), then there can be at most one least upper bound for \( T \). In fact, if \( u_0 \) and \( u'_0 \) are least upper bounds, then \( u_0 \leq u'_0 \) since \( u_0 \) is a least upper bound, and \( u'_0 \leq u_0 \) since \( u'_0 \) is a least upper bound; by (iii), \( u_0 = u'_0 \).

**Lemma.** Let \( X \) be a nonempty partially ordered set such that (iii) holds, and write \( \leq \) for the partial ordering. Suppose that \( X \) has the additional property that each nonempty chain in \( X \) has a least upper bound in \( X \). If \( f : X \to X \) is a function such that \( x \leq f(x) \) for all \( x \) in \( X \), then there exists an \( x_0 \) in \( X \) with \( f(x_0) = x_0 \).

**Proof.** A nonempty subset \( E \) of \( X \) will be called admissible for purposes of this proof if \( f(E) \subseteq E \) and if the least upper bound of each nonempty chain in \( E \), which exists in \( X \) by assumption, actually lies in \( E \). By assumption, \( X \) is an admissible subset of \( X \). If \( x \) is in \( X \), then the intersection of admissible subsets of \( X \) containing \( x \) is admissible. Let \( A_x \) be the intersection of all admissible subsets of \( X \) containing \( x \). This is admissible, and since the set of all \( y \) in \( X \) with \( x \leq y \) is admissible and contains \( x \), it follows that \( x \leq y \) for all \( y \in A_x \). By hypothesis, \( X \) is nonempty. Fix an element \( a \) in \( X \), and let \( A = A_a \). The main step will be to prove that \( A \) is a chain.

To do so, consider the subset \( C \) of members \( x \) of \( A \) with the property that there is a nonempty chain \( C_x \) in \( A \) containing \( a \) and \( x \) such that

- \( a \leq y \leq x \) for all \( y \) in \( C_x \),
- \( f(C_x - \{ x \}) \subseteq C_x \), and
- the least upper bound of any nonempty subchain of \( C_x \) is in \( C_x \).
The element \( a \) is in \( C \) because we can take \( C_a = \{ a \} \). If \( x \) is in \( C \), so that \( C_x \) exists, let us use the bulleted properties to see that

\[
A = A_x \cup C_x.
\]

We have \( A \supseteq C_x \) by definition; also \( A \cap A_x \) is an admissible set containing \( x \) and hence containing \( A \), and thus \( A \supseteq A_x \). Therefore \( A \supseteq A_x \cup C_x \). For the reverse inclusion it is enough to prove that \( A_x \cup C_x \) is an admissible subset of \( X \) containing \( a \). The element \( a \) is in \( C_x \), and thus \( a \) is in \( A_x \cup C_x \). For the admissibility we have to show that \( f(A_x \cup C_x) \subseteq A_x \cup C_x \) and that the least upper bound of any nonempty chain in \( A_x \cup C_x \) lies in \( A_x \cup C_x \). Since \( x \) lies in \( A_x \), \( A_x \cup C_x = A_x \cup (C_x - \{ x \}) \) and \( f(A_x \cup C_x) = f(A_x) \cup f(C_x - \{ x \}) \subseteq A_x \cup C_x \), the inclusion following from the admissibility of \( A \) and the second bulleted property of \( C_x \).

To complete the proof of (**), take a nonempty chain in \( A_x \cup C_x \), and let \( u \) be its least upper bound in \( X \); it is enough to show that \( u \) is in \( A_x \cup C_x \). The element \( u \) is necessarily in \( A \) since \( A \) is admissible. Observe that

\[
y \leq x \quad \text{and} \quad x \leq z \quad \text{whenever} \quad y \text{ is in } C_x \text{ and } z \text{ is in } A_x.
\]

If the chain has at least one member in \( A_x \), then (**) implies that \( x \leq u \), and hence the set of members of the chain that lie in \( A_x \) forms a nonempty chain in \( A_x \) with least upper bound \( u \). Since \( A_x \) is admissible, \( u \) is in \( A_x \). Otherwise the chain has all its members in \( A_x \), and then \( u \) is in \( C_x \) by the third bulleted property of \( C_x \).

This completes the proof of (*). Let us now prove that if \( C_x \) and \( C_{x'} \) exist with \( x \leq x' \) and \( x \neq x' \), then

\[
C_x \subseteq C_{x'}.
\]

In fact, application of (*) to \( x' \) gives \( A = A_{x'} \cup C_{x'} \). Intersecting both sides with \( C_x \) shows that \( C_x = (C_x \cap A_{x'}) \cup (C_x \cap C_{x'}) \). On the right side, the first member is empty by (**), and thus \( C_x = C_x \cap C_{x'} \). This proves (†).

Let \( C \) be the set of all members \( x \) of \( A \) for which \( C_x \) exists. We have seen that \( a \) is in \( C \). If we apply (*) and (**) first to a member \( x \) of \( C \) and then to a member \( x' \) of \( C \), we see that either \( x \leq x' \) or \( x' \leq x \). That is, \( C \) is a chain.

Let us see that \( f(C) \subseteq C \). If \( x \) is in \( C \), then the set \( D = C_x \cup \{ f(x) \} \) certainly has \( a \) as a member. The second bulleted property of \( C_x \) shows that \( f \) carries \( C_x - \{ x \} \) into \( D \), and also \( f \) carries \( x \) into \( D \). Thus \( f \) carries \( D - \{ f(x) \} \) into \( D \), and \( D \) satisfies the second bulleted property of \( C_{f(x)} \). If \( \{ x_a \} \) is a chain in \( D \) with least upper bound \( u \), there are two possibilities. Either \( u \) is \( f(x) \), which is in \( D \) by construction, or \( u \) is in \( C \), which contains the least upper bound of any nonempty chain in it. Thus \( u \) is in \( D \), \( D \) satisfies the third bulleted property of \( C_{f(x)} \), and \( C_{f(x)} \) exists. In other words, \( f(x) \) is in \( C \), and \( f(C) \subseteq C \).
Finally let us see that the least upper bound \( u \) of an arbitrary chain \( \{x_\alpha\} \) in \( C \), which exists in \( X \) by assumption, is a member of \( C \). If \( x_\alpha = u \) for some \( \alpha \), then \( C_u = C_{x_\alpha} \) exists, and \( u \) is in \( C \). So assume that \( x_\alpha \neq u \) for all \( \alpha \). Our candidate for \( C_u \) will be \( D = (\bigcup_{\alpha} C_{x_\alpha}) \cup \{u\} \). This certainly contains \( u \). We check that \( D \) satisfies the second bulleted property of \( C_u \). For each \( \alpha \), we can find a \( \beta \) with \( x_\alpha \leq x_\beta \) and \( x_\alpha \neq x_\beta \), since \( u \) is the least upper bound of all the \( x \)'s. Then (†) gives \( C_{x_\alpha} \subseteq C_{x_\beta} - \{x_\beta\} \), and \( f(C_{x_\alpha}) \subseteq f(C_{x_\beta} - \{x_\beta\}) \subseteq C_{x_\beta} \subseteq D \). Taking the union over \( \alpha \) shows that \( D \) satisfies the second bulleted property of \( C_u \).

To see that \( D \) satisfies the third bulleted property of \( C_u \), let \( v \) be the least upper bound in \( A \) of a chain \( \{y_\beta\} \) in \( C_u \). If \( v \neq u \), then \( v \) cannot be an upper bound of \( \{x_\alpha\} \). So we can choose some \( x_{\alpha_0} \) such that \( v \leq x_{\alpha_0} \). Each \( y_\beta \) is \( \leq v \), and thus each \( y_\beta \) is \( \leq x_{\alpha_0} \). Referring to (†), we see that all \( y_\beta \)'s lie in \( C_{x_{\alpha_0}} \). By the third bulleted property of \( C_{x_{\alpha_0}} \), \( v \) is in \( C_{x_{\alpha_0}} \). Thus \( v \) is in \( D \), and \( D \) satisfies the third bulleted property of \( C_u \). Consequently the least upper bound \( u \) of an arbitrary chain in \( C \) lies in \( C \).

In short, \( C \) is an admissible set containing \( u \), and it also is a chain. Since \( A \) is a minimal admissible set containing \( u \), \( C = A \) and also \( A \) is a chain. Let \( u \) be the least upper bound of \( A \). We have seen that \( f(A) \subseteq A \), and thus \( f(u) \leq u \). On the other hand, \( u \leq f(u) \) by the defining property of \( f \). Therefore \( f(u) = u \), and the proof is complete. \( \square \)

**Proof of Zorn’s Lemma.** Let \( S \) be a partially ordered set, with partial ordering \( \leq \), in which every chain has an upper bound. Let \( X \) be the partially ordered system, ordered by inclusion upward \( \subseteq \), of nonempty chains\(^6\) in \( S \). The partially ordered system \( X \), being given by ordinary inclusion, satisfies property (iii). A nonempty chain \( C \) in \( X \) is a nested system of chains \( c_\alpha \) of \( S \), and \( \bigcup_{\alpha} c_\alpha \) is a chain in \( S \) that is a least upper bound for \( C \). The lemma is therefore applicable to any function \( f : X \to X \) such that \( c \subseteq f(c) \) for all \( c \) in \( X \). We use the lemma to produce a maximal chain in \( X \).

Arguing by contradiction, suppose that no chain within \( S \) is maximal under inclusion. For each nonempty chain \( c \) within \( S \), let \( f(c) \) be a chain with \( c \subseteq f(c) \) and \( c \neq f(c) \). (This choice of \( f(c) \) for each \( c \) is where we use the Axiom of Choice.) The result is a function \( f : X \to X \) of the required kind, the lemma says that \( f(c) = c \) for some \( c \) in \( X \), and we arrive at a contradiction. We conclude that there is some maximal chain \( c_0 \) within \( S \).

By assumption in Zorn’s lemma, every nonempty chain within \( S \) has an upper bound. Let \( u_0 \) be an upper bound for the maximal chain \( c_0 \). If \( u \) is a member of \( S \) with \( u_0 \leq u \), then \( c_0 \cup \{u\} \) is a chain and maximality implies that \( c_0 \cup \{u\} = c_0 \).

---

\(^6\)Here a chain is simply a certain kind of subset of \( S \), and no element of \( S \) can occur more than once in it even if (iii) fails for the partial ordering. Thus if \( S = \{x, y\} \) with \( x \leq y \) and \( y \leq x \), then \( \{x, y\} \) is in \( X \) and in fact is maximal in \( X \).
Therefore $u$ is in $c_0$, and $u \leq u_0$. This is the condition that $u_0$ is a maximal element of $S$. \hfill \square

**Corollary** (Zermelo’s well-ordering theorem). Every set has a well ordering.

**Proof.** Let $S$ be a set, and let $\mathcal{E}$ be the family of all pairs $(E, \leq_E)$ such that $E$ is a subset of $S$ and $\leq_E$ is a well-ordering of $E$. The family $\mathcal{E}$ is nonempty since $(\emptyset, \emptyset)$ is a member of it. We partially order $\mathcal{E}$ by a notion of “inclusion as an initial segment,” saying that $(E, \leq_E) \leq (F, \leq_F)$ if

(i) $E \subseteq F$,

(ii) $a$ and $b$ in $E$ with $a \leq_E b$ implies $a \leq_F b$,

(iii) $a$ in $E$ and $b$ in $F$ but not $E$ together imply $a \leq_F b$.

In preparation for applying Zorn’s Lemma, let $\mathcal{C} = \{(E_\alpha, \leq_\alpha)\}$ be a chain in $\mathcal{E}$, with the $\alpha$’s running through some set $I$. Define $E_0 = \bigcup_\alpha E_\alpha$ and define $\leq_0$ as follows: If $e_1$ and $e_2$ are in $E_0$, let $e_1$ be in $E_{\alpha_1}$ with $\alpha_1$ in $I$, and let $e_2$ be in $E_{\alpha_2}$ with $\alpha_2$ in $I$. Since $\mathcal{C}$ is a chain, we may assume without loss of generality that $(E_{\alpha_1}, \leq_{\alpha_1}) \leq (E_{\alpha_2}, \leq_{\alpha_2})$, so that $E_{\alpha_1} \subseteq E_{\alpha_2}$ in particular. Then $e_1$ and $e_2$ are both in $E_{\alpha_1}$, and we define $e_1 \leq_0 e_2$ if $e_1 \leq_{\alpha_1} e_2$, or $e_2 \leq_{\alpha_1} e_1$. Because of (i) and (ii) above, the result is well defined independently of the choice of $\alpha_1$ and $\alpha_2$. Similar reasoning shows that $\leq_0$ is a total ordering of $E_0$. If we can prove that $\leq_0$ is a well ordering, then $(E_0, \leq_0)$ is evidently an upper bound in $\mathcal{E}$ for the chain $\mathcal{C}$, and Zorn’s Lemma is applicable.

Now suppose that $F$ is a nonempty subset of $E_0$. Pick an element of $F$, and let $E_{a_0}$ be a set in the chain that contains it. Since $(E_{a_0}, \leq_{a_0})$ is well ordered and $F \cap E_{a_0}$ is nonempty, $F \cap E_{a_0}$ contains a least element $f_0$ relative to $\leq_{a_0}$. We show that $f_0 \leq_0 f$ for all $f$ in $F$. In fact, if $f$ is given, there are two possibilities. One is that $f$ is in $E_{a_0}$; in this case, the consistency of $\leq_0$ with $\leq_{a_0}$ forces $f_0 \leq_0 f$. The other is that $f$ is not in $E_{a_0}$ but is in some $E_{a_1}$. Since $\mathcal{C}$ is a chain and $E_{a_1} \subseteq E_{a_0}$ fails, we must have $(E_{a_0}, \leq_{a_0}) \leq (E_{a_1}, \leq_{a_1})$. Then $f$ is in $E_{a_1}$ but not $E_{a_0}$, and property (iii) above says that $f_0 \leq_{a_1} f$. By the consistency of the orderings, $f_0 \leq_0 f$. Hence $f_0$ is a least element in $F$, and $E_0$ is well ordered.

Application of Zorn’s Lemma produces a maximal element $(E, \leq_E)$ of $\mathcal{E}$. If $E$ were a proper subset of $S$, we could adjoin to $E$ a member $s$ of $S$ not in $E$ and define every element $e$ of $E$ to be $\leq s$. The result would contradict maximality. Therefore $E = S$, and $S$ has been well ordered. \hfill \square

**A10. Cardinality**

Two sets $A$ and $B$ are said to have the same **cardinality**, written $\text{card } A = \text{card } B$, if there exists a one-one function from $A$ onto $B$. On any set $\mathcal{A}$ of sets, “having the same cardinality” is plainly an equivalence relation and therefore partitions $\mathcal{A}$ into
disjoint equivalence classes, the sets in each class having the same cardinality. The question of what constitutes cardinality (or a “cardinal number”) in its own right is one that is addressed in set theory but that we do not need to address carefully here; the idea is that each equivalence class under “having the same cardinality” has a distinguished representative, and the **cardinal number** is defined to be that representative. We write card \( A \) for the cardinal number of a set \( A \).

Having addressed equality, we now introduce a partial ordering, saying that \( A \leq \text{card } B \) if there is a one-one function from \( A \) into \( B \). The first result below is that card \( A \leq \text{card } B \) and card \( B \leq \text{card } A \) together imply card \( A = \text{card } B \).

**Proposition** (Schroeder–Bernstein Theorem). If \( A \) and \( B \) are sets such that there exist one-one functions \( f : A \rightarrow B \) and \( g : B \rightarrow A \), then \( A \) and \( B \) have the same cardinality.

**Proof.** Define the function \( g^{-1} : \text{image } g \rightarrow A \) by \( g^{-1}(g(a)) = a \); this definition makes sense since \( g \) is one-one. Write \( (g \circ f)^{(n)} \) for the composition of \( g \circ f \) with itself \( n \) times, and define \( (f \circ g)^{(n)} \) similarly. Define subsets \( A_n \) and \( A'_n \) of \( A \) and subsets \( B_n \) and \( B'_n \) for \( n \geq 0 \) by

\[
A_n = \text{image}((g \circ f)^{(n)}) - \text{image}((g \circ f)^{(n)} \circ g),
\]

\[
A'_n = \text{image}((g \circ f)^{(n)} \circ g) - \text{image}((g \circ f)^{(n+1)}),
\]

\[
B_n = \text{image}((f \circ g)^{(n)}) - \text{image}((f \circ g)^{(n)} \circ f),
\]

\[
B'_n = \text{image}((f \circ g)^{(n)} \circ f) - \text{image}((f \circ g)^{(n+1)}),
\]

and let

\[
A_\infty = \bigcap_{n=0}^{\infty} \text{image}((g \circ f)^{(n)}) \quad \text{and} \quad B_\infty = \bigcap_{n=0}^{\infty} \text{image}((f \circ g)^{(n)}).
\]

Then we have

\[
A = A_\infty \cup \bigcup_{n=0}^{\infty} A_n \cup \bigcup_{n=0}^{\infty} A'_n \quad \text{and} \quad B = B_\infty \cup \bigcup_{n=0}^{\infty} B_n \cup \bigcup_{n=0}^{\infty} B'_n,
\]

with both unions disjoint.

Let us prove that \( f \) carries \( A_n \) one-one onto \( B'_n \). If \( a \) is in \( A_n \), then \( a = (g \circ f)^{(n)}(x) \) for some \( x \in A \) and \( a \) is not of the form \( (g \circ f)^{(n)}(g(y)) \) with \( y \in B \). Applying \( f \), we obtain \( f(a) = (f \circ ((g \circ f)^{(n)})(x)) = (f \circ g)^{(n)}(f(x)) \), so that \( f(a) \) is in the image of \( ((f \circ g)^{(n)} \circ f) \). Meanwhile, if \( f(a) \) is in the image of \( (f \circ g)^{(n+1)} \), then \( f(a) = (f \circ g)^{(n+1)}(y) = f((g \circ f)^{(n)}(g(y))) \) for some \( y \in B \). Since \( f \) is one-one, we can cancel the \( f \) on the outside and obtain \( a = (g \circ f)^{(n)}(g(y)) \), in contradiction to the fact that \( a \) is in \( A_n \). Thus \( f \) carries
A_{n} into B'_{n}, and it is certainly one-one. To see that f(A_{n}) contains all of B'_{n}, let b \in B'_{n} be given. Then b = (f \circ g)^{(a)}(f(x)) for some x \in A and b is not of the form (f \circ g)^{(a+1)}(y) with y \in B. Hence b = f((g \circ f)^{(a)}(x)), i.e., b = f(a) with a = (g \circ f)^{(a)}(x). If this element a were in the image of (g \circ f)^{(a)} \circ g, we could write a = (g \circ f)^{(a)}(g(y)) for some y \in B, and then we would have b = f(a) = f((g \circ f)^{(a)}(g(y))) = (f \circ g)^{(a+1)}(y), contradiction. Thus a is in A_{n}, and f carries A_{n} one-one onto B'_{n}.

Similarly g carries B_{n} one-one onto A'_{n}. Since A'_{n} is in the image of g, we can apply g^{-1} to it and see that g^{-1} carries A'_{n} one-one onto B_{n}.

The same kind of reasoning as above shows that f carries A_{\infty} one-one onto B_{\infty}. In summary, f carries each A_{n} one-one onto B'_{n} and carries A_{\infty} one-one onto B_{\infty}, while g^{-1} carries each A'_{n} one-one onto B_{n}. Then the function

\[ h = \begin{cases} f & \text{on } A_{\infty} \text{ and each } A_{n}, \\ g^{-1} & \text{on each } A'_{n}, \end{cases} \]

carries A one-one onto B. \qed

Next we show that any two sets A and B have comparable cardinalities in the sense that either card A \leq card B or card B \leq card A.

**Proposition.** If A and B are two sets, then either there is a one-one function from A into B or there is a one-one function from B into A.

**Proof.** Consider the set S of all one-one functions f : E \to B with E \subseteq A, the empty function with E = \emptyset being one such. Each such function is a certain subset of A \times B. If we order S by inclusion upward, then the union of the members of any chain is an upper bound for the chain. By Zorn’s Lemma let G : E_{0} \to B be a maximal one-one function of this kind, and let F_{0} be the image of G. If E_{0} = A, then G is a one-one function from A into B. If F_{0} = B, then G^{-1} is a one-one function from B into A. If neither of these things happens, then there exist \( x_{0} \in A - E_{0} \) and \( y_{0} \in B - F_{0}, \) and the function \( \overline{G} \) equal to G on \( E_{0} \) and having \( \overline{G}(x_{0}) = y_{0} \) extends G and is still one-one; thus it contradicts the maximality of G. \qed

Cantor’s proof that there exist uncountable sets, done with a diagonal argument, in fact showed how to start from any set A and construct a set with strictly larger cardinality.

**Proposition** (Cantor). If A is a set and 2^{A} denotes the set of all subsets of A, then card 2^{A} is strictly larger than card A.
PROOF. The map \( x \mapsto \{x\} \) is a one-one function from \( A \) into \( 2^A \). If we are given a one-one function \( F : A \to 2^A \), let \( E \) be the set of all \( x \) in \( A \) such that \( x \) is not in \( F(x) \). If \( F(x_0) = E \), then \( x_0 \in E \) implies \( x_0 \notin F(x_0) = E \), while \( x_0 \notin E \) implies \( x \in F(x_0) = E \). We have a contradiction in any case, and hence \( E \) is not in the image of \( F \). We conclude that \( F \) cannot be onto \( 2^A \). \( \square \)
Abstract. This appendix treats some aspects of elementary complex analysis that are useful as tools in real analysis. It assumes knowledge of Appendix A and much of Chapters I to III.

Section B1 introduces the complex derivative of a complex-valued function defined on an open subset of \( \mathbb{C} \), and it relates the notion to differentiability in the sense of Chapter III. The Cauchy–Riemann equations are part of this relationship. An analytic function on a region in \( \mathbb{C} \) is a function with a complex derivative at each point.

Section B2 introduces complex line integrals and relates them to the traditional line integrals in the last three sections of Chapter III. An important result is that a continuous complex-valued function on a region in \( \mathbb{C} \) is the complex derivative of an analytic function if and only if its complex line integral over every piecewise \( C^1 \) closed curve in the region is zero.

Section B3 proves Goursat’s Lemma and a local form of the Cauchy Integral Theorem. Goursat’s Lemma says that the complex line integral of a function over a rectangle is 0 if the function is analytic on a region containing the rectangle and its inside. The local form of the Cauchy Integral Theorem that follows says that for an analytic function in an open disk, the complex line integral is zero over every piecewise \( C^1 \) closed curve.

Section B4 obtains a simple form of the Cauchy Integral Formula for a disk and derives from it the corresponding formula for complex derivatives, Morera’s Theorem, Cauchy’s estimate, Liouville’s Theorem, and the Fundamental Theorem of Algebra.

Section B5 establishes two versions of the complex-variable form of Taylor’s Theorem. The first form includes a remainder term, and the second form asserts a convergent power series expansion.

Section B6 treats various local properties of analytic functions in regions. If the complex derivatives of all orders of such a function are zero, then the function is 0. Consequently if the function is not identically 0, then any zero has a nonnegative integer order, and the zeros of the function are isolated. Other consequences are the Maximum Modulus Theorem, a description of the behavior at poles, Weierstrass’s result on essential singularities, and the Inverse Function Theorem.

Section B7 examines the exponential function and its local invertibility. This examination leads to the definition of winding number for a closed curve about a point, and the general form of the Cauchy Integral Formula for a disk follows.

Section B8 discusses operations on Taylor series and methods for computing such series.

Section B9 gives a first form of the Argument Principle relating the integral of \( f'(z)/f(z) \) to the zeros and poles of \( f(z) \).

Section B10 states and proves a first form of the Residue Theorem for evaluating the complex line integral of a function analytic except for poles.

Section B11 uses the first form of the Residue Theorem to evaluate a number of examples of real definite integrals.

Section B12 extends the Cauchy Integral Theorem from closed curves in disks to cycles in simply connected regions, and it derives a corresponding version of the Residue Theorem.
Section B13 examines the extent to which the results of Section B12 extend to general regions when the cycle is assumed to be a boundary cycle.

Section B14 develops the Laurent series expansion of a function analytic in an annulus (washer). As a consequence the nature of essential singularities becomes a little clearer.

Section B15 introduces holomorphic functions of several variables, showing the equivalence of various definitions of such functions. This material is not used until Advanced Real Analysis.

B1. Complex Derivative and Analytic Functions

A broad treatment of complex analysis would view complex variable theory as a subject in its own right, with a healthy emphasis on topology, algebraic and differential geometry, number theory, and differential equations. Out of such a treatment would emerge the fact that the subject has great power in applications through the simplicity of its fundamental theorems and its remarkable formulas.

This modest appendix sacrifices the broad view to get at some facts about complex analysis that provide useful tools in real analysis. Accordingly it merely touches on the topological/geometric aspect of the subject and does not get into number theory or differential equations at all.

Notation and the first definitions appear in Sections A4 and A5 of Appendix A, and Section A7 is relevant, too. Additional notation and definitions appear in Sections III.11 and III.12, and it is assumed that the reader is familiar with all of this material.

One point deserves emphasis here, namely the correspondence between linear functions and matrices and how it impacts the relationship between the set $\mathbb{C}$ of complex numbers and the set $\mathbb{R}$ of real numbers. The vector space $\mathbb{R}^n$ of $n$-dimensional column vectors is denoted by $\mathbb{R}^n$. The linear functions $T : \mathbb{R}^n \to \mathbb{R}^m$ correspond to the $m$-by-$n$ real matrices once we fix the standard bases $\{e_1, \ldots, e_n\}$ of $\mathbb{R}^n$ and $\{u_1, \ldots, u_m\}$ of $\mathbb{R}^m$, as follows. The matrix $A$ corresponding to $T$ is given conveniently in terms of the dot product by $A_{ij} = T(e_j) \cdot u_i$.

The passage back and forth between complex numbers and their real and imaginary parts is fundamental. This passage allows us to identify for some purposes the set $\mathbb{C}$ of complex numbers with $\mathbb{R}^2$, the vector space of two-dimensional column vectors with real entries. In making this identification, we ordinarily single out $\{1, i\}$ as an ordered basis of $\mathbb{C}$ over $\mathbb{R}$, and then $a + bi$ in $\mathbb{C}$ gets identified with the column vector $\begin{pmatrix} a \\ b \end{pmatrix}$ in $\mathbb{R}^2$. Multiplication by a fixed complex number $a + bi$ is a complex linear function of $\mathbb{C}$ into itself, and under the identification $\mathbb{C} \cong \mathbb{R}^2$, it yields a real linear function of $\mathbb{R}^2$ into itself. The matrix that corresponds to this linear function by the above prescription has first column the expression of $(a + bi)1$ in the basis $\{1, i\}$, namely $\begin{pmatrix} a \\ b \end{pmatrix}$; the second column contains the expression of $(a + bi)i$ in the basis $\{1, i\}$, namely $\begin{pmatrix} -b \\ a \end{pmatrix}$. Thus the matrix corresponding to multiplication by $a + bi$ is $\begin{pmatrix} a & -b \\ b & a \end{pmatrix}$. Let us call
this 2-by-2 matrix $M(a + bi)$, and let us write $M(\mathbb{C})$ for the set of all such real matrices.

The emphasis in this appendix will be on functions carrying a subset of $\mathbb{C}$, usually an open set, into $\mathbb{C}$. Such a function is often written as $f$ or as $z \mapsto f(z)$. Traditionally one refers to the function simply as $f(z)$, and we shall sometimes follow this tradition. In terms of real and imaginary parts, we typically write $z = x + iy$ and $f(z) = u(x, y) + iv(x, y)$. Thus we may regard $f$ as a certain kind of function from an open subset of $\mathbb{R}^2$ into $\mathbb{R}^2$. We shall introduce complex differentiation of such functions and interpret the notion of complex derivative in the light of the above discussion.

Often we make use of certain geometric shapes in $\mathbb{C}$. The open disk of radius $r$ about $z_0$ is the set of all $z$ with $|z - z_0| < r$, and the corresponding closed disk is the set with $|z - z_0| \leq r$. The edge of the closed disk, namely the set where $|z - z_0| = r$, is a circle.\(^1\) The circle has an inside, namely the set where $|z - z_0| < r$, and an outside, namely the set where $|z - z_0| > r$. The unit disk, open or closed, is the disk of center 0 and radius 1, and the unit circle is its edge.

A polygon is the union of finitely many line segments $L_j$ such that the endpoint of $L_{j-1}$ matches the initial point of $L_j$ and the endpoint of the last line segment matches the initial point of the first. A triangle $T$ is a three-sided polygon. The inside of $T$ is the bounded component of $\mathbb{C} - T$. The corresponding filled triangle is the union of $T$ and its inside. Similarly a rectangle is a four-sided polygon with two sets of parallel sides and with right angles between consecutive sides. The inside of $R$ is the bounded component of $\mathbb{C} - R$. The corresponding filled rectangle is the union of $R$ and its inside.

Just as in Chapter I we made occasional use of limits of the form $\lim_{x \to x_0} g(x)$, where $g$ is a real-valued function on a subset of $\mathbb{R}$ containing an open interval centered at $x_0$ but possibly not containing $x_0$ itself, now we shall make occasional use of limits of the form $\lim_{z \to z_0} h(z)$, where $h$ is a complex-valued function defined on a subset of $\mathbb{C}$ containing an open disk about $z_0$ but possibly not containing $z_0$ itself. This limit will be said to exist and equal $c$ if for each $\epsilon > 0$, there is some $\delta > 0$ such that $|f(z) - c| < \epsilon$ whenever $0 < |z - z_0| < \delta$. As in the real case, we omit the details about why such limits respect addition, subtraction, and multiplication and about how they can be reformulated in terms of limits of sequences. Occasionally we shall make use of limits written $\lim_{z \to \infty} f(z)$; this means nothing more than $\lim_{y \to 0} f(1/y)$.

Let $f : U \to \mathbb{C}$ be a function defined on an open set. If $z_0$ is in the open set, we say that $f$ has the complex number $f'(z_0)$ as complex derivative at $z_0$ if

$$\lim_{z \to z_0} \frac{f(z) - f(z_0)}{z - z_0} = f'(z_0).$$

\(^1\) In Section B2 we shall consider parametrizations of circles, but we do not do so now.
In view of the discussion in the previous paragraph, the condition is that for any \( \epsilon > 0 \), there is a \( \delta > 0 \) such that whenever \( |z - z_0| < \delta \) and \( z \neq z_0 \), then

\[
|\frac{f(z) - f(z_0)}{z - z_0} - f'(z_0)| < \epsilon.
\]

The first proposition relates this notion to the notion of differentiability in Chapter III.

**Proposition B.1.** Let \( f = u + iv \) be a complex-valued function defined on an open set in \( \mathbb{C} \) containing the point \( z_0 = x_0 + iy_0 \). Then \( f \) has a complex derivative \( f'(z_0) \) at \( z_0 \) if and only if the function \( \left( \begin{array}{c} x \\ y \end{array} \right) \mapsto \left( \begin{array}{c} u(x,y) \\ v(x,y) \end{array} \right) \) is differentiable at \( (x_0, y_0) \) with a Jacobian matrix in \( M(\mathbb{C}) \), and in this case the Jacobian matrix of \( \left( \begin{array}{c} x \\ y \end{array} \right) \mapsto \left( \begin{array}{c} u(x,y) \\ v(x,y) \end{array} \right) \) is \( M(f'(z_0)) \).

We give the proof at the end of this section. Let us observe the following consequence.

**Corollary B.2** (Cauchy–Riemann equations). Let \( f = u + iv \) be a complex-valued function defined on an open set in \( \mathbb{C} \) containing the point \( z_0 = x_0 + iy_0 \). If \( f \) has a complex derivative at \( z_0 \), then

\[
\frac{\partial u}{\partial x} = \frac{\partial v}{\partial y} \quad \text{and} \quad \frac{\partial u}{\partial y} = -\frac{\partial v}{\partial x} \quad \text{at} \quad (x_0, y_0),
\]

and \( f'(z_0) \) is given by

\[
f'(z_0) = \frac{\partial u}{\partial x}(x_0, y_0) + i \frac{\partial v}{\partial x}(x_0, y_0) = -i \frac{\partial u}{\partial y}(x_0, y_0) + \frac{\partial v}{\partial y}(x_0, y_0).
\]

Conversely if the first partial derivatives of \( u \) and \( v \) exist in a neighborhood of \( (x_0, y_0) \) and if the first partial derivatives are continuous at \( (x_0, y_0) \) and satisfy \( \frac{\partial u}{\partial x} = \frac{\partial v}{\partial y} \) and \( \frac{\partial u}{\partial y} = -\frac{\partial v}{\partial x} \) at \( (x_0, y_0) \), then \( f \) has a complex derivative at \( z_0 \).

**Proof.** If \( f = u + iv \) has a complex derivative at \( z_0 \), then Proposition B.1 shows that the Jacobian matrix of \( \left( \begin{array}{c} x \\ y \end{array} \right) \mapsto \left( \begin{array}{c} u(x,y) \\ v(x,y) \end{array} \right) \) exists and is of the form \( \left( \begin{array}{cc} a & -b \\ b & a \end{array} \right) \), where \( f'(z_0) = a + bi \). Since the Jacobian matrix has the form

\[
\begin{pmatrix}
\frac{\partial u}{\partial x}(x_0, y_0) & \frac{\partial u}{\partial y}(x_0, y_0) \\
\frac{\partial v}{\partial x}(x_0, y_0) & \frac{\partial v}{\partial y}(x_0, y_0)
\end{pmatrix},
\]

the first partial derivatives have to satisfy the indicated equations. The asserted formulas for \( f'(z_0) \) follow. For the converse Theorem 3.7 says that the existence of the first partial derivatives in a neighborhood of \( (x_0, y_0) \) and the continuity of them at \( (x_0, y_0) \) implies that \( \left( \begin{array}{c} x \\ y \end{array} \right) \mapsto \left( \begin{array}{c} u(x,y) \\ v(x,y) \end{array} \right) \) is differentiable at \( (x_0, y_0) \). The differentiability at \( (x_0, y_0) \) and the equations satisfied by the partial derivatives together imply that \( f \) has a complex derivative at \( z_0 \), by Proposition B.1. \( \square \)
For a complex-valued function $f = u + iv$, let us understand $\frac{\partial f}{\partial x}(z_0)$ to mean $\frac{\partial u}{\partial x}(x_0, y_0) + i \frac{\partial v}{\partial x}(x_0, y_0)$. Similarly $\frac{\partial f}{\partial y}(z_0)$ means $\frac{\partial u}{\partial y}(x_0, y_0) + i \frac{\partial v}{\partial y}(x_0, y_0)$. In this notation we can rephrase Corollary B.2 as follows.

**Corollary B.2’** (Cauchy–Riemann equations, complex form). Let $f = u + iv$ be a complex-valued function defined on an open set in $\mathbb{C}$ containing the point $z_0 = x_0 + iy_0$. If $f$ has a complex derivative at $z_0$, then $\frac{\partial f}{\partial x}(z_0) = -i \frac{\partial f}{\partial y}(z_0)$, and each of these equals $f'(z_0)$. Conversely if $\frac{\partial f}{\partial x}$ and $\frac{\partial f}{\partial y}$ exist in a neighborhood of $z_0$ and are continuous at $z_0$ and satisfy $\frac{\partial f}{\partial x}(z_0) = -i \frac{\partial f}{\partial y}(z_0)$, then $f$ has a complex derivative at $z_0$, and it equals both of these quantities.

Our interest will be in functions that have a complex derivative at every point of an open set. It is customary to work with open sets that are connected. Taking a cue from Section III.12, we use the term **region** to refer to any nonempty connected open subset of $\mathbb{C}$. Any two points in a region can be connected by a piecewise $C^1$ curve, according to Lemma 3.46.

If $U$ is a region in $\mathbb{C}$, we say that $f : U \to \mathbb{C}$ is an **analytic function** if $f$ has a complex derivative at every point of $U$. The term “regular function” was in use formerly, and the term “holomorphic function” is often used by people who also have in mind functions of several complex variables. A function that is analytic in the region $\mathbb{C}$ is said to be **entire**.

**Examples.**

1. Any complex linear combination of analytic functions is analytic, and so is the product of two analytic functions. The quotient of two analytic functions is analytic on the (open) subset where the denominator is nonzero. The proofs are the same as in calculus, and the usual product and quotient rules remain valid for complex differentiation.

2. Any constant function is analytic on all of $\mathbb{C}$, the complex derivative being the 0 function, and $z \mapsto z^n$ is entire for any integer $n \geq 0$, the complex derivative being $nz^{n-1}$. The proofs are the same as in calculus. Similarly when $n$ is a negative integer, $z \mapsto z^n$ is analytic on $\mathbb{C} - \{0\}$ with complex derivative $nz^{n-1}$.

3. If $f$ and $g$ are analytic functions and the domain of $g$ contains the image of $f$, then the composition $g \circ f$ is analytic on the domain of $f$, and $(g \circ f)'(z) = g'(f(z))f'(z)$. The proof is the same as in calculus.

4. From Theorem 1.37 we know that if a power series $\sum_{n=0}^{\infty} c_n z^n$ converges in $\mathbb{C}$ for some $z_0$ with $|z_0| = R$, then it converges absolutely for $|z| < R$. In this
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situation the function \( f(z) = \sum_{n=0}^{\infty} c_n z^n \) turns out to be analytic for \( |z| < R \), and its complex derivative is \( \sum_{n=0}^{\infty} (n+1)c_{n+1}z^n \). With some effort one can work to adapt the proof of Theorem 1.23 to handle this situation. But it is much easier to derive this fact by using complex line integrals, and we therefore postpone the proof to the next section.

**Proof of Proposition B.1.** Write \( z = x + iy \), let a candidate for \( f_0(z_0) \) be \( a + ib \), and temporarily put \( z - z_0 = h + ik \). The expression that is to tend to 0 in the definition of complex derivative is

\[
|z|^{-1} \left( f(z) - f(z_0) - (z - z_0) f'(z_0) \right)
= |z|^{-1} \left( f(z) - f(z_0) - (a + ib)(h + ik) \right)
= |x + iy|^{-1} \left( u(x, y) - u(x_0, y_0) + iv(x, y) - i v(x_0, y_0) - (a + ib)(h + ik) \right)
= |x + iy|^{-1} \left( u(x, y) - u(x_0, y_0) - \begin{pmatrix} x - x_0 \\ y - y_0 \end{pmatrix} \right)
+ |x + iy|^{-1} i \left( v(x, y) - v(x_0, y_0) - \begin{pmatrix} x - x_0 \\ y - y_0 \end{pmatrix} \right),
\]

and this tends to 0 in \( \mathbb{C} \) if and only if

\[
|(x, y)|^{-1} \left( \begin{pmatrix} u(x, y) - u(x_0, y_0) \\ v(x, y) - v(x_0, y_0) \end{pmatrix} - \begin{pmatrix} a & -b \\ b & a \end{pmatrix} \begin{pmatrix} x - x_0 \\ y - y_0 \end{pmatrix} \right)
\]
tends to 0 in \( \mathbb{R}^2 \). This latter expression is what is to tend to 0 in the definition of differentiability with Jacobian matrix in \( M(\mathbb{C}) \).

\[ \square \]

### B2. Complex Line Integrals

This section introduces complex line integrals. These amount to ordinary line integrals as in Section III.12 but with a change of notation. The parametrically defined curve \( \gamma \) is now viewed as taking its values in \( \mathbb{C} \), rather than in \( \mathbb{R}^2 \), and the continuous vector field \( F \) that is defined at least on the image of \( \gamma \) and takes values in \( \mathbb{R}^2 \) is replaced by a continuous function \( f \) that is defined at least on the image of \( \gamma \) and takes values in \( \mathbb{C} \). With this change in notation, Theorem 3.44 becomes the following statement.

**Proposition B.3.** If \( \gamma : [a, b] \to \mathbb{R}^2 \) is a rectifiable simple arc and \( f \) is a continuous complex-valued function on the image of \( \gamma \), then there exists a unique
number, denoted \( \int_{\gamma} f(z) \, dz \), with the following property. For any \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that any partition \( P = \{ t_j \}_{j=0}^m \) of \([a, b]\) with \( \mu(P) < \delta \) has

\[
\left| \int_{\gamma} f(z) \, dz - \sum_{j=1}^m f(\gamma(t_j))(\gamma(t_j) - \gamma(t_{j-1})) \right| < \epsilon.
\]

**Remarks.**

1. This result is just a restatement of Theorem 3.44 for dimension 2 in slightly different terminology, and no further proof will be needed. The number \( \int_{\gamma} f(z) \, dz \) is called the complex line integral of \( f \) over \( \gamma \).

2. A subtle mixing of terms is involved in the passage from Theorem 3.44 to Proposition B.3. To understand it, write \( F \) for the complex-valued function in Theorem 3.44, and write \( F \) in terms of its real and imaginary parts as \( F = F_1 \, \Re f + F_2 \, \Im f \). Decompose \( f \) in Proposition B.3 into its real and imaginary parts as \( u + i v \), and view \( \gamma(t) \) in the respective cases as \( (x(t), y(t)) \) and \( x(t) + i y(t) \). The sum over the partition in Theorem 3.44 involves a dot product, namely

\[
F_1(x, y)(x(t_j) - x(t_{j-1})) + F_2(x, y)(y(t_j) - y(t_{j-1})),
\]

while the sum in Proposition B.3 involves a product of two complex numbers, namely

\[
(u(x, y) + i v(x, y))((x(t_j) - x(t_{j-1})) + i (y(t_j) - y(t_{j-1})))
\]

To match the two we want to have \( F_1 = u + i v \) and \( F_2 = i(u + i v) \). That is, the complex line integral \( \int_{\gamma} f(z) \, dz \) equals the ordinary line integral over \( \gamma \) of the complex-valued vector field \( \left( \frac{f}{F} \right) \). Theorem 3.44 implies Proposition B.3 because Theorem 3.44 was actually valid for complex-valued vector fields.

3. For our purposes the virtue of formulating complex line integrals as a limit of a sum of this kind is that we can see by inspection that the answer is independent of the parametrization as long as a reparametrization is orientation-preserving. The reasoning is the same as in Section III.12.

4. The definition of complex line integral immediately extends to piecewise \( C^1 \) curves in \( \mathbb{C} \), as they were defined in Section III.12. If \( \gamma : [a, b] \to \mathbb{R}^2 \) is the curve, if the intervals on which it is a tamely behaved simple arc are those relative to a partition \( \{ c_j \}_{j=0}^m \), and if \( f \) is a continuous complex-valued function on the image on \( \gamma \), then the definition of the complex line integral of \( f \) over \( \gamma \) extends to this situation by the formula

\[
\int_{\gamma} f(z) \, dz = \sum_{j=1}^m \int_{\gamma(c_{j-1}, c_j)} f(z) \, dz.
\]
(5) Of particular interest to us will be the case of the standard circle in \( \mathbb{C} \) of radius \( r > 0 \) and center \( a \). By this we mean the piecewise \( C^1 \) curve \( z(t) = a + re^{it} \) for \( 0 \leq t \leq 2\pi \). This circle is traversed counterclockwise when \( \mathbb{C} \) is viewed in the usual way as a plane with the real axis horizontal pointing to the right and the imaginary axis vertical pointing up.\(^2\) Integration over the standard circle of radius \( r \) and center \( a \) is often indicated by the notation \( \int_{|z-a|=r} \). The circle is not a simple arc, being equal at the two ends, but the theory applies to it. It can be viewed, for example, as built from two tamely behaved simple arcs. However it is viewed, complex line integrals over it give the same result independently of what pieces are used and what parametrization is used, as long as the pieces and the pieces of the standard circle are related by an orientation-preserving reparametrization.

**Proposition B.4.** If \( \gamma : [a, b] \rightarrow \mathbb{C} \) is a tamely behaved simple arc and if \( f \) is a continuous complex-valued function on the image of \( \gamma \), then the complex line integral of \( f \) over \( \gamma \), which exists by Proposition B.3, is given by

\[
\int_{\gamma} f(z) \, dz = \lim_{a' \downarrow a, \ b' \uparrow b} \int_{a}^{b'} f(\gamma(t))\gamma'(t) \, dt.
\]

**REMARKS.**

1. This follows from Theorem 3.44.

2. As usual, we abbreviate the right side of this formula as

\[
\int_{a}^{b} f(\gamma(t))\gamma'(t) \, dt,
\]

ignoring the fact that the integrand may be unbounded and that the integral is not strictly a Riemann integral. It is, however, a Lebesgue integral in the sense of Chapter V, and it presents no difficulty.

3. In analogy with what happened for ordinary line integrals in Section III.12, the Schwarz inequality gives

\[
\left| \int_{a}^{b} f(\gamma(t))\gamma'(t) \, dt \right| \leq \int_{a}^{b} |f(\gamma(t))\gamma'(t)| \, dt,
\]

and this translates into a way of estimating a complex line integral in terms of an integral with respect to arc length:

\[
\left| \int_{\gamma} f(z) \, dz \right| \leq \int_{\gamma} |f| \, ds.
\]

\(^2\)However, if perversely one wants to view the imaginary axis as pointing down, then standard circles are traversed clockwise.
(4) The formula of the proposition, with notation simplified as in Remark 2, immediately extends to complex line integrals over curves that are piecewise $C^1$ in the sense\(^3\) of Section III.12. The formula in Remark 4 with Proposition B.3 is used for the whole curve, and the formula of the present proposition applies to each constituent simple arc.

**Proposition B.5.** If $f$ is a continuous complex-valued function on a region $U \subset \mathbb{C}$, then $f$ is the complex derivative of some analytic function on $U$ if and only if the value of the complex line integral $\int_{\gamma} f(z) \, dz$ over each piecewise $C^1$ curve $\gamma : [a, b] \to U$ depends only on the endpoints $\gamma(a)$ and $\gamma(b)$ and not on the values of $\gamma(t)$ for $a < t < b$. In this case, any analytic function $F$ whose complex derivative is $f$ satisfies $\int_{\gamma} f(z) \, dz = F(\gamma(b)) - F(\gamma(a))$.

**Proof.** Remark 2 with Proposition B.3 shows that the complex-valued vector field on $U$ that corresponds to $f$ is $\left( \frac{\partial F}{\partial x}, \frac{\partial F}{\partial y} \right)$. Proposition 3.47 shows that the ordinary line integrals of this vector field are independent of the path, depending only on the endpoints, if and only if $\left( \frac{\partial F}{\partial x}, \frac{\partial F}{\partial y} \right)$ is the gradient of some (complex-valued) $C^1$ function $F$ on $U$. That condition means that $f = \frac{\partial F}{\partial x}$ and $if = \frac{\partial F}{\partial y}$.

If such an $F$ exists, then $\frac{\partial F}{\partial x} = -i \frac{\partial F}{\partial y}$ on $U$, and Corollary B.2 shows that $F$ is analytic on $U$ with $F'(z) = f(z)$ on $U$. Conversely if $F$ is any analytic function on $U$ with $F' = f$, then Corollary B.2 shows that $f = \frac{\partial F}{\partial x} = -i \frac{\partial F}{\partial y}$. Hence $if = i(-i \frac{\partial F}{\partial y}) = \frac{\partial F}{\partial y}$.

The formula $\int_{\gamma} f(z) \, dz = F(\gamma(b)) - F(\gamma(a))$ comes out of the proof of Proposition 3.47.

**Corollary B.6.** If $U$ is a region in $\mathbb{C}$, then a continuous function $f : U \to \mathbb{C}$ is the complex derivative of an analytic function on $U$ if and only if $\int_{\gamma} f(z) \, dz = 0$ for every piecewise $C^1$ closed curve $\gamma$ in $U$.

**Proof.** If $f$ is the complex derivative of some $F$, then $\int_{\gamma} f(z) \, dz = 0$ for every piecewise $C^1$ closed curve in $U$ as a consequence of Proposition B.5 with $\gamma(b) = \gamma(a)$. Conversely suppose $\int_{\gamma} f(z) \, dz = 0$ for every piecewise $C^1$ closed curve in $U$, and let $p$ and $q$ be in $U$. If $\gamma_1$ and $\gamma_2$ are two piecewise $C^1$ curves from $p$ to $q$, then $\gamma_1 - \gamma_2$ is a piecewise $C^1$ closed curve from $p$ to itself. By hypothesis, $\int_{\gamma_1 - \gamma_2} f(z) \, dz = 0$. Hence $\int_{\gamma_1} f(z) \, dz = \int_{\gamma_2} f(z) \, dz$. By Proposition B.5, $f$ is the complex derivative of some $F$.

---

\(^3\)Warning. The definition of piecewise $C^1$ in Section III.12 requires less at the endpoints of each constituent interval than the standard condition given in Section A2 of Appendix A. Thus any reader who skipped Section III.12 might do well to read the definition in Section III.12 now.
For each integer \( n \geq 0 \), the power \( z^n \) is the complex derivative of \( z^{n+1}/(n+1) \) on \( \mathbb{C} \). Therefore \( \int_\gamma z^n \, dz = 0 \) for every piecewise \( C^1 \) closed curve \( \gamma \) in \( \mathbb{C} \) when \( n \geq 0 \). Combining this fact with Corollary B.6, we can complete Example 4 of analytic functions, given in the previous section, as follows.

**Corollary B.7.** Suppose that the power series \( \sum_{n=0}^{\infty} c_n z^n \) is convergent for some \( z_0 \) with \( |z_0| = R \). Then the series \( \sum_{n=0}^{\infty} c_n z^n \) is absolutely convergent for \( |z| < R \), and the sum \( f(z) \) is an analytic function for \( |z| < R \) whose complex derivative is given by term-by-term complex differentiation of the series for \( f(z) \).

**Proof.** The absolute convergence was proved in Theorem 1.37. That theorem showed that if \( R' \) is any positive number with \( R' < R \), then the series \( \sum_{n=0}^{\infty} |c_n z^n| \) is uniformly convergent for \( |z| \leq R' \), and so is the series \( \sum_{n=0}^{\infty} |(n+1)c_{n+1}z^n| \).

Introduce \( f_N(z) = \sum_{n=0}^{N} c_n z^n \) and \( g_N(z) = \sum_{n=0}^{N-1} (n+1)c_{n+1}z^n \), and define \( g(z) = \sum_{n=0}^{\infty} (n+1)c_{n+1}z^n \). Observe that \( f_N'(z) = g_N(z) \) for all \( z \) and that \( f(0) = f_N(0) = c_0 \) for all \( N \).

Let \( R' \) be any positive number with \( R' < R \), and let \( \gamma \) be any piecewise \( C^1 \) closed curve from 0 to \( z_0 \) with image in the open disk \( |z| < R' \). The straight line segment from 0 to \( z_0 \) is one such curve. By Proposition B.5, \( f_N(z_0) = c_0 + \int_\gamma g_N(z) \, dz \) for every \( N \). On the image of \( \gamma \), \( g_N(z) \) tends uniformly to \( g(z) \), and also \( \lim_{N} f_N(z_0) = f(z_0) \). By Theorem 1.31, \( \lim_{N} \int_\gamma g_N(z) \, dz = \int_\gamma g(z) \). Therefore \( f(z_0) = c_0 + \int_\gamma g(z) \, dz \), and \( \int_\gamma g(z) \, dz \) is exhibited as depending only on the endpoints of \( \gamma \). Since \( z_0 \) is arbitrary with \( |z_0| < R' \), Proposition B.5 shows that \( g(z) \) is the complex derivative of an analytic function \( F \) for \( |z| < R' \) and that function \( F(z) \) has \( F(z) - F(0) = \int_\gamma g(z) \, dz \). From \( F(z) - F(0) = f(z) - c_0 \), we see that \( f(z) \) is analytic and that \( f'(z) = g(z) \). \( \square \)

**Example.** It follows immediately that the functions

\[
e^z = \exp z = \sum_{n=0}^{\infty} \frac{z^n}{n!}, \quad \sin z = \sum_{n=0}^{\infty} \frac{(-1)^n z^{2n+1}}{(2n+1)!}, \quad \cos z = \sum_{n=0}^{\infty} \frac{(-1)^n z^{2n}}{(2n)!},
\]

which were defined and analyzed in Section I.7, are all analytic functions on \( \mathbb{C} \).
For each integer \( n \leq -2 \) on \( \mathbb{C} - \{0\} \), \( z^n \) is the complex derivative of \( z^{n+1}/(n+1) \). Therefore Corollary B.6 shows that \( \int_\gamma z^n \, dz = 0 \) for all integers \( n \leq -2 \) for every piecewise \( C^1 \) closed curve in \( \mathbb{C} - \{0\} \). However, there exist piecewise \( C^1 \) closed curves in \( \mathbb{C} - \{0\} \) over which \( z^{-1} \) does not have integral 0. In fact, if \( \gamma \) is any standard circle centered at 0, say the one parametrized as \( \gamma(t) = e^{it} \) for \( 0 \leq t \leq 2\pi \), then

\[
\int_\gamma z^{-1} \, dz = \int_0^{2\pi} (re^{it})^{-1} \gamma'(t) \, dt = \int_0^{2\pi} r^{-1} e^{-it} ire^{it} \, dt = 2\pi i \neq 0.
\]

More generally \( \int_\gamma (z - a)^{-1} \, dz = 2\pi i \) whenever \( \gamma \) is a standard circle centered at \( a \).

Just as in Section III.13, we can introduce the notion of a \textbf{piecewise \( C^1 \) chain}. This is a formal sum of piecewise \( C^1 \) curves, say \( \gamma = \gamma_1 + \cdots + \gamma_r \), and a complex line integral over \( \gamma \) is defined as the corresponding sum:

\[
\int_\gamma f(z) \, dz = \sum_{k=1}^r \int_{\gamma_k} f(z) \, dz.
\]

Two such chains are equal if all line integrals defined on both are equal. There is no need to dwell on the formal properties of chains at this time, but we mention that in this notation, \( -\gamma \) will denote the reverse of \( \gamma \) and a chain involving terms \( \gamma_j \) and \( -\gamma_j \) equals the chain with those two terms dropped. We return to consider chains in more detail in Section B12.

**B3. Goursat’s Lemma and the Cauchy Integral Theorem**

A.-L. Cauchy was the person who discovered and almost single-handedly developed the foundations of complex variable theory. The key elementary fact about analytic functions is that the complex derivative of an analytic function is again an analytic function. The gateway toward getting at this fact is to examine the result of Corollary B.6, that certain functions \( f \) have \( \int_\gamma f(z) \, dz = 0 \) for every piecewise \( C^1 \) closed curve \( \gamma \) in the region \( U \). It is not true that this conclusion is valid for every analytic function \( f \) and every region \( U \); toward the end of Section B2, we saw that a standard circle \( \gamma \) about 0 in \( U = \mathbb{C} - \{0\} \) always has \( \int_\gamma z^{-1} \, dz \neq 0 \).

However, Cauchy proved for certain kinds of regions that \( \int_\gamma f(z) \, dz \) is always 0 for \( f \) analytic when the image of \( \gamma \) lies in the region. This result is called the **Cauchy Integral Theorem**. In retrospect we can see instances of this equality
from Green’s Theorem as in Theorem 3.48. For a region as in Theorem 3.48, the fact that \( \oint_C f(z) \, dz = 0 \) for \( f = u + i v \) analytic on an open set containing the region and its boundary is an immediate consequence of the Cauchy–Riemann equations, provided the partial derivatives of \( u \) and \( v \) are continuous. See Problem 3 at the end of this appendix for the case of a filled rectangle. This kind of argument was what Cauchy used, but then the treatment of analytic functions had to work with continuous complex derivatives and it was necessary to prove that the complex derivative of such a function is again such a function.

Much later E. Goursat found a way around the assumption of continuity of \( f' \), and the resulting proofs of the foundational results are not much more difficult than the ones they replaced. In this section we shall give Goursat’s proof of a key lemma that will be used to prove the Cauchy Integral Theorem for a disk with no assumption that \( f' \) is continuous. This version of the Cauchy Integral Theorem can be viewed as the local form of a global theorem that will be addressed later. The local form is good enough to get at the infinite differentiability of analytic functions, a step we shall carry out in the next section after establishing the Cauchy Integral Formula.

**Theorem B.8** (Goursat’s Lemma). If \( f \) is analytic in a region containing the filled rectangle

\[
R = \{ z = x + iy \mid a \leq x \leq b \text{ and } c \leq y \leq d \},
\]

and if \( \partial R \) is its boundary, parametrized as a piecewise \( C^1 \) closed curve so as to be traversed counterclockwise, then \( \oint_{\partial R} f(z) \, dz = 0 \).

![Figure B.1](image)

**Figure B.1.** First bisection of the rectangle \( R \) in Goursat’s Lemma.

**Proof.** We use a method of bisection to isolate the worst possible behavior within \( R \), and then we examine the resulting situation. For any filled rectangle

---

4 The Cauchy Integral Theorem predates Green’s Theorem.
Define $R(0) = R$. Write $R$ as the union of four nonoverlapping congruent rectangles $R_1, R_2, R_3, R_4$ of half the base and half the height. The orientation of the boundary of each is to be counterclockwise, and then

$$\partial R = \partial R_1 + \partial R_2 + \partial R_3 + \partial R_4$$

in the sense of equality of piecewise $C^1$ chains as at the end of the previous section. See Figure B.1. The reason for the equality $(\ast)$ is that each interior edge of $R_1, \ldots, R_4$ that appears on the right side is traversed twice, once in each direction. Consequently at least one of $R_1, \ldots, R_4$, say $R_j$, has $|\eta(R_j)| \geq \frac{1}{4} |\eta(R)|$. Choose one such $R_j$, and call it $R^{(1)}$. Then we have

$$|\eta(R^{(1)})| \geq \frac{1}{4} |\eta(R^{(0)})|.$$

We repeat this process with $R^{(1)}$, writing it as the union of four nonoverlapping congruent rectangles, etc., and we select one of the four, which we call $R^{(2)}$, in such a way that $|\eta(R^{(2)})| \geq \frac{1}{4} |\eta(R^{(1)})|$. Proceeding inductively, we obtain a nested sequence of filled rectangles $\{R^{(k)}\}_{k=0}^{\infty}$ with diagonals tending to 0 such that

$$|\eta(R^{(k)})| \geq \frac{1}{4} |\eta(R^{(k-1)})|$$

for all $k \geq 1$. Hence

$$|\eta(R^{(k)})| \geq 4^{-k} |\eta(R)|$$

for $k \geq 0$. By the Heine–Borel Theorem (Corollary 2.37 and Proposition 2.35), $\bigcap_{k=0}^{\infty} R^{(k)}$ is nonempty. Let $z_0$ be in the intersection.

Let $\epsilon > 0$ be given. Choose $\delta > 0$ small enough so that the disk of radius $\delta$ about $z_0$ is contained in the region on which $f$ is analytic and so that $0 < |z - z_0| < \delta$ implies

$$\left| \frac{f(z) - f(z_0)}{z - z_0} - f'(z_0) \right| \leq \epsilon.$$

Then

$$|f(z) - f(z_0) - (z - z_0)f'(z_0)| \leq \epsilon |z - z_0|$$

for $|z - z_0| < \delta$. We know from the comments before Corollary B.7 that 1 and $z$ have integral 0 over $\partial R^{(k)}$ for each $k$. Therefore

$$\eta(R^{(k)}) = \int_{\partial R^{(k)}} \left( f(z) - f(z_0) - (z - z_0)f'(z_0) \right) dz.$$
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Since every point \( z \) of \( \partial R^{(k)} \) has \( |z - z_0| < \delta \), Remark 3 with Proposition B.4 shows that

\[
|\eta(R^{(k)})| = \left| \int_{\partial R^{(k)}} \left( f(z) - f(z_0) - (z - z_0)f'(z_0) \right) dz \right| \\
\leq \int_{\partial R^{(k)}} e|z - z_0| ds \leq \epsilon \text{ diameter}(\partial R^{(k)}) \text{ perimeter}(R^{(k)}).
\]

Combining this inequality with (***) gives

\[
4^{-k}|\eta(R)| \leq \eta(R^{(k)}) \leq \epsilon 2^{-k}\text{ diameter}(\partial R) 2^{-k}\text{ perimeter}(\partial R)
\]

and therefore

\[
|\eta(R)| \leq \epsilon \text{ diameter}(\partial R) \text{ perimeter}(\partial R). \quad \square
\]

In order to apply Theorem B.8 easily in certain situations, we shall make its statement at once more general and more ugly, as follows.

**Theorem B.8’.** If \( f(z) \) is analytic in a region containing a filled rectangle \( R \) except for finitely many interior points \( z_j \) and if

\[
\lim_{z \to z_j} (z - z_j) f(z) = 0
\]

for each of the exceptional points, then \( \int_{\partial R} f(z) \, dz = 0 \).

**Proof.** It is sufficient to consider the case of a single exceptional point \( z_0 \), since \( R \) can be subdivided into finitely many nonoverlapping rectangles, each containing at most one exceptional point. When the resulting complex line integrals over boundaries of rectangles are added, the contributions from the edges of these rectangles that are interior to \( R \) will cancel in pairs and the result will follow.

![Figure B.2: Handling an exceptional point in Goursat’s Lemma.](image)

Since the single exceptional point \( z_0 \) is an interior point, we can choose a small square \( R_0 \) centered at \( z_0 \) as in Figure B.2, and continuation of its edges until they meet the edges of \( R \) will determine a total of nine constituent rectangles of \( \tilde{R} \). Again the sum of the complex line integrals over all the boundaries of all nine
rectangles will equal the integral over the boundary of \( R \). We apply Theorem B.8 to the eight constituent rectangles other than \( R_0 \) and we get 0 for each. Thus the complex line integral over \( \partial R \) equals the complex line integral over \( \partial R_0 \).

Let \( \epsilon > 0 \) be given. By hypothesis we can choose \( R_0 \) small enough so that 
\[
|f(z)| \leq \epsilon |z - z_0|^{-1}
\]
on \( \partial R_0 \). Then
\[
|\int_{\partial R} f(z) \, dz| = |\int_{\partial R_0} f(z) \, dz| \leq \left( \max_{z \in \partial R_0} |f(z)| \right) \text{perimeter}(\partial R_0)
\]
\[
\leq \epsilon \left( \max_{z \in \partial R_0} |z - z_0|^{-1} \right) \text{perimeter}(\partial R_0).
\]
If each side of \( R_0 \) has length \( r_0 \), then the expression \( |z - z_0|^{-1} \) is as large as possible when \( z \) is at the center of one of the sides of \( R_0 \). There it is \( 2r_0^{-1} \). The perimeter of \( R_0 \) is \( 4r_0 \), and the estimate above becomes 
\[
|\int_{\partial R} f(z) \, dz| \leq 8 \epsilon.
\]

**Theorem B.9** (Cauchy Integral Theorem, local form). If \( f \) is analytic in an open disk \( D \), then
\[
\int_{\gamma} f(z) \, dz = 0
\]
for every piecewise \( C^1 \) closed curve in \( D \).

**Proof.** Let \( z_0 \) be the center of \( D \). For \( z \in D \), define \( F(z) = \int_{\gamma} f(\zeta) \, d\zeta \), where \( \gamma \) is a polygonal path from \( z_0 \) to \( z \) whose constituent line segments are each horizontal or vertical. Let us argue by induction on the number of line segments in the polygonal path that the definition of \( F(z) \) is independent of the path. If two consecutive segments are horizontal or if they are both vertical, we can combine them into a single segment and reduce the number of segments. Thus we may assume that the segments alternate in type, horizontal and vertical. If there are at least three, we show how to reduce their number by means of Theorem B.8. We may assume by symmetry that three consecutive segments are horizontal, then

**Figure B.3. Reduction steps in the proof of Theorem B.9.**
vertical, then horizontal. If the two horizontal segments go in the same direction, left or right, then the starting point and the final point lie on the diagonal of a rectangle, and one of the other two vertices of that rectangle lies in the given disk $D$. Say that the vertex on the continuation of the first horizontal segment lies in $D$, as in Figure B.3a. Then the vertical and the second horizontal can be replaced by the other two sides of a rectangle—the continued horizontal segment and a new vertical segment—in $D$ because the complex line integral around the rectangle is 0. Consequently the three given segments—first horizontal, first vertical, second horizontal—can be replaced by the first horizontal, its continuation, and the new vertical. The two horizontal segments—the first horizontal and its continuation—can be combined into one, reducing the number of segments. A similar argument works if the vertex lying in $D$ is the other vertex of the rectangle; the three segments get replaced by a vertical one followed by a horizontal one.

If among the three segments the two horizontal segments go in opposite directions, as in Figure B.3b, then the vertical and the shorter horizontal span a rectangle that lies in $D$, and the complex line integral around that rectangle is 0 by Theorem B.8. The three segments get replaced by two, one horizontal and one vertical.

Thus the value of the integral over a polygonal path is the same as the integral over a polygonal path with at most two segments. Suppose there are exactly two segments. The nontrivial possibilities for two segments are horizontal then vertical or else vertical then horizontal. The four segments in question are the sides of a rectangle, around which the complex line integral gives 0. Thus the two possibilities give the same definition for $F(z)$. The only remaining possibilities are that there is only one segment, and then the path is unique, or else there are zero segments, in which case $z$ is the center of the disk and the value of $F(z)$ is 0. Thus $F(z)$ is well defined.

The function $F(z)$ is certainly continuous, as a change from $z_1$ to $z_2$ produces a change in the integral of at most the maximum value of $|f(\zeta)|$ on a polygonal path from $z_1$ to $z_2$, times the length of the polygonal path. Parametrizing horizontal and vertical segments, we compute the partial derivatives of $F$. If the last segment of a path is taken to be horizontal, we see that $\frac{\partial F}{\partial x}(z) = f(z)$. If it is taken to be vertical, we see that $\frac{\partial F}{\partial y}(z) = i f(z)$. Both partial derivatives are continuous, and Corollary B.2' implies that $F$ has a complex derivative at each point, namely the value of $\frac{\partial F}{\partial x}$, which is $f$. In other words, $f$ is the complex derivative of an analytic function. Corollary B.6 therefore shows that $\int_{\gamma} f(z) \, dz = 0$ for every piecewise $C^1$ closed curve in $D$. □

---

5If $|(x_1, y_1) - (a, b)| < r$ and $|(x_2, y_2) - (a, b)| < r$, then either $|(x_1, y_2) - (a, b)| < r$ or $|(x_2, y_1) - (a, b)| < r$ because $|(x_1, y_1) - (a, b)|^2 + |(x_2, y_2) - (a, b)|^2 = |(x_1, y_2) - (a, b)|^2 + |(x_2, y_1) - (a, b)|^2$. 

---
EXAMPLE. If $\gamma$ is any standard circle containing the point $z$ inside it,\(^6\) then

$$\int_{\gamma} \frac{d\xi}{\xi - z} = 2\pi i.$$  

To see this equality, form a standard circle $\gamma_0$ inside $\gamma$ that is centered at $z$. We shall show that

$$\int_{\gamma} \frac{d\xi}{\xi - z} = \int_{\gamma_0} \frac{d\xi}{\xi - z}. \quad (\ast)$$

To do so, we adjoin integrations over four canceling pairs of line segments as in Figure B.4, thereby introducing four closed curves $\gamma_1, \gamma_2, \gamma_3, \gamma_4$ such that tracing out $\gamma$ amounts to tracing out $\gamma_1, \gamma_2, \gamma_3, \gamma_4$, and $\gamma_0$. (Two of the line segments lie on the line of centers for the two circles, and the other two lie on the line through $z$ perpendicular to the line through the centers.) Then

$$\int_{\gamma} \frac{d\xi}{\xi - z} = \sum_{j=1}^{4} \int_{\gamma_j} \frac{d\xi}{\xi - z} + \int_{\gamma_0} \frac{d\xi}{\xi - z}. \quad (\ast\ast)$$

Each of $\gamma_1, \gamma_2, \gamma_3, \gamma_4$ is a closed curve lying in a disk within $\mathbb{C}$ on which $(\xi - z)^{-1}$ is analytic, and Theorem B.9 shows that $\int_{\gamma_j} \frac{d\xi}{\xi - z} = 0$ for $j = 1, 2, 3, 4$. Thus $(\ast\ast)$ implies $(\ast)$. The right side of $(\ast)$ is $2\pi i$ by a computation near the end of Section B2, and consequently $\int_{\gamma} \frac{d\xi}{\xi - z} = 2\pi i$.

Just as we did with Theorem B.8, we shall modify the statement of Theorem B.9 to make it at once more general and more ugly, as follows. The modified result will be easier to apply in certain situations.

---

\(^6\)As usual, “inside it” means that the distance from $z$ to the center of $\gamma$ is less than the radius of $\gamma$. 

Theorem B.9. If \( f \) is analytic in an open disk \( D \) except for finitely many interior points \( z_j \) and if \( \lim_{z \to z_j} (z - z_j) f(z) = 0 \) for each of the exceptional points, then
\[
\int_{\gamma} f(z) \, dz = 0
\]
for every piecewise \( C^1 \) closed curve in \( D \) that does not pass through any of the points \( z_j \).

Proof. Instead of considering polygonal paths starting from the center of \( D \), we consider those starting from another point chosen so that its \( x \) coordinate does not match the \( x \) coordinate of any vertical line segment and the \( y \) coordinate does not match the \( y \) coordinate of any horizontal line segment.

We then imitate as much as possible of the argument for Theorem B.9 except that we consider only polygonal paths that do not pass through any \( z_j \) and we invoke Theorem B.8’ repeatedly instead of Theorem B.8. The inductive argument reduces the number of segments in the polygonal path, and the reduction is again to two segments if neither coordinate of \( z \) matches a coordinate of some \( z_j \), but the reduction can be only to three segments if one coordinate of \( z \) matches a coordinate of some \( z_j \) and it can be only to four segments if each coordinate of \( z \) matches a coordinate of some \( z_j \).

The reduced case can be handled by Theorem B.8’ in a noncanonical way that we shall not write out. Then the rest of the argument, using Corollary B.2’ and Corollary B.6, applies to the region obtained by deleting the points \( z_j \) from \( D \), and the proof is complete.

B4. Cauchy Integral Formula

Theorem B.9’ readily implies that an analytic function is given locally by an integral formula. Then a manageable interchange of limits will show that the complex derivative of the analytic function is given by differentiating under the integral sign, and consequently the complex derivative is an analytic function. Therefore analytic functions have complex derivatives of all orders, and each of them satisfies an estimate for its size. We shall carry out these steps in this section. In the next section we shall use the estimates to prove that the infinite Taylor series expansion of an analytic function about the center of an open disk converges everywhere in the disk to the analytic function.

Theorem B.10 (Cauchy Integral Formula, local form). Let \( f \) be analytic in an open disk \( D \), and let \( \gamma \) be any standard circle in \( D \). If \( z \) is any point inside \( \gamma \),
then

\[ f(z) = \frac{1}{2\pi i} \int_{\gamma} \frac{f(\xi) \, d\xi}{\xi - z}. \]

**Remarks.**

1. Say that \( \gamma \) has center \( a \) and radius \( r \). Recall that the condition that \( \gamma \) be a “standard circle” means that \( \gamma \) is given by \( t \mapsto a + re^{it} \) with \( 0 \leq t \leq 2\pi \). It is enough that the circle be piecewise \( C^1 \) and that each of its pieces is an orientation-preserving reparametrization of the corresponding piece of \( t \mapsto a + re^{it} \).

   (2) Once again the condition that \( z \) be “inside \( \gamma \)” means that \( |z - a| < r \).

**Proof.** We apply the Cauchy Integral Theorem (Theorem B.9') to the function

\[ g(\xi) = \frac{f(\xi) - f(z)}{\xi - z} \]

on the disk \( D \), counting \( z \) as a single exceptional point. Since \( f'(z) \) exists, \( \lim_{\xi \to z} (\xi - z)g(\xi) = 0 \). Theorem B.9' applies and gives \( \int_{\gamma} g(\xi) \, d\xi = 0 \).

Therefore

\[ \int_{\gamma} \frac{f(\xi) \, d\xi}{\xi - z} = f(z) \int_{\gamma} \frac{d\xi}{\xi - z}. \]  

(\#)

Since \( \int_{\gamma} \frac{d\xi}{\xi - z} = 2\pi i \) by the example following the proof of Theorem B.9, the theorem follows.

The Cauchy Integral Formula gives an explicit integral for the values of \( f(z) \) inside the circle in terms of the values on the circle and is the first suggestion that the values of \( f(z) \) on rather thin sets determine the values of \( f(z) \) everywhere.

This formula is just asking to be differentiated in \( z \) so as to give an integral formula for \( f'(z) \) in terms of the values of \( f \). Justifying on the basis of general theorems the interchange of any kind of derivative and a limit such as the one defining an integral is normally hard. Theorem 1.23 shows what is involved in the case of real functions of a real variable. Here it is better to proceed directly, taking advantage of properties of the known function \((\xi - z)^{-1}\). Once we have succeeded, we can attempt to iterate the process and obtain formulas for complex derivatives of all orders. The result of the iteration is as follows.

**Theorem B.11.** The complex derivative of an analytic function is analytic. More specifically if \( C \) denotes a standard circle and if \( f(z) \) is analytic in an open disk containing \( C \) and its inside, then \( f \) has complex derivatives of all orders inside \( C \), and they are given by

\[ f^{(n)}(z) = \frac{n!}{2\pi i} \int_{C} \frac{f(\xi) \, d\xi}{(\xi - z)^{n+1}} \]

at all points \( z \) inside \( C \).
Before coming to the proof, let us draw one important inference. That inference is that once we can justify an interchange of complex derivative and complex line integral in this one case, then we can handle future cases more simply. Namely we can replace the complex differentiation by a complex line integral, and we are confronting two integrals. The two integrals can normally be interchanged by Fubini’s Theorem (Corollary 3.33), and the result is that the interchange of a complex derivative and a complex line integral normally is easily justified. An example will be given in Corollary B.15.

The theorem will follow immediately from two lemmas.

**Lemma B.12.** Let \( \gamma \) be a piecewise \( C^1 \) closed curve in \( \mathbb{C} \), and let \( U \) be an open subset of \( \mathbb{C} \). If \( g \) is a continuous complex-valued function on \( \text{image}(\gamma) \times U \), then the function \( z \mapsto \int_\gamma g(\zeta, z) \, d\zeta \) is continuous on \( U \).

**Remark.** The idea of the proof here is more important than the specific statement. Variants of the lemma in which the proof needs only a small adjustment are used in problems in Chapters VI and VIII.

**Proof.** Fix \( z_0 \) in \( U \), and let \( N \) be a closed disk centered at \( z_0 \) and lying in \( U \). Since the set \( \text{image}(\gamma) \times N \) is compact, the restriction of \( g \) to it is uniformly continuous. Given \( \epsilon > 0 \), choose \( \delta > 0 \) less than the radius of \( N \) such that any two points \((\zeta_1, z_1)\) and \((\zeta_2, z_2)\) in \( \text{image}(\gamma) \times N \) at distance \( < \delta \) have \(|g(\zeta_1, z_1) - g(\zeta_2, z_2)| < \epsilon\). Then \(|g(\zeta, z) - g(\zeta, z_0)| < \epsilon\) for all \( \zeta \) in \( \text{image}(\gamma) \) as long as \(|z - z_0| < \delta\). Consequently

\[
\left| \int_\gamma g(\zeta, z) \, d\zeta - \int_\gamma g(\zeta, z_0) \, d\zeta \right| = \left| \int_\gamma [g(\zeta, z) - g(\zeta, z_0)] \, d\zeta \right| \leq \int_\gamma |g(\zeta, z) - g(\zeta, z_0)| \, ds \leq \epsilon \ell(\gamma),
\]

where \( \ell(\gamma) \) is the length of \( \gamma \). \( \Box \)

**Lemma B.13.** Let \( \gamma \) be a piecewise \( C^1 \) curve in \( \mathbb{C} \), and suppose that \( \varphi \) is a continuous complex-valued function on the image of \( \gamma \). Then for \( n \geq 1 \), the continuous function

\[
F_n(z) = \int_\gamma \frac{\varphi(\zeta) \, d\zeta}{(\zeta - z)^n}
\]

is analytic in each of the regions making up the complement of the image of \( \gamma \), and its complex derivative is given by \( F'_n(z) = nF_{n+1}(z) \).

**Remarks.** The continuity of \( F_n(z) \) is a special case of Lemma B.12. Next, the image of \( \gamma \) is a compact set in \( \mathbb{C} \), and its complement is open in \( \mathbb{C} \). Any open
set in \( C \) is the union of its connected components, each of which is open and is therefore a region. The first conclusion of the lemma is that \( F_n(z) \) is analytic on each component.

**PROOF.** We begin with the case \( n = 1 \). Let \( z_0 \) be a point not in the image of \( \gamma \), and let \( z \) be a point not in the image of \( \gamma \) that is close enough to \( z_0 \) to meet a condition to be specified. Then

\[
F_1(z) - F_1(z_0) = \int_\gamma \left( \frac{1}{\zeta - z} - \frac{1}{\zeta - z_0} \right) \psi(\zeta) \, d\zeta = (z - z_0) \int_\gamma \frac{\psi(\zeta) \, d\zeta}{(\zeta - z)(\zeta - z_0)}.
\]

Hence

\[
\frac{F_1(z) - F_1(z_0)}{z - z_0} = \int_\gamma \frac{\psi(\zeta) \, d\zeta}{(\zeta - z)(\zeta - z_0)} = \int_\gamma \frac{1}{(\zeta - z_0)^2} \psi(\zeta) \, d\zeta.
\]

To estimate \((*)\), let \( M \) be the maximum value of \(|\psi(\zeta)|\) and choose \( \delta \) small enough so that the disk of radius \( \delta \) and center \( z_0 \) does not meet the image of \( \gamma \). Then \(|\zeta - z_0| \geq \delta \) for \( \zeta \) in the image of \( \gamma \). If \( z \) is in the disk of radius \( \delta/2 \) about \( z_0 \), then every \( \zeta \) in the image of \( \gamma \) has

\[
|\zeta - z| \geq |\zeta - z_0| - |z - z_0| \geq \delta - \delta/2 = \delta/2
\]

by the triangle inequality. Taking the absolute value of both sides of \((*)\) gives

\[
\left| \frac{F_1(z) - F_1(z_0)}{z - z_0} - \int_\gamma \frac{\psi(\zeta) \, d\zeta}{(\zeta - z)(\zeta - z_0)} \right| \leq |z - z_0| 2\delta^{-3} M \ell(\gamma).
\]

This tends to 0 as \( z \) tends to \( z_0 \). Therefore \( F_1(z) \) has a complex derivative at \( z_0 \), and \( F_1(z_0) = F_2(z_0) \) is as asserted. This completes the argument for \( n = 1 \).

We turn to the inductive step. To indicate that \( F_n \) depends on \( \psi \), let us write \( F_n^{(\psi)} \) in place of \( F_n \). Inductively for \( n \geq 2 \), suppose that \( F_n^{(\psi)}(z) = (n - 1) F_n^{(\psi)}(z) \) for every \( \psi \). We start with the identity

\[
\frac{1}{(\zeta - z)^n} - \frac{1}{(\zeta - z_0)^n} = \frac{1}{(\zeta - z_0)^{n-1}} \left( 1 + \frac{z - z_0}{\zeta - z_0} \right) - \frac{1}{(\zeta - z_0)^n} = \left( \frac{z - z_0}{(\zeta - z_0)^{n-1}} - \frac{1}{(\zeta - z_0)^n} \right) + \frac{z - z_0}{(\zeta - z_0)^n},
\]

insert \( \psi(\zeta) \, d\zeta \) throughout, integrate over \( \gamma \), and divide by \( z - z_0 \) to get

\[
\frac{F_n^{(\psi)}(z) - F_n^{(\psi)}(z_0)}{z - z_0} = (z - z_0)^{-1} \left( \int_\gamma \frac{\psi(\zeta) \, d\zeta}{(\zeta - z_0)^n} - \int_\gamma \frac{\psi(\zeta) \, d\zeta}{(\zeta - z_0)^n} \right) + \int_\gamma \frac{\psi(\zeta) \, d\zeta}{(\zeta - z_0)^n}.
\]

If we define \( \psi(\zeta) \) to be the continuous function \( \frac{\psi(\zeta)}{\zeta - z_0} \), then we recognize this identity as saying that

\[
\frac{F_n^{(\psi)}(z) - F_n^{(\psi)}(z_0)}{z - z_0} = F_{n-1}^{(\psi)}(z) - F_{n-1}^{(\psi)}(z_0) + F_n^{(\psi)}(z).\]

As \( z \) tends to \( z_0 \), the inductive hypothesis implies that the first term on the right
side tends to $F_{n-1}^{(\psi)}(z_0)$. Meanwhile, Lemma B.12 implies that the second term on the right side tends to $F_n^{(\psi)}(z_0)$. Thus the right side tends to $F_{n-1}^{(\psi)}(z_0) + F_n^{(\psi)}(z_0)$, which by inductive hypothesis equals $(n - 1)F_n^{(\psi)}(z_0) + F_n^{(\psi)}(z_0) = nF_n^{(\psi)}(z_0)$, and we conclude that $F_n^{(\psi)}(z_0)$ exists and equals $nF_n^{(\psi)}(z_0) = nF_{n+1}^{(\psi)}(z_0)$. This completes the induction and the proof.

**PROOF OF THEOREM B.11.** The case $n = 1$ of the theorem is immediate from the case $n = 1$ of Lemma B.13 if we take $\psi(\xi) = f(\xi)$ and apply the Cauchy Integral Formula (Theorem B.10). For general $n$, we proceed inductively, starting from the formula for $n = 1$ in the theorem and making use of the general case of Lemma B.13 with $\psi(\xi) = f(\xi)$ to handle the inductive step.

With Theorem B.11 now completely proved, we take note of some consequences.

Continuity and differentiability are local properties. Thus if they hold in a disk about each point, they hold everywhere. The first corollary takes advantage of this fact.

**Corollary B.14** (Morera’s Theorem). If $U$ is a region and $f : U \rightarrow \mathbb{C}$ is a continuous function for which $\int_U f(z) \, dz = 0$ for every piecewise $C^1$ curve in $U$, then $f$ is analytic in $U$.

**PROOF.** Corollary B.6 shows that $f$ is the complex derivative of an analytic function. By Theorem B.11, $f$ is analytic.

Let us see a situation in which Morera’s Theorem and Theorem B.11 can be combined with Fubini’s Theorem to justify the insertion of an operation of complex differentiation inside an integral sign.

**Corollary B.15.** If $U$ is a region in $\mathbb{C}$ and $\psi(z, t)$ is a continuous complex-valued function on $U \times [a, b]$ that is analytic as a function of $z$ for each fixed $t$, then the function

$$ F(z) = \int_a^b \psi(z, t) \, dt $$

is analytic for $z$ in $U$ and satisfies

$$ F'(z) = \int_a^b \frac{\partial \psi(z, t)}{\partial z} \, dt. $$

Here $\frac{\partial \psi(z, t)}{\partial z}$ is the complex derivative of the function $z \mapsto \psi(z, t)$ with $t$ fixed.

**REMARKS.** The same comment as with Lemma B.12 applies to variants of this result. Observe that Corollary B.15 generalizes Lemma B.13.
PROOF. We observe that $F(z)$ is continuous in $z$ by Lemma B.12. Let $C$ be a circle in $U$ whose inside lies in $U$. If $\gamma$ is any piecewise $C^1$ closed curve in the inside of $C$, then

$$\int_\gamma F(z) \, dz = \int_\gamma \left[ \int_a^b \varphi(z, t) \, dt \right] \, dz = \int_a^b \left[ \int_\gamma \varphi(z, t) \, dz \right] \, dt = 0$$

by Fubini’s Theorem (Corollary 3.33) and the Cauchy Integral Theorem (Theorem B.9). By Morera’s Theorem (Corollary B14), $F(z)$ is analytic on the inside of $C$. Since $C$ is arbitrary, $F(z)$ is analytic in $U$. For the verification of the formula for $F'(z)$, formula Theorem B.11 tells us that we can compute $F'(z)$ as a complex line integral. Let $z$ be in $U$, and choose a circle $C$ in $U$ whose inside lies in $U$ and contains $z$. Corollary 3.33 and two applications of Theorem B.11 combine to give

$$F'(z) = \frac{1}{2\pi i} \int_C \frac{F(z) \, dz}{(z - \zeta)^2} = \frac{1}{2\pi i} \int_C \left[ \int_a^b \frac{\varphi(z, t) \, dt}{(z - \zeta)^2} \right] \, dz = \int_a^b \frac{\varphi(z, t) \, dt}{(z - \zeta)}.$$

\[\square\]

Corollary B.16 (Cauchy’s estimate). If $f$ is analytic on an open disk containing a circle $C$ of radius $r$ and center $a$ and if $|f| \leq M$ on $C$, then

$$|f^{(n)}(a)| \leq M n! r^{-n}.$$

PROOF. We put $z = a$ in the formula of Theorem B.11 and take the absolute value of both sides. Then

$$|f^{(n)}(a)| \leq \frac{n!}{2\pi} M r^{-(n+1)} \ell(C) = n! M r^{-n},$$

since $\ell(C) = 2\pi r$. \[\square\]

Corollary B.17 (Liouville’s Theorem). The only bounded entire functions are the constant functions.

PROOF. If $f$ is everywhere analytic and bounded on $\mathbb{C}$ and if $|f(z)| \leq M$ everywhere, then Corollary B.16 with $n = 1$ says that $|f'(a)| \leq M r^{-n}$ for all $a$ and all $r$. Thus $f'$ is the 0 function. If $f = u + iv$, then $u$ and $v$ have first partial derivatives identically 0 and are hence constant. Therefore $f$ is constant. \[\square\]

Corollary B.18 (Fundamental Theorem of Algebra). If $P$ is a polynomial with complex coefficients and with degree $\geq 1$, then $P$ has a root in $\mathbb{C}$, i.e., $P(z_0) = 0$ for some $z_0$ in $\mathbb{C}$.

PROOF. Arguing by contradiction, suppose that $P(z)$ is nowhere 0. Then $1/P(z)$ is analytic in all of $\mathbb{C}$. If $P$ has degree $n$ and leading coefficient $c_n \neq 0$, then $\lim_{z \to \infty} |P(z)|/|z|^n = |c_n| \neq 0$. Therefore $|1/P(z)|$ is bounded for $|z|$ sufficiently large, say for $|z| \geq R$. But also $|1/P(z)|$ is continuous for $|z| \leq R$ and has to assume its maximum value. Consequently $1/P(z)$ is a bounded function analytic on all of $\mathbb{C}$ and must be constant, by Corollary B.17. \[\square\]
B5. Taylor’s Theorem

This section establishes the complex-variable form of Taylor’s Theorem with remainder, and it goes on to show that the infinite Taylor series of an analytic function about \( z = a \) converges to the function in the largest open disk centered at \( a \) in which the function is analytic.

By way of preliminaries we need to identify what is happening at the “exceptional points” that were allowed in Theorem B.8’ and Theorem B.9’. Those points are called \textbf{removable singularities}. The preliminary result is that the analytic function can be defined at such points in a way that makes those points no longer exceptional.

\textbf{Proposition B.19} (Removable Singularity Theorem). Let \( U \) be a region in \( \mathbb{C} \), let \( a \) be a point in \( U \), and let \( U' = U - \{a\} \). If \( f \) is analytic in \( U' \) and \( \lim_{z \to a} (z - a) f(z) = 0 \), then there exists a unique extension of \( f \) to an analytic function on \( U \). The value of the extension at \( a \) is \( \lim_{z \to a} f(z) \).

\textbf{Proof}. Let \( C \) be a standard circle such that it and its inside are in \( U \) and such that \( a \) is in the inside. We rederive the Cauchy Integral Formula (Theorem B.10) using Theorem B.9’ with the function \( g(\xi) = \frac{f(\xi) - f(z)}{\xi - z} \) and two exceptional points, rather than one. One exceptional point is the point \( z \) where \( f \) is evaluated, and the other is the point \( a \). The hypothesis for the exceptional point \( z \) is that \( \lim_{\xi \to z} (\xi - z) g(\xi) = 0 \) and that is satisfied because \( g'(\xi) \) exists. The hypothesis for the exceptional point \( a \) is that \( \lim_{\xi \to a} (\xi - a) g(\xi) = 0 \), which follows since \( z \neq a \) and \( \lim_{\xi \to a} (\xi - a) f(\xi) = 0 \). The derivation yields

\[
f(z) = \frac{1}{2\pi i} \int_C \frac{f(\xi) \, d\xi}{\xi - z}
\]

for all points \( z \neq a \) inside \( C \). Lemma B.13 shows that the right side of (*) is an analytic function in the complement of \( C \) in \( \mathbb{C} \). The function on \( U \) that equals the right side of (*) inside \( C \) and that equals \( f(z) \) elsewhere on \( U - C \) is the required extension of \( f \) from \( U' \) to \( U \). \( \square \)

\textbf{Theorem B.20} (Taylor’s Theorem, first form). If \( f \) is an analytic function in a region \( U \) containing \( a \), then there exists an analytic function \( f_n(z) \) in \( U \) such that

\[
f(z) = f(a) + \frac{f'(a)}{1!} (z - a) + \frac{f''(a)}{2!} (z - a)^2 + \ldots + \frac{f^{(n-1)}(a)}{(n-1)!} (z - a)^{n-1} + f_n(z)(z - a)^n.
\]
The function \( f_n(z) \) has \( f_n(a) = \frac{1}{n!} f^{(n)}(a) \). Moreover, if \( C \) is a circle such that \( C \) and its inside are contained in \( U \) and if \( a \) is inside \( C \), then \( f_n(z) \) is given inside \( C \) by

\[
f_n(z) = \frac{1}{2\pi i} \int_C \frac{f(\xi)}{(\xi - z)^n} \, d\xi.
\]

**Remark.** One can solve the first formula of the theorem for \( f_n(z) \) when \( z \neq a \), and it follows that \( f_n \) is uniquely determined. The second formula of the theorem tells what \( f_n(z) \) actually is.

**Proof.** We begin by using Proposition B.19 to construct inductively certain analytic functions \( f_1, \ldots, f_n \) in \( U \). To define \( f_1 \), we observe that the function defined by \( g_1(z) = \frac{f(z)-f(a)}{z-a} \) for \( z \neq a \) is analytic and that \( \lim_{z \to a} g_1(z) = f'(a) \) exists. Thus \( g_1 \) satisfies \( \lim_{z \to a} (z-a)g_1(z) = 0 \). By Proposition B.19, \( g_1 \) extends to an analytic function \( f_1 \) defined on all of \( U \).

Inductively suppose that we have constructed \( f_1, \ldots, f_{k-1} \). Then the function \( g_k(z) = \frac{f_k(z)-f_{k-1}(a)}{z-a} \) for \( z \neq a \) is analytic, and \( \lim_{z \to a} g_k(z) = f^{(k)}(a) \) exists. Thus \( g_k \) satisfies \( \lim_{z \to a} (z-a)g_k(z) = 0 \). By Proposition B.19, \( g_k \) extends to an analytic function \( f_k \) defined on all of \( U \). The induction is complete, and the result is that

\[
f(z) = f(a) + (z - a)f_1(a) + (z - a)^2 f_2(a) + \cdots + (z - a)^{n-1} f_{n-1}(a) + (z - a)^n f_n(z).
\]

Differentiating \( k \) times and setting \( z = a \), we obtain \( f^{(k)}(a) = k! f_k(a) \). The first formula of the theorem follows.

If \( C \) is as in the statement of the theorem, then the Cauchy Integral Formula gives

\[
f_n(z) = \frac{1}{2\pi i} \int_C \frac{f_n(\xi)}{\xi - z} \, d\xi.
\]

We put \( z = \xi \) in the first formula of the theorem, solve for \( f_n(\xi) \), and substitute into the right side of \((*)\). Then we get

\[
f_n(z) = \frac{1}{2\pi i} \int_C \frac{f(\xi) \, d\xi}{(\xi - a)^n(\xi - z)} - \frac{1}{2\pi i} \sum_{k=0}^{n-1} \frac{1}{k!} \int_C \frac{f^{(k)}(a) \, d\xi}{(\xi - a)^{k-1}(\xi - z)}.
\]

We shall show that

\[
\int_C \frac{d\xi}{(\xi - a)^l(\xi - z)} = 0
\]

for every integer \( l \geq 1 \). Then all the terms in the expression \( \sum_{k=1}^{n-1} \) in \((***)\) will be 0, and \((***)\) will reduce to the second formula of the theorem. For \( l = 1 \), the left side of \((\dagger)\) is

\[
\int_C \frac{d\xi}{(\xi - a)(\xi - z)} = \frac{1}{z-a} \int_C \left( \frac{1}{\xi - z} - \frac{1}{\xi - a} \right) \, d\xi,
\]
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and the part of the argument in the proof of Theorem B.10 that referred to Figure B.4 shows that this is 0. With \( z \) fixed, let us take the complex derivative of the identity

\[
0 = \int_C \frac{dz}{(z-a)(z-c)}
\]

\( m \) times in the variable \( a \), with \( z \) constant. Lemma B.13 allows us to put the complex derivatives underneath the integral sign. From the differentiation formula

\[
\left( \frac{d}{da} \right)^m (\xi - a)^{-1} = m! (\xi - a)^{-(m+1)},
\]

we obtain

\[
0 = \left( \frac{d}{da} \right)^m \int_C \frac{dz}{(z-a)(z-c)} = \int_C \left( \left( \frac{d}{da} \right)^m (\xi - a)^{-1} \right) \frac{dz}{\xi - z} = m! \int_C \frac{dz}{(z-a)^{m+1}(\xi - z)}.\]

This proves (†) and completes the proof of the theorem. \( \square \)

**Theorem B.21** (Taylor’s Theorem, second form). If \( f \) is an analytic function in a region \( U \) containing \( a \), then the infinite series expansion

\[
f(z) = f(a) + \sum_{k=1}^{\infty} \frac{f^{(k)}(a)}{k!} (z - a)^k
\]

is valid everywhere in each open disk centered at \( a \) that is contained in \( U \).

**Proof.** Let \( C \) be a standard circle of radius \( R \) and center \( a \) that lies completely in \( U \), and let \( M \) be the maximum value of \( |f(\xi)| \) on \( C \). Fix \( z \) inside \( C \). For any \( n \), Theorem B.20 gives

\[
f(z) = f(a) + \sum_{k=1}^{n} \frac{f^{(k)}(a)}{k!} (z - a)^k + (z - a)^{n+1} \frac{1}{2\pi i} \int_C \frac{f(\xi) \, d\xi}{(\xi-a)^{n+1}(\xi-z)}.\]

For \( \xi \in C \), we have \( |\xi - a| = R \) and \( |\xi - z| \geq R - |z - a| \). Thus the remainder term has

\[
|(z - a)^{n+1} \frac{1}{2\pi i} \int_C \frac{f(\xi) \, d\xi}{(\xi-a)^{n+1}(\xi-z)}| \leq \frac{1}{2\pi} |z - a|^{n+1} M R^{-n} (R - |z - a|)^{-1} 2\pi R
\]

\[
= \frac{M |z-a|}{R-|z-a|} (|z-a|/R)^n
\]

Since \( |z - a| < R \), the remainder term has limit 0 as \( n \) tends to infinity. \( \square \)

**B6. Local Properties of Analytic Functions**

This section examines the zeros and poles of analytic functions. The point of departure is Taylor’s Theorem (Theorems B.20 and B.21).
Proposition B.22. If $f$ is analytic in a region $U$, if $z_0$ is a point in $U$, and if $f^{(n)}(z_0) = 0$ for all $n \geq 0$, then $f$ is identically 0 on $U$.

Proof. Let $E$ be the subset of points $a$ of $U$ where $f^{(n)}(a) = 0$ for all $n$. This set is nonempty, since $z_0$ is in it. Theorem B.21 shows for each member $a$ of $E$ that there is a disk centered at $a$ such that $f(z) = 0$ for all $z$ in the disk, and therefore $E$ is open. Since each $f^{(n)}$ is continuous, the set where any particular $f^{(n)}$ equals 0 is relatively closed in $U$. Taking the intersection over $n$ of these sets, we see that $E$ is relatively closed in $U$. Thus $E$ is nonempty, open, and closed in the connected metric space $U$, and it must be all of $U$. \qed

Proposition B.23. If $f$ is analytic in a region $U$ and is not identically 0, then the zeros of $f$ are isolated, i.e., for each $z_0$ for which $f(z_0) = 0$, there is a neighborhood of $z_0$ such that $f(z)$ is nonzero at all points of that neighborhood other than $z_0$. Consequently if $f_1$ and $f_2$ are two analytic functions in the region $U$ and if $f_1(z_0) = f_2(z_0)$ at a subset of points $z_0$ in $U$ with a limit point in $U$, then $f_1$ is identically equal to $f_2$ on $U$.

Remarks. The second conclusion of the proposition is sometimes called the Identity Theorem. It is an immediate consequence of the Identity Theorem that various trigonometric identities that are valid for real variables remain valid for complex variables as well. For example, it follows from the identity $\sin^2 x + \cos^2 x = 1$ for a real variable $x$, which was proved in Section I.7, that $\sin^2 z + \cos^2 z = 1$ for a complex variable $z$.

Proof. For the first conclusion suppose that $f(z_0) = 0$. If $f$ is not identically 0, Proposition B.22 shows that $f^{(n)}(z_0) \neq 0$ for some $n$. Let $h$ be the smallest integer for which $f^{(h)}(z_0) \neq 0$. Theorem B.20 shows that $f(z) = f_h(z)(z - z_0)^{h}$ with $f_h$ analytic in $U$ and with $f_h(z_0) = \frac{1}{h!}f^{(h)}(a)$. By assumption on $h$, $f_h(z)$ is a continuous function that is nonzero at $z_0$. It is therefore nonzero in a neighborhood of $z_0$, and the neighborhood in question is the neighborhood whose existence is asserted by the first conclusion of the proposition. The second conclusion follows by applying the first conclusion to $f = f_1 - f_2$. \qed

Example. Suppose that $f(z)$ is known to be an entire function with $f(i/n) = e^{-1/n^2}$. What is $f(1)$? Normally there is no formula for extending $f$ from the known points to other points, but here we can argue as follows. Let $g(z) = e^2$. Then $g(i/n) = e^{-1/n^2}$, and Proposition B.23 says that $f(z) = e^{z^2}$. Therefore $f(1) = e$.

If an analytic function $f$ in a region $U$ has $f(z_0) = 0$ but $f$ is not the zero function, then the integer $h$ in the proof of Proposition B.23, i.e., the smallest integer for which $f^{(h)}(z_0) \neq 0$, is called the order of the zero of $f$ at $z_0$. 
Corollary B.24 (Maximum Modulus Theorem). If \( f \) is analytic in a region \( U \) and if \( |f| \) has a local maximum at a point of \( U \), then \( f \) is a constant function.

**Proof.** Without loss of generality, we may assume that \( f(z_0) \geq 0 \). Let \( D \) be a disk of radius \( R \) and center \( z_0 \) small enough so that the closure \( \overline{D} \) of \( D \) is contained in \( U \) and so that \( |f(z)| \leq |f(z_0)| \) for all \( z \) in \( \overline{D} \). Let \( r \) be any number with \( 0 < r < R \). Parametrizing the circle \(|z-z_0|=r\) in the standard way and applying the Cauchy Integral Formula (Theorem B.10), we obtain

\[
f(z_0) = \frac{1}{2\pi i} \int_{|z-z_0|=r} \frac{f(z)}{r \cdot e^{i\theta}} \, d\theta = \frac{1}{2\pi} \int_{0}^{2\pi} f(z_0 + r e^{i\theta}) \, d\theta.
\]

Writing \( f = u + iv \), extracting the real part of \((*)\), and taking into account that \( f(z_0) \) is real, we obtain

\[
f(z_0) = \frac{1}{2\pi} \int_{0}^{2\pi} u(z_0 + re^{i\theta}) \, d\theta.
\]

Hence

\[
\frac{1}{2\pi} \int_{0}^{2\pi} [f(z_0) - u(z_0 + re^{i\theta})] \, d\theta = 0.
\]

By assumption the integrand on the left side of \((**)*\) is everywhere \( \geq 0 \), and it is continuous. Therefore it is identically 0, and \( u(z_0 + re^{i\theta}) = f(z_0) \) for all \( \theta \). Since \( |f(z_0)| \geq |f(z_0 + re^{i\theta})| \), we conclude that \( f(z_0 + re^{i\theta}) = f(z_0) \) for all \( \theta \). This being true for all \( r \) with \( 0 < r \leq R \), \( f \) is constantly equal to \( f(z_0) \) in a neighborhood of \( z_0 \). By Proposition B.23 applied to the function \( f(z) - f(z_0) \), \( f \) is a constant function on \( U \).

We turn our attention to functions \( f \) that are analytic in an open set \( U \) containing \( z_0 \) but maybe not at \( z_0 \) itself. In this case, \( z_0 \) is said to be an isolated singularity of \( f \). The case of a removable singularity was treated in Proposition B.19. If \( z_0 \) is a removable singularity, then \( f(z_0) \) can be defined in such a way that the extended function is analytic on all of \( U \).

The next case of interest is that \( \lim_{z \to z_0} f(z) = \infty \), i.e., that \( \lim_{z \to z_0} \frac{1}{f(z)} = 0 \). In this case, we say that \( z_0 \) is a pole of \( f \). The limit relation implies that there is a number \( \delta > 0 \) such that \( g(z) = 1/f(z) \) is a bounded complex-valued function for \( 0 < |z - z_0| < \delta \). Since division respects analyticity, \( g \) is analytic for \( 0 < |z - z_0| < \delta \) and \( g \) has an isolated singularity at \( z_0 \). The hypothesis is that \( \lim_{z \to z_0} g(z) = 0 \), and therefore the singularity of \( g \) is removable. By Proposition B.19, \( g \) extends to be analytic for \( |z - z_0| < \delta \) if we define \( g(z) = 0 \). Then \( z_0 \) is a zero of some order \( h \) for \( g \), and we can write \( g(z) = (z - z_0)^h g_h(z) \) for an analytic function \( g_h \), with \( g_h(z_0) \neq 0 \). Put \( f_h(z) = 1/g_h(z) \). This is analytic in some possibly smaller disk \(|z - z_0| < \delta'\), and Theorem B.20 allows us to write

\[
f_h(z) = b_h + b_{h-1}(z - z_0) + b_{h-2}(z - z_0)^2 + \cdots + b_1(z - z_0)^{h-1} + (z - z_0)^h c(z)
\]
with \( b_h \neq 0 \) and with \( c(z) \) analytic for \( |z - z_0| < \delta' \). Consequently

\[
f(z) = 1/g(z) = (z - z_0)^{-h}/g_h(z) = (z - z_0)^{-h} f_h(z),
\]

and we see that \( f(z) \) has an expansion

\[
f(z) = b_h(z - z_0)^{-h} + b_{h-1}(z - z_0)^{-h+1} + \cdots + b_1(z - z_0)^{-1} + c(z).
\]

We say that the pole of \( f \) at \( z_0 \) has order \( h \) at \( z_0 \). The pole is simple if its order is 1.

The part of the above expansion that involves the powers \((z-z_0)^{-h}, \ldots, (z-z_0)^{-1}\) is called the singular part of \( f \) about \( z_0 \). If \( f \) and \( \varphi \) are two analytic functions in some region \( 0 < |z| < \delta \) having a pole at \( z_0 \) and having the same singular part about \( z_0 \), then \( f - \varphi \) has a removable singularity at \( z_0 \).

A function in a region that is analytic except for poles is said to be a meromorphic function. The set of meromorphic functions on a region \( U \) is closed under addition, subtraction, multiplication, and division except for division by 0.

An isolated singularity that is not removable and is not a pole is called an essential singularity. For example the function \( e^{1/z} \) has an essential singularity at \( z = 0 \). The first fact about such singularities is the following classical result of Weierstrass. We shall have more to say about these singularities in Corollary B.48.

**Proposition B.25** (Weierstrass). An analytic function comes arbitrarily close to each complex value in every neighborhood of an essential singularity.

**Proof.** Assume the contrary for an essential singularity of \( f(z) \) at the point \( a \). Then there we can find a complex number \( w_0 \) and a positive number \( \epsilon \) such that \( |f(z) - w_0| \geq \epsilon \) for all \( z \) in some set \( 0 < |z - a| < \delta \). Put \( g(z) = 1/(f(z) - w_0) \). Then \( g \) is analytic and bounded for \( 0 < |z - z_0| < \delta \), and Proposition B.19 shows that \( g \) has a removable singularity at \( z_0 \). Either \( g(z) \) is nonzero at \( z_0 \), in which case \( f(z) - w_0 \) and also \( f(z) \) would be analytic in a neighborhood \( z_0 \), contradiction, or \( g \) has a zero at \( z_0 \) of some order \( h > 0 \), \( f(z) - w_0 \) has a pole at \( z_0 \) of order \( h \), and \( f(z) \) has a pole of order \( h \), contradiction. \( \square \)

We conclude our discussion of local properties of analytic functions by deriving the Inverse Function Theorem for analytic functions of one complex variable from the Inverse Function for \( C^1 \) functions of two real variables.

**Proposition B.26** (Inverse Function Theorem). Let \( f(z) \) be analytic on a region \( U \), let \( z_0 \) be in \( U \), and put \( w_0 = f(z_0) \). If \( f'(z_0) \neq 0 \), then there exist open sets \( U \) and \( V \) in \( \mathbb{C} \) such that \( z_0 \) is in \( U \), \( w_0 \) is in \( V \), \( f \) is one-one onto from \( U \) onto \( V \), and the inverse function \( g : V \rightarrow U \) is analytic. In this situation the complex derivatives of \( f \) and \( g \) are related by \( g'(f(z)) = f'(z)^{-1} \) for \( z \) in \( U \).
PROOF. Write $z = x + iy$ and $f = u + iv$. We associate to $f$ the function $F$ of two real variables $F \left( \begin{smallmatrix} x \\ y \end{smallmatrix} \right) = \left( \begin{smallmatrix} u(x,y) \\ v(x,y) \end{smallmatrix} \right)$. Proposition B.1 shows that $F$ is differentiable at every point of $U$, and its Jacobian matrix at each point is $M(f'(z))$. Since $f'$ is analytic, the entries of the Jacobian matrix are continuous. Therefore $F$ is of class $C^1$. The matrix $M(f'(z_0)) = \left( \begin{array}{cc} \frac{\partial u}{\partial x} + i \frac{\partial v}{\partial x} \\ \frac{\partial u}{\partial y} + i \frac{\partial v}{\partial y} \end{array} \right)(x_0, y_0)$ is invertible, since $f'(z_0) \neq 0$, with inverse given by $\left( \begin{array}{cc} \frac{\partial u}{\partial x} \\ \frac{\partial u}{\partial y} \end{array} \right)^2 + \left( \begin{array}{cc} \frac{\partial v}{\partial x} \\ \frac{\partial v}{\partial y} \end{array} \right)^2 M\left( \begin{array}{cc} \frac{\partial u}{\partial x} - i \frac{\partial v}{\partial x} \\ \frac{\partial u}{\partial y} + i \frac{\partial v}{\partial y} \end{array} \right)^{-1}$. The real-variable Inverse function Theorem (Theorem 3.17) applies and yields a $C^1$ inverse function to $F$. Because of Proposition B.1 the form of the Jacobian matrix of the inverse function shows that the inverse function, when viewed as a function of one complex variable, is analytic. \qed

B7. Logarithms and Winding Numbers

In this section we address the question of an inverse for the exponential function $z \mapsto e^z$, and we introduce the notion of the "winding number" or "index" of a piecewise $C^1$ closed curve around a point.

From Section I.7 the exponential function satisfies $e^{x+iy} = e^x (\cos y + i \sin y)$. We know that $x \mapsto e^x$ is one-one from $(-\infty, \infty)$ onto $(0, \infty)$ and that $y \mapsto \cos y + i \sin y$ is one-one from $[0, 2\pi)$ onto the unit circle $|z| = 1$ in $\mathbb{C}$. In stating this property of $y \mapsto \cos y + i \sin y$, we know that we can replace $[0, 2\pi)$ by any interval of $\mathbb{R}$ of length $2\pi$ that contains one of its endpoints but not the other.

Thus the function $z \mapsto e^z$ carries $\mathbb{C}$ onto $\mathbb{C} - \{0\}$, but it is not one-one, having a periodicity property in the $y$ variable. If $w$ is any point in $\mathbb{C} - \{0\}$, log $w$ can refer to any of the infinitely many values of $z$ for which $e^z = w$. In that sense, log is not a function, not being single-valued.

To make a function usable in complex analysis, one restricts attention to some open set $U$ of $\mathbb{C} - \{0\}$ such that $e^z$ maps an open set one-one onto $U$. Since $e^z$ has complex derivative $e^z \neq 0$ everywhere, the Inverse Function Theorem (Proposition B.26) applies everywhere, and the result is a determination of the logarithm as an analytic function on the set $U$. Such a determination is called a (single-valued) branch of the logarithm. Let us observe that any branch of the logarithm has complex derivative $1/z$; in fact, if $g$ is such a branch, then Proposition B.26 gives $g'(e^z) = 1/e^z$, and hence $g'(z) = 1/z$ for all $z \neq 0$. The principal branch is the determination that uses $U = \mathbb{C} - (-\infty, 0]$; it is called Log $z$. Thus Log $z$ is a one-one analytic function from $\mathbb{C} - (-\infty, 0]$ onto $\{\{z \in \mathbb{C} | -\pi < \text{Im } z < \pi\}$. Frequently branches of the logarithm, the principal branch being one, have domain the difference of $\mathbb{C}$ and some ray from the origin. But this need not be the case; it is necessary only that the branch of the logarithm be a partial inverse of the exponential function.
The \(^n\)th root behaves similarly. A complex number \(z \neq 0\) has \(n\) \(^n\)th roots, differing by \(n\)th roots of 1, and \(z^{1/n}\) can refer to any of them. To make a function out of \(n\)th root that is usable in complex analysis, one restricts attention to some open set \(U\) of \(\mathbb{C} - \{0\}\) such that \(z^n\) maps an open set one-one onto \(U\). Since \(z^n\) has complex derivative \(nz^{n-1}\) everywhere, the Inverse Function Theorem (Proposition B.26) applies everywhere on \(\mathbb{C} - \{0\}\), and the result is a determination of \(z^{1/n}\) as an analytic function on the set \(U\). Let us check what the complex derivative is for a branch \(g\) of \(n\)th root. We have \(g'(z^n) = 1/(nz^{n-1}) = z/(nz^n)\); putting \(w = z^n\) and \(z = g(w)\), we obtain \(g'(w) = g(w)/(nw)\). This formula is valid for every branch of \(n\)th root. The principal branch of \(n\)th root is the determination that uses \(U = \mathbb{C} - (-\infty, 0]\); it carries \(U\) onto \(\{z = re^{i\theta} \in \mathbb{C} | r > 0\) and \(-\pi < \theta < \pi\}).

Branches of \(n\)th root can alternatively be defined in terms of the logarithm. The formal side calculation starts from the desired formula \(\log(z^{1/n}) = \frac{1}{n} \log z\) and exponentiates to get \(z^{1/n} = e^{\frac{1}{n} \log z}\). Any branch of the logarithm then leads to the definition of a branch of \(n\)th root. To compute the complex derivative, we use the usual rules: \(\frac{d}{dz}(z^{1/n}) = \frac{d}{dz}(e^{\frac{1}{n} \log z}) = e^{\frac{1}{n} \log z} \frac{d}{dz}(\frac{1}{n} \log z) = z^{1/n} \frac{1}{n} z\), the same as in the previous paragraph.

Since either definition is available for \(n\)th root, let us use the one in terms of logarithm, which will extend to a definition of \(z^p\) for any real number \(p\): \(z^p = e^{p \log z}\). Again any branch of the logarithm leads to a branch \(g\) of \(z^p\). By the same computation as for \(n\)th root, any branch of \(z^p\) has complex derivative \(pz^{1/p}/z\).

Similar considerations apply to the arcsine and arctangent functions. We carry out the details for the arcsine function in the next paragraph and leave the details for the arctangent function to Problem 34 at the end of this appendix.

The sine function has \(\sin z = \frac{1}{2i} (e^{iz} - e^{-iz})\). We can solve \(w = \frac{1}{2i} (e^{iz} - e^{-iz})\) for \(z\) in terms of \(w\) by first solving a quadratic equation for \(e^{iz}\) and then taking a logarithm and dividing by \(i\). The result is that \(z = -i \log (iw + \sqrt{1 - w^2})\) for branches of the logarithm and the square root. We readily check that the complex derivative of this expression with respect to \(w\) is \(1/\sqrt{1 - w^2}\) consistently with the case that \(w\) is a real number in \((-1, 1)\), known from Corollary 1.46a. To decide what branches of logarithm and square root we can use, let us try for the principal branch of the logarithm. Then the expression whose logarithm is being taken, namely \(iw + \sqrt{1 - w^2}\), must not be real and \(\leq 0\). The exceptional case is that \(iw + \sqrt{1 - w^2} = r \leq 0\). Squaring shows that the exceptional case must

\(^8\)The definition given above for a branch of the logarithm or of the \(n\)th root was in terms of an inverse function, but that definition is inadequate in the case of \(z^p\). Let us simply take branch to mean a consistent determination of an analytic function on a region of \(\mathbb{C}\) that satisfies appropriate properties for that function. The formal definition is in terms of “global analytic functions,” but we shall not pursue the matter.
have \((r - iw)^2 = 1 - w^2\), hence must have \(r^2 - 2iw = 1\). The exceptional case thus has \(w\) imaginary. Say \(w = iv\). Then \(i(iv) + \sqrt{1 - (iv)^2} = r \leq 0\), i.e., \(-v + \sqrt{1 + v^2} = r \leq 0\). This never happens for \(v\) real. Thus we can use the principal branch of the logarithm in all circumstances, and we have only to make sense of the square root. The principal branch of the square root asks that \(1 - w^2\) not be real \(\leq 0\), thus that \(w\) not be real with \(|w| \geq 1\). If we exclude this set, then \(\arcsin w\) is well defined as \(-i \log (iw + \sqrt{1 - w^2})\), with the understanding that the principal branch of the square root is to be used. The values of the square root are thus in the open right half plane.

The fact that there is no single-valued analytic function \(\log z\) on \(\mathbb{C} - \{0\}\) is intimately related to the fact that \(\int_C z^{-1} \, dz \neq 0\) when \(C\) is the unit circle. Indeed, any branch of the logarithm has complex derivative \(1/z\) on its domain. If there were an analytic function with complex derivative \(1/z\) on all of \(\mathbb{C} - \{0\}\), then Corollary B.6 would say that \(\int_C z^{-1} \, dz\) is indeed 0 over every piecewise \(C^1\) closed curve that does not pass through the origin. Let us take advantage of this fact to introduce the notion of the “winding number” or “index” of a closed curve about a point.

**Proposition B.27.** If the piecewise \(C^1\) closed curve \(\gamma\) in \(\mathbb{C}\) does not pass through the point \(z_0\), then the value of the complex line integral

\[
\int_\gamma \frac{dz}{z - z_0}
\]

is a multiple of \(2\pi i\).

**Proof.** Let \(\gamma\) be given parametrically by \(\gamma(t)\) for \(a \leq t \leq b\), so that the value of the given integral is \(h(b)\), where \(h : [a, b] \to \mathbb{C}\) is the function

\[
h(t) = \int_a^t \frac{\gamma'(u)}{\gamma(u) - z_0} \, du.
\]

The function \(h\) is continuous on \([a, b]\), and on each open interval where \(\gamma(t)\) is \(C^1\), \(h\) is differentiable with derivative

\[
h'(t) = \gamma'(t)/(\gamma(t) - z_0). \tag{*}
\]

Thus the complex-valued function

\[
e^{-h(t)}(\gamma(t) - z_0) \tag{**}
\]

is continuous on \([a, b]\), and on each open interval where \(\gamma(t)\) is \(C^1\), \(\gamma(t)\) is differentiable; in view of (\(*\)), the derivative of \(\text{(**)\ is}

\[
e^{-h(t)}h'(t)(\gamma(t) - z_0) + e^{-h(t)}\gamma'(t) = 0.
\]
Accordingly \( \ast \ast \) is constant on each closed interval between whose ends \( \gamma(t) \) is \( C^1 \), and it follows that \( \ast \ast \) is constant on \([a, b]\). Comparing the values at the endpoints gives

\[
\gamma(a) - z_0 = e^{-h(a)}(\gamma(a) - z_0) = e^{-h(b)}(\gamma(b) - z_0) = \exp\left(-\int_{\gamma} \frac{dz}{z-z_0}\right)(\gamma(a) - z_0).
\]

Since \( \gamma(a) \neq z_0 \), we conclude that \( \exp\left(-\int_{\gamma} \frac{dz}{z-z_0}\right) = 1 \). Hence \( \int_{\gamma} \frac{dz}{z-z_0} \) is in \( 2\pi i \mathbb{Z} \).

If \( \gamma \) is a piecewise \( C^1 \) closed curve that does not pass through \( z_0 \), let \( n(\gamma, z_0) \) be the integer

\[
n(\gamma, z_0) = \frac{1}{2\pi i} \int_{\gamma} \frac{dz}{z-z_0}.
\]

This is the **winding number** or **index** of \( \gamma \) about \( z_0 \).

Some intuition about winding numbers may be helpful. The relevant quantity to discuss is the **argument** of a nonzero complex number. Any nonzero complex number \( z \) can be decomposed as \( z = re^{i\theta} \) with \( r = |z| > 0 \). Here \( r \) and \( e^{i\theta} \) are unique, but \( \theta \) is not unique, being determined only up to an additive multiple of \( 2\pi \). The nonunique number \( \theta \) is called the **argument** of \( z \), written \( \arg z \). It is nothing more than the imaginary part of \( \log z \). Let the above closed curve \( \gamma \) have domain \([a, b]\). Since \( \gamma \) is closed, \( \gamma(a) = \gamma(b) \). Fix \( t \) in \([a, b]\). Since \( \gamma \) does not pass through \( z_0 \), the argument of \( \gamma(t) - z_0 \) is well defined up to an additive multiple of \( 2\pi \). Although there is an ambiguity in the definition of argument, it is intuitively plausible (and we shall it rigorously at the end of Section B12) that the argument of \( \gamma(t) - z_0 \) can be chosen to vary continuously in \( t \) once a choice is made for the argument of \( \gamma(a) - z_0 \). With this fact in mind, it follows from the equality \( \gamma(a) = \gamma(b) \) that the difference of the values of the argument at \( t = b \) and \( t = a \) must be a multiple of \( 2\pi \). As will be shown in Section B12, this multiple is the winding number of \( \gamma \) about \( z_0 \).

**Proposition B.28.** If \( \gamma \) is a piecewise \( C^1 \) closed curve in \( \mathbb{C} \), then the function \( z_0 \mapsto n(\gamma, z_0) \) is constant on each connected component of the open complement of image(\( \gamma \)) in \( \mathbb{C} \).

**Proof.** The function \( z_0 \mapsto n(\gamma, z_0) \) is integer-valued, according to Proposition B.27. An integer-valued continuous function has to be constant on connected components, and thus is enough to show that \( z_0 \mapsto n(\gamma, z_0) \) is continuous. For each \( \delta > 0 \), consider points at a distance > \( \delta \) from image(\( \gamma \)). If \( z_1 \) and \( z_0 \) are two such points, then

\[
n(\gamma, z_1) - n(\gamma, z_0) = \frac{1}{2\pi i} \int_{\gamma} \left[\frac{1}{z-z_1} - \frac{1}{z-z_0}\right]dz = \frac{z_1-z_0}{2\pi i} \int_{\gamma} \frac{dz}{(z-z_1)(z-z_0)}.
\]
and
\[ |n(\gamma, z_1) - n(\gamma, z_0)| \leq \frac{|z_1 - z_0|}{2\pi} \delta^{-2} \ell(\gamma). \] (*)

If \( z_0 \) is given, let \( \delta \) be twice the distance of \( z_0 \) to \( \text{image}(\gamma) \). All points \( z_1 \) sufficiently close to \( z_0 \) are at distance \( > \delta \) from \( \text{image}(\gamma) \), and the estimate (*) applies. Thus the function \( z_0 \mapsto n(\gamma, z_0) \) is continuous at \( z_0 \).

Since \( \text{image}(\gamma) \) is compact, it lies in the closed disk of radius \( R \) centered at 0, for some sufficiently large \( R \). The complement of the disk is connected, and thus the complement of \( \text{image}(\gamma) \) contains exactly one unbounded component.

**Proposition B.29.** If \( \gamma \) is a piecewise \( C^1 \) closed curve in \( \mathbb{C} \), then \( n(\gamma, z_0) = 0 \) on the unbounded component of the complement of \( \text{image}(\gamma) \).

**Proof.** Suppose that \( \text{image}(\gamma) \) is contained in the closed disk of radius \( R \) centered at 0. If \( z_0 \) is outside this disk, then
\[ |n(\gamma, z_0)| = \frac{1}{2\pi} \left| \int_\gamma \frac{dz}{z-z_0} \right| \leq \frac{1}{2\pi} \frac{1}{|z_0| - R} \ell(\gamma), \]
and this tends to 0 as \( |z_0| \) tends to infinity. Since according to Proposition B.28, \( n(\gamma, z_0) \) is constant on the unbounded component, its value must be 0.

Let us take note of some simple cases where we can compute winding numbers easily:

(i) If \( k \) is a positive integer and \( \sigma \) is a piecewise \( C^1 \) curve that traverses \( k \) times over the image of \( \gamma \), then \( n(\sigma, z_0) = kn(\gamma, z_0) \).

(ii) \( n(-\gamma, z_0) = -n(\gamma, z_0) \).

(iii) If \( C \) is a standard circle with center \( a \), the \( n(C, z_0) = 1 \) for every point \( z_0 \) inside \( C \). In fact, we saw by direct computation near the end of Section B2 that \( n(C, a) = 1 \). From Proposition B.28 it follows that \( n(C, z_0) = 1 \) for every point \( z_0 \) inside \( C \), since \( a \) and \( z_0 \) lie in the same component of the complement of \( \text{image}(\gamma) \). (Actually we effectively observed the equality \( n(\gamma, z_0) = n(\gamma, a) \) earlier in an example following Theorem B.9; at that time we proved it by introducing a small standard circle centered at \( z_0 \) and canceling line segments between the two circles, as in Figure B.4.)

In each case we observe that the asserted winding number matches the value from the intuitive definition given before Proposition B.28.

Using winding numbers, we can generalize the setting of the Cauchy Integral Formula so that any piecewise \( C^1 \) closed curve is allowed. For now, the region will still be restricted to a disk, but in Sections B12 and B13 we shall see how to allow more general regions.
Theorem B.30 (Cauchy Integral Formula, general form for a disk). Let \( f \) be analytic in an open disk \( D \), and let \( \gamma \) be any piecewise \( C^1 \) closed curve in \( D \). If \( z \) is any point of \( D \) not on image(\( \gamma \)), then

\[
n(\gamma, z) f(z) = \frac{1}{2\pi i} \int_{\gamma} \frac{f(\zeta)}{\zeta - z} \, d\zeta.
\]

**Proof.** We apply the Cauchy Integral Theorem (Theorem B.9) to the function

\[
g(\zeta) = \begin{cases} \frac{f(\zeta) - f(z)}{\zeta - z} \quad & \text{for } \zeta \in D - \{z\} \\ f'(z) & \text{for } \zeta = z. \end{cases}
\]

on the disk \( D \). This is analytic except possibly at \( z \). However, \( z \) is a removable singularity, and thus \( g \) is analytic in all of \( D \). Theorem B.9 applies and gives

\[
\frac{1}{2\pi i} \int_{\gamma} \frac{f(\zeta)}{\zeta - z} \, d\zeta = 0.
\]

Therefore

\[
\frac{1}{2\pi i} \int_{\gamma} g(\zeta) \, d\zeta = \left( \frac{1}{2\pi i} \int_{\gamma} \frac{f(\zeta)}{\zeta - z} \, d\zeta \right) f(z) = n(\gamma, z) f(z). \quad \square
\]

B8. Operations on Taylor Series

This section concerns the computation of Taylor series coefficients. For a few functions an appeal to the definition is as good a method as any for finding Taylor series coefficients. Among these are the series for \( \exp \), \( \sin \), and \( \cos \), which were already noted in Section B2.

Another series that can be computed directly from the definition is the **binomial series**, the series for \((1 - z)^{-p}\). Let us pay particular attention to \( p \) real.\(^9\) We are defining general real powers by means of the logarithm, and we use the principal branch of the logarithm here. The principal branch makes \((1 - z)^{-p}\) meaningful except when \( z \) is real and \( \geq 1 \). Thus \((1 - z)^{-p}\) is analytic for \(|z| < 1\), and Taylor’s Theorem (Theorem B.21) says that the series will be convergent there.\(^{10}\) The series is

\[
(1 - z)^{-p} = 1 + \sum_{n=1}^{\infty} \frac{p(p-1)\ldots(p-n+1)}{n!} \, z^n.
\]

In Section I.7 we observed the convergence of this expansion by elementary means, but the fact that the series converged to the function required additional steps, Theorem B.21 not being available at the time. Instead we showed that the

---

\(^9\)We build a minus sign into the exponent because the most familiar case is the case of \((1 - z)^{-1}\), which gives the geometric series \(\sum_{n=0}^{\infty} z^n\).

\(^{10}\)It will of course also be convergent for all \( z \) when \( p \) is a nonpositive integer.
sum of the series satisfied a differential equation, and we solved the differential equation.

In principle as many coefficients as desired can be computed from the definition for any other Taylor series, but in practice there are often easier methods. Any method that yields a power series converging to the function in question is actually finding the Taylor series, since the sum of the series determines the coefficients, according to Theorem B.20. Actually to find the Taylor coefficients for a function through the \( z^n \) term, it is not necessary to seek the entire Taylor series nor even to know the radius of convergence. Theorem B.20 tells us that if \( f \) is analytic near 0, then \( f(z) \) can be written in the form

\[
a_0 + a_1 z + \cdots + a_n z^n + [z^{n+1}],
\]

where \([z^{n+1}]\) is an analytic function that has a zero at least of order \( n + 1 \) at 0; moreover, in any such expansion each \( a_n \) is the Taylor coefficient \( f^{(k)}/k! \).

Let us see how this approach can work in the context of an example. Consider

\[
f(z) = \frac{z}{e^z - 1} = \frac{z}{1 + \sum_{n=1}^{\infty} \frac{z^n}{n!}} = \frac{1}{1 + \sum_{n=1}^{\infty} \frac{z^n}{(n+1)!}} = \frac{1}{1 + \frac{z}{2} + \frac{z^2}{6} + \frac{z^3}{24} + \frac{z^4}{120} + [z^5]},
\]

The sum formula for a geometric series tells us that \( \frac{1}{1+w} = \sum_{n=0}^{\infty} (-1)^n w^n = 1 - w + w^2 - w^3 + w^4 + [w^5] \). Substituting \( w = \frac{z}{2} + \frac{z^2}{6} + \frac{z^3}{24} + \frac{z^4}{120} + [z^5] \), we obtain

\[
f(z) = 1 - \left( \frac{z}{2} + \frac{z^2}{6} + \frac{z^3}{24} + \frac{z^4}{120} + [z^5] \right) + \left( \frac{z}{2} + \frac{z^2}{6} + \frac{z^3}{24} + \frac{z^4}{120} + [z^5] \right)^2
- \left( \frac{z}{2} + \frac{z^2}{6} + \frac{z^3}{24} + \frac{z^4}{120} + [z^5] \right)^3 + \left( \frac{z}{2} + \frac{z^2}{6} + \frac{z^3}{24} + \frac{z^4}{120} + [z^5] \right)^4 + [z^5],
\]

the last step using that \([w^5]\) expands out as \([z^5]\). Expanding the second, third, and fourth powers and then lumping all powers of \( z \) higher than 4 into \([z^5]\) shows that

\[
f(z) = 1 - \left( \frac{z}{2} + \frac{z^2}{6} + \frac{z^3}{24} + \frac{z^4}{120} \right) + \left( \frac{z^2}{4} + \frac{z^3}{6} + \frac{z^4}{24} + \frac{z^5}{72} \right) - \left( \frac{z^3}{8} + \frac{z^4}{12} + \frac{z^5}{72} \right) + [z^5]
= 1 - \frac{z}{2} + \frac{z^2}{12} - \frac{z^3}{72} + [z^5].
\]

An alternative way of making this computation without using the geometric series is to write

\[
(1 + \frac{z}{2} + \frac{z^2}{6} + \frac{z^3}{24} + \frac{z^4}{120} + [z^5])(1 + a_1 z + a_2 z^2 + a_3 z^3 + a_4 z^4 + [z^5]) = 1,
\]

expand everything out, equate coefficients of like powers of \( z \), and solve recursively for the coefficients \( a_1, a_2, a_3, a_4 \) of the power series expansion of \( f(z) \).
Complex differentiation is handled by term-by-term differentiation of a series, as is seen directly from the formula for Taylor coefficients. In view of Proposition B.5, if \( f(z) \) is a given analytic function, integration in a disk amounts to a complex line integral of the form \( \int_{\gamma} f(\zeta) \, d\zeta \), where \( \gamma \) goes from \( z_0 \) to \( z \) within a disk; the complex line integral is independent of the path, which can therefore be ignored. The effect on Taylor coefficients is the opposite of the effect for differentiation. Thus the power series expansion of \( \log(1-z) \) is well defined for \( |z| < 1 \) and is given by integrating the series for \( (1-z)^{-1} \) term by term.

The most interesting operation is composition. If \( f \) is analytic for \( |z| < r \) and \( g \) is analytic in a disk containing \( f(\{z \mid |z| < r\}) \), then \( z \mapsto g(f(z)) \) is analytic for \( |z| < r \), and the series expansion for the composition is obtained by composing the two series. The computation can be unpleasant unless \( f(0) = 0 \), a condition that tends to be satisfied in practice. Composition with \( f(0) = 0 \) is already interesting when \( f \) is a polynomial. For example, \( e^w \) has a known series expansion. If we substitute the polynomial \( w = z^2 \), we obtain the expansion for \( e^{z^2} \) as

\[
e^{z^2} = \sum_{n=0}^{\infty} \frac{z^{2n}}{n!},
\]

and again this has to be the Taylor series expansion about 0. This formula is not at all obvious by computing the Taylor coefficients of \( e^{z^2} \) from the definition.

Similarly the binomial series \( (1-w)^{-1/2} = 1 + \sum_{n=1}^{\infty} \frac{1 \cdot 3 \cdot 5 \cdots (2n-1)}{2^n n!} w^n \) leads to the expansion

\[
(1-z^2)^{-1/2} = 1 + \sum_{n=1}^{\infty} \frac{1 \cdot 3 \cdot 5 \cdots (2n-1)}{2^n n!} z^{2n},
\]

and this can be integrated term by term to give an expansion for \( \arcsin z \), since we know from Section B7 that \( \frac{d}{dz} \arcsin z = (1-z^2)^{-1/2} \).

When the inside function in a composition is not a polynomial, the computation is messier, but the principles are the same, at least if \( f(0) = 0 \). Suppose that \( f(z) = \sum_{n=1}^{\infty} a_n z^n \) and \( g(w) = \sum_{n=0}^{\infty} b_n w^n \). Substitution gives

\[
g(f(z)) = b_0 + b_1(\sum_{n=1}^{\infty} a_n z^n) + b_2(\sum_{n=1}^{\infty} a_n z^n)^2 + \ldots.
\]

When the left side is written out in powers of \( z \), the contribution from \( b_k(\sum_{l=1}^{\infty} a_l z^l)^k \) starts with \( b_k a_1^k z^k \). Thus only the coefficients \( b_0, \ldots, b_n \) can contribute to the coefficient of \( z^n \).

\[\text{11\ldots} \] and taking the constant term to be 0 so that the value of the series at \( z = 0 \) matches the value of the function there.
EXAMPLE. It will be shown by complex-variable theory that
\[ \exp\left(z + \frac{1}{2}z^2 + \frac{1}{3}z^3 + \ldots\right) = \frac{1}{1-z} \quad \text{for all } |z| < 1. \]

This identity was established in a complicated way using real-variable methods in Section I.10 and Problems 30–35 at the end of Chapter I. This example will establish this identity easily by complex-variable methods. In fact, we know either from this section or from properties of geometric series that
\[ \sum_{n=0}^{\infty} z^n = \frac{1}{1-z} \quad \text{for } |z| < 1. \]

For \( |z| < 1 \), \( \frac{1}{1-z} \) is in the right half plane, and therefore the principal branch of the logarithm, \( \text{Log} \), of it is analytic on \( \frac{1}{1-z} \) for \( |z| < 1 \). Hence its Taylor series about \( z = 0 \) converges to it for \( |z| < 1 \). Moreover, \( \frac{d}{dz} \text{Log}(1/(1-z)) = \frac{1}{1-z} = \sum_{n=1}^{\infty} \frac{1}{n} z^n \), and consequently \( \text{Log}(1/(1-z)) = \sum_{n=0}^{\infty} \frac{1}{n+1} z^{n+1} = \sum_{n=1}^{\infty} \frac{1}{n} z^n \). Since \( \text{Log} \) and \( \exp \) are inverse functions, we can exponentiate both sides to get \( \frac{1}{1-z} = \exp\left( \sum_{n=1}^{\infty} \frac{1}{n} z^n \right) \).

Finally we make some remarks about the Taylor series expansions of inverse functions. Let us assume that the analytic function \( f \) has \( f(0) = 0 \) and \( f'(0) \neq 0 \). Write \( f(z) = \sum_{k=1}^{\infty} a_k z^k \) in a disk centered at 0. The Inverse Function Theorem (Proposition B.26) applies and gives us an analytic function \( g(w) \) with \( g(0) = 0 \) and \( g(f(z)) = z \). Let \( g(w) = \sum_{n=1}^{\infty} b_n w^n \). We do not readily get an estimate for a radius of convergence of the series for \( g \), but we know that it is positive. We can write out the composed series as
\[ z = \sum_{n=1}^{\infty} b_n \left( \sum_{k=1}^{\infty} a_k z^k \right)^n \]
and solve recursively for the unknown coefficients \( b_n \). Specifically the low order terms are
\[ z = b_1 a_1 z + a_2 z^2 + [z^3] \]
\[ + b_2 ((a_1 z + a_2 z^2 + [z^3]) + a_3 \ldots + [z^3]) + [z^3]. \]
The coefficient of \( z \) on both sides gives us the equation \( 1 = b_1 a_1 \), which is solvable since \( a_1 = f'(0) \neq 0 \). From \( z^2 \), we get \( 0 = b_1 a_2 + b_2 a_1^2 \), which is solvable for \( b_1 \) again since \( a_1 \neq 0 \). In general when \( n > 1 \), the equation from \( z^n \) is
\[ 0 = b_1 (\ldots) + b_2 (\ldots) + \ldots + b_{n-1} (\ldots) + b_n a_1^n, \]
and this can be solved for \( b_n \) in terms of the earlier coefficients because \( a_1 \neq 0 \). In this way we are able to obtain all the coefficients recursively.
B9. Argument Principle

This section examines the local behavior of an analytic function beyond the analysis of zeros and poles that appeared in Section B6. The new ingredient is a consideration of the effect of applying an analytic function to a piecewise $C^1$ curve.

**Lemma B.31.** If $\gamma$ is a piecewise $C^1$ curve in $\mathbb{C}$ and $f$ is an analytic function defined on a region containing $\text{image}(\gamma)$, then $f \circ \gamma$ is a piecewise $C^1$ curve. Moreover, if $\gamma$ is parametrized by $t \mapsto z(t)$ for $t \in [a, b]$, then
\[
\frac{d}{dt} f(z(t)) = f'(z(t)) z'(t)
\]
for all $t$ for which $z'(t)$ exists, where $f'$ denotes the complex derivative of $f$.

**Proof.** The interval $[a, b]$ is the union of finitely many nonoverlapping intervals $[\alpha, \beta]$ such that $\gamma$ is continuous on $[\alpha, \beta]$, is of class $C^1$ on $(\alpha, \beta)$, and has each component of $\gamma'(t)$ bounded above or bounded below near $\alpha$ and $\beta$. If we regard $f$ as a $C^1$ function from an open subset of $\mathbb{R}^2$ containing $\text{image}(\gamma)$ into $\mathbb{R}^2$, then the composition $f \circ \gamma$ has the same properties on each interval $[\alpha, \beta]$ that $\gamma$ does. Hence $f \circ \gamma$ is a piecewise $C^1$ curve.

Write $z(t) = x(t) + iy(t)$ and $f(z) = u(x, y) + iv(x, y)$. The chain rule in the calculus of two real variables gives
\[
\frac{d}{dt} f(z(t)) = \left( \frac{\partial u}{\partial x}(x(t), y(t)) \frac{dx}{dt} + \frac{\partial u}{\partial y}(x(t), y(t)) \frac{dy}{dt} \right) + i \left( \frac{\partial v}{\partial x}(x(t), y(t)) \frac{dx}{dt} + \frac{\partial v}{\partial y}(x(t), y(t)) \frac{dy}{dt} \right)
\]
\[
= \frac{\partial f}{\partial x}(x(t), y(t)) \dot{x}(t) + \frac{\partial f}{\partial y}(x(t), y(t)) \dot{y}(t),
\]
By the Cauchy–Riemann equations (Corollary 8.2), $\frac{\partial f}{\partial x}(z) = -i \frac{\partial f}{\partial y}(z) = f'(z)$. Thus the above expression is
\[
= f'(z(t)) \dot{x}(t) + i f'(z(t)) \dot{y}(t) = f'(z(t)) z'(t).
\]

**Lemma B.32.** Suppose that $\gamma$ is a piecewise $C^1$ closed curve in $\mathbb{C}$ and that $f$ is an analytic function defined on a region containing $\text{image}(\gamma)$ and nowhere equal to 0 on $\text{image}(\gamma)$. Let $\Gamma$ be the piecewise $C^1$ closed curve $\Gamma = f \circ \gamma$. Then
\[
n(\Gamma, 0) = \int_{\gamma} \frac{f'(z)}{f(z)} \, dz.
\]

**Proof.** Parametrize $\gamma$ as $z(t)$ for $a \leq t \leq b$. Then Lemma B.31 gives
\[
n(\Gamma, 0) = \frac{1}{2\pi i} \int_{\Gamma} \frac{dz}{z} = \frac{1}{2\pi i} \int_{a}^{b} \frac{\dot{\gamma}(t) dt}{f(\gamma(t))} = \frac{1}{2\pi i} \int_{a}^{b} \frac{\dot{\gamma}(t) \dot{\gamma}(t) dt}{f(\gamma(t))} = \frac{1}{2\pi i} \int_{\gamma} \frac{f'(z)}{f(z)} \, dz.
\]
Appendix B. Elementary Complex Analysis

Proposition B.33 (Argument Principle, local form). Let \( \{a_j\} \) be the set of distinct zeros and \( \{b_l\} \) be the set of distinct poles of a meromorphic function \( f(z) \neq 0 \) defined in a disk \( U \), and suppose that \( a_j \) has order \( h_j \) and \( b_l \) has order \( k_l \). For every piecewise \( C^1 \) closed curve in \( U \) not passing through a zero or pole,

\[
\sum_j h_j n(\gamma, a_j) - \sum_l k_l n(\gamma, b_l) = \frac{1}{2\pi i} \int_\gamma \frac{f'(z)}{f(z)} \, dz.
\]

Consequently if \( \Gamma = f \circ \gamma \), then

\[
n(\Gamma, 0) = \sum_j h_j n(\gamma, a_j) - \sum_l k_l n(\gamma, b_l).
\]

REMARKS.

(1) Although we are allowing the sets \( \{a_i\} \) and \( \{b_j\} \) to be infinite, each of the sums in the result has only finitely many terms, as will be observed in the proof.

(2) The name “Argument Principle” comes from the second of the formulas, which computes the amount by which the argument of \( f(\gamma(t)) \) changes as one traverses the image curve \( \Gamma \). Think of \( f'(z)/f(z) \) as the complex derivative of the multivalued function \( \log f(z) \). The failure of this expression to represent a single-valued function when traversing a closed curve comes from the imaginary part, since the real part of \( \log re^{i\theta} = \log r + i\theta \) comes back to itself along a closed curve while the imaginary part, the argument, may not.

PROOF. Let \( U \) have center \( z_0 \) and radius \( R \). The open disks \( \{z \mid |z - z_0| < r\} \) for \( r < R \) form an open cover of the compact set \( \text{image}(\gamma) \), and there must be a finite subcover. Hence there are finitely many such disks whose union contains \( \text{image}(\gamma) \). These are all contained in one of them, and there thus exists some number \( r < R \) such that \( \text{image}(\gamma) \subseteq \{z \mid |z - z_0| < r\} \). If infinitely many points \( a_j \) have \( |a_j - z_0| \leq r \), then Theorem 2.36 shows that they have a limit point \( a \), necessarily in \( U \). The Identity Theorem (Proposition B.23) shows that the existence of such a limit point within \( U \) forces \( f \) to be identically 0, and we are assuming that that is not the case. Similarly if infinitely many points \( b_l \) have \( |b_l - z_0| \leq r \), then Theorem 2.36 shows that they have a limit point \( b \), necessarily in \( U \). The existence of such a limit point within \( U \) contradicts the assumption that \( f \) is meromorphic in \( U \).

Let \( U_0 = \{z \mid |z - z_0| < r\} \). All points \( a_j \) or \( b_l \) outside \( U_0 \) lie in the unbounded component of the complement of \( \text{image}(\gamma) \), and thus \( n(\gamma, a_j) = n(\gamma, b_l) = 0 \) for them, by Proposition B.29. In other words, there are only finitely many points \( a_j \) and \( b_l \) in \( U_0 \), and we can disregard all points \( a_j \) and \( b_l \) that lie outside \( U_0 \).

For the pole \( b_1 \), \( f(z)(z - b_1)^{k_1} \) has a removable singularity at \( b_1 \) and is nonzero there, and we can regard the product as analytic there. Applying the same
reasoning to $b_2, b_3, \ldots$, we see that $w(z) = f(z) \prod (z - b_j)^{k_j}$ is analytic in $U_0$ and has the same zeros and orders of zeros as $f(z)$.

If we apply Taylor’s Theorem (Theorem B.20) to $w(z)$ about $z = a_1$, we can write $w(z) = (z - a_1)^{h_1} w_1(z)$. Applying the same reasoning in turn to $a_2, a_3, \ldots$, we see that $w(z) = \prod (z - a_j)^{h_j} g(z)$ is analytic and nonvanishing in $U_0$. Therefore

$$f(z) = \prod (z - a_j)^{h_j} \prod (z - b_l)^{-k_l} g(z).$$

in $U_0$, with $g(z)$ analytic and nonvanishing in $U_0$. Taking the logarithmic complex derivative yields

$$\frac{f'(z)}{f(z)} = \sum_j \frac{h_j}{z - a_j} - \sum_l \frac{k_l}{z - b_l} + \frac{g'(z)}{g(z)}.$$

Since $\gamma$ does not pass through any $a_j$ or $b_l$, we can integrate both sides over $\gamma$ and obtain

$$\frac{1}{2\pi i} \oint_{\gamma} \frac{f'(z)}{f(z)} = \sum_j h_j n(\gamma, a_j) - \sum_l k_l n(\gamma, b_l) + \frac{1}{2\pi i} \oint_{\gamma} \frac{g'(z)}{g(z)} dz.$$

The last term on the right is 0, by the Cauchy Integral Theorem for the disk (Theorem B.9), since $g(z)$ is nowhere 0, and the first formula of the proposition follows. The second formula follows by combining this conclusion with Lemma B.32.

In the simplest applications of Proposition B.33, one supposes that no poles are involved, and one chooses $\gamma$ so that $n(\gamma, a_j)$ equals 0 or 1 for each zero. For example, $\gamma$ might be a circle or a rectangle. Then Proposition B.33 counts the total number of zeros, with their multiplicities, inside the circle or rectangle.

Proposition B.33 can be used in computer calculations in checking whether a particular analytic function $f$ has a zero in a specific region (once we know that the result applies to certain kinds of regions other than disks). The reason is that the left side in the first formula of the proposition is an integer, and one does not need an exact calculation of an integral to compute the left side, only a calculation with an error of less than 1/2.

A more theoretical application of the Argument Principle to analytic functions is to proving Rouché’s Theorem in Problem 40 at the end of the appendix.

We shall concentrate here on still another theoretical application, which gives a finer analysis of the behavior of an analytic function near a zero. A consequence, as we shall see, is that every nonconstant analytic function is an open mapping, i.e., carries open sets onto open sets.

**Proposition B.34.** Suppose that $f(z)$ is analytic in a disk about $z_0$, that $f(z_0) = w_0$, and that $f(z) - w_0$ has a zero of order $n$ at $z_0$. If $\epsilon > 0$ is sufficiently small, then there exists a number $\delta > 0$ such that for every $c$ with $|c - w_0| < \delta$, the equation $f(z) = c$ has exactly $n$ roots in the disk $\{z \mid |z - z_0| < \epsilon\}$. 

and we write

For any such function $f$ component of the complement of image $\infty$ nowhere $\leq$ radius $\leq$ radius on the same disk other than possibly at $0$ itself. We can do so because the zeros of $f(z) - w_0$ and the zeros of $f'(z)$ are isolated. Let $\gamma$ be the standard circle of radius $\epsilon$ about $z_0$, and define

$$\delta = \frac{1}{2} \min_{|z - z_0| = \epsilon} |f(z) - w_0|.$$ 

If $|c - w_0| < \delta$ and $|z - z_0| = \epsilon$, then

$$|f(z) - c| \geq |f(z) - w_0| - |w_0 - c| \geq 2\delta - \delta > 0.$$ 

For any such $c$, we apply Proposition B.33 to our standard circle $\gamma$ and to the function $f(z) - c$. The zeros of $f(z) - c$ are the roots of the equation $f(z) = c$, and we write $z_j(c)$ for them and $h_j(c)$ for their orders. The winding number $n(\gamma, z_j(c))$ equals $1$ if $|z_j(c) - z_0| < \epsilon$ and equals $0$ otherwise. Since $f(z)$ is nowhere $c$ on $\gamma$, Proposition B.33 gives

$$\sum_{|z_j(c) - z_0| < \epsilon} h_j(c) = \frac{1}{2\pi i} \int_\gamma \frac{f'(z)}{f(z) - c} \, dz$$

and

$$n(\Gamma, c) = \sum_{|z_j(c) - z_0| < \epsilon} h_j(c).$$

Let $c'$ be on the line segment in $\mathbb{C}$ from $w_0$ to $c$. Then $|f(z) - c'| \geq \delta > 0$, and $c'$ is not on image($f \circ \gamma$) = image($\Gamma$). Thus $w_0$ and $c$ lie in the same component of the complement of image($\Gamma$), and Proposition B.28 shows that $n(\Gamma, w_0) = n(\Gamma, c)$. Since $w_0$ satisfies the same hypotheses as $c$,

$$n(\Gamma, w_0) = \sum_{|z_j(w_0) - z_0| < \epsilon} h_j(w_0).$$

Because of the choice of $\epsilon$, the only point $z$ in the closed disk of radius $\epsilon$ about $z_0$ where $f(z) = w_0$ is the point $z = z_0$. Thus there is only one term on the right side, and it is $n$. Also when $c \neq w_0$ and $|z_j(c) - z_0| < \epsilon$, the multiplicity of the root $z_j(c)$ of $f(z) - c$ is $h_j(c) = 1$, since $f'(z) \neq 0$ for $0 < |z - z_0| \leq \epsilon$. Putting these facts together with the equality $n(\Gamma, w_0) = n(\Gamma, c)$, we conclude that

$$\# \{\text{roots of } f(z) - c \text{ for } |z - z_0| < \epsilon\} = \sum_{|z_j(c) - z_0| < \epsilon} 1 = \sum_{|z_j(c) - z_0| < \epsilon} h_j(c) = n,$$

as asserted. \qed
Corollary B.35. Every nonconstant analytic function carries open sets onto open sets.

PROOF. In the notation of Proposition B.34, if \( f \) is analytic, then with one proviso, \( f \) carries any sufficiently small disk \( \{ z \mid |z - z_0| < \varepsilon \} \) to a superset of the set \( \{ w \mid |w - f(z_0)| < \delta \} \). The proviso is that \( \varepsilon \) is so small that \( f(z) - f(z_0) \) and \( f'(z) \) can vanish on \( \{ z \mid |z - z_0| < \varepsilon \} \) only at \( z_0 \) itself. Such a positive \( \varepsilon \) exists as soon as \( f \) is nonconstant. \( \Box \)

Corollary B.36. Suppose that \( f(z) \) is analytic in a disk about \( z_0 \), that \( f(z_0) = w_0 \), and that \( f(z) - w_0 \) has a zero of order \( n \) at \( z_0 \). Then there exists an open disk \( \{ z \mid |z - z_0| < \varepsilon \} \) inside which \( f(z) - w_0 \) can be written as a composition of an analytic function with a zero at \( z_0 \) followed by the function \( \zeta \mapsto \zeta^n \) about \( \zeta = 0 \). In formulas,

\[
\begin{align*}
f(z) - w_0 &= \zeta(z)^n \\
\zeta(z) &= (z - z_0)h(z)
\end{align*}
\]

with \( \zeta(z) \) and \( h(z) \) analytic.

PROOF. Because \( f(z) - w_0 \) has a zero of order \( n \) at \( z_0 \), we can write \( f(z) - w_0 = (z - z_0)^n g(z) \) with \( g(z) \) analytic and \( g(z_0) \neq 0 \). Choose \( \varepsilon > 0 \) so that \( |z - z_0| < \varepsilon \) implies \( |g(z) - g(z_0)| < |g(z_0)| \). This inequality says that \( |1 - g(z)/g(z_0)| < 1 \).

Put \( w = g(z)/g(z_0) \). The set of \( w \) with \( |1 - w| < 1 \) excludes the negative real axis, and the principal value of the \( n \)th root of \( w \) is defined there. Define \( h_1(z) \) to be the principal value of the \( n \)th root of \( g(z)/g(z_0) \). This is an analytic function with \( h_1(z)^n = g(z)/g(z_0) \) such that \( h_1(z) = re^{i\theta} \) has \( -\frac{\pi}{n} < \theta < \frac{\pi}{n} \). Fix an \( n \)th root \( g(z_0)^{1/n} = re^{i\psi} \) of \( g(z_0) \), and define \( h(z) = g(z_0)^{1/n}h_1(z) \). This is an analytic function having \( h(z) = re^{i\psi} \) with \( -\frac{\pi}{n} + \psi < \psi < \frac{\pi}{n} + \phi \).

To complete the proof, we simply compute

\[
\begin{align*}
((z - z_0)h(z))^n &= (z - z_0)^n h(z)^n = (z - z_0)^n (g(z_0)^{1/n}h_1(z))^n \\
&= (z - z_0)^n (g(z_0)^{1/n})(h_1(z))^n = (z - z_0)^n (g(z_0)g(z)/g(z_0)) \\
&= (z - z_0)^n g(z) = f(z) - w_0. \Box
\end{align*}
\]

B10. Residue Theorem

The Residue Theorem is an important tool of complex analysis for calculating ordinary definite integrals, both proper and improper. We shall state and prove the Residue Theorem for a disk in this section, and in Section B11 we shall give some
applications to the calculation of definite integrals. A version of the theorem for
regions other than disks will be obtained in Section B12, and the need for such a
theorem will be apparent from Example 6 at the end of Section B11.

We suppose that \( f(z) \) is a function analytic in a disk except for isolated
singularities, and for the moment we suppose that those singularities are all poles
and there are only finitely many of them. Let \( \gamma \) be a piecewise \( C^1 \) closed curve
in the disk. The question is to evaluate \( \int_\gamma f(z) \, dz \).

If there is only one pole, say at \( z_0 \), we can proceed as follows. Let the pole
have order \( h \). Following the prescription in Section B6, we expand
\( f(z) \) as the
sum of its singular part and the rest:

\[
f(z) = b_h(z - z_0)^{-h} + b_{h-1}(z - z_0)^{-h+1} + \cdots + b_1(z - z_0)^{-1} + c(z).
\]

Here \( c(z) \) is analytic in the disk, and its integral is 0 by the Cauchy Integral
Theorem (Theorem B.9). Each of the powers \( (z - z_0)^{-k} \) with \( k < -1 \) is a
complex derivative in \( \mathbb{C} - \{z_0\} \), and its integral is 0 by Corollary B.6. Thus

\[
\int_\gamma f(z) \, dz = b_1 \int_\gamma (z - z_0)^{-1} \, dz = 2\pi i b_1 n(\gamma, z_0),
\]
where \( n(\gamma, z_0) \) is the winding number studied in Section B7.

The coefficient \( b_1 \) is defined to be the residue of \( f(z) \) at \( z_0 \), denoted by
\( \text{Res}_f(z_0) \), and the above computation shows that the value of the integral is \( 2\pi i \)
times the product of the residue and the winding number. When the order of the
pole is 1, the residue is easy to compute; it is \( \text{Res}_f(z_0) = \lim_{z \to z_0} (z - z_0) f(z) \).

The computation is only a little harder when the order \( h \) is greater than 1. The
residue is just

\[
\text{Res}_f(z_0) = \frac{1}{(h - 1)!} \lim_{z \to z_0} \left( \frac{d}{dz} \right)^{h-1} ((z - z_0)^h f(z)),
\]
a fact that we readily check by substituting for \( f(z) \) the expression above for the
sum of the singular part and the rest.

**Theorem B.37** (Residue Theorem). Let \( f(z) \) be a function analytic in a disk
except for poles at points \( \{z_j\} \). If \( \gamma \) is a piecewise \( C^1 \) closed curve in the disk not
passing through any of the poles, then

\[
\int_\gamma f(z) \, dz = 2\pi i \sum_j \text{Res}_f(z_j) n(\gamma, z_j),
\]
only finitely many of the terms on the right side being nonzero.
REMARK. The formula of the theorem remains valid if some of the $z_j$ are essential singularities, but the proof breaks down. Also the formula for computing the residues is no longer meaningful once order infinity is allowed. We return to this matter when we take up Laurent series in Section B13. Fortunately applications of the Residue Theorem normally do not involve essential singularities.

PROOF. The same reasoning as at the beginning of the proof of Proposition B.33 shows that we can shrink the disk slightly and assume that there are only finitely many poles, say $z_1, \ldots, z_m$. Poles outside the smaller disk will not contribute to the formula for $\int_\gamma f(z) \, dz$. Let the respective singular parts be $s(z_j, z)$ and the respective residues be $\text{Res}_f(z_j)$. Then

$$f(z) = \sum_{j=1}^m s(z_j, z) = a(z)$$

is analytic in the shrunk disk, and each term $s(z_j, z) - \frac{\text{Res}_f(z_j)}{z-z_j}$ is the complex derivative of an analytic function in $\mathbb{C} - \{z_j\}$. Write

$$\int_\gamma f(z) \, dz = \int_\gamma a(z) \, dz + \sum_{j=1}^m \int_\gamma \left( s(z_j, z) - \frac{\text{Res}_f(z_j)}{z-z_j} \right) \, dz + \sum_{j=1}^m \int_\gamma \frac{\text{Res}_f(z_j)}{z-z_j} \, dz.$$

The first term on the right side is 0 by the Cauchy Integral Theorem (Theorem B.9), the second term is 0 by Corollary B.6, and the third term equals $2\pi i \sum_{j=1}^m \text{Res}_f(z_j)n(\gamma, z_j)$ by definition of $n(\gamma, z_j)$. The theorem follows.

EXAMPLE. Find the residues of $f(z) = \frac{e^z}{(z-a)(z-b)}$ if $a \neq b$. The poles are both simple. At $a$, we have

$$\text{Res}_f(a) = \lim_{z \to a} (z-a)f(z) = \lim_{z \to a} \frac{e^z}{z-b} = \frac{e^a}{a-b},$$

and at $b$, we have

$$\text{Res}_f(b) = \lim_{z \to b} (z-b)f(z) = \lim_{z \to b} \frac{e^z}{z-a} = \frac{e^b}{b-a}.$$
the poles outside the closed curve. The statement of the theorem in this case is that $\int_C f(z)\,dz$ equals $2\pi i$ times the sum of the residues at the poles inside the curve. After the theorem is applied, some passage to the limit is involved so that the initial curve matches the desired interval of integration in the limit.

The definite integrals to be evaluated with the help of the Residue Theorem are typically of the form $\int_{-\infty}^{\infty}$ or $\int_{0}^{2\pi}$, but other intervals are possible in more complicated cases. The integrals may or may not be absolutely convergent.

**Example 1.** $\int_{-\infty}^{\infty} \frac{1}{x^2+1} \,dx$. This is a simple example of an absolutely convergent integral of a rational function from $-\infty$ to $+\infty$. Such integrals can always be evaluated directly as a limit of the integral $\int_{-\infty}^{R} \,dx$ handled exactly by the method of partial fractions of calculus. For this particular case the integrand is the derivative of $\arctan x$, and thus the integral equals

$$\lim_{R \to \infty} (\arctan R - \arctan(-R)) = \pi/2 - (-\pi/2) = \pi.$$ 

In most cases using the Residue Theorem tends to be easier than using partial fractions. Let us see what happens here. The curve $C$ is taken as the line segment from $-R$ to $R$ on the real axis, followed by the large semicircle in the upper half plane that closes the curve. The semicircle may be parametrized as $t \mapsto Re^{it}$ with $0 \leq t \leq \pi$. We have

$$\int_{\text{line segment}} \frac{1}{(z^2 + 1)^{-1}} \,dz + \int_{\text{semicircle}} \frac{1}{(z^2 + 1)^{-1}} \,dz$$

$$= \int_{C} \frac{1}{(z^2 + 1)^{-1}} \,dz = 2\pi i \sum_{\text{poles inside \, semicircle}} \text{Res}_{(z^2+1)^{-1}}(z_j).$$

The expression after the first equals sign is a complex line integral that on the one hand equals the sum of the two integrals on the left and on the other hand equals the expression on the right obtained from the Residue Theorem.

The first integral on the left is just $\int_{-\infty}^{R} (x^2 + 1) \,dx$ and tends to $\int_{-\infty}^{\infty} (x^2 + 1) \,dx$ in the limit as $R$ tends to infinity. The second integral on the left is equal to $\int_{0}^{\pi} ((Re^{it})^2 + 1)^{-1}R e^{it} \,dt$. The absolute value of the integrand in this case is $\leq R/(R^2 - 1)$ if $R > 1$, and the length of the interval is $\pi$. Thus the absolute value of the second integral on the left is of the order of $\pi/R$ and tends to 0 as $R$ tends to infinity. In other words, the limit as $R$ tends to $\infty$ of the left side of the displayed equation is the integral $\int_{-\infty}^{\infty} \frac{1}{x^2+1} \,dx$.

The only poles of $(z^2 + 1)^{-1}$ in $\mathbb{C}$ are at $\pm i$. The pole at $-i$ is never inside the semicircle in question, and the pole at $+i$ is inside the semicircle when $R > 1$. The poles are simple and the residue at $+i$ is $\lim_{z \to (z - i)(z^2 + 1)^{-1} = \lim_{z \to (z + i)^{-1} = 1/(2i)}$. Taking into account the factor $2\pi i$, we obtain the result $\int_{-\infty}^{\infty} \frac{1}{x^2+1} \,dx = \pi$. 
Let us step back from Example 1 to see what made it work. We started with an integral of the form $\int_{-\infty}^{\infty} \frac{P(x)\,dx}{Q(x)}$, where $P$ and $Q$ are polynomials. Implicitly we assumed that $Q(x)$ was nowhere 0 on the real axis. We replaced $P(x)$ and $Q(x)$ by $P(z)$ and $Q(z)$ and considered a complex line integral $\int_{\gamma} \frac{P(z)\,dz}{Q(z)}$, where $\gamma$ consisted of a line segment on the real axis, followed by a semicircle in the upper half plane. It was relevant that the integral over the semicircle involved an extra factor of $Ri\,e^{it}$. For the integral over the semicircle, we estimated $P(Re^{it})/Q(e^{it})$, and the main consideration was $\deg P - \deg Q$. If this was $-2$ or less, then the product $RP(Re^{it})/Q(e^{it})$ would still have tended to 0. If $\deg P - \deg Q$ had been $-1$, this would not have happened. Once we could handle the integral over the semicircle, all we needed was knowledge of the residues in the upper half plane. For that knowledge, an exact factorization of $Q$ was handy; an approximation would have been good enough to get an approximate answer if all poles were simple. The result was that if $\deg P - \deg Q \leq -2$, then

$$\int_{-\infty}^{\infty} \frac{P(x)}{Q(x)}\,dx = 2\pi i \times \left\{ \begin{array}{l} \text{sum of residues of } P/Q \\ \text{in upper half plane} \end{array} \right.$$  

\text{Example 2.} $\int_{-\infty}^{\infty} \frac{\cos x}{1+x^2}\,dx$, another absolutely convergent integral. It is tempting to proceed exactly as in Example 1, using $\frac{\cos z}{1+z^2}$, but this approach does not work because $\cos z$ gets quite large in the imaginary direction. Instead one uses $e^{iz}$ in place of $\cos z$, since $e^{iz} = e^{i\pi}e^{-y}$ is small in the positive imaginary direction. Just as in Example 1, the integral over the semicircle tends to 0, and the result is that

$$\int_{-\infty}^{\infty} \frac{e^{ix}}{1+x^2}\,dx = 2\pi i \times \left\{ \begin{array}{l} \text{sum of residues of } e^{ix}/(x^2 + 1) \\ \text{in upper half plane} \end{array} \right.$$  

The only relevant pole is from $+i$, and the residue is $\lim_{z \to -i} (z-i)e^{iz}(z^2+1)^{-1} = \lim_{z \to -i} e^{iz}(z+i)^{-1} = e^{-1}/(2i)$. Thus the integral of $e^{ix}/(x^2 + 1)$ is $\pi e^{-1}$. Taking the real part shows that the integral of $\cos x/(x^2 + 1)$ is $\pi e^{-1}$.

If we had considered $e^{-iz}/(z^2 + 1)$ instead of $e^{iz}/(z^2 + 1)$, then the same technique would have worked if $\gamma$ had consisted of the line segment on the real axis followed by a semicircle in the lower half plane. In this case we would have to take into account that the winding number of $\gamma$ about $-i$ is $-1$.

Adjusting the integrand in Example 2 slightly, we see that we could have handled $\int_{-\infty}^{\infty} e^{-2\pi iux}(x^2 + 1)^{-1}\,dx$. The choice of semicircle would have depended on the sign of $u$, with either choice working when $u = 0$. Readers who have peeked at Chapter VIII will know that the function $u \mapsto \int_{-\infty}^{\infty} e^{-2\pi iux}(x^2 + 1)^{-1}\,dx$ is the Fourier transform of $(x^2 + 1)^{-1}$. Fourier transforms are of great importance in real analysis and electrical engineering.
Putting the techniques of Examples 1 and 2 together, we see that we can compute \( \int_{-\infty}^{\infty} e^{-2\pi i u x} \left( P(x)/Q(x) \right) \, dx \) as long as \( P(x) \) and \( Q(x) \) are polynomials with degree \( P - \deg Q \leq -2 \) and \( Q(x) \) is nowhere 0 on the real axis.

**Example 3.** \( \int_{-\infty}^{\infty} e^{ix} \frac{x}{x^2 + 1} \, dx \). Here the difference of degrees of the numerator and denominator of \( x/(x^2 + 1) \) is \(-1\), and the above condition is not satisfied. This time the integral is not absolutely convergent. However, it will still be true that \( \lim_{x_1, X_2 \to \infty} \int_{X_1}^{X_2} e^{ix} \frac{x}{x^2 + 1} \, dx \) exists. The curve to use is the boundary \( \gamma \) of the filled rectangle with \(-X_1 \leq x \leq X_2\) and \(0 \leq y \leq Y\), and \( \gamma \) is to be oriented so as to be traversed counterclockwise as usual. We shall assume that \( Y > 1 \).

The contribution to the complex line integral from the right side of the rectangle is an integral from 0 to \( Y \) of an integrand in \( y \) that in absolute value equals

\[
e^{-y}|X_2 + iy||(X_2 + iy)^2 + 1|^{-1} = e^{-y}|X_2 + iy||X_2 + iy + i|^{-1}|X_2 + iy - i|^{-1} \leq e^{-y}|X_2 + iy - i|^{-1} \leq X_2^{-1}e^{-y},
\]

and \( \int_{0}^{Y} X_2^{-1}e^{-y} \leq X_2^{-1} \). So the contribution from the right side of the rectangle is \( \leq X_2^{-1} \). Similarly the contribution from the left side of the rectangle is \( \leq X_2^{-1} \).

The contribution to the complex line integral from the top side of the rectangle is

\[
\int_{X_1}^{X_2} e^{i(x+iy)}((x + iY)(x + iY)^2 + 1)^{-1} \, dx,
\]

and the absolute value of the integrand is \( \leq e^{-Y}|x + iY - i|^{-1} \leq e^{-Y}/(Y - 1) \). Thus the contribution from the top side of the rectangle is \( \leq e^{-Y}(X_1 + X_2)/(Y - 1) \).

For fixed \( X_1 \) and \( X_2 \), this tends to 0 as \( Y \) tends to infinity.

Consequently

\[
| \int_{-\infty}^{\infty} e^{ix} \frac{x}{x^2 + 1} \, dx - 2\pi i \sum \text{poles inside } \gamma (\text{residue at pole}) | \leq X_2^{-1} + X_2^{-1}.
\]

The only pole inside \( \gamma \) is at \( i \), and the residue there is \( \lim_{z \to i} \frac{e^{iz}}{(z + i)} = -e^{-i}/(2i) \). Therefore \( \lim_{X_1, X_2 \to \infty} \int_{X_1}^{X_2} e^{ix} \frac{x}{x^2 + 1} \, dx = -\pi i e^{-1}. \)

If we had considered \( e^{-ix}/(x^2 + 1) \) instead of \( e^{ix}/(x^2 + 1) \), then the same technique would have worked if \( \gamma \) had consisted of the line segment on the real axis followed by the other three sides of a rectangle in the lower half plane.

Adjusting the integrand in Example 3 slightly, we see that we can handle \( \int_{-\infty}^{\infty} e^{-2\pi i u x} x(x^2 + 1)^{-1} \, dx \). The choice of rectangle depends on the sign of \( u \), with neither choice working when \( u = 0 \).

Adjusting the integrand even more, we see that we can handle any integral of the form \( \int_{-\infty}^{\infty} e^{-2\pi i u x} P(x)/Q(x) \, dx \) whenever \( P \) and \( Q \) are polynomials with \( Q(x) \) nonvanishing for \( x \) real and with degree \( P - \deg Q = -1 \).
EXAMPLE 4. \( \int_{-\infty}^{\infty} \frac{e^{ix}}{x} \, dx \), an integral that is not absolutely convergent at infinity or at 0. Because of the failure of absolute convergence at infinity, the proper approach is to consider a limit of \( \int_{-X_1}^{X_2} \) as \( X_1 \) and \( X_2 \) tend to infinity, rather than a limit of \( \int_{-R}^{R} \) as \( R \) tends to infinity. Thus we use a rectangle as in Example 3 rather than a semicircle as in Examples 1 and 2. In addition, there is a pole on the real axis, and it requires special treatment. We therefore adjust the curve \( \gamma \) of Example 3 slightly, to include the pole at \( z = 0 \) within the curve. Fix positive numbers \( X_1, X_2, Y, \) and \( \epsilon \) with \( \epsilon \) small. The integral proceeds on the real axis from \( -X_1 \) to \( -\epsilon \), around a small semicircle \( \epsilon e^{it} \) with \( \pi \leq t \leq 2\pi \), and along the real axis from \( \epsilon \) to \( X_2 \), and it closes up by going up the right side, across the top, and down the left side as in Example 3. The same reasoning as in Example 3 therefore gives us

\[
| \int_{-X_1}^{-\epsilon} e^{ix} / x \, dx + \int_{-\epsilon}^{X_2} e^{ix} / x \, dx + \int_{\text{semicircle}} e^{iz} / z \, dz - 2\pi i \text{Res}_{e^{it}z}(0) |
\leq c_2 X_2^{-1} + c_1 X_1^{-1}.
\]

for suitable constants \( c_1 \) and \( c_2 \). Letting \( X_1 \) and \( X_2 \) tend to infinity gives

\[
\int_{|x| \geq \epsilon} e^{ix} / x \, dx = 2\pi i \text{Res}_{e^{it}z}(0) - \int_{\text{semicircle}} e^{iz} / z \, dz
\]

The pole at \( z = 0 \) is simple, and the residue is \( \lim_{z \to 0} ze^{iz} / z = 1 \). To estimate the integral over the semicircle, we can write \( e^{iz} / z = 1 / z + a(z) \) with \( a(z) \) analytic near \( z = 0 \). Then

\[
\int_{\text{semicircle}} e^{iz} / z \, dz = \int_{\text{semicircle}} 1 / z \, dz + \int_{\text{semicircle}} a(z) \, dz
\]

\[
= 2\pi \int_{-\epsilon}^{\epsilon} 1 / (\epsilon e^{it}) \, i e^{it} \, dt + \int_{\text{semicircle}} a(z) \, dz.
\]

On the right side the first term equals \( \pi i \), and the second term is \( \leq \) the product of the length of the semicircle, namely \( \epsilon \pi \), by the supremum of \( |a(z)| \) on the semicircle. Thus the second term tends to 0 as \( \epsilon \) tends to 0. We obtain

\[
\int_{|x| \geq \epsilon} (e^{ix} / x) \, dx = 2\pi i - \pi i + (\text{error term})
\]

with \( \lim_{\epsilon \to 0} (\text{error term}) = 0 \). Consequently

\[
\lim_{\epsilon \to 0} \int_{|x| \geq \epsilon} (e^{ix} / x) \, dx = \pi i.
\]

The left side is known as the Cauchy principal value of the integral of \( e^{ix} / x \), and one writes

\[
\text{PV} \int_{-\infty}^{\infty} e^{ix} / x \, dx = \pi i.
\]
EXAMPLE 4'. Variants. If we had started with $e^{-ix}/x$ instead of $e^{ix}/x$ and if we had argued with a rectangle in the lower half plane and a small semicircle in the upper half plane, we would have found that \( \text{PV} \int_{-\infty}^{\infty} e^{-ix}/x \, dx = -\pi i \).

Subtracting the two results, and dividing by $2i$, we obtain

\[
\int_{-\infty}^{\infty} \frac{\sin x}{x} \, dx = \pi.
\]

The PV is not needed, since $\frac{\sin x}{x}$ has no singularity at $x = 0$. Since $\frac{\sin x}{x}$ is an even function, it is customary to write this result as

\[
\int_{0}^{\infty} \frac{\sin x}{x} \, dx = \frac{\pi}{2}.
\]

If we go over the reasoning in Examples 4 and 4' carefully, we see that we can handle an arbitrary finite number of simple poles on the real axis in an integral $\int_{-\infty}^{\infty} \frac{e^{ix}}{P(x)} \, dx$, as well as finitely many poles in the upper half plane, as long as $\deg P - \deg Q \leq -1$. The integral will be $2\pi i$ times the sum of the residues at the poles in the open upper half plane plus $\pi i$ times the sum of the residues at the simple poles on the real axis. The integral will involve a Cauchy principal value at each pole on the real axis.

It is instructive to see what happens with a double pole on the real axis. The integral $\int_{-\infty}^{\infty} e^{ix}x^{-2} \, dx$ is absolutely convergent at infinity. The above method gives us

\[
\int_{|x| \geq \epsilon} e^{ix}x^{-2} \, dx = 2\pi i \text{Res}_{e^{ix}=z^{-2}}(0) + \int_{\text{semicircle}} e^{iz}z^{-2} \, dz
\]

\[
= -2\pi + \int_{\text{semicircle}} z^{-2}(1 + iz + a(z)) \, dz \quad \text{with } z^{-2}a(z) \text{ analytic}
\]

\[
= -2\pi + \int_{\pi}^{2\pi} e^{-2i\epsilon} e^{i\epsilon t} \, dt + \int_{-\pi}^{\pi} e^{-i\epsilon} e^{i\epsilon t} \, dt + \text{(error)}
\]

\[
= -2\pi + i \epsilon - \int_{\pi}^{2\pi} e^{-it} \, dt - \pi + \text{(error)}
\]

\[
= -2\pi - 2\epsilon - \pi + \text{(error)}
\]

with “(error)” referring to a term that tends to 0 as $\epsilon$ tends to 0. What we see is that we do not get a finite limit on the right side as $\epsilon$ tends to 0.

EXAMPLE 5. $I = \int_{0}^{2\pi} R(\sin \theta, \cos \theta) \, d\theta$, where $R$ is a rational function everywhere finite for $0 \leq \theta \leq 2\pi$. Let us substitute $z = e^{i\theta}$ and $dz = ie^{i\theta} \, d\theta = iz \, d\theta$, so that $d\theta = -\frac{dz}{iz}$. Then $I$ becomes an integral around the standard unit circle $C$:

\[
I = \int_{C} R\left(\frac{z-z^{-1}}{2i}, \frac{z+z^{-1}}{2}\right)(-i)z^{-1} \, dz
\]
Expanding out the integrand reveals a meromorphic function with no poles on $C$. Thus the value of $I$ is just $2\pi i$ times the sum of the residues of the integrand inside the unit circle. For a particular case, we use this approach to evaluate

$$
\int_{0}^{2\pi} \frac{\cos \theta \, d\theta}{5+4\cos \theta} = -i \int_{C} \frac{\frac{1}{2}(z+z^{-1})}{5+4(\frac{1}{2}(z+z^{-1}))} \frac{dz}{z} = -i \int_{C} \frac{z^2+1}{z(z^2+10z+4)} \, dz.
$$

The integrand has poles at 0, $-\frac{1}{2}$, and $-2$. The value of the integral (without the coefficient $-i$) is therefore $2\pi i$ times the sum of the residues at 0 and $-\frac{1}{2}$:

$$
\int_{0}^{2\pi} \frac{\cos \theta \, d\theta}{5+4\cos \theta} = 2\pi i (-i)\left(\frac{1}{4} - \frac{5}{12}\right) = -\frac{\pi}{3}.
$$

**Example 6.** Let $I = \int_{-\infty}^{\infty} \frac{\log |x|}{(1+x^2)^2} \, dx$, an absolutely convergent integral. This looks like a candidate for the kind of analysis we have done in this section, but we have to make some preliminary adjustments. The integrand is not the restriction to the real axis of an analytic function, but the integrand has compensations. For one thing the integrand is even; in addition, the value of the natural analytic function $\log z \frac{1}{1+z^2}$ on the negative real axis is related to the value of the same analytic function on the positive real axis. Consequently handling the integral of $\frac{\log z}{(1+z^2)^2}$ may well lead to a value for $I$. To do so, we choose a branch of the logarithm that is analytic in a region that includes the upper half plane and both halves of the real axis, such as the one that excludes the negative imaginary axis. Then there will be a pole at $z = i$ and some other singularity at $z = 0$. We can use a small semicircle around 0, we can make our estimates, and we can write down the result of applying the Residue Theorem. There is just one difficulty. We proved the Residue Theorem for a disk, not for a region like the plane with the negative imaginary axis omitted. To obtain a better version of the Residue Theorem, we need a better version of the Cauchy Integral Theorem, one that takes global properties of the region into account. We shall obtain the improved version of the Cauchy Integral Theorem in the next section, and later we shall come back to the integral in this example.

**B12. Global Theorems in Simply Connected Regions**

We saw an example at the end of the previous section showing that the scope of the Cauchy Integral Theorem as stated in Theorem B.9 is not broad enough for some purposes. Theorem B.9 was stated for a disk of any radius, but we needed a version that applied to another kind of region.
Following the approach in Ahlfors’s *Complex Analysis*, we define a bounded region of \( \mathbb{C} \) to be **simply connected** if its complement in \( \mathbb{C} \) is connected.\(^{12}\) By way of example, the inside of a circle (an open disk) is simply connected. It is fairly clear intuitively from the definition that a simply connected region cannot have any holes or punctures in it. Indeed, any hole or puncture would constitute a component of the complement of the region. This definition of “simply connected” is easy to check and relatively easy to apply, but it is not the standard one. The standard one, roughly speaking, is that a region is simply connected if every loop (closed path) based at a point can be continuously deformed to a point within the region without moving the base point; we shall be more precise at the end of this section.

The question of addressing the equivalence of the present definition and the standard one goes by way of Lemma B.39. Lemma B.39 will reformulate the present definition of simply connected in terms of winding number, and what needs proof is that the winding-number definition is equivalent with the standard definition. This matter will be taken up at the end of this section.

Theorem B.40 below will say that the Cauchy Integral Theorem extends to be valid for all bounded simply connected regions, not just for disks. The first step toward a proof will be to formulate the notion “simply connected” in terms of winding numbers.

By way of preliminaries we reintroduce the notion of a **piecewise \( C^1 \)** chain that was mentioned at the end of Section B2 and was used also in Section III.13. This is a formal sum of piecewise \( C^1 \) curves, say \( \gamma = \gamma_1 + \cdots + \gamma_r \), without regard to the order of the terms. We regard two chains as **equal** if they can be obtained from each other by a sequence of operations of the form

(i) subdivision of an arc,
(ii) fusion of subarcs into a single arc,
(iii) reparametrization of an arc,
(iv) cancellation of a pair of opposite arcs,
(v) insertion of a pair of opposite arcs,
(vi) dropping a one-point arc (with domain of the form \([a, a]\)), and
(vii) insertion of a one-point arc.

In analogy with what happened with ordinary line integrals in Section III.13, we define a complex line integral over a piecewise \( C^1 \) chain \( \gamma \) as the corresponding

---

\(^{12}\)To make this definition apply to an unbounded region, one must first adjoin a point at infinity to \( \mathbb{C} \) and regard \( \mathbb{C} \) as a subset of a 2-dimensional sphere, as in Problems 5–8 at the end of this appendix. Then a region in \( \mathbb{C} \) can be defined to be simply connected if its complement in the sphere is connected. Preferring to avoid unenlightening complications, we shall not use the term “simply connected” in dealing with unbounded regions.
sum of complex line integrals over the constituent piecewise $C^1$ curves:

$$\int_\gamma f \, dz = \sum_{k=1}^{r} \int_{\gamma_k} f \, dz.$$ 

If two such chains are equal, then all complex line integrals defined on both are equal.

As in Section III.13, we denote the reverse of $\gamma$ by $-\gamma$. If $\gamma = \gamma_1 + \cdots + \gamma_r$ and $\sigma = \sigma_1 + \cdots + \sigma_s$ are chains, let $\gamma + \sigma = \gamma_1 + \cdots + \gamma_r + \sigma_1 + \cdots + \sigma_s$. Then $\int_{\gamma + \sigma} f \, dz = \int_{\gamma} f \, dz + \int_{\sigma} f \, dz$. We shall write $n\gamma$ for $\gamma + \cdots + \gamma$ ($n$ times) and $-n(\gamma) = n(-\gamma)$ and $0(\gamma) = (\text{empty arc})$. Then every chain can be written as $\gamma = a_1\gamma_1 + \cdots + a_n\gamma_k$ with the $a_j$ positive integers and the $\gamma_j$ distinct, and if we allow some coefficients to be 0, then any two chains can be expressed as sums of the same $\gamma_j$’s.

The new ingredient in all this formalism, not present in Section III.13 or Section B2, is the notion of a “cycle.” A chain is a cycle if it can be represented as the sum of (piecewise $C^1$) closed curves.

**Lemma B.38.** A chain is a cycle if and only if in any representation of the chain as the sum of piecewise $C^1$ closed curves, the initial point and endpoints are identical in pairs.

**Proof.** If the condition is satisfied for $\gamma_1 + \cdots + \gamma_n$, take the piecewise $C^1$ curve $\gamma_1$ and if $\gamma_1$ is not closed, use the hypothesis to find $\gamma_k$ whose initial point matches the endpoint of $\gamma_1$. Then $\gamma_1 + \gamma_k$ is a piecewise $C^1$ curve, and either it is closed, or we can join another constituent curve to it. Continuing in this way, we eventually express the chain as the sum of closed curves.

Conversely if we have a chain expressed as the sum of closed curves, we need only check that operations (i) through (vii) preserve the condition in the statement of the lemma. We omit the verification. \(\Box\)

The winding number or index of a cycle $\gamma$ about a point not in the image of any of the constituent curves of $\gamma$ is $n(\gamma, a) = \frac{1}{2\pi i} \int_\gamma \frac{1}{z - a} \, dz$. It is a well defined integer, and it satisfies

$$n(c_1\gamma_1 + c_2\gamma_2, a) = c_1n(\gamma_1, a) + c_2n(\gamma_2, a)$$

whenever $c_1$ and $c_2$ are integers.

**Lemma B.39.** A bounded region $U$ in $\mathbb{C}$ is simply connected if and only if $n(\gamma, a) = 0$ for all piecewise $C^1$ cycles $\gamma$ in $U$ and points $a$ in $\mathbb{C} - U$. 
PROOF OF NECESSITY. Suppose $U$ is bounded and simply connected, so that $C - U$ is connected. Let $\gamma$ be a piecewise $C^1$ cycle. In view of Lemma B.38, it is enough to prove that $n(\gamma, a) = 0$ for all piecewise $C^1$ closed curves $\gamma$ in $U$ and points $a$ in $C - U$. Since $\gamma$ is in $U$, $C - U \subseteq C - \text{image}(\gamma)$. As a connected set, $C - U$ must be contained in one of components of $C - \text{image}(\gamma)$. The set $C - U$ contains the exterior of any sufficiently large disk centered at the origin, and the component in question must be the unbounded component. By Proposition B.29, $n(\gamma, a) = 0$ for all $a$ in the unbounded component, hence for all $a$ in $C - U$. \hfill \square

PROOF OF SUFFICIENCY. With $U$ bounded, suppose that $n(\gamma, a) = 0$ for all piecewise $C^1$ cycles $\gamma$ in $U$ and points $a$ in $C - U$. We are to prove that $U$ is simply connected. Arguing by contradiction, suppose $C - U$ fails to be connected. Then we can write $C - U = X \cup Y$ with $X$ and $Y$ nonempty, disjoint, closed, and relatively open. Since the exterior of a sufficiently large disk is contained in one of the components, exactly one of the connected components of $C - U$, say $E$, is unbounded. Since $E \subseteq X \cup Y$ and $E$ is connected, $E$ is contained in either $X$ or $Y$. Say that $E \subseteq X$. Then $Y$ is bounded, as well as closed; hence $Y$ is compact (Corollary 2.37). Fix a point $a$ of $Y$. We shall produce a cycle $\gamma$ in $U$ for which $n(\gamma, a) = 1$, and then the proof will be complete.

**Figure B.5.** Construction of a cycle $\gamma$ and a point $a$ with $n(\gamma, a) = 1$. Here $Y = Y_1 \cup Y_2$, $a$ lies in $Y_2$, and $\gamma = \gamma_1 + \gamma_2$.

Since $X$ is closed, the distance $D(x, X)$ of a point $x$ to $X$ is a continuous function (Proposition 2.16) on $C$ that vanishes on $X$ and only on $X$ (Proposition
Corollary 2.39 shows that it attains a minimum value \( m > 0 \) on the compact set \( Y \). Cover \( \mathbb{C} \) with a grid of nonoverlapping filled (closed) squares of a fixed side \( < m/\sqrt{2} \), and position the squares so that the chosen point \( a \) is at the center of one of them. The size of the squares is arranged so that no square meets both \( X \) and \( Y \).

If \( Q \) is any of the squares, we let \( \partial Q \) be its boundary, oriented so as to be traversed counterclockwise. Each \( \partial Q \), being a closed piecewise \( C^1 \) curve, is a cycle. Define \( \gamma = \sum_i \partial Q_i \), where the sum is taken over all squares \( Q_i \) such that \( Q_i \cap Y \neq \emptyset \). The sum is finite because \( Y \) is compact and the squares are nonoverlapping. Thus \( \gamma \) is a cycle. Since \( a \) is in \( Y \) and lies at the center of a square, there is exactly one square \( Q_0 \) for which \( n(\partial Q_0, a) = 1 \). Thus \( n(\gamma, a) = 1 \). See Figure B.5.

The cycle \( \gamma \) does not meet \( X \) because no square of the grid meets both \( X \) and \( Y \). Let us see that when cancellations of sides of squares are taken into account, \( \gamma \) does not meet \( Y \). Thus let \( Q \) be a square that contributes to \( \gamma \). It has \( Q \cap Y \neq \emptyset \). If one of \( Q \)'s sides meets \( Y \), \( Q \) shares that side with exactly one other square \( Q' \) of the grid, and then \( Q' \cap Y \neq \emptyset \). So the side appears in the expression for \( \gamma \) with one orientation from \( \partial Q \) and with the opposite orientation from \( \partial Q' \), and the two cancel. We conclude that \( \gamma \) does not meet \( Y \). Thus \( \gamma \) lies in the complement of \( X \cup Y = \mathbb{C} - U \), hence in \( U \).

**Theorem B.40** (Cauchy Integral Theorem, global form). If \( f \) is analytic in a bounded simply connected region \( U \) in \( \mathbb{C} \), then

\[
\int_{\gamma} f(z) \, dz = 0
\]

for every piecewise \( C^1 \) closed curve in \( U \).

**Remarks.** By Lemma B.38 it follows that \( \int_{\gamma} f(z) \, dz = 0 \) for every piecewise \( C^1 \) cycle in \( U \). In the statement of the theorem the hypothesis “bounded” is unnecessary, but we shall not make the effort to drop it.

**Proof.** Fix \( z_0 \) in \( U \), and define \( F(z) = \int_{z_0}^z f(\xi) \, d\xi \) for \( z \) in \( U \), where \( \sigma \) is a polygonal path from \( z_0 \) to \( z \) in \( U \) with sides parallel to the axes. The main step is to prove that \( F(z) \) is well defined. Let us see how the theorem then follows.

The function \( F(z) \) is certainly continuous, as a change from \( z_1 \) to \( z_2 \) produces a change in the integral of at most the maximum value of \( |f(\xi)| \) on a polygonal path from \( z_1 \) to \( z_2 \), times the length of the polygonal path. Parametrizing horizontal and vertical segments, we compute the partial derivatives of \( F \). If the last segment of a path is taken to be horizontal, we see that \( \frac{\partial F}{\partial x}(z) = f(z) \). If it is taken to be vertical, we see that \( \frac{\partial F}{\partial y}(z) = if(z) \). Both partial derivatives are continuous,
and Corollary B.2' implies that $F$ has a complex derivative at each point, namely the value of $\frac{dF}{dz}$, which is $f$. Thus $f$ is the complex derivative of an analytic function, and Corollary B.6 shows that $\int_\gamma f(z)\,dz = 0$ for every piecewise $C^1$ closed curve in $U$. So the theorem follows if $F$ is well defined.

If $\sigma_1$ and $\sigma_2$ are two polygonal paths from $z_0$ to $z$ in $U$ with sides parallel to the axes, then the difference $\gamma = \sigma_1 - \sigma_2$ is a closed polygonal path in $U$ with sides parallel to the axes. Consequently it is enough to show that $\int_\gamma f(z)\,dz = 0$ for every closed polygonal path $\gamma$ in $U$ with sides parallel to the axes. We may assume that $\gamma$ contains at least one horizontal segment and one vertical segment, and we regard the straight-line segments in $\gamma$ as fixed for the remainder of the proof. In particular, the set image($\gamma$) is a meaningful subset of $U$.

**Figure B.6.** Two polygonal paths $\sigma_1$ and $\sigma_2$ from $z_0$ to $z$ in the region $U$.

Figure B.6 illustrates the situation. As indicated in that figure, we introduce some auxiliary lines by extending in both directions to an infinite line each horizontal or vertical segment of $\gamma$. The configuration of horizontal and vertical lines makes a finite grid on $\mathbb{C}$ of finite and infinite filled closed rectangles, and the assumption that $\gamma$ contains at least one horizontal segment and one vertical segment means that the grid contains at least one finite rectangle.

Denote by $R_j$ a typical finite filled rectangle. For each $R_j$, let $a_i$ be a point in the inside of $R_j$, and let $\partial R_j$ be the boundary of $R_j$, viewed as a piecewise $C^1$ closed curve oriented so as to be traversed counterclockwise. Let $\gamma_0$ be the cycle

$$\gamma_0 = \sum_i n(\gamma, a_i)\partial R_i. \quad (*)$$

In addition, denote by $R'_j$ a typical infinite rectangle. For each such $R'_j$, let $a'_j$ be a point on the inside of $R'_j$. Let us check that

$$n(\gamma - \gamma_0, a) = 0 \quad (***)$$
whenever \( a \) is one of the points \( a_i \) or \( a'_j \). In fact, \( n(\partial R_i, a_k) \) equals 1 if \( k = i \) and equals 0 otherwise, and so

\[
n(\gamma_0, a_k) = \sum_i n(\gamma, a_i) n(\partial R_i, a_k) = n(\gamma, a_k),
\]

which proves (***) for the points \( a_i \). Since \( n(\partial R_i, a'_j) = 0 \) for all \( i \) and \( j \), we have

\[
n(\gamma_0, a'_j) = \sum_i n(\gamma, a_i) n(\partial R_i, a'_j) = 0,
\]

and this proves (***) for the points \( a'_j \).

From (***) we wish to prove that the cycles \( \gamma \) and \( \gamma_0 \) are equal. Express \( \gamma - \gamma_0 \) as an integer combination of sides; this is possible since the sides of \( \gamma \) were what were used to form the grid. Each side that can appear in \( \gamma \) or \( \gamma_0 \) as a finite side is a side of exactly two rectangles, which are adjacent. Since the two rectangles have this side in common, either they are both finite or else one is finite and the other is infinite.

Suppose that \( R_i \) and \( R_k \) have a side \( \sigma \) in common. To fix the signs, let us orient \( \sigma \) so that \( \partial R_i \), which is traversed counterclockwise, contains \( \sigma \) as one of its four sides while \( \partial R_k \) contains \( -\sigma \). Suppose that the expression of \( \gamma - \gamma_0 \) contains the integer multiple \( c\sigma \) of \( \sigma \). Then the cycle \( \gamma - \gamma_0 - c\partial R_i \) does not contain \( \sigma \). A straight line segment from \( a_i \) to \( a_k \) therefore does not meet the cycle \( \gamma - \gamma_0 - c\partial R_i \), and it follows from Proposition B.28 that

\[
n(\gamma - \gamma_0 - c\partial R_i, a_i) = n(\gamma - \gamma_0 - c\partial R_i, a_k). \tag{†}
\]

In view of (***) the left side of (†) is \( -c \) and the right side is 0. Thus \( c = 0 \). This proves that no side common to two finite rectangles appears in the expression for \( \gamma - \gamma_0 \).

If \( R_i \) and \( R'_j \) have a side \( \sigma \) in common, we argue similarly. Again to fix signs, let us orient \( \sigma \) so that \( \sigma \) is one of the sides of \( R_i \). If the expression of \( \gamma - \gamma_0 \) contains the integer multiple \( c\sigma \) of \( \sigma \), then just as with (†), we obtain

\[
n(\gamma - \gamma_0 - c\partial R_i, a_i) = n(\gamma - \gamma_0 - c\partial R_i, a'_j). \tag{††}
\]

By (**) the left side is \(-c\), and the right side is 0. Thus \( c = 0 \). This proves that no side common to a finite and an infinite rectangle appears in the expression for \( \gamma - \gamma_0 \). Combining this result with (**) gives us

\[
\gamma = \sum_i n(\gamma, a_i) \partial R_i. \tag{‡}
\]

Let us now prove that every \( R_i \) in (‡) for which the coefficient \( n(\gamma, a_i) \) is nonzero lies completely in \( U \), i.e., the inside of \( R_i \) lies in \( U \). It is time to use the
hypothesis that $U$ is simply connected. The function $a \mapsto n(\gamma, a)$ is constant on the inside of $R_i$ since the inside is connected and lies in the complement of $\gamma$, and $a_i$ is in the inside. Thus $n(\gamma, a)$ is nonzero everywhere on the inside of $R_i$. Because $U$ is simply connected, Lemma B.39 tells us that $n(\gamma, a) = 0$ for all piecewise $C^1$ cycles in $U$ and points $a$ in $\mathbb{C} - U$. Thus no point of the inside of $R_i$ lies in $\mathbb{C} - U$, i.e, the inside of $R_i$ lies completely in $U$. By Goursat’s Lemma, $\int_{\partial R_i} f(z) \, dz = 0$. Forming the integer combination of such integrals indicated by (‡), we obtain $\int_{\gamma} f(z) \, dz = 0$. □

In short order we can derive global forms of the Cauchy Integral Formula, the Argument Principle, and the Residue Theorem. In addition, we shall see how to make $\log z$ into a function on any bounded simply connected region. The results are as follows.

**Corollary B.41** (Cauchy Integral Formula, global form). Let $f$ be analytic in a simply connected region $U$, and let $\gamma$ be any piecewise $C^1$ cycle in $U$. If $z$ is any point of $U$ not on image($\gamma$), then

$$n(\gamma, z) f(z) = \frac{1}{2\pi i} \int_{\gamma} \frac{f(\xi) \, d\xi}{\xi - z}.$$ 

**Remark.** The condition that $z$ not be on image($\gamma$) means that there is some expression for $\gamma$ as a combination of piecewise $C^1$ curves such that $z$ is not on the image of any of the curves.

**Proof.** We apply the Cauchy Integral Theorem (Theorem B.40) to the function

$$g(\xi) = \begin{cases} \frac{f(\xi) - f(z)}{\xi - z} & \text{for } \xi \in U \setminus \{z\} \\ f'(z) & \text{for } \xi = z. \end{cases}$$

on the simply connected region $U$. This is analytic except possibly at $z$. However, $z$ is a removable singularity, and thus $g$ is analytic in all of $D$. Theorem B.40 applies and gives $\int_{\gamma} g(\xi) \, d\xi = 0$. Therefore

$$\frac{1}{2\pi i} \int_{\gamma} \frac{f(\xi) \, d\xi}{\xi - z} = \left( \frac{1}{2\pi i} \int_{\gamma} \frac{d\xi}{\xi - z} \right) f(z) = n(\gamma, z) f(z). \quad \square$$

**Corollary B.42.** If $f(z)$ is analytic and nowhere vanishing in a bounded simply connected region $U$, then it is possible to define a (single-valued) analytic branch of $\log z$ in $U$. 

**Proof.** Fix \( z_0 \) in \( U \). By Theorem B.40, \( \int_{\gamma} \frac{f'(z)}{f(z)} \, dz \) is 0 over every piecewise \( C^1 \) closed curve in \( U \). Hence we can define an indefinite integral of \( f'(z)/f(z) \) by putting \( F(z) = \int_{z_0}^{z} \frac{f'(\zeta)}{f(\zeta)} \, d\zeta \) for any piecewise \( C^1 \) curve from \( z_0 \) to \( z \). The function \( F(z) \) is analytic in \( U \), and its complex derivative is \( f'(z)/f(z) \). Consequently
\[
\frac{d}{dz} \left( f(z) e^{-F(z)} \right) = \left( f'(z) - f(z) F'(z) \right) e^{-F(z)} = 0
\]
on \( U \), and \( f(z) e^{-F(z)} \) is constant. That is, \( f(z) = ce^{F(z)} \) for some nonzero constant \( c \). Putting \( z = z_0 \) shows that \( f(z_0) = ce^{F(z_0)} = c \). Thus \( f(z) = f(z_0)e^{F(z)} \). Making an arbitrary choice for the value \( \log f(z_0) \) of the logarithm at \( z_0 \) allows us to rewrite this equation as \( f(z) = e^{F(z) + \log f(z_0)} \). Consequently we can define \( \log f(z) = F(z) + \log f(z_0) \). \( \square \)

**Corollary B.43** (Argument Principle, global form). Let \( \{a_j\} \) be the set of distinct zeros and \( \{b_l\} \) be the set of distinct poles of a meromorphic function \( f(z) \equiv \not0 \) defined in a simply connected region \( U \), and suppose that \( a_j \) has order \( h_j \) and \( b_l \) has order \( k_l \). For every piecewise \( C^1 \) cycle \( \gamma \) in \( U \) not passing through a zero or pole,
\[
\sum_j h_j n(\gamma, a_j) - \sum_l k_l n(\gamma, b_l) = \frac{1}{2\pi i} \int_{\gamma} \frac{f'(z)}{f(z)} \, dz.
\]
Consequently if \( \Gamma = f \circ \gamma \), then
\[
n(\Gamma, 0) = \sum_j h_j n(\gamma, a_j) - \sum_l k_l n(\gamma, b_l).
\]

**Remarks.** The condition that \( \gamma \) does not pass through a zero or pole means that there is some expression for \( \gamma \) as a combination of piecewise \( C^1 \) curves with no zero or pole on the image of any of the curves. The result is derived from the Cauchy Integral Theorem (Theorem B.40) in the same way that Theorem B.33 was derived from Theorem B.9.

**Corollary B.44** (Residue Theorem). Let \( f(z) \) be a function analytic in a simply connected region \( U \) except for poles at points \( \{z_j\} \). If \( \gamma \) is a piecewise \( C^1 \) cycle in \( U \) not passing through any of the poles, then
\[
\int_{\gamma} f(z) \, dz = 2\pi i \sum_j \text{Res}_f(z_j) n(\gamma, z_j),
\]
only finitely many of the terms on the right side being nonzero.

**Remarks.** The result is derived from the Cauchy Integral Theorem (Theorem B.40) in the same way that Theorem B.37 was derived from Theorem B.9.
We now return to the consideration of examples of applications of the Residue Theorem that we suspended near the end of Section B11.

**Example 6 (continued).** \( I = \int_{-\infty}^{\infty} \frac{\log |x|}{(1+x^2)^2} \, dx \), an absolutely convergent integral. If we replace \( \log |x| \) by \( \log z \), this looks like a candidate for the kind of analysis we have did in Section B11. The complex line integral to consider will use a large semicircle in the upper half plane and line segments on the real axis. In addition, we shall use a small semicircle in the upper half plane about the singularity 0. The piecewise \( C^1 \) curve thus goes from \((-R, 0)\) to \((-\epsilon, 0)\) on the real axis, around the small semicircle in the upper half plane given by \( t \mapsto \epsilon e^{it} \) with \( t \) going from \( \pi \) down to 0, from \(( \epsilon, 0)\) to \((R, 0)\) on the real axis, and then around the large semicircle in the upper half plane \( t \mapsto Re^{it} \) with \( t \) going from 0 to \( \pi \). The expression \( \log z \) is to be interpreted as the branch of the logarithm that excludes the negative imaginary axis and takes values whose imaginary parts are between \(-\pi/2\) and \(+3\pi/2\).

A region containing this curve is the difference of the open set set \( \text{Im} z > -\epsilon \) and the closed disk \( |z| \leq \epsilon \). It is simply connected, and Corollary B.44 is applicable. When \( z = x + iy \), the value of \( \log z \) is \( \log |z| + i\theta \) with \(-\frac{\pi}{2} < \theta < \frac{3\pi}{2}\). Thus it is \( \log |z| \) plus a bounded expression. Let us bound the complex line integrals over the two semicircles. On the large semicircle, where \( |z| = R \) and \( R \geq 2 \), the value of the integrand is \( \leq C R^{-d} \log R \) for some constant \( C \). The length of the large semicircle is \( \pi R \), and thus the absolute value of the complex line integral is \( \leq C R^{-d}(\log R)2\pi R \). This tends to 0. On the small semicircle, where \( |z| = \epsilon \) and \( \epsilon \leq \frac{1}{2} \), the value of the integrand is \( \leq C \log(\epsilon^{-1}) \) for some constant \( C \). The length of the small semicircle is \( \pi \epsilon \), and thus the absolute value of the complex line integral is \( \leq 2\pi C \epsilon \log(\epsilon^{-1}) \). This tends to 0.

The only pole of the integrand in the upper half plane is at \( z = i \). The residue there is
\[
\lim_{z \to i} \left( \frac{dz}{dz} \right) ((z - i)^2(\log z)(1 + z^2)^{-2}) = \lim_{z \to i} \left( \frac{dz}{dz} \right) ((z + i)^{-2}(\log z)) \\
= \lim_{z \to i} \left( -2(z + i)^{-3} \log z + (z + i)^{-2}z^{-1} \right) \\
= \frac{\pi}{8} + \frac{i}{4}.
\]

Letting \( R \to \infty \) and \( \epsilon \to 0 \) gives
\[
\int_{-\infty}^{0} \frac{\log z}{(1+z^2)^2} \, dz + \int_{0}^{\infty} \frac{\log z}{(1+z^2)^2} \, dz = 2\pi i \left( \frac{\pi}{8} + \frac{i}{4} \right)
\]
For negative real \( x \), we have \( \log x = \log(-x) + \pi i \). Thus we can rewrite this equation as
\[
2 \int_{0}^{\infty} \frac{\log z}{(1+z^2)^2} \, dz + \pi i \int_{0}^{\infty} \frac{1}{(1+z^2)^2} \, dz = 2\pi i \left( \frac{\pi}{8} + \frac{i}{4} \right).
\]
We could evaluate the second term on the left side by the method of Example 1 in Section B11, but it is not necessary to do so. All we have to do is to equate the real parts of the two sides of the equation. We obtain

\[ I = \int_{-\infty}^{\infty} \frac{\log|x|}{1+x^2} \, dx = 2 \int_{0}^{\infty} \frac{\log z}{(1+z^2)^2} \, dz = -\frac{\pi}{2}. \]

**Example 7.** \( I = \int_{0}^{\infty} \frac{x^\alpha}{1+x} \, dx \) with \( 0 < \alpha < 1 \), an absolutely convergent integral. This example is rather similar to Example 6. The integrand is \( z^\alpha = e^{\alpha \log z} \) and \( \log z \) is the same branch as in Example 6. That is, the branch of the logarithm excludes the negative imaginary axis and takes values whose imaginary parts are between \(-\pi/2\) and \(+3\pi/2\). The piecewise \( C^1 \) curve over which to integrate is the same as in Example 6, and the simply connected region is the same as in that example.

The integrals over the semicircles are handled more or less as in Example 6. The only pole of the integrand in the upper half plane is at \( z = i \), and it is simple. The residue there is

\[ \lim_{z \to i} \frac{(z-i)^{\alpha}}{1+z^2} = \lim_{z \to i} z^\alpha / (z+i) = e^{\alpha \log i} / (2i) = e^{\alpha i \pi / 2} / (2i). \]

The Residue Theorem, in the form of Corollary B.44, gives

\[ \int_{-\infty}^{0} \frac{x^\alpha}{1+x} \, dx + \int_{0}^{\infty} \frac{x^\alpha}{1+x} \, dx = 2\pi i \text{Res}_{z=i}(1/(1+z^2)) = \pi e^{\alpha i \pi / 2}. \]

In the first integral, we change \( z \) into \(-z\) and use the following formula, valid for positive real \( z \):

\[ (-z)^\alpha = e^{\alpha \log(-z)} = e^{\alpha(i\pi + \log z)} = e^{\alpha i \pi \, z^\alpha} \]

Then we see that

\[ \int_{-\infty}^{0} \frac{x^\alpha}{1+x} \, dx = \int_{0}^{\infty} \frac{x^\alpha e^{\alpha i \pi}}{1+x} \, dx = e^{\alpha i \pi} \int_{0}^{\infty} \frac{x^\alpha}{1+x} \, dx. \]

Hence

\[ (1 + e^{\alpha i \pi}) \int_{0}^{\infty} \frac{x^\alpha}{1+x} \, dx = \pi e^{\alpha i \pi / 2}, \]

and

\[ \int_{0}^{\infty} \frac{x^\alpha}{1+x} \, dx = \frac{\pi e^{\alpha i \pi / 2}}{2 \cos(\alpha \pi / 2)}. \]

Let us return to the question of the equivalence for bounded regions \( U \) in \( \mathbb{C} \) of the text’s definition of the term “simply connected,” i.e., that \( \mathbb{C} - U \) is connected, and the standard definition. It is time to state the standard definition precisely.
A pathwise connected metric space \( X \) such as our bounded region \( U \) is **simply connected** in the standard sense if every loop \( \gamma(t) \) defined for \( t \) in a nontrivial closed interval \([a, b]\) and based at a point \( p \) of \( X \) is **homotopic** to a **constant loop**.\(^{13}\) We need to define the terms “loop,” “based,” “homotopic,” and “constant loop.” A **loop** is a path \( \gamma \) with \( \gamma(a) = \gamma(b) \). It is **based** at \( p \) if \( \gamma(a) = p \). A loop \( \gamma \) based at \( p \) is **homotopic** to another loop \( \sigma \) based at \( p \) if there exists a continuous function \( f: [a, b] \times [0, 1] \to X \) such that

\[
\begin{align*}
f(t, 0) &= \gamma(t) & \text{for all } t \in [a, b], \\
f(t, 1) &= \sigma(t) & \text{for all } t \in [a, b], \\
f(a, s) &= p & \text{for all } s \in [0, 1], \\
f(b, s) &= p & \text{for all } s \in [0, 1].
\end{align*}
\]

The relation “is homotopic to” is easily seen to be an equivalence relation. The **constant loop** \( \sigma \) based at \( p \) is the one having \( \sigma(t) = p \) for all \( t \in [a, b] \).

The intuition is that \( \gamma \) and \( \sigma \) are homotopic if the one loop can be continuously deformed into the other through loops based at \( p \). The function \( f \) gives the deformation, being continuous and having \( f(\cdot, 0) = \gamma \) and \( f(\cdot, 1) = \sigma \). The deformed loops are \( f(\cdot, s) \) for \( s \in [0, 1] \). “Simply connected” in this sense means that every loop based at \( p \) can be continuously deformed to the constant loop.

The question to be addressed is why for a bounded region \( U \) of \( \mathbb{C} \) the condition that \( \mathbb{C} - U \) be connected holds if and only if every loop based at a point \( p \) of \( U \) is homotopic to a constant loop. In view of Lemma B.39, it is enough to say why a bounded region \( U \) of \( \mathbb{C} \) has \( n(\gamma, z_0) = 0 \) for all piecewise \( C^1 \) cycles \( \gamma \) in \( U \) and points \( z_0 \) in \( \mathbb{C} - U \) if and only if every loop in \( U \) based at \( p \) is homotopic to a constant loop.

For our current purposes the interesting matter is the relationship between winding numbers and loops homotopic to constant loops. We begin with that relationship, treating the remainder of the discussion of equivalent definitions of “simply connected” as a digression and putting it in small type. Fix \( z_0 \) in \( \mathbb{C} - U \), and consider winding numbers about \( z_0 \).

We shall make use of the following notation. For any \( z \in \mathbb{C} - \{0\} \), let \( \{z\} = z/|z| \), a complex number with \(|\{z\}| = 1 \). The number \( \{z\} \) captures the notion of the argument of \( z \) unambiguously: for any value of \( \arg z \), we have \( \{z\} = e^{i\arg z} \).

Let \( \gamma \) be a loop in \( U \) based at \( p \in U \), and let \( \{\gamma\} \) be the loop based at \( \{p - z_0\} \) in the unit circle of \( \mathbb{C} \) and defined by \( \{\gamma\}(t) = \{\gamma(t) - z_0\} \) for \( t \in [a, b] \). The

\(^{13}\)The choice of \( p \) is irrelevant because loops based at two different points are related by a path from the one point to the other.
winding numbers of $\gamma$ about $z_0$ and of $\{\gamma\}$ about 0 are given by
\[ n(\gamma, z_0) = \frac{1}{2\pi i} \int_{\gamma} \frac{dz}{z-z_0} = \frac{1}{2\pi i} \int_{a}^{b} \frac{\gamma'(t)dt}{(\gamma(t)-z_0)}, \]
and
\[ n(\{\gamma\}, 0) = \frac{1}{2\pi i} \int_{\{\gamma\}} \frac{dz}{z} = \frac{1}{2\pi i} \int_{a}^{b} \frac{[\gamma'(t)]dt}{[\gamma(t)]}. \]
These two winding numbers turn out to be equal, but more is true. As in Section III.11, define $\gamma_{[a,s]}$ for $a \leq s \leq b$ to be the restriction of $\gamma$ from $[a, b]$ to $[a, s]$. Then actually\(^{14}\)
\[ \int_{\gamma_{[a,s]}} \frac{dz}{z-z_0} = i \text{Im} \int_{\gamma_{[a,s]}} \frac{dz}{z} \]
for every $s$ in $[a, b]$. The integral $\int_{\gamma_{[a,s]}} \frac{dz}{z-z_0}$ is trying to be $\log(\gamma(s)) - \log(\gamma(a))$, but log is multivalued. We run into trouble when we consider that integral just when $s = b$, but the trouble goes away when we consider the integral as a continuous function of $s$. As a result we can treat the left side as a well defined continuous function of $s$, and its value is $i(\text{arg}(\gamma(s)) - \text{arg}(\gamma(a)))$. In effect, from the values of $\{\gamma\}(s) = e^{i\text{arg}(\gamma(s))}$ in $S^1$ and a definite choice of $\text{arg}(\gamma(a))$, we have managed to construct a “lift” of the values to $i(\text{arg}(\gamma(s)) - \text{arg}(\gamma(a)))$ in $i\mathbb{R}$. The winding number of $\gamma$ about $z_0$ is 0 if and only if the lifted value $i(\text{arg}(\gamma(s)) - \text{arg}(\gamma(a)))$ at $s = b$ is 0.

In fact, this line of reasoning does not seriously make use of integration and can be reformulated without it. Thus we can work with any loop $\gamma$ in $U$ based at $p$, not necessarily a piecewise smooth closed curve. Starting from such a $\gamma$, we form $\{\gamma\}$ as above, and we fix a value for $i\text{arg}(\gamma(a))$. Using the uniform continuity of $\{\gamma\}$, we can form a partition of $[a, b]$, say $a = t_0 < t_1 < \cdots < t_n = b$, such that $\{\gamma\}$ varies by less than a fraction of the diameter of $S^1$ on each interval $[t_{j-1}, t_j]$ of the partition. Inductively on $j$, we can choose a unique value for $\text{arg}(\gamma(t_j))$ so that $|\text{arg}(\gamma(t_j)) - \text{arg}(\gamma(t_j))| < \frac{1}{2^n}$, and the result is that we can lift $\{\gamma\}$ to a continuous function $i(\text{arg}(\gamma(s)) - \text{arg}(\gamma(a)))$ with values in $i\mathbb{R}$. The value of $\text{arg}(\gamma(b)) - \text{arg}(\gamma(a))$ may be defined to be the winding number of $\gamma$. The loop $\gamma$ will be homotopic to a constant loop only if this winding number is 0.

We digress from the complex analysis to sketch some further details about the equivalence of the definitions of “simply connected” for a region. With $\gamma$ as above, suppose that the winding number is nonzero. Let us see that $\gamma$ is not homotopic to a constant loop in $\mathbb{C} - \{z_0\}$, much less in $\mathbb{C} - U$. Arguing by contradiction, suppose that $\gamma$ is homotopic to a constant loop in $\mathbb{C} - \{z_0\}$. Then $\{\gamma\}$ is homotopic to a constant in $S^1$. Using topological reasoning analogous to the reasoning in the previous paragraph, we lift the whole homotopy for $\{\gamma\}$ to have values in $i\mathbb{R}$. The constant loop lifts to a constant function, and continuity of the homotopy demands that $\text{arg}(\gamma(b)) - \text{arg}(\gamma(a)) = 0$. So the winding number had to be 0, and we have arrived at a contradiction.

\(^{14}\)This equality follows from the identity $\frac{d}{dt}|\gamma(t)-z_0| = \frac{1}{2\pi i}(\gamma(t)-z_0)(\gamma'(t)-z_0)/|\gamma(t)-z_0|$ and an elementary computation that we omit.
The proof that has just been sketched shows that the existence of a nonzero winding number implies the existence of a loop in \( C - U \) that is not homotopic to a constant loop. The converse is more subtle. In fact, what one shows is that if all the winding numbers are 0, then the bounded region is homeomorphic with the open unit disk, and it is an easy matter to verify that every loop in the open unit disk is homotopic to a constant loop. Actually more is true. If all the winding numbers are 0, then there is an analytic function that carries \( U \) one-one onto the unit disk (and necessarily has an analytic inverse). This result is known as the Riemann Mapping Theorem. Its proof is beyond the scope of this appendix, but a proof can be found in the book *Complex Analysis* by Ahlfors.

**B13. Global Theorems in General Regions**

Built into Lemma B.39 is the statement that in any bounded region that is not simply connected, there is an analytic function \( f(z) \) for which the complex line integral of \( f \) over some cycle is not 0. Thus any generalization of the Cauchy Integral Theorem to arbitrary bounded regions must either limit the cycles in some way or limit the analytic functions. In this section we shall obtain a version of the Cauchy Integral Theorem applicable to all analytic functions but only certain cycles.

A piecewise \( C^1 \) cycle \( \gamma \) in a bounded region \( U \) of \( \mathbb{C} \) will be said to be a **boundary cycle** if \( n(\gamma, a) = 0 \) for every \( a \) in \( \mathbb{C} - U \). The book *Complex Analysis* by Ahlfors refers to boundary cycles as “cycles that are homologous to 0.”

**Theorem B.45** (Cauchy Integral Theorem, homology form). If \( f \) is analytic in a bounded region \( U \) in \( \mathbb{C} \), then

\[
\int_{\gamma} f(z) \, dz = 0
\]

for every piecewise \( C^1 \) boundary cycle \( \gamma \) in \( U \).

**Remark.** If \( U \) is simply connected, then every piecewise \( C^1 \) cycle is a piecewise \( C^1 \) boundary cycle by Lemma B.39. Consequently Theorem B.45 reduces to Theorem B.40 in the simply connected case.

**Warning.** Although Lemma B.38 says that any cycle is a combination of piecewise \( C^1 \) closed curves, the constituent piecewise \( C^1 \) closed curves of a boundary cycle need not be boundary cycles.

**Proof.** First we prove the theorem for the special case that the boundary cycle \( \gamma \) is polygonal with each side parallel to the real or imaginary axis. We may assume that \( \gamma \) contains at least one horizontal segment and one vertical segment, and we regard the straight-line segments as fixed for the reminder of the proof of the special case. Then \( \text{image}(\gamma) \) is a meaningful subset of \( U \).
The proof of Theorem B.40 introduced some finite rectangles $R_i$ and some infinite rectangles $R_i'$, as well as points $a_i$ in $R_i$ and $a_i'$ in $R_i'$, and we use those constructs again here. Repeating the justification of (‡) in that proof, we find that $γ$ is of the form

$$γ = \sum_i n(γ, a_i) \partial R_i.$$  

(*)&

Let us now prove that every $R_i$ in ($) for which the coefficient $n(γ, a_i)$ is nonzero lies completely in $U$, i.e., the inside of $R_i$ lies in $U$. To do so, we shall use the hypothesis that the cycle $γ$ is a boundary cycle.

The function $a \mapsto n(γ, a)$ is constant on the inside of $R_i$ since the inside is connected and lies in the complement of $γ$, and $a_i$ is in the inside. Since $n(γ, a_i)$ is being assumed to be nonzero, $n(γ, a)$ is nonzero everywhere on the inside of $R_i$. Because $γ$ is a boundary cycle, each such $a$ is in $U$. Consequently each $R_i$ for which $n(γ, a_i)$ in ($) is nonzero lies completely in $U$. By Goursat’s Lemma, $\oint_{R_i} f(z) dz = 0$. Forming the integer combination of such integrals indicated by ($\ast$), we obtain $\int_γ f(z) dz = 0$. This completes the proof in the special case.

In the general case let $γ$ be a piecewise $C^1$ boundary cycle. Fix a decomposition of $γ$ into a combination of piecewise $C^1$ curves, so that $\text{image}(γ)$ is meaningful. As in the proof of Lemma B.39, there exists a number $m > 0$ such that every point of $\text{image}(γ)$ is at distance $> m$ from $\mathbb{C} - U$. Each of the finitely many component curves of $γ$ has a parametrization $t \mapsto z(t)$. By uniform continuity let $δ > 0$ be chosen so that each such parametrization has $|z(t) - z(t')| < m$ whenever $|t - t'| < δ$. We divide the respective domains of the curves into subintervals each of length $< δ$, and we let $\{γ_i\}$ be the resulting curves. Because of the way that $m$ was defined, each $γ_i$ is contained in an open disk of radius $m$ that lies entirely in $U$. The endpoints of $γ_i$ can be joined by a polygonal curve $σ_i$ lying completely in the disk and having each side parallel to the real or imaginary axis. Since the Cauchy Integral Theorem has been proved for a disk (Theorem B.9), we have $\int_{γ_i} g(z) dz = \int_{σ_i} g(z) dz$ for every analytic function $g(z)$ in $U$. Let $σ$ be the polygonal cycle $\sum_i σ_i$. Summing on $i$, we obtain

$$\int_γ g(z) dz = \int_σ g(z) dz.$$  

(**)

Taking $g(z) = 1/(z - a)$ in (**) for any point $a \in \mathbb{C} - U$ shows that $n(γ, a) = n(σ, a)$. Since $γ$ is a boundary cycle, so is $σ$. Taking $g(z)$ in (**) to be our given analytic function $f(z)$ shows that that

$$\int_γ f(z) dz = \int_σ f(z) dz.$$  

(†)

Since $σ$ is a boundary cycle, $\int_σ f(z) dz = 0$ by the special case already proved. In view of (†), $\int_γ f(z) dz = 0$. □
EXAMPLES.

(1) The difference for an annulus (washer) of a closed curve with winding number 1 about the center and a second closed curve with winding number 1.

The result is a boundary cycle in the annulus. See Figure B.7a.

(2) In a region with two holes, let closed curves $\gamma_1$ and $\gamma_2$ wind about the respective holes once, and let a closed curve $\gamma_3$ wind about both holes once in the opposite direction. Then $\gamma_1 + \gamma_2 + \gamma_3$ is a boundary cycle. See Figure B.7b, which shows $\gamma_1$, $\gamma_2$, and $\gamma_3$ with dashing.

![Figure B.7](image.png)

**Corollary B.46** (Residue Theorem). Let $f(z)$ be a function analytic in a region $U$ except for poles at points $\{z_j\}$. If $\gamma$ is a piecewise $C^1$ boundary cycle in $U$ not passing through any of the poles, then

$$\int_{\gamma} f(z) \, dz = 2\pi i \sum_j \text{Res}_f(z_j)n(\gamma, z_j),$$

only finitely many of the terms on the right side being nonzero.

**REMARKS.** The result is derived from the Cauchy Integral Theorem (Theorem B.44) in the same way that Theorem B.37 was derived from Theorem B.9.

**B14. Laurent Series**

An **annulus** about $z_0 \in \mathbb{C}$ is a set of the form \( \{z \in \mathbb{C} \mid R_1 < |z - z_0| < R_2\} \), where $R_1 \geq 0$ and $R_2 \leq \infty$. In this section, we shall classify the analytic functions in an arbitrary annulus and see that all such functions are uniquely the sum of an analytic function of $z$ for $|z - z_0| < R_2$ and an analytic function of $z$ for $|z - z_0| > R_1$ that vanishes at infinity. Specializing our result to the case that $R_1 = 0$ will reveal the nature of essential singularities.
Theorem B.47. If \( f(z) \) is an analytic function in the annulus
\[
\{ z \in \mathbb{C} \mid R_1 < |z - z_0| < R_2 \},
\]
then there exist unique functions \( g_1(z) \) and \( g_2(z) \) such that \( g_1(z) \) is analytic for \( |z - z_0| < R_2 \), \( g_2(z) \) is analytic for \( |z - z_0| > R_1 \), \( \lim_{z \to \infty} g_2(z) = 0 \), and \( f(z) = g_1(z) + g_2(z) \) for \( R_1 < |z - z_0| < R_2 \). If \( r \) is any number with \( R_1 < r < R_2 \) and if \( C \) denotes the standard circle of radius \( r \) centered at \( z_0 \), then \( g_1 \) and \( g_2 \) are given by
\[
g_1(z) = \frac{1}{2\pi i} \int_C \frac{f(\xi) d\xi}{\xi - z} \quad \text{for } |z - z_0| < r < R_2,
\]
\[
g_2(z) = -\frac{1}{2\pi i} \int_C \frac{f(\xi) d\xi}{\xi - z} \quad \text{for } R_1 < r < |z - z_0|.
\]

Moreover, with the definition
\[
A_n = \frac{1}{2\pi i} \int_C \frac{f(\xi) d\xi}{(\xi - z_0)^{n+1}}
\]
for \(-\infty < n < \infty\), the functions \( g_1 \) and \( g_2 \) are given by
\[
g_1(z) = \sum_{n=0}^{\infty} A_n (z - z_0)^n \quad \text{for } |z - z_0| < R_2
\]
\[
g_2(z) = \sum_{n=1}^{\infty} A_{-n} (z - z_0)^{-n} \quad \text{for } |z - z_0| > R_1.
\]

Remarks. The series for \( g_1 \) is a power series in \( z - z_0 \) and converges absolutely in an open disk as usual; the convergence is uniform on any proper closed subdisk. The series for \( g_2 \) is a power series in \( 1/(z - z_0) \), and its convergence follows the usual rules for convergence of power series. Since \( f = g_1 + g_2 \), we can write
\[
f(z) = \sum_{n=-\infty}^{\infty} A_n (z - z_0)^n,
\]
and the series on the right converges in an annulus without regard to the order of the terms. It is called the Laurent series expansion of \( f \) in the given annulus about \( z_0 \).

Proof of Uniqueness. If we have two decompositions of the function \( f \), then subtracting them yields a decomposition \( 0 = h_1 + h_2 \) with \( h_1 \) analytic for \( |z - z_0| < R_2 \) and with \( h_2 \) analytic for \( |z - z_0| > R_1 \). The function defined as \( h_1 \) for \( |z - z_0| < R_2 \) and as \( -h_2 \) for \( |z - z_0| > R_1 \) is consistently defined, is analytic in all of \( \mathbb{C} \), and tends to 0 as \( z \) tends to infinity. By Liouville’s Theorem (Corollary B.17), this function is identically 0. Thus \( h_1 \) and \( h_2 \) are 0. \( \square \)
PROOF OF EXISTENCE. Let \( z \) be in the annulus defined by \( R_1 < |z - z_0| < R_2 \). If \( r_1 \) and \( r_2 \) are numbers with \( R_1 < r_1 < r_2 < R_2 \) and if \( C_1 \) and \( C_2 \) denote the respective standard circles of radius \( r_1 \) and \( r_2 \) centered at \( z_0 \), then it is immediate from the definitions that \( C_2 - C_1 \) is a boundary cycle in the annulus. Therefore Corollary B.46 gives

\[
\int_{C_2 - C_1} \frac{f(\zeta) d\zeta}{\zeta - z} = 2\pi i f(z) n(C_2 - C_1, z)
\]

as long as \(|z - z_0|\) is not \( r_1 \) or \( r_2 \).

If \(|z - z_0| < r_1\), then \( n(C_2 - C_1, z) = 0 \), and it follows from (*) that

\[
\int_{C_2} \frac{f(\zeta) d\zeta}{\zeta - z} = \int_{C_1} \frac{f(\zeta) d\zeta}{\zeta - z}. \]

Consequently \( g_1 \) is analytic and well defined independently of the radius \( r \) of \( C \) as long as the inequality \(|z - z_0| < r < R_2 \) remains valid. Adapting the radius \( r \) suitably to handle a disk about any given \( z \), we see that the formula for \( g_1 \) consistently defines an analytic function for \(|z - z_0| < R_2 \).

Similarly if \(|z - z_0| > r_2\), then \( n(C_2 - C_1, z) = 0 \), and we see that the formula for \( g_2 \) consistently defines an analytic function for \( R_1 < |z - z_0| \).

If \( z \) is in the annulus, choose \( r_1 \) and \( r_2 \) so that \( R_1 < r_1 < |z - z_0| < r_2 < R_2 \), and let \( C_1 \) and \( C_2 \) be the standard circles of radius \( r_1 \) and \( r_2 \) centered at \( z_0 \). This time we have \( n(C_2, z) = 1 \) and \( n(C_1, z) = 0 \). Thus (*) gives

\[
\int_{C_2} \frac{f(\zeta) d\zeta}{\zeta - z} - \int_{C_1} \frac{f(\zeta) d\zeta}{\zeta - z} = 2\pi i f(z).
\]

From our definitions, \( \int_{C_1} \frac{f(\zeta) d\zeta}{\zeta - z} = 2\pi i g_1(z) \) and \( -\int_{C_1} \frac{f(\zeta) d\zeta}{\zeta - z} = 2\pi i g_2(z) \).

Therefore (***) says that \( g_1(z) + g_2(z) = f(z) \).

Since \( |g_2(z)| \leq \frac{1}{2\pi} \sup_{\zeta \in C} |f(\zeta)| \int_C \frac{|d\zeta|}{|\zeta - z|} \), \( \lim_{z \to \infty} g_2(z) = 0 \). This completes the proof of existence of the decomposition of \( f \).

PROOF OF THE EXPANSIONS OF \( g_1 \) AND \( g_2 \) IN TERMS OF \( A_n \). According to Taylor’s Theorem (Theorem B.20) and the complex derivative formula (Theorem B.11), \( g_1(z) \) has the Taylor expansion \( g_1(z) = \sum_{n=0}^{\infty} A_n (z - z_0)^n \), where

\[
A_n = \frac{1}{2\pi i} \int_{|z - z_0|=r} \frac{f(\zeta) d\zeta}{(\zeta - z_0)^{n+1}}
\]

for any \( r < R_2 \).

Let us now consider \( g_2 \). This is an analytic function of \((z - z_0)^{-1} = z'\) for \( R_1 < |z - z_0| < \infty \), i.e., for \( 0 < |z'| < R_1^{-1} \), and it tends to 0 as \( z' \) tends to 0. Thus it has a removable singularity at \( z' = 0 \), and we can write \( g_2(z_0 + z') = \sum_{n=1}^{\infty} B_n z'^n \) for \(|z'| < R_1^{-1} \).
Let us obtain an explicit formula for the coefficient $B_n$. For $|z - z_0| > r$, i.e., for $|z'| < r^{-1}$, $g_2(z)$ is given explicitly by $g_2(z) = -\frac{1}{2\pi i} \int_{|\xi - z_0|=r} \frac{f(\xi)}{\xi - z}$. Hence

$$g_2(z_0 + z') = \frac{1}{2\pi i} \int_{|\xi - z_0|=r} \frac{f(\xi)}{\xi - z_0 - z'} \, d\xi.$$  

The formula for the Taylor coefficient $B_n$ is

$$B_n = \frac{1}{2\pi i} \int_{|\zeta| = r^{-1}} \frac{g_2(z_0 + z') \, dz'}{z^{n+1}}$$

for any $r'$ with $r'^{-1} < r^{-1}$, i.e., $r' > r$. In the integral for $B_n$, we make the change of variables $z' = (z - z_0)^{-1}$. Lemma B.31 shows that we are to substitute $dz' = -dz/(z - z_0)^{-2}$ and use the corresponding curve in the $z$ plane, which is the reverse of the standard circle $|z - z_0| = r'$. The minus sign for switching back to the usual orientation for the standard circle $|z - z_0| = r'$ cancels the minus sign in the formula for $dz$, and we see that

$$B_n = \frac{1}{2\pi i} \int_{|\zeta - z_0|=r'} \frac{g_2(z) (z - z_0)^{-2} \, dz}{(z - z_0)^{-n-1}}$$

$$= (\frac{1}{2\pi i})^2 \int_{|\zeta - z_0|=r'} \left[ \int_{|\xi - z_0|=r} \frac{f(\xi) \, d\xi}{\xi - z} \right] \frac{dz}{(z - z_0)^{-n+1}}.$$  

Fubini’s Theorem (Corollary 3.33) allows us to interchange the order of integration and obtain

$$B_n = \frac{1}{2\pi i} \int_{|\xi - z_0|=r} \left[ \frac{1}{2\pi i} \int_{|\zeta - z_0|=r'} \frac{dz}{(z - z_0)^{-n+1}(\xi - \zeta)} \right] f(\xi) \, d\xi.$$  

In the integration within the brackets, $\zeta$ lies inside the circle $|z - z_0| = r'$ because $|\xi - z_0| = r < r' = |z - z_0|$. Thus the Cauchy Integral Formula (Theorem B.10) shows that the expression in brackets equals $1/(\xi - z_0)^{n+1}$, and we obtain

$$B_n = \frac{1}{2\pi i} \int_{|\xi - z_0|=r} \frac{f(\xi) \, d\xi}{(\xi - z_0)^{n+1}} = A_{-n}.$$  

Consequently $g_2(z) = \sum_{n=1}^{\infty} B_n \zeta^n = \sum_{n=1}^{\infty} A_{-n} (z - z_0)^{-n}$, as asserted. 

**Corollary B.48.** If $f$ is analytic in a region $U$ except possibly for an isolated singularity at the point $z_0$ of $U$, then there exist functions $g$ and $h$ such that $g$ is analytic in $U$, $h$ is analytic in all of $\mathbb{C}$, $h(0) = 0$, and $f(z) = g(z) + h((z - z_0)^{-1})$ on $U - \{z_0\}$. 


PROOF. Choose $R_2 > 0$ so that the disk of radius $R_2$ and center $z_0$ lies in $U$. Application of Theorem B.47 to $f(z)$ with $R_1 = 0$ produces functions $g_1$ and $g_2$ with $g_1$ analytic for $|z - z_0| < R_2$, $g_2$ analytic for $|z - z_0| > 0$, $\lim_{z \to \infty} g_2(z) = 0$, and $f = g_1 + g_2$ for $0 < |z - z_0| < R_2$. Define $h(z') = g_2(z_0 + z'^{-1})$, so that $g_2(z) = h((z - z_0)^{-1})$. Since $h(z')$ is analytic for $z' \neq 0$ and has $\lim_{z' \to 0} h(z') = 0$, $h$ extends to be analytic in all of $C$ with $h(0) = 0$. The equation $f(z) = g_1(z) + h((z - z_0)^{-1})$ is valid for $0 < |z - z_0| < R_2$, and the terms $f(z)$ and $h((z - z_0)^{-1})$ are meaningful for all $z$ in $U \setminus \{z_0\}$. Thus we can consistently define $g(z)$ to be $g_1(z)$ for $|z - z_0| < R_2$ and to be $f(z) - h((z - z_0)^{-1})$ for $z \in U \setminus \{z_0\}$, and $g$ and $h$ have the required properties. \qed

In Corollary B.48 if $f$ has a pole at $z_0$, then $h$ is a polynomial and the function $h((z - z_0)^{-1})$ is the singular part of $f$ about $z_0$, as defined in Section B6. Corollary B.48 extends the analysis to include essential singularities, and the term $h((z - z_0)^{-1})$ may be regarded as the singular part of a general isolated singularity about $z_0$. The singular part is thus built by forming $h((z - z_0)^{-1})$ from a function $h(z)$ analytic in all of $\mathbb{C}$.

Corollary B.48 allows us to extend any of the various forms of the Residue Theorem to include arbitrary isolated singularities, not just poles. For example, the version in Corollary B.46 becomes the following.

**Corollary B.49** (Residue Theorem). Let $f(z)$ be a function analytic in a region $U$ except for isolated singularities at points $\{z_j\}$. If $\gamma$ is a piecewise $C^1$ boundary cycle in $U$ not passing through any of the poles, then

$$
\int_{\gamma} f(z) \, dz = 2\pi i \sum_j \text{Res}_f(z_j) n(\gamma, z_j),
$$

only finitely many of the terms on the right side being nonzero.

For the proof we go over the arguments for Theorem B.37 and Corollary B.46 and make suitable small adjustments. Because of Corollary B.48 the singular part about a singularity $z_0$ is now given by a series in powers of $(z - z_0)^{-1}$. We isolate the term $A_{-1}(z - z_0)^{-1}$ containing the power $(z - z_0)^{-1}$, and sum of the remaining terms is the complex derivative of an analytic function. The term $A_{-1}(z - z_0)^{-1}$ makes the contribution $2\pi i A_{-1} n(\gamma, z_0)$ to the formula for $\int_{\gamma} f(z) \, dz$.

What breaks down is the formula of Section B11 for the residue in terms of values of complex derivatives. Our analysis leads us to no such formula. Thus Corollary B.49 is really only of theoretical interest and does not play the important role that the Residue Theorem plays, for example, in the evaluation of definite integrals. Another casualty of the failure of the usual formula for residues is that the Argument Principle breaks down. Here is an example.
EXAMPLE. Let \( f(z) = e^{1/z} \) and \( g(z) = \sin(1/z) \) in \( \mathbb{C} - \{0\} \), and let \( C \) be the standard circle of radius 1 about the origin. The functions \( f \) and \( g \) have essential singularities at \( z = 0 \) and only there. The function \( f \) has neither any poles nor any zeros, whereas the function \( g \) has no poles but has a sequence of zeros tending to 0.

Let us compute the quantities that occur in the Argument Principle when the only singularities are poles. Since \( f'(z) = -z^2 e^{1/z} \), we have

\[
\int_C \frac{f'(z)}{f(z)} \, dz = \int_C -z^{-2} \, dz = 0.
\]

For \( g(z) \), we have \( g'(z) = -z^{-2} \cos(1/z) \) and \( g'(z)/g(z) = -z^{-2} \cot(1/z) \). We compute the initial terms of the Laurent series expansion of \( -z^{-2} \cot(1/z) \) by the method of Section B8. We have

\[
g'(z) = \frac{-z^2 \sin(1/z)}{z^2 \sin(1/z)} = -\frac{1 - \frac{1}{2}z^{-2} + [z^{-4}]}{z^2 (z^{-1} - \frac{1}{6}z^{-3} + [z^{-5}])}
= z^{-1} \times \frac{1 - \frac{1}{2}z^{-2} + [z^{-4}]}{1 - (\frac{1}{6}z^{-2} + [z^{-4}])}
= z^{-1} (1 - \frac{1}{2}z^{-2} + [z^{-4}]) (1 + \frac{1}{6}z^{-2} + [z^{-4}])
= z^{-1} (1 - \frac{1}{2}z^{-2} + [z^{-4}]) = z^{-1} + \left( \text{complex derivative of an analytic function} \right).
\]

Thus

\[
\int_C \frac{g'(z)}{g(z)} \, dz = \int_C z^{-1} \, dz = 2\pi i.
\]

Neither the integral for \( f \) nor the integral for \( g \) is something one might predict on the basis of the number and nature of the zeros and singularities.

B15. Holomorphic Functions of Several Variables

Holomorphic functions of several variables play a role in the Chapters VII and VIII of Advanced Real Analysis, and they will be introduced here. Such functions play no role in Chapter I through XII of Basic Real Analysis.

Our concern will be with equivalent definitions of the notion of a “holomorphic function” on an open subset of \( \mathbb{C}^n \). The notation \( \mathbb{C}^n \) refers to the complex vector space of \( n \)-dimensional column vectors with entries in \( \mathbb{C} \). For economy of presentation, such vectors are often written as \( n \)-tuples of complex numbers with
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entries separated by commas, thus as tuples \( c = \{c_j\}_{j=1}^n = (c_1, \ldots, c_n) \). The norm of the member \( c \) of \( \mathbb{C}^n \) is defined as

\[
|c| = |(c_1, \ldots, c_n)| = \left( \sum_{j=1}^n |c_j|^2 \right)^{1/2}.
\]

The space \( \mathbb{C}^n \) becomes a metric space if the distance between two members \( c = \{c_j\}_{j=1}^n \) and \( d = \{d_j\}_{j=1}^n \) is defined to be \( \left( \sum_{j=1}^n |c_j - d_j|^2 \right)^{1/2} \).

We can identify \( \mathbb{C}^n \) with \( \mathbb{R}^{2n} \) by

\[
(a_1 + ib_1, \ldots, a_n + ib_n) \mapsto (a_1, b_1, \ldots, a_n, b_n).
\]

This identification respects addition, multiplication by real scalars, and the metric.

If \( a = \{a_j\}_{j=1}^n \) is in \( \mathbb{C}^n \) and if \( r = (r_1, \ldots, r_n) \) is an \( n \)-tuple of positive numbers, then the open polydisk of polyradius \( r \) about the center \( a \) is the subset of \( \mathbb{C}^n \) of the form

\[
\Delta(a, r) = \{ z \in \mathbb{C}^n \mid |z_j - a_j| < r_j \text{ for } 1 \leq j \leq n \}.
\]

That is, \( \Delta(a, r) \) is the set-theoretic product over \( j \) from 1 to \( n \) of the open disk about \( a_j \) of radius \( r_j \). The closed polydisk of polyradius \( r \) about the center \( a \) is the subset of \( \mathbb{C}^n \) of the form

\[
\overline{\Delta}(a, r) = \{ z \in \mathbb{C}^n \mid |z_j - a_j| \leq r_j \text{ for } 1 \leq j \leq n \}.
\]

The set \( \overline{\Delta}(a, r) \) is the closure of \( \Delta(a, r) \).

A function \( f : U \to \mathbb{C} \) on an open subset \( U \) of \( \mathbb{C}^n \) is said to be holomorphic on \( U \) if it is continuous\(^\text{15}\) and has the property that each restriction \( z_j \mapsto f(c_1, \ldots, c_{j-1}, z_j, c_{j+1}, \ldots, c_n) \) to a function of one complex variable is an analytic function on each connected component of its domain. Briefly a function is said to be holomorphic if it is analytic in each variable. Such a function of course satisfies the Cauchy–Riemann equations in each complex variable.

Our interest is in characterizing holomorphic functions in terms of power series expansions, and for this purpose it is handy to use “multi-indices.” Define \( D_j = \frac{\partial}{\partial z_j} \) for \( 1 \leq j \leq n \). If \( \alpha = (\alpha_1, \ldots, \alpha_n) \) is an \( n \)-tuple of nonnegative integers, we write \(|\alpha| = \sum_{j=1}^n \alpha_j\), \( \alpha! = \alpha_1! \cdots \alpha_n! \), \( D^\alpha = D_1^{\alpha_1} \cdots D_n^{\alpha_n} \), and \( z^\alpha = z_1^{\alpha_1} \cdots z_n^{\alpha_n} \). We call \( \alpha \) a multi-index, and we call \(|\alpha|\) the total order of \( \alpha \).

\(^{15}\) The assumption of continuity can be dropped, as is shown in Hartogs’s Theorem, given as Theorem 6 in Section B of Gunning’s book.
Theorem B.50 (Osgood’s Lemma). Let \( f : U \to \mathbb{C} \) be a holomorphic function on an open subset \( U \) of \( \mathbb{C}^n \), and let \( \Delta(a, r) \) be an open polydisk contained in \( U \). Then \( f \) has an absolutely convergent power series expansion

\[
f(z) = \sum_{m=0}^{\infty} \sum_{|\alpha|=m} c_{\alpha} (z - a)^\alpha
\]

valid on \( \Delta(a, r) \). The convergence is uniform on any compact subset of \( \Delta(a, r) \), \( f \) is a \( C^\infty \) function (of 2\( n \) real variables) on \( U \), and the coefficient \( c_{\alpha} \) is necessarily given by

\[
c_{\alpha} = \frac{(D^\alpha f)(a)}{\alpha!}.
\]

Conversely a function \( f : U \to \mathbb{C} \) is automatically holomorphic on \( U \) if to each \( p \) in \( U \) corresponds some open polydisk \( \Delta(a, r) \subseteq U \) such that \( p \) is in \( \Delta(a, r) \) and \( f \) has an absolutely convergent power series expansion \( f(z) = \sum_{m=0}^{\infty} \sum_{|\alpha|=m} c_{\alpha} (z - a)^\alpha \) valid on \( \Delta(a, r) \).

**Proof.** Throughout the proof let us write \( r_0 = (r_0^1, \ldots, r_0^n) \) for an \( n \)-tuple of positive numbers with \( r_0^j < r_j \) for all \( j \). If \( f \) is holomorphic on \( \Delta(a, r) \), then we can apply the Cauchy Integral Formula (Theorem B.10) in each variable to write

\[
f(z) = (2\pi i)^{-n} \int_{|\xi_1 - a_1| = r_1'} \left[ \int_{|\xi_2 - a_2| = r_2'} \left[ \cdots \int_{|\xi_n - a_n| = r_n'} \right. \right. \frac{(\xi_1 - z_1)^{-1} \cdot (\xi_2 - z_2)^{-1} \cdots}{\cdot \cdots (\xi_n - z_n)^{-1}} f(\xi_1, \ldots, \xi_n) \, d\xi_1 \cdot \cdots \cdot d\xi_n \right] \, d\xi_1.
\]

Since \( f \) is continuous, Fubini’s Theorem (Corollary 3.33) allows us to write the iterated integral as a multiple integral. Therefore

\[
f(z) = (2\pi i)^{-n} \int_{|\xi_j - a_j| = r_j'} \left[ \int_{|\xi_1 - a_1| = r_1'} \left[ \cdots \int_{|\xi_n - a_n| = r_n'} \right. \right. \frac{f(\xi_1, \ldots, \xi_n) \, d\xi_1 \cdots d\xi_n}{(\xi_1 - z_1) \cdots (\xi_n - z_n)} \right] \, d\xi_1.
\]

For any fixed \( z \) in \( \Delta(a, r') \), the geometric series expansion

\[
\frac{1}{(\xi_1 - z_1) \cdots (\xi_n - z_n)} = \sum_{j_1, \ldots, j_n=0}^{\infty} \frac{(z_1 - a_1)^{j_1} \cdots (z_n - a_n)^{j_n}}{(\xi_1 - a_1)^{j_1+1} \cdots (\xi_n - a_n)^{j_n+1}}
\]

is uniformly convergent on the set of integration, and thus we can interchange the integral and the sum to obtain

\[
f(z) = \sum_{m=0}^{\infty} \sum_{|\alpha|=m} c_{\alpha} (z - a)^\alpha
\]
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with

$$\alpha = (2\pi i)^{-n} \sum_{j_1, \ldots, j_n=0}^{\infty} \int_{|\xi_j-a_j|=r_j} f(\xi_1, \ldots, \xi_n) d\xi_1 \cdots d\xi_n \quad \text{for all } j \quad (\xi_j - a_j)^{j+1} \cdots (\xi_n - a_n)^{n+1}.$$

Taking into account Corollary 3.33 and Cauchy’s formula for the complex derivative of an analytic function (Theorem B.11), we see that $$c_\alpha = (D^\alpha f)(a)/\alpha!$$, as asserted.

The fact that $$f$$ is $$C^\infty$$ on $$U$$ follows from Theorem 1.23. Indeed, application of one of the $$2n$$ operators $$\frac{\partial}{\partial x_j}$$ or $$\frac{\partial}{\partial y_j}$$ term by term to the power series expansion yields a series of the same kind but with coefficients multiplied by $$a_j$$ and perhaps also a power of $$i$$. The differentiated series converges in the same polydisk, and Theorem 1.23 says that the complex derivative and sum can be interchanged. The uniform convergence assures the continuity of the sum of the differentiated series. Iterating this argument shows that any complex derivative of any order of the series exists and is continuous. By Corollary 3.8, $$f$$ is $$C^\infty$$ as a function of $$2n$$ real variables. Corollary B.2’ shows that $$D^\alpha f$$ can be computed as a composition of the corresponding operators $$\frac{\partial}{\partial x_j}$$, and the formula for $$c_\alpha$$ follows by evaluating a differentiated series at $$z = a$$.

Most of the converse has already been proved. Arguments in the previous paragraph show that any convergent sum $$f(z) = \sum_{m=0}^{\infty} \sum_{|\alpha|=m} c_\alpha (z-a)^\alpha$$ is a $$C^\infty$$ function and that its partial derivatives can be computed term by term. Making the computation and applying the Cauchy–Riemann equations in the form of Corollary B.2, we see that $$f(z)$$ is analytic in each complex variable. Since $$f$$ is continuous and is analytic in each variable, $$f$$ is holomorphic.

B16. Problems

1. (a) Can a function $$f(z)$$ that is defined and continuous for $$|z| < 1$$ have a complex derivative at $$z = 0$$ and only there?
   (b) Can a function $$f(z)$$ that is defined and continuous for $$|z| < 1$$ have a complex derivative at each point the real axis and only there?
2. Compute $$\int_\gamma x \, dz$$, where $$\gamma$$ is the line segment from 0 to 1 + i starting at 0.
3. Suppose $$R$$ is a filled rectangle in $$\mathbb{C}$$ with sides parallel to the axes, and let $$\partial R$$ be its boundary traversed counterclockwise. Suppose that a function is defined to be analytic on a region if it has a continuous complex derivative. Without using the Cauchy Integral Theorem but arguing as in the special case of Green’s Theorem in Example 1 of Section III.13, prove directly that if $$f$$ is an analytic function defined on a region containing $$R$$, then $$\int_{\partial R} f(z) \, dz = 0.$$
4. This problem compares definitions of differentiability and complex differentiability for functions of \( n \) complex variables. Part (a) uses only material from Section B1, while part (b) uses material from Section B15. Let \( f \) be a complex-valued function defined on an open subset \( U \) of \( \mathbb{C}^n \), and let \( z = (z_1, \ldots, z_n) \) be in \( E \). We say that \( f \) is **complex differentiable** at \( z \) if there exists a complex linear mapping \( L : \mathbb{C}^n \to \mathbb{C} \) such that

\[
\lim_{\xi \to 0} \frac{|f(z + \xi) - f(z) - L(\xi)|}{|\xi|} = 0.
\]

In this case we write \( f_0(z) \) for it and call \( f_0(z) \) the **complex derivative** of \( f \) at \( z \). Its matrix is called the **complex Jacobian matrix** of \( f \) at \( z \). The function \( f \) can be regarded as a function \( f_{\mathbb{R}} \) of 2\( n \) real variables, specifically \((x_1, x_2, \ldots, x_n, y_1, y_2, \ldots, y_n)\), where \( x_j \) and \( y_j \) are the real and imaginary parts of \( z_j \), with values in \( \mathbb{R}^2 = \{(u, v)\} \). Section III.2 gives a definition of (real) differentiability of \( f_{\mathbb{R}} \) and of a real Jacobian matrix of size 2-by-2\( n \).

(a) Prove that \( f \) is complex differentiable at \( z \) if and only if \( f_{\mathbb{R}} \) is differentiable at \((x_1, \ldots, y_n)\) and the real 2-by-2\( n \) Jacobian matrix \( J \) satisfies

\[
\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} J = J \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}
\]

in block form. Here the entries in the matrix that multiplies \( J \) on the left side of the equation are numbers, while the entries in the matrix that multiplies \( J \) on the right side of the equation are \( n \)-by-\( n \) real matrices.

(b) Use the definitions and results of Section B15 to prove that \( f \) is complex differentiable at every point of an open set of \( \mathbb{C}^n \) if and only if \( f_{\mathbb{R}} \) is holomorphic on the open set, if and only if \( f_{\mathbb{R}} \) is \( C^\infty \) on the open set and its (real) Jacobian matrix satisfies the condition in (a) at every point of the open set.

Problems 5–8 introduce the **Riemann sphere** and “stereographic projection.” The unit sphere \( S \) in \( \mathbb{R}^3 \) is given as \( \{(x_1, x_2, x_3) \mid x_1^2 + x_2^2 + x_3^2 = 1\} \). To each point \((x_1, x_2, x_3)\) of \( S - \{(0, 0, 1)\} \), we associate the complex number \( z = \varphi(x_1, x_2, x_3) = (x_1 + i x_2)/(1 - x_3) \).

5. Show that the above function \( z = \varphi(x_1, x_2, x_3) \) satisfies \( |z|^2 = \frac{1 + x_3}{1 - x_3} \) and carries \( S - \{(0, 0, 1)\} \) one-one onto \( \mathbb{C} \) with inverse function \( \varphi^{-1} \) given by \((x_1, x_2, x_3) = \varphi^{-1}(z) \) with

\[
x_1 = \frac{z + \bar{z}}{1 + |z|^2}, \quad x_2 = \frac{z - \bar{z}}{i(1 + |z|^2)}, \quad x_3 = \frac{|z|^2 - 1}{|z|^2 + 1}.
\]
6. The inverse function $\varphi^{-1}$ in the previous problem is called the **stereographic projection** of $\mathbb{C}$ to $S - \{(0, 0, 1)\}$. Explain this terminology by showing that if $z$ is written as $x + iy$, then the points $(0, 0, 1), (x_1, x_2, x_3)$, and $(x, y, 0)$ lie on a straight line in $\mathbb{R}^3$.

7. Show that stereographic projection $\varphi^{-1}$ in Problem 5 is a homeomorphism of $\mathbb{C}$ onto $S - \{(0, 0, 1)\}$.

8. Explain why stereographic projection carries straight lines and circles in $\mathbb{C}$ to circles on $S$, i.e., subsets of $S$ that are the intersection of $S - \{(0, 0, 1)\}$ with a plane in $\mathbb{R}^3$. Why is every such subset obtained in this way?

Problems 9–35 make use of the Cauchy Integral Theorem in a disk, as well as its immediate consequences and its implications for Taylor series and the Argument Principle. In complex line integrals taken over circles, it is understood that the circle is a standard one, traced out counterclockwise.

9. Evaluate $\int_{|z|=1} \frac{e^z}{z} \, dz$.

10. (a) Let $f$ be an entire function such that $f(z + 1) = f(z)$ for all $z \in \mathbb{C}$. Prove or disprove that $f$ is constant.
   
   (b) Let $f$ be an entire function such that $f(x + 1) = f(x)$ for all $x \in \mathbb{R}$ and $f(i(y + i)) = f(iy)$ for all $y \in \mathbb{R}$. Prove or disprove that $f$ is constant.

11. Let $f$ be an entire function. Decide whether each of the following statements is true or false. For those that are true, explain why. For those that are false, give a a counterexample.
   
   (a) If there exists a sequence $\{z_n\}$ in $\mathbb{C}$ with $\lim_{n} f(z_n) = 0$, then $f$ is identically zero.
   
   (b) If $\lim_{r \to \infty} f(re^{i\theta}) = 0$ for some $\theta$ in $[0, 2\pi)$, then $f$ is identically zero.
   
   (c) If $\lim_{r \to \infty} f(re^{i\theta}) = 0$ for $\theta = 0, \frac{\pi}{2}, \pi, \text{ and } \frac{3\pi}{2}$, then $f$ is identically zero.
   
   (d) If $\lim_{|z| \to \infty} f(z) = 0$, then $f$ is identically zero.

12. Evaluate $\int_{\gamma} e^{\frac{1}{z(z+2)^2}} \, dz$ if $\gamma$ is given by $\theta \mapsto 2e^{i\theta}$ for $0 \leq \theta \leq 2\pi$.

13. Does there exist an entire function $f(z)$ with the property that $f(1/n) = \frac{1}{n(n-1)}$ for every positive integer $n$? Explain.

14. Does there exist an even entire function $f(z)$ with $f'''(0) = 27$? Explain.

15. Evaluate $\int_{|z|=1} \frac{dz}{(z-a)^m(z-b)^n}$ for all integers $m \geq 1$ and $n \geq 1$ under the assumption that $|a| < 1 < |b|$,.

16. Show
   
   (a) from the Cauchy–Riemann equations and
   
   (b) by means of Taylor series
   that if $f(z)$ is analytic on the open set $U$, then $g(z) = \overline{f(z)}$ is analytic on the open set $V$ of complex conjugates of $U$. 


17. Show that if an entire function $f$ assumes real values on the real and imaginary axes, then $f(-z) = f(z)$ for all $z$ in $\mathbb{C}$.

18. Prove that if the entire function $f(z)$ is real on the real axis and purely imaginary on the imaginary axis, then $f$ is an odd function: $f(-z) = -f(z)$ for all $z$.

19. By considering $F'(z)/F(z)$, prove that any nowhere vanishing entire function is of the form $F(z) = e^{f(z)}$ with $f(z)$ entire.

20. Let $f(z)$ be analytic for $|z| < 2$, and suppose that $|zf'(z)| \leq 1$ for $|z| < 2$. Prove that $|f(0) - f(1)| \leq \frac{1}{2}$.

21. Suppose that $f(z)$ is an analytic function for $0 < |z| < 1$ such that $|zf(z)| > 1$ everywhere. Suppose also that $f(\frac{1}{2}) = 2$. Prove that $f(z) = 1/z$.

22. Let $f$ be an entire function. Assume that there exist constants $R > 0$ and $\alpha > 0$ such that $|f(z)| \leq A|z|^\alpha$ for all $|z| > R$. Prove that $f$ is a polynomial. Find the maximum degree of such a polynomial.

23. If $f(z)$ is analytic in a region containing 0, show that for some $M > 0$, $|f^{(n)}(0)| \leq M^n n!$ for all $n > 0$.

24. What kind of isolated singularity do the following functions exhibit at the indicated points, and why?
   (a) $\sin \frac{1}{1-z}$ at $z = 1$,
   (b) $\frac{1}{1-z^2}$ at $z = 2\pi i$,
   (c) $\frac{1}{\sin z - \cos z}$ at $z = \pi/4$.

25. Prove that an entire function $f$ has an inverse function only if $f(z) = az + b$ with $a \neq 0$.

26. Let $P(z)$ and $Q(z)$ be polynomials with $Q(z)$ not identically 0, and let $r_1, \ldots, r_k$ be the distinct roots of $Q(z)$. Prove that there exist unique polynomials $g$ and $P_1, \ldots, P_k$ such that
   \[ \frac{P(z)}{Q(z)} = \sum_{j=1}^k P_j \left( \frac{1}{z-r_j} \right) + g(z). \]
   (This decomposition is called the partial fractions decomposition of $\frac{P(z)}{Q(z)}$.)

27. Expand $\frac{1}{z(z+1)^2(z+2)^3}$ in partial fractions.
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28. If \( Q(z) \) is a polynomial with distinct roots \( r_1, \ldots, r_n \) and if \( P(z) \) is a polynomial of degree < \( n \), prove that

\[
\frac{P(z)}{Q(z)} = \sum_{k=1}^{n} \frac{P(r_k)}{Q'(r_k)(z - r_k)}.
\]

29. Use the result of the previous problem to write down explicitly a polynomial of degree < \( n \) that takes the values \( c_1, \ldots, c_n \) at \( n \) distinct points \( r_1, \ldots, r_n \). (This polynomial is unique and is called the Lagrange interpolation polynomial.)

30. Let \( f \) be an analytic function with domain the unit disk such that \( f(0) = f'(0) = 0 \). Prove that \( f \) is not one-one.

31. For which values of the complex parameter \( \lambda \) is the analytic function \( f_\lambda(z) = z + \lambda z^2 \) one-one on the region where \( |z| < 1 \)?

32. Let \( U \) be a region in \( \mathbb{C} \), and let \( \mathcal{F} \) be the set of all analytic functions \( p : U \to \mathbb{C} \) of the form

\[
\mathcal{F} = \{ p(z) = az + b \mid a \in \mathbb{R} \text{ and } b \in \mathbb{C} \}.
\]

Suppose that \( f : U \to \mathbb{C} \) is an analytic function such that for each \( z \in U \), there exists \( p \in \mathcal{F} \) with \( f'(z) = p'(z) \). (Here \( p \) is allowed to depend on \( f \).) Prove that \( f \) is in \( \mathcal{F} \).

33. Let \( f \) be a continuous function from the closed unit disk \( E = \{ |z| \leq 1 \} \) into \( \mathbb{C} \), and suppose that \( f(z) \) is analytic for \( |z| < 1 \) and has \( f(z) \) purely imaginary for \( |z| = 1 \). Prove that \( f \) is constant.

34. Following the model for how the arcsine function was defined in Section B7, show how the arctangent function can be defined in terms of a suitable branch of the logarithm.

35. Let \( f(z) = 1 + \sum_{n=1}^{\infty} a_n z^n \) be the power series expansion of a function analytic in the disk \( \{ |z| < r_0 \} \), and let \( g(z) = 1 + \sum_{n=1}^{\infty} b_n z^n \) be its reciprocal: \( g(z) = 1/f(z) \).

(a) Find a recursion formula for the coefficients \( b_n \).
(b) Find in terms of the coefficients \( a_n \), a lower bound for the radius of convergence of \( \sum_{n=1}^{\infty} b_n z^n \).

Problems 36–39 concern Schwarz’s Lemma in complex analysis, which is the inequality proved in Problem 36. Schwarz’s Lemma in complex analysis is not to be confused with the Schwarz inequality in real analysis (Lemma 2.2).
36. By considering the function \( f(z)/z \), prove that if \( f(z) \) is analytic for \( |z| < 1 \) and satisfies the conditions \(|f(z)| \leq 1\) and \( f(0) = 0 \), then \(|f(z)| \leq |z|\) and \(|f'(0)| \leq 1\). Prove in addition that equality holds in the two inequalities only if \( f(z) = cz \) with \( c \) a constant of absolute value 1.

37. Let \( f \) be analytic on an open set containing the closed unit disk and satisfying \( f(0) = 0 \) and \(|f(z)| \leq |e^{i\theta}| \) for \(|z| = 1\). How large can \(|f(\log 2)|\) be?

38. Suppose that \( f(z) \) is a one-one analytic function on the open unit disk \( D = \{z \mid |z| < 1\} \) such that \( f(0) = 0 \) and \( f'(0) = 1\). Let \( \alpha = \inf_{w \notin D} |w| \). Use Schwarz’s Lemma to prove that \(|\alpha| \leq 1\).

39. Suppose that \( f(z) \) is a function analytic in a region containing the closed unit disk and that \( f(z) \) satisfies \( f(0) = f'(0) = 0 \) and \(|f(e^{i\theta})| \leq M\) for \( 0 \leq \theta \leq 2\pi\). Prove that \(|f(z)| \leq M|z|^2 \) for \(|z| \leq 1\).

Problems 40–49 concern Rouché’s Theorem. Let \( f(z) \) and \( g(z) \) be analytic functions in an open disk, and suppose that \( \gamma \) is a piecewise \( C^1 \) closed curve in the disk such that \( f(z) \) and \( g(z) \) are nowhere 0 on \( \gamma \). Suppose further that \(|f(z) - g(z)| < |f(z)|\) on the image of \( \gamma \). **Rouché’s Theorem** is the assertion that \( \gamma \) encloses the same number of zeros for \( f \) as it does for \( g \) in the following sense: if the zeros of \( g(z) \) are \( a_j \) with order \( n_j \) and the zeros of \( f(z) \) are \( b_l \) with order \( k_l \), then \( \sum_j n_j(\gamma, a_j) = \sum_l k_l n(\gamma, b_l) \).

40. Prove Rouché’s Theorem by carrying out the following steps:

   (a) Let \( F(z) = g(z)/f(z) \). Observe that \(|F(z) - 1| < 1\) on the image of \( \gamma \), and deduce that the values of \( F(z) \) on the image of \( \gamma \) are contained in the disk of radius 1 centered at \( w = 1\).

   (b) Put \( \Gamma = F \circ \gamma \). Deduce from (a) that \( n(\Gamma, 0) = 0\).

   (c) Using the Argument Principle, deduce Rouché’s Theorem from (b).

41. Let \( g(z) = 10z^8 - z^6 + 3z^3 + 5\). Compute \( \int_{|z|=1} \frac{g(z)}{F(z)} \, dz \), the integration being taken counterclockwise over the standard circle of radius 1 and center 0.

42. Using Rouché’s Theorem, decide how many zeros the function \( g(z) = z^6 + 4z^5 + z + 1 \) has with \(|z| < 1\).

43. Using Rouché’s Theorem, decide how many zeros \( g(z) = 2z^5 - 6z^2 + z + 1 \) has in the annulus \( 1 < |z| < 2\).

44. Prove the Fundamental Theorem of Algebra by means of Rouché’s Theorem.

Problems 45–50 concern the Residue Theorem and its applications. In complex line integrals taken over circles, it is understood that the circle is a standard one, traced out counterclockwise.

45. Evaluate the complex line integral \( \int_{|z|=2} \frac{dz}{z^2+1} \).

46. Evaluate the complex line integral \( \int_{|z|=1} \frac{dz}{z^2+3z-2} \).

47. Evaluate \( \int_{-\infty}^{\infty} \frac{dx}{x^4+3x^2+2} \) by the method of residues.
48. Evaluate \( \int_{-\infty}^{\infty} \frac{x^2 - x + 2}{x^3 + 10x + 9} \, dx \).
49. Evaluate \( \int_{-\infty}^{\infty} \frac{(1 + x) \sin x}{x^2 - 2x + 2} \, dx \).
50. Evaluate \( \int_{0}^{\pi} \frac{a}{\cos x} \, dx \) for \( a > b > 0 \).

Problems 51–54 concern Laurent series.

51. Let \( f(z) = \frac{1}{z(z-1)} \). Expand \( f \) in a Laurent series
   (a) for \( 0 < |z| < 1 \).
   (b) \( 1 < |z| < \infty \).
52. Let \( f(z) \) be the function \( f(z) = \frac{1}{1 - z^2} + \frac{1}{3 - z} \).
   (a) How many Laurent expansions of the form \( \sum_{n=-\infty}^{\infty} c_n z^n \) does \( f(z) \) have?
      For each such expansion find the maximal region \( A \) so that the expansion
      \( f(z) = \sum_{n=-\infty}^{\infty} c_n z^n \) is valid in \( A \).
   (b) For one such expansion explicitly find the coefficients \( c_n \).
53. Show that the Laurent series for \( (e^z - 1)^{-1} \) about \( z = 0 \) is of the form

\[
\frac{1}{z} - \frac{1}{2} + \sum_{k=1}^{\infty} (-1)^{k-1} \frac{B_k}{(2k)!} \, z^{2k-1}.
\]

(The numbers \( B_k \) are known as Bernoulli numbers. One of their remarkable
properties is that \( \sum_{n=1}^{\infty} n^{-2k} = \frac{2^{2k-1}}{(2k)!} B_k \pi^{2k} \).
Consequently all the \( B_k \) are positive.)
54. Express the Laurent series of \( \cot z \) about \( z = 0 \) in terms of the Bernoulli numbers
   of the previous problem.

Problems 55–60 deal with the interplay between uniform convergence and analytic
functions. If \( U \) is a region in \( \mathbb{C} \), a sequence of functions \( \{ f_n(z) \} \) is said to converge uniformly on compact sets in \( U \) to the function \( f(z) \) if for each compact subset \( K \) of \( U \) and each \( \epsilon > 0 \), there is an \( N \) such that \( n \geq N \) implies \( |f_n(z) - f(z)| < \epsilon \) for all \( z \in K \). A set \( E \) of analytic functions on a region \( U \) is called a normal family if it is uniformly bounded on each compact subset of \( U \).
55. If \( \{ f_n(z) \} \) is a sequence of analytic functions in a region \( U \) convergent uniformly on compact sets to a function \( f(z) \), prove that \( f(z) \) is analytic on \( U \).
56. Let \( \{ f_n(z) \} \) be a sequence of analytic functions in a region \( U \). Prove that if \( \lim_{n \to \infty} f_n(z) = 0 \) uniformly on every compact subset of \( U \), then \( \lim_{n \to \infty} f'_n(z) = 0 \) uniformly on every compact subset of \( U \).
57. If \( \{ f_n(z) \} \) is a sequence of nowhere-zero analytic functions in a region \( U \) convergent uniformly on compact sets to an analytic function \( f(z) \), prove that either \( f(z) \) is nowhere 0 or \( f(z) \) is identically 0. (This result is known as Hurwitz’s Theorem.)
58. Prove that if $E$ be a normal family of analytic functions on a region $U$, then the complex derivatives of the members of $E$ are uniformly bounded on each compact subset of $E$.

59. Prove that if $E$ is a normal family of analytic functions on a region $U$, then on each compact subset $K$ of $U$, $E$ is uniformly equicontinuous in the sense of Section II.10. Follow these steps to do so:

(a) Fix a number $r > 0$ less than the minimum distance from a point of $K$ to $U^c$, and let $K'$ be the set of points at distance $\leq r$ from $K$. Why does it follow that $K'$ is compact and that the closed disk of radius $r$ about any point $z_0 \in K$ lies in $K'$ and hence in $U$?

(b) Let $M$ be the maximum value of $|f(z)|$ on $K'$. Use the Cauchy Integral Formula for a disk of radius $r$ about a point $z_0$ of $K$ to show that any two points $z$ and $z'$ with distance $\leq r/2$ from the center of the disk have $|f(z) - f(z')| \leq 4M|z - z'|/r$.

(c) Let $\epsilon > 0$ be given, and choose $\delta$ to be the minimum of $r/2$ and $\epsilon r/(4M)$. Show that if $z_1$ and $z_2$ are points in $K$ with $|z_1 - z_2| \leq \delta$, then $|f(z_1) - f(z_2)| \leq \epsilon$.

60. Using Ascoli's Theorem, prove that if $E$ is a normal family of analytic functions on a region $U$, then any sequence $\{f_n(z)\}$ of members of $E$ has a subsequence that is uniformly convergent on each compact subset of $U$. (The limit function is analytic by Problem 55.)

Problems 61–68 concern linear fractional transformations. If $a, b, c, d$ are complex numbers with $ad - bc \neq 0$, then the analytic function $L(z) = \frac{az + b}{cz + d}$ is called a linear fractional transformation. The domain of $L$ is $\mathbb{C}$ if $c = 0$ and is $\mathbb{C} - \{-d/c\}$ if $c \neq 0$. It is often convenient to enlarge $\mathbb{C}$ to a set $\mathbb{C} \cup \{\infty\}$ and to extend the definition of $L$ to a function carrying $S \cup \{\infty\}$ to itself by setting $L(\infty)$ equal to $a/c$ if $c \neq 0$, $L(-d/c) = \infty$ if $c \neq 0$, and $L(\infty) = \infty$ if $c = 0$.

61. Show that the linear fractional transformation $L(z) = \frac{az + b}{cz + d}$, considered as a function defined on $\mathbb{C}$ if $c = 0$ and defined on $\mathbb{C} - \{-d/c\}$ if $c \neq 0$, is one-one,

(a) has image equal to $\mathbb{C}$ if $c = 0$ and equal to $\mathbb{C} - \{a/c\}$ if $c \neq 0$,

(b) has inverse the linear fractional transformation $w \mapsto \frac{dw - b}{cw + a}$.

62. Show that the linear fractional transformation $L$ above, when extended to a function from $S \cup \{\infty\}$ to $S \cup \{\infty\}$, is one-one onto.

63. Suppose one extends stereographic projection, as defined in Problem 6, to a function from all of $S$ into $\mathbb{C} \cup \{\infty\}$ by the definition $S(0, 0, 1) = \infty$, and suppose one transfers the definition of the linear fractional transformation $L(z) = \frac{az + b}{cz + d}$ to the sphere $S$ by means of stereographic projection, using $\varphi \circ L \circ \varphi^{-1}$ as the transformation of $S$ corresponding to $L$. Prove that $\varphi \circ L \circ \varphi^{-1}$ is actually a homeomorphism of $S$ onto itself.
64. Show that if the matrix \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) is associated to the linear fractional transformation
\[ z \mapsto \frac{az+b}{cz+d}, \]
then a matrix product of two such matrices is associated to the composition of the corresponding linear fractional transformations.

65. (a) Show that the only linear fractional transformation fixing 1, 0, and \( \infty \) is the identity.
(b) Show that any linear fractional transformation that carries the upper half plane
\( \{ z \mid \text{Im} \, z > 0 \} \) into itself if it corresponds to a matrix \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) with \( a, b, c, d \) real and with \( ad - bc > 0 \).

66. If \( z_1, z_2, z_3, z_4 \) are four points in \( \mathbb{C} \cup \{ \infty \} \) with \( z_2, z_3, z_4 \) distinct, their cross ratio, denoted \( (z_1, z_2, z_3, z_4) \), is the image of \( z_1 \) under the unique linear fractional transformation that carries \( z_2, z_3, z_4 \) into 1, 0, \( \infty \). It lies in \( \mathbb{C} \cup \{ \infty \} \). If \( T \) is any linear fractional transformation, prove that \( (Tz_1, Tz_2, Tz_3, Tz_4) = (z_1, z_2, z_3, z_4) \) by making use of the linear fractional transformation \( S \) with \( Sz = (z, z_2, z_3, z_4) \).

67. (a) Show that a linear fractional transformation carries the upper half plane
\( \{ z \mid \text{Im} \, z > 0 \} \) into itself if it corresponds to a matrix \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) with \( a, b, c, d \) real and with \( ad - bc > 0 \).
(b) Show that any linear fractional transformation that carries the upper half plane to itself coincides with one of the transformations in (a).

68. (a) Show that any linear fractional transformation that carries the open unit disk
\( \{ z \mid |z| < 1 \} \) to itself corresponds to a matrix \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) with \( |a|^2 - |b|^2 > 0 \).
(b) Show that any linear fractional transformation that carries the open unit disk to itself coincides with one of the transformations in (a).

Problems 69–77 relate harmonic functions in \( \mathbb{R}^2 \) to complex analysis. The Laplacian in \( \mathbb{R}^2 \) is the differential operator \( \Delta = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \). A real-valued \( C^2 \) function \( u(x, y) \) on an open set in \( \mathbb{R}^2 \) is said to be harmonic if it satisfies \( \Delta u(x, y) = 0 \) everywhere on the open set. Such functions were introduced briefly in Problems 14–15 of Chapter III, and harmonic functions in \( \mathbb{R}^n \) are studied more extensively in later chapters of the book.

69. Let \( f(z) = u(x, y) + iv(x, y) \) be analytic in an open set \( U \) of \( \mathbb{C} \). Use the Cauchy–Riemann equations to prove that \( u(x, y) \) and \( v(x, y) \) are harmonic in \( U \).

70. If \( u(x, y) \) is a harmonic function in a region \( U \) of \( \mathbb{C} \) and if \( v(x, y) \) is a harmonic function such that \( u(x, y) + iv(x, y) \) is analytic in \( U \), then \( v \) is called a conjugate harmonic function to \( u \).
(a) Show that a conjugate harmonic function to \( u \) in \( U \), if it exists, is unique up to an additive constant.
(b) Show that if \( v \) is a conjugate harmonic function to \( u \), then \( -u \) is a conjugate harmonic function to \( v \).

(c) Show that \( u(x, y) = \log(x^2 + y^2) \) is harmonic in \( U = \mathbb{C} - \{(0, 0)\} \) and that it has no conjugate harmonic function in \( U \).

71. (a) On \( \mathbb{R}^2 \), find all conjugate harmonic functions to \( (e^x + e^{-x}) \sin y \).

(b) Prove by using integration that a harmonic function on all of \( \mathbb{R}^2 \) always has a conjugate harmonic function. Observe that the same argument applies to an open disk, to the inside of a filled rectangle, and to an open half plane. Why does it follow that a harmonic function on any region is necessarily \( C^\infty \)?

72. By making suitable adjustments to the proof of Theorem B.40, prove that if \( u(x, y) \) is harmonic in a bounded simply connected region \( U \) of \( \mathbb{C} \), then \( u(x, y) \) has a well defined conjugate harmonic function \( v(x, y) \) on \( U \), i.e., there is a function \( v(x, y) \) such that \( z = x + iy \mapsto u(x, y) + iv(x, y) \) is analytic in \( U \).

73. Let \( u(x, y) \) be harmonic on \( \mathbb{R}^2 \), and suppose that \( A(z) \) is an analytic function on some region \( U \). Prove that \( u \circ A \) is harmonic.

74. If \( u(x, y) \) is harmonic in a region \( U \) of \( \mathbb{R}^2 \), prove that \( u(x, y) \) has an open interval (possibly infinite) as image or else \( u \) is constant.

75. If \( u(x, y) \) is harmonic in a region \( U \) of \( \mathbb{R}^2 \), prove that \( u(x, y) \) does not attain a local maximum value in \( U \) unless \( u \) is constant.

76. Let \( U : \mathbb{R}^2 \to \mathbb{R} \) be an everywhere positive harmonic function. Prove that \( u \) is constant.

77. Suppose that \( u(x, y) \) is a function that is continuous for \( |(x, y)| \leq 1 \) and is harmonic for \( |(x, y)| < 1 \). Prove that \( u(0, 0) = \frac{1}{2\pi} \int_0^{2\pi} u(\cos \theta, \sin \theta) \, d\theta \).

Problems 78–81 concern vector-valued “holomorphic” functions of several variables. They make use of Problem 4 and of material from Section B.15. Let \( U \) be an open set in \( \mathbb{C}^n \), and let \( f : U \to \mathbb{C}^m \) be a function defined on \( U \). The function \( f \) is defined to be complex differentiable at \( z \in U \) if each of its component functions \( f_k : U \to \mathbb{C} \) is complex differentiable at \( z \) in the sense of Problem 4. For \( z \in U \), define the complex derivative of \( f \) to be the linear mapping \( L : \mathbb{C}^n \to \mathbb{C}^m \) whose \( k \text{th} \) component is the complex derivative of \( f_k \) at \( z \). The \( m \text{-by-} n \) complex matrix of \( L \) is called the complex Jacobian matrix of \( f \) at \( z \); we write \( J_f \) for it. Finally by taking a cue from Problem 4, we can regard \( f \) as a function \( f_{\mathbb{R}} \) of \( 2n \) real variables, specifically \( (x_1, x_2, \ldots, x_n, y_1, y_2, \ldots, y_n) \), that takes values in \( \mathbb{R}^{2m} \) with coordinates \( (u_1, u_2, \ldots, u_m, v_1, v_2, \ldots, v_m) \). If \( f \) is complex differentiable at \( z \), then Problem 4 shows that \( f_{\mathbb{R}} \) is differentiable at \( (x_1, \ldots, y_n) \) and has an ordinary Jacobian matrix \( J \) that is a \( 2n \text{-by-} 2m \) real matrix.
78. Let $f : U \rightarrow \mathbb{C}^m$ be complex differentiable at $z \in U$.

(a) Show that the Jacobian matrix $J$ of $f_R$ at $z$ satisfies

$$
\begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix} J = J
$$

in block form. Here the entries in the matrix that multiplies $J$ on the left side of the equation are $m$-by-$m$ real matrices $0$, $-1$, and $1$; and the entries in the matrix that multiplies $J$ on the right side of the equation are $n$-by-$n$ real matrices.

(b) Decompose the entries of $J_C$ into their real and imaginary parts as $J_C = \text{Re } J_C + i \text{ Im } J_C$. Prove that $J$ in block form is given by $J = 
\begin{pmatrix}
\text{Re } J_C & -\text{Im } J_C \\
\text{Im } J_C & \text{Re } J_C
\end{pmatrix}$.

79. If $U$ is open in $\mathbb{C}^n$, then a function $f : U \rightarrow \mathbb{C}^m$ is said to be holomorphic if each component $f_k : U \rightarrow \mathbb{C}$ is holomorphic on $U$ in the sense of Section B15. Suppose that $f : U \rightarrow \mathbb{C}^m$ is holomorphic and that $g : V \rightarrow \mathbb{C}^r$ is holomorphic on an open set $V$ of $\mathbb{C}^m$ that contains $f(U)$. Prove that the composition $g \circ f$ is holomorphic on $U$ and that its complex Jacobian matrix at a point $z \in U$ is the product of the complex Jacobian matrix of $g$ at $f(z)$ and the complex Jacobian matrix of $f$ at $z$.

80. State and prove a complex-variable version of the real-variable Inverse Function Theorem given in Theorem 3.17.

81. State and prove a complex-variable version of the real-variable Implicit Function Theorem given in Theorem 3.16.
HINTS FOR SOLUTIONS OF PROBLEMS

Chapter I

1. The derivation for (a) is similar to the proof of Corollary 1.3. For (b), let \( E \) be a nonempty set that is bounded above. Start with a member \( s_1 \) of \( E \). Choose if possible an \( s_2 \) in \( E \) with \( s_2 - s_1 \geq 1 \). Continue with \( s_3 - s_2 \geq 1, s_4 - s_3 \geq 1, \) etc., until this is no longer possible; the existence of an upper bound forces the process to stop at some stage. Suppose that \( s_k \) has been constructed at this stage. Define \( s_{k+1} \) inductively for \( n \geq 1 \) to be a member of \( E \) with \( s_{k+1} - s_k \leq 1 \) if possible; otherwise define \( s_{k+1} = s_k \). Then \{\( s_n \}\} is bounded and monotone increasing.

To complete the problem, one has only to show that \( \lim_{n} s_n \) is the least upper bound of \( E \). Doing so makes use of (a).

2. Show that \( x_1 \leq x_{n+1} \leq x_n \) for \( n \geq 1 \). Then \( \lim_n x_n = c \) exists by Corollary 1.6, and \( c \) must satisfy \( c = \frac{1}{2}(c^2 + a)/c \).

3. Write out a few cases and guess that the pattern is \( a_{2n} = \frac{1}{2}(1 - 2^{-(n-1)}) \) for \( n \geq 1 \) and \( a_{2n+1} = 1 - 2^{-n} \) for \( n \geq 0 \). Prove each of these statements by induction. Since \( a_{2n} \to \frac{1}{2} \) and \( a_{2n+1} \to 1 \) and since these two subsequences use all the terms of the sequence, the only subsequential limits of \{\( a_n \}\} are \( \frac{1}{2} \) and 1. Therefore \( \lim \sup a_k = 1 \) and \( \lim \inf a_k = \frac{1}{2} \).

4. The argument without paying attention to finiteness is that \( a_n + b_n \leq \sup_{r \geq k} a_r + \sup_{r \geq k} b_r \) for \( n \geq k \), then that \( \sup_{r \geq k} (a_r + b_r) \leq \sup_{r \geq k} a_r + \sup_{r \geq k} b_r \) for all \( r \), and then that the limit of the sum is the sum of the limits.

5. Only (ii) converges uniformly, the reason being that \( 0 \leq x^n/n \leq 1/n \) and that \( \lim 1/n = 0 \). There is uniform convergence in (i) on \([0, 1 - \epsilon]\) because \( 0 \leq x^n \leq (1 - \epsilon)^n \), and there is uniform convergence in (iii) on \([0, 1 - \epsilon]\) because the Weierstrass M test applies with \( |x^k|/k \leq (1 - \epsilon)^k \) and \( \sum_k (1 - \epsilon)^k < +\infty \).

6. The uniform convergence of \( \sum_{n=0}^{\infty} a_n(x) \) follows from Corollary 1.18, and the pointwise convergence of \( \sum_{n=0}^{\infty} |a_n(x)| \) follows because \( (1 - x) \sum_{n=0}^{\infty} x^n = 1 \) for \( 0 \leq x < 1 \) and because every \( a_n(x) \) is 0 for \( x = 1 \). The convergence of \( \sum_{n=0}^{\infty} a_n(x) \) cannot be uniform because the sum is discontinuous and Theorem 1.21 says that it would have to be continuous.

7. Put \( g_n = f - f_n \), so that \( g_n \) is continuous and decreases pointwise to the 0 function. Let \( x = x_n \) be a point where \( g_n(x) \) is a maximum, and let \( M_n = g_n(x_n) \).

We are to prove that \( M_n \) tends to 0. Suppose it does not. If \( k \geq n \), then \( M_k = \)
Arguing in the previously proved inequality at The Mean Value Theorem says that each left side minus right side at the product of $F_m = \frac{1}{M_n}$ at most countably many subsequences if necessary, we may assume by the Bolzano–Weierstrass Theorem that $\lim x_n = x'$. For $k \geq n$, we have $g_k(x_n) \geq g_n(x_n) = M_n \geq M$. Letting $n$ tend to infinity gives $g_k(x') \geq M$ since $g_k$ is continuous. This inequality for all $k$ contradicts the assumption that $\lim_k g_k(x') = 0$.

8. The idea is to prove the four inequalities

\[
\sum_{k=0}^{2m} (-1)^k x^{2k+1} / (2k + 1)! > \sin x, \quad \sum_{k=0}^{2m+1} (-1)^k x^{2k} / (2k)! < \cos x,
\]
\[
\sum_{k=0}^{2m+1} (-1)^k x^{2k+1} / (2k + 1)! < \sin x, \quad \sum_{k=0}^{2m+2} (-1)^k x^{2k} / (2k)! > \cos x
\]

together by an induction. They are to be proved in order for $m = 0$, then in order for $m = 1$, and so on. In each case of the inductive step, the left side minus the right side is 0 at $x = 0$ and has derivative equal to the previous left side minus right side. The Mean Value Theorem says that each left side minus right side at $x > 0$ equals the product of $x$ and the left side minus right side at $x$ with $0 < x < x$. Substituting the previously proved inequality at $\xi$ then gives the result. In other words, everything comes down to proving the first inequality, namely $x > \sin x$ for $x > 0$. Arguing in the same way, we have $x - \sin x = 1 - \cos \xi$ with $0 < \xi < x$. So at least $x - \sin x \geq 0$.

For $0 < x \leq \pi$, we actually obtain $x - \sin x > 0$. Since $\frac{d}{dx} (x - \sin x) \geq 0$, we have $x - \sin x \geq x - \sin x$ for $\pi \leq x$. Thus $x - \sin x > 0$ for all $x > 0$.

9. The thing to prove is that the remainder term $\frac{1}{2\pi} \int_0^\pi (x - \sin x)^n f^{(n+1)}(x) \, dx$ tends to 0 for each $x$ as $n$ tends to $\infty$. If $x \geq 0$, the absolute value is $\leq (n!)^{-1} \int_0^\pi (x - \sin x)^n \, dx = x^{n+1} / (n + 1)!$, which tends to 0 for any fixed $x$. If $x \leq 0$, one argues in a similar fashion.

10. By a diagonal process we can find a subsequence $\{F_{n_k}\}$ convergent for each rational $x$. Let $F$ be the resulting limit function, carrying the rationals in $[-1, 1]$ into $[0, 1]$. If $r$ and $s$ are rationals with $r \leq s$, then $F(r) = \lim_{k \to \infty} F_{n_k}(r) \leq \lim_{k \to \infty} F_{n_k}(s) = F(s)$. Thus $F$ is nondecreasing on the rationals. For each real $x$ with $-1 < x < 1$, define $F(x^-)$ to be the limit of $F(r)$ with $r$ rational as $r$ increases to 1, and define $F(x^+)$ to be the limit of $F(r)$ with $r$ rational as $r$ decreases to 0. Then $F(x^-) \leq F(x^+)$ for each $x$, and $F(x^+) \leq F(y^+)$ if $x < y$. For each $N > 0$, it follows that there can be only finitely many $x$’s for which $F(x^+) - F(x^-) \geq 1/N$, and hence there can be at most countably many $x$’s for which $F(x^-) \neq F(x^+)$. Let this exceptional set be denoted by $C$. For $x$ not in $C$, define $F(x) = F(x^+) = F(x^-)$.

For $x$ not in $C$, let us show that $\lim_{k \to \infty} F_{n_k}(x)$ exists and equals $F(x)$. If $r < x$ is rational, we have $F(r) = \lim inf_{k \to \infty} F_{n_k}(r) \leq \lim inf_{k \to \infty} F_{n_k}(x)$; taking the supremum over $r$ gives $F(x^-) = F(x^-) \leq \lim inf_{k \to \infty} F_{n_k}(x)$. Arguing similarly with $s$ rational and $x < s$, we have $\lim sup_{k \to \infty} F_{n_k}(x) \leq \lim sup_{k \to \infty} F_{n_k}(s) = F(s)$, and hence
lim supₖ Fₙₖ(x) ≤ F(x⁺) = F(x). Combining these two conclusions, we see that
lim infₖ Fₙₖ(x) = lim supₖ Fₙₖ(x) and that the common value of these limits is F(x).

Thus \{Fₙₖ(x)\} converges except possibly for x in C. At each point of C, the
sequence is bounded. Since C is countable, another use of a diagonal process produces
a subsequence Fₙ₄ₖ that converges at every point of C, hence at every point of \([-1, 1]\).

11. If |x| > 1/\lim sup \sqrt{|aₙ|}, then \sqrt{|aₙ|} ≥ 1/|x| for infinitely many n. Thus
\lim inf |aₙxⁿ| ≥ 1 for infinitely many n, and the terms of the series do not tend to 0.
Hence the series cannot converge. In the reverse direction we want to see that the
inequality |x| < 1/\lim sup \sqrt{|aₙ|} implies convergence of the series. We rewrite this as
|x| < 1/\lim sup \sqrt{|aₙ|} < 1/|x|. Choose a number r with \lim sup \sqrt{|aₙ|} < r < 1/|x|.
Then \sqrt{|aₙ|} ≤ r for all sufficiently large n, \sqrt{|aₙ|} |x| ≤ r|x| < 1 for all n sufficiently
large, and |aₙxⁿ| ≤ (r|x|)ⁿ for all n sufficiently large. Thus \sum |aₙxⁿ| is dominated
term-by-term (from some point on) by the geometric series \sum xⁿ, where s = r|x|.
Since s < 1, the geometric series converges, and hence so does \sum |aₙxⁿ|.

12. 1/(1 − x)² = \sum_{n=0}^{∞} (n + 1)xⁿ, \log(1 − x) = −\sum_{n=1}^{∞} xⁿ/n, 1/(1 + x²) = \sum_{n=0}^{∞} (-1)ⁿx²ⁿ, and arctan x = \sum_{n=0}^{∞} (-1)ⁿx²ⁿ⁺₁/(2n + 1). All these series have
radius of convergence 1.

13. The proof of existence of arccos x uses the proposition in Section A3 of
Appendix A. The result of the calculation of the derivative is that \frac{d}{dx} \arccos x =
−1/\sqrt{1 − x²} for |x| < 1. Then arccos x + \arccos x has derivative 0 on \((-1, 1)\) and
hence is constant. The constant is evaluated by putting x = 0, and the result is that
\arcsin x + \arccos x = \pi/2 on \((-1, 1)\).

14. The uniform version of Abel’s Theorem is this: Let \{aₙ(x)\}_{n≥0} be a sequence
of complex-valued functions with \sum_{n=0}^{∞} aₙ(x) converging uniformly to the limit s(x).
Then \lim_{n→1} \sum_{n=0}^{∞} aₙ(x)rⁿ = s(x) uniformly in x. The proof is just a matter of seeing that
the estimates in the proof of Theorem 1.48 can be made uniform in x under the
stated assumptions. The result about Cesàro sums is handled similarly.

15. Write \cos nθ = \frac{1}{2}(e^{iθ} + e^{-iθ}) and \sin nθ = \frac{1}{2i}(e^{iθ} − e^{-iθ}). Then
\sum_{n=1}^{N} \cos nθ = \frac{1}{2} \sum_{n=1}^{N} e^{iθ} + \frac{1}{2} \sum_{n=1}^{N} e^{-iθ} = \frac{1}{2} \frac{1 − e^{i(N+1)θ}}{1 − e^{iθ}} + \frac{1}{2} \frac{1 − e^{-i(N+1)θ}}{1 − e^{-iθ}}.
Each numerator is bounded by 2, and each denominator gets close to 0 only as θ tends
to a multiple of 2\pi. This proves the estimate for the cosines, and the estimate for the
sines works in the same way.

17. For (a), the relevant result is that when all aₙ are 0, \sum_{n=1}^{∞} |bₙ|² equals
\frac{1}{π} \int_{−π}^{π} |f(x)|² dx. Here \sum_{n=1}^{∞} |bₙ|² = (4/π)² \sum_{n=1}^{∞} \frac{1}{(2n − 1)²}, and \frac{1}{π} \int_{−π}^{π} |f(x)|² dx
is just \frac{2π}{π} = 2. Hence \sum_{n=1}^{∞} \frac{1}{(2n − 1)²} = \frac{π²}{8}.

18. We have F(x)f(y) = \int_{0}^{x} f(t)f(y) dt = \int_{0}^{x} f(t + y) dt = \int_{x}^{y} f(t) dt = F(x + y) − F(y). If F(x) ≠ 0 for some x, we can divide and use the Fundamental The-
Hörm of Calculus to see that \( f(y) \) has a continuous derivative everywhere. (If \( F(x) = 0 \) for all \( x \), then differentiation gives \( f(x) = 0 \) for all \( x \).) Differentiating the original identity in \( x \) gives \( f'(x)f(y) = f'(x + y) \). When \( x = 0 \), we obtain \( f'(0)f(y) = f'(y) \). Then \( \frac{d}{dy}(f(y)e^{-f'(0)y}) = f'(y)e^{-f'(0)y} + f(y)(-f'(0))e^{-f'(0)y} = 0 \), and hence \( f(y)e^{-f'(0)y} \) is constant. Thus \( f(y) = ae^{-f'(0)y} \). In the original identity \( f(x)f(y) = f(x + y) \), if we put \( x = 0 \) and choose \( y \) such that \( f(y) \neq 0 \), then we see that \( f(0) = 1 \). Hence \( f(y) = e^{f'(0)y} \) if \( f \) is not identically 0.

19. We may assume that \( f \) is not identically 0. As in Problem 18, we have \( f(0) = 1 \). By continuity of \( f \), choose \( x_0 \) such that \( |f(x) - 1| \leq \frac{1}{10} \) when \( |x| \leq |x_0| \). Then \( \text{Re } f(x_0) > 0 \), and we can choose a unique \( c \) with \( |\text{Im}(cx_0)| < \frac{\pi}{2} \) such that \( e^{cx_0} = f(x_0) \). The equation for \( f \) shows that \( f(\frac{1}{2}x_0)^2 = f(x_0) \), and hence \( f(\frac{1}{2}x_0) \) equals \( e^{cx_0/2} \) or \(-e^{cx_0/2} \). From \( |f(\frac{1}{2}x_0) - 1| \leq \frac{1}{10} \), we have \( \text{Re } f(\frac{1}{2}x_0) > 0 \). Since \( |\text{Im}(cx_0/2)| < \frac{\pi}{2} \), \( e^{cx_0/2} \) is the choice of square root of \( e^{cx_0} \) with positive real part, and we conclude that \( f(\frac{1}{2}x_0) = e^{cx_0/2} \). Iterating this argument, we obtain \( f(2^{-n}x_0) = e^{c2^{-n}x_0} \) for all \( n \geq 0 \). The equation for \( f \) shows that \( f(kx) = f(x)^k \) for all integers \( k \geq 0 \), and thus \( f(qx_0) = e^{cqx_0} \) for every rational \( q \) of the form \( k/2^n \) with \( k \) an integer \( \geq 0 \). From \( f(x)f(-x) = f(0) = 1 \), we have \( f(x^{-1}) = f(x)^{-1} \), and thus \( f(qx_0) = e^{cqx_0} \) for every rational number of the form \( k/2^n \) with \( k \) any integer. Using continuity and passing to the limit, we obtain \( f(r) = e^{cr} \) for all \( r \).

21. This uses the discussion at the end of Section A2 of Appendix A. For \( x \neq 0 \), we compute that \( g'(x) = (R(x)/S(x))e^{-1/x^2} \) for polynomials \( R \) and \( S \) with \( S \) not the 0 polynomial. Then \( \lim_{x \to 0} g'(x) = 0 \) by Problem 20, and the appendix shows that \( g'(0) \) exists and equals 0.

22. Use Problem 21 and induction.

23. Since \( \{s_n\} \) is convergent, it is bounded. Say \( |s_n| \leq K \) for all \( n \). Let \( \epsilon > 0 \) be given, and choose \( N \) such that \( n \geq N \) implies \( |s_n - s| < \epsilon/2 \). Write \( t_n - s = \sum_j M_{nj}s_j - s = \sum_j M_{nj}(s_j - s) \) by (i). A second application of (i) gives

\[
|t_n - s| \leq \sum_{j=0}^{N} M_{nj}|s_j| + |s| + \sum_{j=N+1}^{\infty} M_{nj}|s_j - s| \\
\leq 2K \sum_{j=0}^{N} M_{nj} + \sum_{j=N+1}^{\infty} M_{nj}\epsilon/2 \leq 2K \sum_{j=0}^{N} M_{nj} + \epsilon/2.
\]

Since \( N \) is fixed, (ii) shows that \( 2K \sum_{j=0}^{N} M_{nj} < \epsilon/2 \) for \( n \) sufficiently large. For those \( n, |t_n - s| < \epsilon \).

24. For Cesàro summability the \( i^{th} \) row, for \( i \geq 1 \), has its first \( i \) entries equal to \( 1/i \) and its remaining entries equal to 0. For Abel summability the row going with \( r_i \) has \( j^{th} \) entry \( (1 - r_i)(r_i)^j \) for \( j \geq 0 \).
25. Certainly $M_{ij} \geq 0$ for all $i$ and $j$. The power series in Problem 12a shows that 
\[ \sum_{j} M_{ij} = 1 \text{ for all } i, \] and (ii) holds because $\lim_{r \to 1} f_{k}(1) - f_{k}(r) = 1 - 1 = 0$.

26. Check that $M$ as in the previous problem transforms the Cesàro sums into the Abel sums, and apply Problem 23.

27. This is handled by the same kind of computation as with the Fejér kernel.

28. The formula for $P_{r}(\theta)$ comes from summing the two geometric series for $n \geq 0$ and $n < 0$ and then adding the results. Properties (i) and (iii) are then immediate by inspection. For property (ii) we use the series expansion of $P_{r}(\theta)$. Theorem 1.31 allows the integration to be done term by term, and the result follows.

29. This is proved in the same way as Fejér’s Theorem (Theorem 1.59).

30. Corollary 1.38 shows that $f_{k}'(x) = \sum_{n=0}^{\infty} c_{n,k} x^{n-1}$ and that $f_{k}''(x) = \sum_{n=0}^{\infty} c_{n,n} x^{n-2}$ for $|x| < R$. The point is to show that $\{f_{k}''(x)\}$ is uniformly bounded and uniformly equicontinuous for $|x| \leq r$, and then Ascoli’s Theorem produces the required subsequence. For proving the equicontinuity, it is enough to prove that $\{f_{k}''(x)\}$ is uniformly bounded for $|x| \leq r$.

Fix $r < R$, and choose $r_{1}$ with $r < r_{1} < R$. Since $\lim_{r} f_{k}(x) = f(x)$ uniformly for $|x| \leq r_{1}$, there is an $M$ such that $|f_{k}(r_{1})| \leq M$ for all $k$. Thus $|\sum_{n} c_{n,k} r_{1}^{n}| \leq M$ for all $k$. Since $c_{n,k} \geq 0$ for all $n$ and $k$, $c_{n,k} \leq M r_{1}^{n}$ for all $n$ and $k$. Since $r < r_{1}$, choose $N$ such that $n \geq N$ implies $n(r/r_{1})^{n-1} \leq 1$ and $n(n-1)(r/r_{1})^{n-2} \leq 1$ for $n \geq N$. Since $c_{n,k} \geq 0$ for all $n$ and $k$, $c_{n,k} n^{n-1} \leq c_{n,k} n r_{1}^{n-1} \leq (c_{n,k} n)(n/r_{1})^{n-1} \leq c_{n,k} r_{1}^{n-1}$ for $n \geq N$ and $|x| \leq r$. Summing on $n \geq N$ and taking Corollary 1.38 into account, we see that

\[
\left| f_{k}''(x) - \sum_{n=0}^{N-1} n c_{n,k} x^{n-1} \right| \leq r_{1}^{-1} \left( f_{k}(r_{1}) - \sum_{n=0}^{N-1} c_{n,k} r_{1}^{n} \right) \leq r_{1}^{-1} f_{k}(r_{1}) \leq r_{1}^{-1} M
\]

for $|x| \leq r$. Thus $|f_{k}''(x)|$ is

\[
\leq r_{1}^{-1} M + \sum_{n=0}^{N-1} n c_{n,k} x^{n-1} \leq r_{1}^{-1} M + \sum_{n=0}^{N-1} n c_{n,k} r_{1}^{n-1} \leq r_{1}^{-1} M + N(N-1)M r_{1}^{-1},
\]

and $\{f_{k}''(x)\}$ is uniformly bounded for $|x| \leq r$.

A similar argument with $f_{k}'''(x)$ shows that

\[
\left| f_{k}'''(x) - \sum_{n=0}^{N-1} n(n-1)c_{n,k} x^{n-2} \right| \leq r_{1}^{-2} M,
\]

and we find similarly that $\{f_{k}'''(x)\}$ is uniformly bounded for $|x| \leq r$. This completes the proof.

31. Theorem 1.23 shows that the limit of the subsequence of first derivatives is the first derivative of the limit, the limit being differentiable. In other words, $f$ is differentiable for $|x| < r$, and the subsequence converges to $f'(x)$ there. Since $r < R$ is arbitrary, $f$ is differentiable for $|x| < R$. Now we can induct, replacing $f$ and the sequence $f_{k}$ in Problem 30 by $f'$ and a subsequence of $f_{k}'$ on a smaller disk, then passing to $f''$, and so on. The result is that $f$ is infinitely differentiable for $|x| < R$.  
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32. This is proved in the same way as in Problem 9.

33. \[ |\frac{1}{n+1} z^k| \leq r^{N+k} \text{ if } |z| \leq r, \text{ and } \sum_{k=0}^{\infty} r^{N+k} = r^N/(1 - r). \] Thus \[ \frac{1}{n+1} z^N + \frac{1}{N+1} z^{N+1} + \cdots \] tends uniformly to 0 for \(|z| \leq r\). Since \( t \mapsto \exp(t) \) is continuous at \( t = 0 \), the required convergence follows.

34. Corollary 1.38 shows from the behavior for \( z \) real that all \( c_n \) are 0.

35. Write

\[ \exp \left( z + \frac{1}{2} z^2 + \frac{1}{3} z^3 + \cdots \right) = \left( \prod_{k=1}^{N-1} \exp \left( \frac{1}{k^2} \right) \right) \exp \left( \frac{1}{N^2} z^N + \frac{1}{N+1} z^{N+1} + \cdots \right). \]

Problem 33 shows that the left side is the uniform limit of \( \prod_{k=1}^{N-1} \exp \left( \frac{1}{k^2} \right) \) for \(|z| \leq r\) if \( r < 1 \). Each factor of the finite product is given by a convergent power series with nonnegative coefficients, and Theorem 1.40 shows that the finite product is given by a convergent power series with nonnegative coefficients. By Problem 32, \( \exp \left( z + \frac{1}{2} z^2 + \frac{1}{3} z^3 + \cdots \right) \) is given by a convergent power series for \(|z| < 1\). Hence \( \exp \left( z + \frac{1}{2} z^2 + \frac{1}{3} z^3 + \cdots \right) - 1/(1 - z) \) is given by a convergent power series for \(|z| < 1\). For \( z = x \) real with \(|x| < 1\), the series expansion of Problem 12b shows that our expression is \( \exp \left( -\log(1 - x) \right) - 1/(1 - x) = 0 \). Thus our power series sums to 0 on the real axis. By Problem 34, it sums to 0 everywhere.

Chapter II

1. Let us compare \( d(x, y) \) with \( d(x, z) + d(z, y) \). If \( j \) contributes to \( d(x, y) \), then \( x_j \neq y_j \). Hence \( x_j \neq z_j \) or \( z_j \neq y_j \). Thus \( j \) contributes to at least one of \( d(x, z) \) and \( d(z, y) \). In other words, the contribution of \( j \) to \( d(x, y) \) is \( \leq \) the contribution of \( j \) to \( d(x, z) + d(z, y) \). Summing on \( j \) gives the desired result.

2. Let \((X, d)\) be the given separable metric space, define \( E \) to be the subset of members \( x \) of \( X \) such that every neighborhood of \( x \) is uncountable, and let \( F \) be the complement of \( E \). If \( x \in F \), we can associate to \( x \) some open neighborhood \( N_x \) containing at most countably many elements, and \( N_x \) is entirely contained in \( F \). As \( x \) varies in \( F \), the sets \( N_x \) form an open cover of \( F \). By Proposition 2.32b, some subcollection of the \( N_x \) that is at most countable covers \( F \). The union of these sets is open and is at most countable, and it equals \( F \).

3. Let \( f(x) = 1/x \) for \( 0 < x \leq 1 \), and let \( f(0) = 0 \).

4. Suppose that \( x \) is in \( U \). Since \( A \) is dense, the set \( A \cap B(1/n; x) \) is nonempty for each \( n \geq 1 \). Let \( x_n \) be a member of it. Since \( U \) is open, \( B(1/n; x) \) is contained in \( U \) if \( n \) is \( \geq N \) for a suitable \( N \). Thus \( x_n \) is in \( A \cap U \) for \( n \geq N \) and converges to \( x \). By Proposition 2.22b, either \( x_n = x \) infinitely often, in which case \( x \) is in \( A \cap U \), or \( x \) is a limit point of \( A \cap U \). In either case, \( U \subset (A \cap U)^\circ \).

5. For (a), the sets \( E_n \) are compact by the Heine–Borel Theorem. Then each \( E_n \) is compact. Their intersection is \( \bigcap_{n=1}^{\infty} (E_n \cap U^c) = \left( \bigcap_{n=1}^{\infty} E_n \right)^\circ \cup U \cup U^c = \emptyset \). By Proposition 2.35 the system \( \{E_n \} \) does not have the finite-intersection property.
Thus $\bigcap_{n=1}^{N} (E_n - U) = \emptyset$ for some $N$. Since $E_1 \supseteq E_2 \supseteq \cdots$, we find that $E_N - U = \emptyset$. Therefore $E_N \subseteq U$.

For (b), let $U$ be empty, and let $E_n = \mathbb{Q} \cap [\sqrt{2}, \sqrt{2} + 1/n]$.

6. In both parts of the problem, let the metrics be $d_X, d_Y, d_Z$. For (a), use continuity of $F$ to choose for each $(x_0, y)$ some $\delta_{1,Y} > 0$ and $\delta_{2,Y} > 0$ such that the two inequalities $d_X(x, x_0) < \delta_{1,Y}$ and $d_Y(y', y) < \delta_{2,Y}$ together imply $d_Z(F(x, y'), F(x_0, y)) < \epsilon/2$. As $y$ varies, the open balls $B(\delta_{2,Y}; y)$ cover $Y$. Since $Y$ is compact, a finite number of them suffice to cover $Y$; say $B(\delta_{2,Y}; y_1), \ldots, B(\delta_{2,Y}; y_n)$. Put $\delta_1 = \min\{\delta_{1,Y_1}, \ldots, \delta_{1,Y_n}\}$. Suppose now that $d_X(x, x_0) < \delta_1$ and that $y'$ is in $Y$. Then $y'$ is in some $B(\delta_{2,Y}; y_j)$. Hence we have $d_X(x, x_0) < \delta_1$ and $d(y', y_j) < \delta_{2,Y}$, and thus we obtain $d_Z(F(x, y'), F(x_0, y_j)) < \epsilon/2$. Since also $d_X(x_0, x_0) = 0$ and $d(y', y_j) < \delta_{2,Y}$, we obtain also $d_Z(F(x_0, y'), F(x_0, y_j)) < \epsilon/2$. Combining these two results gives $d_Z(F(x, y'), F(x_0, y_j)) < \epsilon$.

For (b), consider $d_Z(F(x, y), F(x_0, y_0))$, and let $\epsilon > 0$ be given. By uniform convergence, choose $\delta_1 > 0$ such that $d_X(x, x_0) < \delta_1$ implies $d_Z(F(x, y), F(x_0, y)) < \epsilon/2$ for all $y$. Proposition 2.21 gives us continuity of $F(x_0, \cdot)$, and thus there exists $\delta_2 > 0$ such that $d_Y(y, y_0) < \delta_2$ implies $d_Z(F(x, y), F(x_0, y_0)) < \epsilon/2$. Then $d_X(x_0, x_0) < \delta_1$ and $d_Y(y_0, y_0) < \delta_2$ together imply $d_Z(F(x, y), F(x_0, y_0)) \leq d_Z(F(x, y), F(x_0, y)) + d_Z(F(x_0, y), F(x_0, y_0)) < \epsilon/2 + \epsilon/2 = \epsilon$.

7. Let $f : (0, 1) \to \mathbb{R}$ be defined by $f(x) = 1/x$. Then the Cauchy sequence \{1/n\} is carried to a sequence that is not Cauchy in $\mathbb{R}$.

8. Define inductively $f^{(0)}$ to be the identity and $f^{(k)} = f \circ f^{(k-1)}$ for $k > 0$. For existence we see inductively that $d(f^{(k)}(x), f^{(k)}(y)) \leq r^k d(x, y)$ for all $x$ and $y$. If $n \geq m$ and if $x$ is arbitrary but fixed, we then have $d(f^{(n)}(x), f^{(m)}(x)) \leq \sum_{k=m}^{n-1} r^{k} d(f^{(k)}(x), x) \leq r^{m} d(f(x), x)/(1 - r)$. Hence the sequence \{f^{(n)}(x)\} is Cauchy. Let $x'$ be its limit. Since

$$d(f(f^{(n)}(x)), f^{(n)}(x)) = d(f^{(n+1)}(x), f^{(n)}(x)) \leq r^n d(f(x), x)/(1 - r)$$

and since $d$ and $f$ are continuous, $d(f(x'), x') \leq \limsup_{n} r^n d(f(x), x)/(1 - r) = 0$. Thus $f(x') = x'$.

For uniqueness, let $x'' = x''$ also. Then $d(x'', x') = d(f(x''), f(x'))$ since $f$ fixes $x'$ and $x''$, and $d(f(x''), f(x')) \leq r d(x'', x')$ by the contraction property. Then $(1 - r) d(x'', x') \leq 0$ and we conclude that $d(x'', x') = 0$. Thus $x'' = x'$.

9. If a point is isolated, each one-point set is closed nowhere dense. The countable union of these sets is the whole space, in contradiction to the Baire Category Theorem. An alternative argument is to appeal to Problem 2.

10. The set is closed and bounded, hence compact, and it is pathwise connected, hence connected. It is not, however, locally connected. Take, for example, the point $p = [c, 1/2] \in X$, where $c$ is in $C$. The open ball of radius 1/4 around $p$ has the property that no open subneighborhood of $p$ is connected.
11. Fix $x_0$ in $X$, and let $U$ be the set of all points in $X$ that can be connected to $x_0$ by paths. The set $U$ is nonempty, and we prove that it is open and closed. Being connected, it must then be all of $X$. It is open because the local pathwise connectedness means that any $x$ in $U$ can be connected to every point in some neighborhood of $x$ by a path; hence $U$ contains a neighborhood of each of its points and is open. To see that $U$ is closed, let $y$ be a limit point of $U$. If $V$ is a pathwise connected open neighborhood of $y$, the set $U \cap V$ is nonempty because $y$ is a limit point of $U$. Let $z$ be in $U \cap V$. Then $x_0$ can be connected to $z$ by a path because of the defining property of $U$, and $z$ can be connected to $y$ by a path because $V$ is pathwise connected. Hence $x_0$ can be connected to $y$ by a path, and $y$ is in $U$.

12. Any open subset of $\mathbb{R}^n$ is locally pathwise connected. So the desired conclusion follows from the previous problem.

13. Let the open set be $U$. For each $x$ in $U$, let $U_x$ be the union of all connected subsets of $U$ containing $x$. It was shown in Section 8 that this is connected. For $x$ and $y$ in $U$, either $U_x = U_y$ or $U_x \cap U_y = \emptyset$ for the same reason. Then $U$ is the disjoint union of its subsets $U_x$, which are connected. These are intervals, being connected, and they must be open in order not to be contained in larger connected subsets of $U$.

14. Same as for Proposition 2.21.

15. Suppose \{ $f_j$ \} is totally bounded. Let $\epsilon > 0$ be given. Find, by total boundedness, real numbers $t_1, \ldots, t_n$ such that for any $t$, there is an index $j = j(t)$ with $\| f_t - f_{t_j} \| < \epsilon$. Put $L/2 = \max([|t_1|, \ldots, |t_n|])$. If we are given an interval of length $\geq L$, take $t$ to be its center, so that the interval contains $[t - L/2, t + L/2]$. Choose $j$ by total boundedness with $\| f_t - f_{t_j} \| < \epsilon$. Then $\| f_{t-t_j} - f_0 \| < \epsilon$. So $t - t_j$ is an $\epsilon$ almost period, and this lies in $[t - L/2, t + L/2]$. Thus the Bohr condition holds.

Conversely suppose that the Bohr condition holds and $f$ is uniformly continuous. Let $\epsilon > 0$ be given, and find $L$ as in the Bohr condition for $\epsilon/2$ almost periods. Also, find some $\delta$ for uniform continuity of $f$ and the number $\epsilon/2$. Choose $t_1, \ldots, t_n$ in $I = [-L/2, L/2]$ such that any point in $I$ is within $\delta$ of one of $t_1, \ldots, t_n$. Let us see that the open balls of radius $\epsilon$ around $f_{t_1}, \ldots, f_{t_n}$ together cover the set \{ $f_j$ \} of all translates. If $t$ is given, find an $L/2$ almost period $t - s$ in $[t - L/2, t + L/2]$. Here $|s| < L/2$, so that $\| f_{t-s} - f_0 \| < \epsilon/2$ and $\| f_{t} - f_0 \| < \epsilon/2$. Since $|s - t| < \delta$, we have $\| f_{t} - f_{t_j} \| < \epsilon/2$ by uniform continuity. Thus $\| f_t - f_{t_j} \| < \epsilon$.

16. Let $T_f$ be the closure of the set of translates of $f$. This is complete by Problem 14. Theorem 2.36 shows that $T_f$ is compact if and only if every sequence in it has a convergent subsequence, and this is the definition of Bochner almost periodicity. Theorem 1.46 shows that $T_f$ is compact if and only if it is totally bounded, and this is equivalent to Bohr almost periodicity by Problem 15.

17. This is easier with the Bochner definition. For an example of closure under the various operations, consider closure under multiplication. Suppose that $f$ and $g$ are given and that we want a convergent subsequence from the sequence of translates $(fg)_n$. First choose a subsequence of $\{t_n\}$ such that those translates of $f$ converge
uniformly, and then choose a subsequence of that such that the translates of \( g \) converge uniformly. These sequences of translates of \( f \) and \( g \) will be uniformly bounded, and then it follows that the sequence of products converges uniformly.

For closure under uniform limits, we argue similarly with translates of each of the functions \( \{f_n\} \) when \( \lim f_n = f \) uniformly. A Cantor diagonal process is used to extract the sequence of translates to use for \( f \).

18. If \( \epsilon > 0 \) is given, let \( U_\epsilon \) be the set where \( |f(x) - f_n(x)| < \epsilon \). This is open by the assumed continuity, and \( \bigcup_{n=1}^\infty U_n = X \) by the assumed convergence. Since \( X \) is compact, some finite collection of \( U_n \)'s suffices. Since the \( f_n \)'s are pointwise increasing with \( n \), the \( U_n \)'s are increasing, and thus \( X = U_N \) for some \( N \). For that \( N \), \( |f(x) - f_N(x)| < \epsilon \). Then \( |f(x) - f_n(x)| < \epsilon \) for \( n \geq N \) since the \( f_n \)'s are pointwise increasing.

19. If \( 0 \leq P_n(x) \leq \sqrt{\epsilon} \leq 1 \), then \( x \geq P_n(x)^2 \) and the recursion shows that \( P_{n+1}(x) \geq P_n(x) \). Also, \( P_{n+1}(x) = P_n(x) + \frac{1}{2}(\sqrt{\epsilon} + P_n(x))(\sqrt{\epsilon} - P_n(x)) \leq P_n(x) + \frac{1}{2}(1 + 1)(\sqrt{\epsilon} - P_n(x)) = \sqrt{\epsilon} \).

20. By Problem 19, \( P_n(x) \) increases pointwise to some \( f(x) \). Passing to the limit in the recursion gives \( f(x) = f(x) + \frac{1}{2}(x - f(x))^2 \), and thus \( f(x)^2 = x \) and \( f(x) = \sqrt{x} \). Since \( \sqrt{x} \) is continuous and \([0, 1]\) is compact, Dini's Theorem (Problem 18) shows that the convergence is uniform.

21. If \( x \) and \( y \) are given with \( x \neq y \), then we are given three relevant functions in \( \mathcal{A} \), possibly not all distinct. They are \( h_1 \) with \( h_1(x) \neq h_1(y) \), \( h_2 \) with \( h_2(x) \neq 0 \), and \( h_3 \) with \( h_3(y) \neq 0 \). If \( h_1(x) \) or \( h_1(y) \) is 0, we can add a multiple of \( h_2 \) or \( h_3 \) to \( h_1 \) to obtain an \( h_4 \) with \( h_4(x) \neq h_4(y) \), \( h_4(x) \neq 0 \), and \( h_4(y) \neq 0 \). The restrictions of \( h_4 \) and \( h_4'' \) to the two-element set \( \{x, y\} \) are linearly independent and therefore form a basis for the 2-dimensional space of restrictions. Hence some linear combination of \( h_4 \) and \( h_4'' \) equals the given \( f \) at \( x \) and \( y \).

22. Let \( f \) be in \( \mathcal{C}_0(S) \) with \( f(s_0) = 0 \). Since \( \mathcal{B}^{cl} = \mathcal{C}_0(S) \), there exists a sequence \( \{g_n\} \) in \( \mathcal{B} \) with \( \lim g_n = f \) uniformly. Then \( \lim g_n(s_0) = f(s_0) = 0 \) in particular. Put \( f_n(s) = g_n(s) - g_n(s_0) \). Then \( f_n(s_0) = 0 \). The inequality \( |f_n(s) - f(s)| = |g_n(s) - f(s) - g_n(s_0)| \leq |g_n(s) - f(s)| + |g_n(s_0)| \) shows that \( \{f_n\} \) converges uniformly to \( f \). The members of \( \mathcal{A} \) are the members of \( \mathcal{B} \) that vanish at \( s_0 \). The functions \( f_n \) have this property, and thus \( \{f_n\} \) is a sequence in \( \mathcal{A} \) converging uniformly to \( f \).

23. For (a), we identify \( \mathcal{C}_0([0, +\infty), \mathbb{R}) \) with the subalgebra of \( \mathcal{C}([0, +\infty], \mathbb{R}) \) of continuous functions equal to 0 at \( +\infty \). The function \( e^{-x} \) separates points on \([0, +\infty]\). Apply Problem 22 to the algebra it generates, namely the algebra of all finite linear combinations of \( e^{-nx} \) for \( n \) a positive integer.

For (b), let \( \epsilon > 0 \) be given, and choose \( g(x) = \sum c_n e^{-nx} \) by (a) such that \( \sup_{0 \leq x < +\infty} |f(x) - g(x)| \leq \epsilon \). The hypothesis forces \( \int_0^b f(x) g(x) \, dx = 0 \), and this
Hints for Solutions of Problems

25. Isometries are uniformly continuous. Applying Proposition 2.47 to the uniformly continuous function \( \varphi_2 \circ (\varphi_1^{-1}) \) of the dense subset \( \varphi_1(X) \) of \( X_1^* \) into \( X_2^* \), we obtain an isometry \( \Psi : X_1^* \rightarrow X_2^* \) extending \( \varphi_2 \circ (\varphi_1^{-1}) \). Reversing the roles of \( X_1^* \) and \( X_2^* \), we obtain an isometry \( \Phi : X_2^* \rightarrow X_1^* \) extending \( \varphi_1 \circ (\varphi_2^{-1}) \). Then \( \Phi \circ \Psi \) is a continuous extension of the composition \( \varphi_1 \circ (\varphi_2^{-1}) \circ \varphi_2 \circ (\varphi_1^{-1}) \), which is the identity map on \( \varphi_1(X) \). Hence \( \Phi \circ \Psi \) is the identity on \( X_1^* \). Similarly \( \Psi \circ \Phi \) is the identity on \( X_2^* \). Thus \( \Psi \) is onto. This proves existence.

For uniqueness let \( \Psi \) and \( \Psi^* \) be two such maps. Then \( \Psi^{-1} \circ \Psi^* \) is a continuous extension of the identity map on the dense subset \( \varphi_1(X) \) of \( X_1^* \), and hence it is the identity. Therefore \( \Psi = \Psi^* \).

26. Theorem 2.60 says that \( X \) is dense in \( X^* \). Then \( X = X^* \) if and only if \( X \) is closed, and this happens if and only if \( X \) is complete, by Proposition 2.43.

27. The only one of these that requires explanation is (iv). We may assume that none of \( r, s \), and \( r + s \) is 0. Write \( r = mp^k/n \) and \( s = up^l/v \) with \( p \) not dividing any of \( r, s, u, v \). Without loss of generality, we may assume \( k \leq l \), so that \( \max\{|r|_p, |s|_p\} = |r|_p = p^{-k} \). We have

\[
  r + s = mp^k/n + up^l/v = p^k\left(\frac{m}{n} + \frac{ul^k}{v}\right) = p^k\left(\frac{m+u^l+nv}{nv}\right).
\]

The denominator \( nv \) is not divisible by \( p \). The part of the numerator within the parentheses is an integer, and we factor out any factors of \( p \) from it as \( p^u \) with \( u \geq 0 \). Then we have \( |r + s|_p = p^{-k+u} \) and this is \( \leq p^{-k} \) as required.

28. For the triangle inequality, let \( r, s, t \) be given. Then Problem 27 gives \( d(r, t) = |r - t|_p = |(r - s) + (s - t)|_p \leq \max\{|r - s|_p, |s - t|_p\} \leq |r - s|_p + |s - t|_p = d(r, s) + d(s, t) \).

29. Part (a) will be illustrated by the more difficult (b) and (c). Multiplication by a member \( r \) of \( \mathbb{Q} \) is a uniformly continuous function from \( \mathbb{Q} \) into \( \mathbb{Q}_p \); in fact, the equality \( |r(s - s_0)|_p = |r|_p|s - s_0|_p \) shows that \( \varepsilon \) is given, then the \( \delta \) of uniform continuity can be taken as \( |r|_p^{-1} \varepsilon \). Proposition 2.47 then tells us how to form products \( rs \) for \( r \) in \( \mathbb{Q} \) and \( s \) in \( \mathbb{Q}_p \). For fixed \( s \), the result is a uniformly continuous map of \( \mathbb{Q} \) into \( \mathbb{Q}_p \), since \( |\cdot|_p \) extends continuously to \( \mathbb{Q}_p \) and we have \(|(r - r_0)s|_p = |r - r_0|_p|s|_p| \). A second application of Proposition 2.47 extends the operation to a mapping of \( \mathbb{Q}_p \times \mathbb{Q}_p \) into \( \mathbb{Q}_p \) that is uniformly continuous in each variable when the other variable is held fixed. In
fact, it is continuous in both variables since $|rs - r_0s_0|_p = |(r - r_0)s + r_0(s - s_0)|_p \leq |r - r_0|_p|s|_p + |r_0|_p|s - s_0|_p \leq |r - r_0|_p|s|_p + |r - r_0|_p|s - s_0|_p + |r|_p|s - s_0|_p$.

For (c), take a shell $A_{kn} = \{ r \in Q_p \mid p^{-k} \leq |r|_p \leq p^n \}$. This is a closed subset of $Q_p$, hence complete. Reciprocal is a mapping from $A_{kn} \cap Q_{\infty}$ into $A_{kn}$ that is uniformly continuous because $r$ and $s$ in $A_{kn} \cap Q_{\infty}$ implies $|r^{-1} - s^{-1}|_p = |(s - r)/rs|_p = |s - r|_p|s|^{-1}|r|_p^{-1} \leq p^{2n}|s - r|_p$. Hence reciprocal extends to a uniformly continuous mapping from $A_{kn}$ to $A_{kn}$. These mappings are consistent as $n$ and $k$ tend to infinity, and thus reciprocal is a well-defined function from $Q_p^\times$ to itself. It is continuous because the same computation as just given shows that $|r^{-1} - r_0^{-1}|_p = |r - r_0|_p|s|^{-1}|r_0|_p^{-1}$. If we write $|r|_p \geq |r_0|_p - |r - r_0|_p$ and require that $|r - r_0|_p \leq \frac{1}{2}|r_0|_p$, then $|r^{-1} - r_0^{-1}|_p = |r - r_0|_p(\frac{1}{2}|r_0|_p)^{-1}|r_0|_p^{-1}$, and continuity of reciprocal at $r_0$ follows.

The abelian group axioms in (c) are associativity, commutativity, existence of the two-sided identity 1, and existence of two-sided reciprocals. To complete (c), we need associativity and commutativity. We can regard associativity as asserting the equality of two continuous functions from $Q_p \times Q_p \times Q_p$ to $Q_p$. These are equal on $Q \times Q \times Q$, and this subset is dense. Hence the two functions are equal everywhere. Commutativity is proved similarly.

The distributive law in (d) is proved by the same technique used for associativity in (c). Thus $Q_p$ is a field.

30. For (a), it is enough to prove that $S = \{ t \in Q \mid |t|_p \leq 1 \}$ is totally bounded. For $x$ in $Q$, let $C(\delta; x) = \{ t \in Q \mid |t - x|_p \leq \delta \}$. It is enough to show for each integer $l \geq 0$ that $S \subseteq \bigcup_{r=0}^{l} C(p^{-l}; r)$. If $t$ is given in $S$, $t$ is of the form $t = m/n$ with $m$ and $n$ in $Z$ and $n$ nondivisible by $p$. Let $n^{-1}$ denote the integer from 0 to $p^l - 1$ such that $mn^{-1} \equiv 1 \mod p^l$, and let $r$ denote the integer from 0 to $p^l - 1$ such that $n^{-1}m \equiv r \mod p^l$. Then $m - nr \equiv 0 \mod p^l$, and so $|m - nr|_p \leq p^{-l}$. Since $|n|_p = 1$, $|\frac{m}{n} - r|_p \leq p^{-l}$. Thus $t$ is in $C(p^{-l}; r)$.

For (b), compact sets are closed and bounded by Proposition 2.34a. Conversely let $E$ be closed and bounded. The set $T = \{ t \in Q_p \mid |t|_p \leq 1 \}$ is certainly closed. Since $Q_p$ is complete, $T$ is complete. Part (a) shows that $T$ is totally bounded. By Theorem 2.46, $T$ is compact. The given set $E$ is contained in some set $T_n = \{ t \in Q_p \mid |t|_p \leq p^n \}$. Multiplication by the member $p^{-n}$ of $Q_p$ carries $T$ continuously onto $T_n$, and $T_n$ is compact by Proposition 2.38. Since $E$ is a closed subset of the compact set $T_n$, Proposition 2.34b shows that $E$ is compact.

31. The first two assertions are routine consequences of (ii), (iii), and (iv). Let us consider the quotient $Z_p/P$. We show that $P$ is a maximal ideal. In fact, if $I$ is an ideal in $Z_p$ properly containing $P$, then $I$ contains some element $t$ with $|t|_p = 1$. Then (iii) shows that $t^{-1}$ has $|t^{-1}|_p = 1$ and lies in $Z_p$. Since $t$ is in $I$ and $t^{-1}$ is in $Z_p$, their product 1 is in $I$. Thus $I = Z_p$. In other words, $P$ is a maximal ideal. Hence $Z_p/P$ is a field. To complete the argument, we show that $Z_p/P$ has exactly $p$ elements. Given $x$ in $Z_p$, choose $m/n$ in $Q$ with $|x - \frac{m}{n}|_p \leq p^{-1}$, by denseness of
Q in $\mathbb{Q}_p$. Here $|m|_p \leq 1$, and we may assume that $n$ is nondivisible by $p$. Arguing as in Problem 30a, we can find $r$ in $\{0, 1, \ldots, p - 1\}$ such that $|m - r|_p \leq p^{-1}$.

Then $|x - r|_p \leq \max \{|x - m|_p, |m - r|_p\} \leq p^{-1}$ by the ultrametric inequality. So $x = (x - r) + r$ with $x - r$ in $P$. Thus $\{0, 1, \ldots, p - 1\}$ represents all cosets of $\mathbb{Z}_p / P$.

Finally no two distinct elements $r$ and $r'$ in $\{0, 1, \ldots, p - 1\}$ have $|r - r'|_p \leq p^{-1}$ because this inequality would entail having $r - r'$ divisible by $p$.

**Chapter III**

1. For (a), $|TS|^2 = \sum_j |TS(e_j)|^2 = \sum_j |\sum_i (S(e_j), e_i)T(e_i)|^2$. Use of the triangle inequality and then the Schwarz inequality shows that this expression is $\leq \sum_j \left( \sum_i |(S(e_j), e_i)|^2 \right)^{1/2} \left( \sum_i |T(e_i)|^2 \right)^{1/2} = \sum_j |S(e_j)|^2 |T|^2 = |S|^2 |T|^2$. Part (b) is routine.

2. The member of $L(\mathbb{R}^n, \mathbb{R}^m)$ with matrix $A$.

3. $\limsup_{h \to 0} (|h|^{-1} f(h) - 0) \leq \limsup_{h \to 0} (|h|^{-1} |h|^2) = 0$.

4. The formula is $\frac{d}{dt} f(x + tu) \big|_{t=0} = \sum_j u_j \frac{\partial f}{\partial x_j}(x)$. The argument is written out within the proof of Theorem 3.11.

5. $(e^t_0, e^t_1), \ (\cos t \sin t, \sin t \cos t), \ (\cosh t \sinh t, \sinh t \cosh t)$.

6. The equality is false because the left side is positive and the right side is negative.

7. In fact, the left side is $\int_0^1 \left[ \lim_{\gamma \to 1} \int_0^1 (e^{-xy} - 2e^{-x} dy) \right] dx$, which equals $\int_0^1 \lim_{\gamma \to 1} \left[ -e^{-xy} + \frac{1}{\gamma} \frac{\gamma - e^{-2y}}{y} \right] dy = \int_0^1 \frac{1}{\gamma} \left[ \frac{1}{e^{-2y} - e^{-x}} \right] dx$; since $e^{-2y} > e^{-2y}$ on $(0, 1)$, the left side is $> 0$. Meanwhile, the right side is $\int_0^\infty \left[ -e^{-xy}/x + e^{-2xy}/x \right] dy = \int_0^1 \frac{1}{\gamma} \left[ e^{-2x} - e^{-x} \right] dx$; since $e^{-2x} < e^{-x}$ on $(1, \infty)$, the right side is $< 0$.

8. Define $\| \cdot \|_2$ as in Section I.10, and let $f_\gamma(t) = f(x - t)$; the latter definition is not the one used earlier in the book. For (a), the Schwarz inequality gives

$$|f \ast g(x) - f \ast g(x_0)| = \left| \frac{1}{2\pi} \int_\pi^{\pi} f(x - t) - f(x_0 - t) g(t) dt \right|$$

and the right side tends to 0 as $x$ tends to $x_0$ by uniform continuity of $f$. This proves that $f \ast g$ is continuous. The periodicity is evident. The proof that $f \ast g = g \ast f$ is the same as the proof in Section I.10 that $f \ast D_N = D_N \ast f$.

For (b), an application of Fubini’s Theorem (Corollary 3.33) and a change of variables gives $\frac{1}{2\pi} \int_\pi^{\pi} f \ast g(x)e^{-inx} dx = \left( \frac{1}{2\pi} \right)^2 \int_\pi^{\pi} \int_\pi^{\pi} f(x - t)g(t)e^{-inx} dt \ dx = \left( \frac{1}{2\pi} \right)^2 \int_\pi^{\pi} \int_\pi^{\pi} f(x - t)g(t)e^{-inx} dt \ dx = \left( \frac{1}{2\pi} \right)^2 \int_\pi^{\pi} \int_\pi^{\pi} f(x)g(t)e^{-i(x+t)} \ dx \ dt = \left( \frac{1}{2\pi} \right)^2 \int_\pi^{\pi} f(x)g(t)e^{-inx} e^{-int} dx \ dt = c_n d_n$. 
For (c), we apply the Weierstrass $M$ test. It is enough to prove that $\sum_n |c_n d_n| < +\infty$, and the Schwarz and Bessel inequalities together do this:
\[
\sum_n |c_n d_n| \leq \left( \sum_n |c_n|^2 \right)^{1/2} \left( \sum_n |d_n|^2 \right)^{1/2} \leq \|f\|_2 \|g\|_2 < +\infty.
\]

9. Write out each side as an iterated integral, and apply Fubini’s Theorem (Corollary 3.33).

10. For the partial derivatives, $\frac{∂f}{∂x}(0, 0) = \frac{∂}{∂x} f \left(\frac{t_0}{x^2 + t^2}\right) |_{t=0} = 0$ and $\frac{∂f}{∂y}(0, 0) = 0$ similarly. The fact that $f$ is not continuous at $(0, 0)$ is a special case of Problem 11a.

11. For (a), the homogeneity says in particular that $f(rx) = f(x)$ for $r > 0$ and $|x| = 1$. Then $\lim_{r \to 0} f(y) = \lim_{r \to 0} |f(rx)| = 0$, and the right side is finite, being the maximum value of a continuous function on a compact set. If $f(y)$ is continuous at $y = 0$, then $f(0) = \lim_{r \to 0} f(rx) = f(x)$ for every $x$ with $|x| = 1$ and so $f$ must be constantly equal to $f(0)$.

For (b), $\limsup_{r \to 0} |f(rx)| = \limsup_{r \to 0} r^d |f(x)| = 0$ if $d > 0$ since $f(x)$ is bounded for $|x| = 1$. Thus $f$ is continuous at 0 if $d > 0$ and $f(0) = 0$. If $d < 0$, then $\limsup_{r \to 0} r^d |f(x)| = +\infty$ if $d < 0$ and $f(x) \neq 0$.

For (c), we have $f(rx) = r^d f(x)$ for any $x = (x_1, \ldots, x_n) \neq 0$. Let $g = f \circ m_r$, where $m_r$ refers to multiplication by $r$. The homogeneity gives $g = r^d f$, and thus $\frac{∂g}{∂x}(x) = r^d \frac{∂f}{∂x}(x)$. On the other hand, the chain rule gives $\frac{∂g}{∂x}(x) = \sum_{i=1}^n \frac{∂g}{∂x_i}(rx) \frac{∂(rx)}{∂x_i}(x) = r^d \frac{∂f}{∂x_i}(rx)$, and (c) follows.

For (d), the given conditions say that $f(tx) = tf(x)$ for all real $t$. Then $\frac{∂f}{∂x}(0) = \lim_{t \to 0} t^{-1} (f(0 + te) - 0) = \lim_{t \to 0} t^{-1} tf(e) = f(e)$. On the other hand, (c) says that $\partial f/\partial x_j$ is homogeneous of degree 0, and (a) says that $\partial f/\partial x_j$ cannot be continuous at 0 unless it is constant.

12. Part (a) follows from Problem 11b. In (b), $\frac{∂f}{∂x}(0) = \frac{∂}{∂t} f(0, 1, 0) |_{t=0} = \frac{∂}{∂t} f(0 + ty) |_{t=0} = \frac{∂}{∂t} 0 |_{t=0} = 0$. The failure of continuity is by parts (a) and (c) of Problem 11.

For (c), we have $\frac{∂}{∂t} f(0 + tu) |_{t=0} = \frac{∂}{∂t} t \cos^3 \theta |_{t=0} = \cos^3 \theta$. If $f$ were differentiable at $x = 0$, the chain rule would give $\frac{∂}{∂t} f(0 + tu) |_{t=0} = u_1 \frac{∂f}{∂x}(0) + u_2 \frac{∂f}{∂y}(0) = \cos \theta$. Since $\cos^3 \theta$ is not identically equal to $\cos \theta$, $f$ is not differentiable at 0.

13. Part (a) follows from (a), (b), and (c) of Problem 11. About 0, the function $f$ is even in $x$ and even in $y$, and hence the first partial derivatives are odd about 0. Then part (b) follows from Problem 11d. To calculate the results for (c), we need to compute $\frac{∂f}{∂y}(x, 0)$ for $x \neq 0$ and $\frac{∂f}{∂y}(0, y)$ for $y \neq 0$. The first of these is $x$, and the second is $-y$. The formulas for the second partial derivatives follow.

14. For $n \geq 0$, $r^n e^{int} = (x + iy)^n$ is of class $C^∞$, and so is $r^n e^{-int} = (x - iy)^n$. For the first of these functions, $\frac{∂}{∂x}(x + iy)^n = n(n - 1)(x + iy)^{n-2}$, while $\frac{∂}{∂y}(x + iy)^n = i^2 n(n - 1)(x + iy)^{n-2}$, hence $\Delta (x + iy)^n = 0$. The result for $(x - iy)^n$ follows
Theorem 1.37, the complex-valued version of Theorem 1.23, and the fact that each term is harmonic.

15. This follows by direct calculation.

16. In the notation of Theorem 3.17, \( \varphi(x, y) \) is \( \left( \frac{x^4 y + x}{x + y^3} \right) \), \( a \) is \( (1, 1) \), and \( b \) is

\( (2, 2) \). One checks that \( \varphi'(1, 1) = \begin{pmatrix} 5 & 1 \\ 1 & 3 \end{pmatrix} \). The locally defined inverse function \( f \)

near \( (2, 2) \) has \( f'(2, 2) = \varphi'(1, 1)^{-1} = \begin{pmatrix} 3/14 & -1/14 \\ -1/14 & 5/14 \end{pmatrix} \), and \( \frac{\partial f}{\partial u} (2, 2) \) is the upper left

term of this, namely \( 3/14 \).

17. All 6 derivatives of possible interest are given by the matrix product

\[
\begin{pmatrix} 2 & -1 & 0 \\ 0 & 0 & 0 \\ 1 & 1 & 1 \end{pmatrix}^{-1} \begin{pmatrix} 0 & -\pi/2 \\ 0 & -\pi \\ 0 & 3\pi/2 \end{pmatrix} = \frac{\pi}{6} \begin{pmatrix} 0 & -\pi/2 \\ 0 & -\pi \\ 0 & 3\pi/2 \end{pmatrix}.
\]

Then \( \frac{\partial x}{\partial u}(\pi/2, 0) = 0 \) and \( \frac{\partial x}{\partial v}(\pi/2, 0) = -\pi/12 \). The function \( x(u, v) \) is of class \( C^\infty \) by Corollary 3.21.

18. The map in question is \( X \mapsto X^2 \) and is the composition of \( X \mapsto (X, X) \)

followed by \( (U, V) \mapsto UV \). Here we can write \( UV = L(U)V = R(V)U \), where

\( L(U) \) is the linear function “left multiplication by \( U \)” on matrix space and \( R(V) \) is

the linear function “right multiplication by \( V \).” The derivative of \( (U, V) \mapsto UV \) is

then \( (R(V), L(U)) \) by Problem 2. Hence the derivative of \( X \mapsto X^2 \), by the chain

rule, is

\[
(R(V)) \begin{pmatrix} L(U) \\ 1 \end{pmatrix} = (R(V) + L(U)) \bigg|_{U=V=X} = R(X) + L(X).
\]

At \( X = 1 \), this is \( R(1) + L(1) \), which is “multiplication by 2” and is invertible. The

Inverse Function Theorem thus applies.

19. We may assume that \( g'(x_0) \neq 0 \), thus that \( \frac{\partial g}{\partial x_i}(x_0) \neq 0 \) for some \( i \). We
take this \( i \) to be \( i = n \); the other cases involve only notational changes. Write

\( x = (x', x_n) \) with \( x' \in \mathbb{R}^{n-1} \), and write \( x_0 = (a, b) \) similarly. Then the Implicit

Function Theorem produces a real-valued \( C^1 \) function \( h(x') \) defined on an open set

\( V \) about the point \( a \) in \( \mathbb{R}^{n-1} \) such that \( h(a) = b, g(x', h(x')) = 0 \) for all \( x' \) in \( V \),

and \( \frac{\partial h}{\partial x_j}(a) = -\left( \frac{\partial g}{\partial x_i}(a, b) \right)^{-1} \left( \frac{\partial g}{\partial x_j}(a, b) \right) \) for \( 1 \leq j < n \). Let \( H(x) = (x', h(x')) \).

Form \( f \circ H \), which has a local maximum or minimum at \( x' = a \) in \( V \). All the first

partial derivatives of this function must be 0 at \( x' = a \). Thus, for \( 1 \leq j \leq n - 1, 0 = \frac{\partial f \circ H}{\partial x_j}(a) = \sum_{i=1}^{n} \frac{\partial f \circ H}{\partial x_i}(x_0) \frac{\partial h}{\partial x_j}(a) \). Since \( H(x) = x_i \) for \( i < n \), all the terms of this

sum are 0 except possibly for the \( j \)th and the \( n \)th. Thus \( 0 = \frac{\partial f}{\partial x_j}(x_0) + \frac{\partial f}{\partial x_n}(x_0) \frac{\partial h}{\partial x_j}(a) \)

\( = \frac{\partial f}{\partial x_j}(x_0) - \left( \frac{\partial f}{\partial x_n}(x_0) \right) \left( \frac{\partial g}{\partial x_i}(a, b) \right)^{-1} \left( \frac{\partial g}{\partial x_j}(a, b) \right) \) for \( j < n \). The right side is 0 trivially

for \( j = n \), and thus the result follows with \( \lambda = -\left( \frac{\partial g}{\partial x_n}(a, b) \right)^{-1} \).
20. The difficulty in handling this inequality as a maximum-minimum problem is the question of existence. Lagrange multipliers can constrain matters to a compact set, and then existence is no longer an obstacle. The domain \( D \) initially will be the set where \( a_1 \geq 0, \ldots, a_n \geq 0 \). Fix a number \( c \), and let \( g(a_1, \ldots, a_n) = \frac{1}{n}(a_1 + \cdots + a_n) - c \) and \( f(a_1, \ldots, a_n) = \sqrt[3]{a_1 \cdots a_n} \). The subset of \( D \) where \( g(a_1, \ldots, a_n) = 0 \) is compact, and \( f \) must have an absolute maximum on it. This maximum cannot occur where any \( a_j \) equals 0 since \( f \) is 0 at such points. So it is at a point in the set \( U \) where all \( a_j \) are > 0. Apply Lagrange multipliers on \( U \). The resulting equations are \( \frac{1}{a_j}(a_1 \cdots a_n)^{1/n} = 1/n \) for \( 1 \leq j \leq n \), as well as the constraint equation \( \frac{1}{n}(a_1 + \cdots + a_n) = c \). The first \( n \) equations show that all \( a_j \)’s must be equal, and the constraint equation shows that they must equal \( c \). The desired inequality is true in this case and hence is true in all cases.

21. Write \( x(\theta) = r(\theta) \cos \theta \) and \( y(\theta) = r(\theta) \sin \theta \), differentiate with respect to \( \theta \), and form \( x'(\theta)^2 + y'(\theta)^2 \). The result is that \( x'(\theta)^2 + y'(\theta)^2 = r'(\theta)^2 + r^2 \).

Substitution into the result of Theorem 3.42 gives the desired formula.

22. For (a), \( s(t) = \int_0^t \left( \frac{d}{du} \cos u \right)^2 + \left( \frac{d}{du} \sin u \right)^2 \right. \ du = \sqrt{2} \int_0^t \ du = t \sqrt{2} \).

For (b), \( s(x) = \int_0^x \left( \frac{d}{du} u \right)^2 + \left( \frac{d}{du} \sin u \right)^2 \right. \ du \). Here \( \left( \frac{d}{du} \left( \frac{1}{2} e^u + \frac{1}{2} e^{-u} \right) \right) = \frac{1}{2} \left( e^u - e^{-u} \right) \), and the sum of 1 and the square of this is the square of \( \frac{1}{2} \left( e^u + e^{-u} \right) \). Thus \( s(x) = \int_0^x \frac{1}{2} \left( e^u + e^{-u} \right) \ du = \frac{1}{2} \left( e^x - e^{-x} \right) \).

For (c), \( s(x) = \int_0^x \left( \frac{d}{du} u \right)^2 + \left( \frac{d}{du} u^{3/2} \right)^2 \right. \ du = \int_0^x \left[ 1 + \frac{3}{2} u \right] \ du, \) and this equals \( \frac{3}{2} \left( 1 + \frac{3}{2} x \right)^{3/2} - 1 \).

For (d), the integral in question is \( s(x) = \int_0^x \sqrt{1 + y'(t)^2} \ du \). Since \( y'(t) = 2t \), the right side is equal to \( \int_0^x 1 + 4t^2 dt \). The substitution \( 2t = \tan u \) leads to an integral of a multiple of \( \sec^3 u = \cos u / \cos^4 u = (\cos u)(1 - \sin^2 u)^{-2} \). Then the substitution \( t = \tan u \) leads to a definite integral of \( (1 - u^2)^{-2} \), which can be handled by partial fractions.

For (e), we have \( r(t) = t \) and \( r'(t) = 1 \). Problem 21 shows that the integral is \( s(t) = \int_0^t \sqrt{1 + 1} \ du \). This is treated the same way as in (d).

For (f), we have \( x(\theta) = \theta \cos \theta \) and \( y(\theta) = \theta \sin \theta \). These are both \( C^1 \) functions in an interval about 0, and thus \( x'(\theta) \) and \( y'(\theta) \) have finite limits at \( \theta = 0 \). Hence the curve is tamely behaved at 0.

23. \( \ell(y) = \int_0^1 \sqrt{4t^2 + 1} \ dt + \int_1^2 \sqrt{2} \ dt + \int_2^3 \sqrt{1 + 4(t - 2)^2} \ dt \), and if one wants, these integrals can be evaluated exactly.

24. The first line of inequalities is proved in the same way as for Lemmas 1.24 and 1.25. Any two partitions have a common refinement, and thus the second line of inequalities follows. Taking the infimum over \( P_1 \) and then the infimum over \( P_2 \) yields the third inequality.
25. Let $\epsilon > 0$ be given. Choose $\delta > 0$ so that $|f(x) - f(x')| \leq \epsilon$ whenever $|x - x'| \leq \delta$. If $\mu(P) \leq \delta$, then $\max_{x_{j-1} \leq x \leq x_j} f(x) - \min_{x_{j-1} \leq x \leq x_j} f(x) \leq \epsilon$. Hence

$$U(P, f, \alpha) - L(P, f, \alpha) = \sum_{j=1}^{m} \left( \max_{x_{j-1} \leq x \leq x_j} f(x) - \min_{x_{j-1} \leq x \leq x_j} f(x) \right) \left( \alpha(x_j) - \alpha(x_{j-1}) \right)$$

$$\leq \sum_{j=1}^{m} \epsilon (\alpha(x_j) - \alpha(x_{j-1})) = \epsilon (\alpha(b) - \alpha(a)).$$

26. Let $A = \sup_{P} L(P', f, \alpha)$. From Problem 24 it follows that $U(P, f, \alpha) \geq A \geq L(P, f, \alpha)$ for every $P$. Combining this inequality with Problem 25 shows that $\lim_{\mu(P)\to 0} U(P, f, \alpha) = A = \lim_{\mu(P)\to 0} L(P, f, \alpha)$.

27. With $y(t) = (1 - t)(x_1, y_1) + t(x_2, y_2)$, we have $x(t) = x_1 + t(x_2 - x_1)$, $dx = (x_2 - x_1)dt$, $y(t) = y_1 + t(y_2 - y_1)$, and $dy = (y_2 - y_1)dt$. Then $\int_{y} x \, dx = \int_{0}^{1} (x_1 + (x_2 - x_1)t)(y_2 - y_1) \, dt = x_1(y_2 - y_1) + \frac{1}{2}(x_2 - x_1)(y_2 - y_1)$, and similarly $\int_{y} y \, dx = y_1(x_2 - x_1) + \frac{1}{2}(x_2 - x_1)(y_2 - y_1)$. Subtraction gives $\int_{y} x \, dx - y \, dx = x_1(y_2 - y_1) - y_1(x_2 - x_1) = x_1y_2 - x_2y_1$.

28. In (b), take $f(x, y) = \frac{1}{2} \log(x^2 + y^2)$.

29. In (b), $\int_{y} F \cdot ds = \int_{0}^{2\pi} (P(\cos t, \sin t)(-\sin t) + Q(\cos t, \sin t)(\cos t)) \, dt = \int_{0}^{2\pi} (-\sin^2 t - \cos^2 t) \, dt = \int_{0}^{2\pi} (-1) \, dt = -2\pi$.

In (c), if there were such a function, then Proposition 3.46 would say that $\int_{y} F \cdot ds = 0$, in contradiction to the result of (b).

30. $\int_{0}^{1} t \, dt + \int_{0}^{1} 2t^2 \, dt + \int_{0}^{1} 3t^3 \, dt$, etc.

31. Since $\left( e^x \cos y \right) - \left( e^x \sin y \right) = \nabla(e^x \cos y)$, the line integral equals $\int_{y} \left( \begin{array}{c} y \\ -x \end{array} \right) \cdot ds = \int_{0}^{2\pi} \left( \sin t \right)(-\sin t) + \left( -\cos t \right)(\cos t) \, dt = -2\pi$.

32. In Green’s Theorem with $P(x, y) = -\frac{1}{2}y$ and $Q(x, y) = \frac{1}{2}x$, we have $\frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} = 1$. Thus $\int_{y} \frac{1}{2}x \, dy - \frac{1}{2}y \, dx = \int_{U} \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) dx \, dy = \int_{U} 1 \, dx \, dy = \text{Area}(U)$.

33. The integral over the polygon of $\frac{1}{2}(x \, dy - y \, dx)$ is the sum of terms as in Problem 27, and this expression equals $\sum_{j=0}^{m} (x_jy_{j+1} - y_jx_{j+1})$. Green’s Theorem applies in this situation, according to Corollary 3.50, and the line integral therefore equals the double integral over the inside of the polygon. The integrand is 1, according to Problem 32, and thus the double integral gives the area of the inside.

Chapter IV

1. For (a), $\frac{1}{2}y^2 = -\frac{1}{2}t^2 + c$. Adjusting $c$, we have $y^2 = -t^2 + c$. Then $y(t) = \pm\sqrt{c - t^2}$. For (b), the exceptional points are $(t_0, 0)$. For (c), a solution with $y(t_0) = y_0$ is $y(t) = \text{sgn}(y_0)\sqrt{y_0^2 + t^2 - t_0^2}$. 
2. In Theorem 4.1, take \( a = 1 \) and \( b = 1 \). Then \( M = 2 \) and \( a' = \frac{1}{2} \). The theorem therefore gives a solution for \( |t| < 1/2 \).

3. To be an integral curve, \( (x(t), y(t)) \) must satisfy \( x'(t) = \sqrt{x} \) and \( y'(t) = 1/2 \). Then \( 2\sqrt{x(t)} = t + c_1 \) and \( y(t) = \frac{1}{2}t + c_2 \). At some unspecified time \( t_0 \), the curve is to pass through \((1, 1)\). Then \( x(t_0) = 1 \) and \( y(t_0) = 1 \); these force \( 2 = t_0 + c_1 \) and \( 1 = \frac{1}{2}t_0 + c_2 \). So \( (x(t), y(t)) = \left( \frac{1}{2}(t - t_0 + 2)^2, \frac{1}{2}(t - t_0 + 2) \right) \). If \( t_0 = 0 \), for example, the curve is \( (x(t), y(t)) = \left( \frac{1}{4}(t + 2)^2, \frac{1}{2}(t + 2) \right) \).

4. This uses the multivariable chain rule, Proposition 3.28b, and the Fundamental Theorem of Calculus. The derivative in question is

\[
\frac{d}{dt} \left( t^3 \right) = \left( \frac{d}{dt} t^3 \right) = 3t^2.
\]

5. \( y(t) = 2 + c_1 e^t + c_2 e^{2t} \).

6. For (a), \( J = \begin{pmatrix} 3 & 1 \\ 0 & 3 \end{pmatrix} \) and \( B = \begin{pmatrix} 1 & 0 \\ 2 & 1 \end{pmatrix} \) for the first, and \( J = \begin{pmatrix} 1 & 0 & 0 \\ 0 & i & 0 \\ 0 & 0 & -i \end{pmatrix} \) and \( B = \begin{pmatrix} 0 & i & -i \\ 1 & 0 & 0 \\ 0 & 1 & 1 \end{pmatrix} \) for the second. For (b), the bases are \( e^{3t} \left( \begin{array}{c} 1 \\ 2 \end{array} \right) \) and \( e^{3t} \left( \begin{array}{c} 0 \\ 1 \\ \frac{1}{2} \end{array} \right) + t \left( \begin{array}{c} 1 \\ 2 \end{array} \right) \) for the first, and \( e^t \left( \begin{array}{c} 0 \\ 1 \\ 0 \end{array} \right), e^{it} \left( \begin{array}{c} i \\ 0 \\ 1 \end{array} \right), e^{-it} \left( \begin{array}{c} -i \\ 0 \\ 1 \end{array} \right) \) for the second.

Part (b) can be solved directly without solving part (a) first. Consider the 2-by-2 example. The only root of the characteristic polynomial is 3, and it has multiplicity 2. We solve \( (A - 3 \cdot I)k_0 = 0 \) and get \( k_0 = \begin{pmatrix} c \\ \frac{c}{2} \end{pmatrix} \). Then we solve \( (A - 3 \cdot I)l_0 = \begin{pmatrix} c \\ 2c \end{pmatrix} \) and get \( l_0 = \begin{pmatrix} d \\ c + 2d \end{pmatrix} \). Choose any \( c \neq 0 \) and any \( d \), say \( c = 1 \) and \( d = 0 \). Then \( k_0 = \begin{pmatrix} 1 \\ 2 \end{pmatrix} \), and \( l_0 = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \), and we obtain the solutions in the form given above.

For more complicated examples, the choice of these constants can get tricky, but this method works quickly for easy examples.

7. For \( n = 1 \), \( \det(\lambda - (-a_0)) = \lambda + a_0 \). Assume the result for \( n - 1 \), and expand the \( n \)th-order determinant by cofactors about the first column. Then
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\[
\det(\lambda I - A) = \det \begin{pmatrix}
\lambda -1 & 0 & 0 & \cdots & 0 & 0 \\
\lambda -1 & 0 & 0 & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\lambda -1 & 0 & 0 & \cdots & 0 & 0 \\
-1 & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{pmatrix}
\]

\[
= \lambda \det \begin{pmatrix}
\lambda -1 & 0 & 0 & \cdots & 0 & 0 \\
\lambda -1 & 0 & 0 & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\lambda -1 & 0 & 0 & \cdots & 0 & 0 \\
\end{pmatrix} + (-1)^{n-1} a_0 \det \begin{pmatrix}
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
-1 & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{pmatrix}
\]

\[
= \lambda(\lambda^{n-1} + a_n - 1\lambda^{n-2} + \cdots + a_1) + (-1)^{n-1} a_0 (-1)^{n-1}
\]

\[
= \lambda^2 + a_n - 1\lambda^{n-2} + \cdots + a_0,
\]

the next-to-last equality following by induction.

8. In (a), let \(|f_n(t) - M| \leq M\) for all \(t\) and \(n\). Then \(|F_n(t) - F_n(t')| = \left| \int_t^{t'} f_n(s) \, ds \right| \leq M |t - t'|\). Thus equicontinuity holds with \(\delta = \epsilon / M\).

In (b), we solve the equation explicitly, using variation of parameters. The solutions of the homogeneous equation are \(c_1 \cos t + c_2 \sin t\), and computation shows that the unique solution of the inhomogeneous equation with the given initial condition is \(y^*(t) = -(\cos t) \int_0^t (\sin s) f(s) \, ds + (\sin t) \int_0^t (\cos s) f(s) \, ds\). Each integral is equicontinuous by the same argument as in (a), and the operations of multiplication by a bounded continuous function and addition preserve the equicontinuity.

In (c), we do not know explicit formulas for the solutions of the homogeneous equation, but the same argument as in (b) with variation of parameters will work anyway.

10. For any \(C^2\) periodic function \(f\), the \(n\)th Fourier coefficient \(c_n\) of \(f\) has \(|c_n| \leq n^{-2} \sup \{|f''|\} \). The function \(v(r, \theta)\), being a composition of two \(C^2\) functions, is \(C^2\) for \(0 \leq r < 1\) and \(|\theta| \leq \pi\), and hence \(\sup |\partial^2 v / \partial \theta^2|\) is bounded by some \(M\) for \(0 \leq r \leq 1 - \delta\). Then we obtain \(|c_n| \leq M / n^2\).

11. The function \((u \circ R_\varphi)(x, y) e^{-ik\varphi}\) is of class \(C^2\) jointly in \(x, y, \varphi\). By Proposition 3.28 we can pass the second derivatives with respect to \(x\) and \(y\) under the given integral sign with respect to \(\varphi\). The integrand is harmonic in \((x, y)\) for each \(\varphi\), and therefore the integral itself is harmonic. The integral itself is given by

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} v(r, \theta + \varphi) e^{-ik\varphi} \, d\varphi = \frac{1}{2\pi} \int_{-\pi}^{\pi} \sum_{n=-\infty}^{\infty} c_n(r) e^{in\varphi} e^{i(n-k)\varphi} \, d\varphi.
\]

The series in the integrand is uniformly convergent as a function of \(\varphi\), by the estimate in Problem 10 and by the Weierstrass \(M\)-test. Theorem 1.31 says that we can interchange sum and integral, and then the right side above collapses to \(c_k(r) e^{ink}\).
12. Starting from \( v(r, \theta) = u(r \cos \theta, r \sin \theta) \), we compute \( \frac{\partial v}{\partial r} \) and \( \frac{\partial v}{\partial \theta} \) by the chain rule and obtain

\[
\frac{\partial v}{\partial r} = \cos \theta \frac{\partial u}{\partial r} + \sin \theta \frac{\partial u}{\partial \theta} \quad \text{and} \quad \frac{\partial v}{\partial \theta} = -r \sin \theta \frac{\partial u}{\partial r} + r \cos \theta \frac{\partial u}{\partial \theta}.
\]

Using the same technique, we form \( \frac{\partial^2 v}{\partial r^2} \) and \( \frac{\partial^2 v}{\partial \theta^2} \) in terms of the partial derivatives of \( u \), and we find that

\[
\Delta u = \frac{\partial^2 v}{\partial r^2} + \frac{1}{r} \frac{\partial v}{\partial r} + \frac{1}{r^2} \frac{\partial^2 v}{\partial \theta^2}.
\]

Substituting \( v(r, \theta) = c_k(r)e^{ik\theta} \) and taking into account that \( \Delta u = 0 \), we obtain

\[
0 = e^{ik\theta} (c_k^{''} + r^{-1}c_k^{'} - k^2 c_k).
\]

Thus \( r^2 c_k^{''} + r c_k^{'} - k^2 c_k = 0 \). This is an Euler equation. The solutions are \( c_k(r) = a_k r^{|k|} + b_k r^{-|k|} \) if \( k \neq 0 \) and are \( a_0 + b_0 \log r \) if \( k = 0 \). Taking into account that \( c_k(r) \) is differentiable at \( r = 0 \), we obtain \( c_k(r) = a_k r^{|k|} \) for all \( k \). Substitution gives \( v(r, \theta) = \sum_{n=-\infty}^{\infty} c_n r^{|n|} e^{in\theta} \).

13. Since \( f_R(\theta) = \sum_{n=-\infty}^{\infty} c_n R^{|n|} e^{in\theta} \) and \( P_{r/R}(\theta) = \sum_{n=-\infty}^{\infty} (r/R)^{|n|} e^{in\theta} \), the result follows immediately from Problem 8b at the end of Chapter III.

15. For (a), substitute \( y = uv, y' = u'v + uv', \) and \( y'' = u''v + 2u'v' + uv'' \) into the equation for \( y \), take into account that \( u'' + Pu' + Qu = 0 \), and get \( 2u'v' + uv'' + Pu'v = 0 \). Put \( w = v' \). We can rewrite our equation as \( w' = \frac{-P - 2u'/u}{w} \) since \( u \) is assumed nonvanishing. Then Problem 14 gives \( w(t) = ce^{-\int P dt - 2 \int (u'/u) dt} = ce^{-\int P dt} e^{\log(|u|^{-1})} = cu(t)^{-2} e^{-\int P(t) dt} \).

For (b), the formula in (a) gives \( v'(t) = ce^{-t^2/2} \), and hence \( y(t) = u(t)v(t) = e^{t^2/2} \int_0^t e^{-s^2/2} ds \).

16. The substitution leads to \( uv'' + (2u' + Pu)v' + (u'' + Pu' + Qu)v = 0 \). Thus the condition is \( 2u' + Pu = 0 \). By Problem 14, \( u(t) \) is a multiple of \( e^{-\int (P/2) dt} \). The computation of \( R(t) \) is then routine.

17. Substitution of \( v = uv^{-1/2} \) shows that \( L(v) = r^{1/2} L_0(u) \) with \( L_0 \) of the indicated form.

18. For (a), the formula is \( d_n = -\sum_{k=1}^{n} c_k d_{n-k} \), with \( d_0 = 1 \). For (b), we have \( d_1 = -c_1 d_0 = -c_1 \), so that \( |d_1| = |c_1| \leq M r^1 \). Thus \( |d_n| \leq M(M + 1)^{|n|} r^n \) for \( n = 1 \). Assume that \( |d_k| \leq M r^k \) for \( 1 \leq k < n \). Then \( |d_n| \leq \sum_{k=1}^{n-1} |c_{n-k}| |d_k| \leq |c_n| + \sum_{k=1}^{n-1} (M^{n-k})(M + 1)^{k-1} r^k \) \leq M r^n + M^2 r^n \sum_{k=1}^{n-1} (M + 1)^{k-1} \). This is

\[
= M r^n (1 + M \sum_{k=1}^{n-1} (M + 1)^{k-1})
\]

\[
= M r^n (1 + (M + 1)^{n-1} - 1)/(M + 1) - 1)
\]

\[
= M r^n (1 + (M + 1)^{n-1} - 1) = M(M + 1)^{n-1} r^n.
\]
Hints for Solutions of Problems

For (c), we may assume that $f(0) = 1$. Write $f(x) = \sum_{n=0}^{\infty} c_n x^n$, and define $d_n$ as in the answer to (a). The estimate in (b) shows that the power series $g(x) = \sum_{n=0}^{\infty} d_n x^n$ has positive radius of convergence, and Theorem 1.40 shows that $f(x)g(x) = 1$ on the common region of convergence. Then $g(x) = 1/f(x)$, and $1/f(x)$ is exhibited as the sum of a convergent power series.

19. The indicial equation is $s(s-1) + a_0 s + b_0 = 0$, where $a_0 = P(0)$ and $b_0 = Q(0)$. Thus $s_1 + s_2 = 1 - a_0$.

In (a), we apply Problem 15a with $u(t) = t^{s_1} \sum_{n=0}^{\infty} c_n t^n$. The expression $P(t)$ in that problem has become $t^{-1} P(t)$ here, and we obtain $v'(t) = u(t)^{-2} e^{-\int t^{-1} P(t) dt}$. In the integrand of the exponent, we separate the term $-a_0/t$ from the power series, and we see that $v'(t) = u(t)^{-2} e^{-a_0 \log t} \times$ power series $= t^{-a_0} u(t)^{-2} \times$ power series, the power series having nonzero constant term since exponentials are nowhere vanishing. This is of the form $t^{-2s_1-a_0} \times$ power series as a consequence of Problem 18 and Theorem 1.40, the power series having nonzero constant term. When this expression is integrated to form $v(t)$, the $t^{-1}$ produces a logarithm, and the rest produces powers of $t$. Thus $v(t)$ equals $c \log t + t^{-2s_1-a_0+1} \times$ power series; here the power series has nonzero constant term. Then $u(t)v(t) = cu(t) \log t + t^{s_1} t^{-2s_1-a_0+1} \times$ power series; once again the power series has nonzero constant term. The exponent of $t$ in the second term is $-s_1 + 1 - a_0 = -s_1 + (s_1 + s_2) = s_2$, and (a) is done.

In (b), we know that there is only one solution beginning with $t^{s_1}$, and thus we must have $c \neq 0$ in (a). Another way to see this conclusion is to recognize that the exponent of $t^{-2s_1-a_0}$ in $v'(t)$ is just $-1$ since $2s_1 = s_1 + s_2$. Thus the coefficient of $t^{-1}$ in integrating to form $v(t)$ is not 0, and the logarithm occurs.

In (c), we know from a computation in the text that no series solution begins with $t^{1-p}$ except when $p = 0$, and thus the first argument for (b) applies.

20. When $t = t_{k-1}$ is substituted into the formula valid for $t_{k-1} < t \leq t_k$, we get $y(t) = y(t_{k-1})$; so the formula is valid also at $t_{k-1}$.

We induct on $k$. For $k = 0$, $y(t_0) = y_0$. Assume inductively for $k > 0$ that $|y(t_{k-1}) - y(t_0)| \leq M|t_{k-1} - t_0| \leq Ma' \leq b$. For $t_{k-1} \leq t \leq t_k$, the displayed formula in the problem implies $|y(t) - y(t_{k-1})| = |F(t_{k-1}, y(t_{k-1}))| |t - t_{k-1}|$. Since $(y_{k-1}, y(t_{k-1}))$ lies in $K'$, $|F|$ is $\leq M$ on it. Thus $|y(t) - y(t_{k-1})| \leq M|t - t_{k-1}| \leq Ma' \leq b$. If $t_{k-1} \leq t \leq t_1$, then adding such inequalities gives $|y(t) - y(t_0)| \leq M|t_1 - t_0| + \cdots + M|t_{k-1} - t_{k-2}| + M|t - t_{k-1}| = M|t - t_0|$ as required. Since $|t - t_0| \leq a'$, we have $M|t - t_0| \leq Ma' \leq b$. Thus $(t, y(t))$ is in $K'$.

21. We may assume that $t' \leq t$. If $t'$ and $t$ lie in the same interval $[t_{k-1}, t_k]$ of the partition, then $y(t) - y(t') = F(t_{k-1}, y(t_{k-1}))(t - t')$. Taking absolute values gives $|y(t) - y(t')| \leq M|t - t'|$.

Otherwise let $t' \leq t_1 \leq t_{k-1} \leq t$. Then each pair of points $(t', t_1), (t_1, t_{k-1}), \ldots, (t_{k-2}, t_{k-1}), (t_{k-1}, t)$ lies in a single interval of the partition. Adding the estimates for each and taking into account that each difference of $t$ values is $\geq 0$, we obtain $|y(t) - y(t')| \leq M|t - t'|$.
22. Let \( t_{k-1} \leq t \leq t_k \). Then \( \int_{t_0}^{t} y'(s) \, ds = \sum_{j=1}^{k-1} \int_{t_{j-1}}^{t_j} y'(s) \, ds + \int_{t_{k-1}}^{t} y'(s) \, ds = (y(t_j) - y(t_{j-1})) + \cdots + (y(t_k) - y(t_{k-2})) + (y(t) - y(t_{k-1})) = y(t) - y(t_0) \), by an application of the Fundamental Theorem of Calculus on each interval. If \( t_{k-1} < s < t_k \), we have \( |y'(s) - F(s, y(s))| = |F(t_{k-1}, y(t_{k-1})) - F(s, y(s))| \). Here \( |s - t_{k-1}| \leq |t_k - t_{k-1}| \leq \delta \) by the choice of the partition. Again by the choice of the partition, \( |y(s) - y(t_{k-1})| \leq M|s - t_{k-1}| \leq M(\delta/M) = \delta \). By the definition of \( \delta \) in terms of \( \epsilon \) and the uniform continuity of \( F \), we conclude that \( |y'(s) - F(s, y(s))| \leq \epsilon \).

23. We have \( |y(t) - (y_0 + \int_{t_0}^{t} F(s, y(s)) \, ds)| = \left| \int_{t_0}^{t} [y'(s) - F(s, y(s))] \, ds \right| \leq \int_{t_0}^{t} |y'(s) - F(s, y(s))| \, ds \leq \int_{t_0}^{t} \epsilon \, ds \leq \epsilon |t - t_0| \leq \epsilon a' \).

24. The statement of Problem 21 proves uniform equicontinuity with \( \delta = \epsilon/M \). If we specialize to \( t' = t_0 \), it implies uniform boundedness.

25. Let \( y(t) = \lim y_{n_k}(t) \) uniformly. The functions \( y_{n_k}(t) \) are continuous, and the uniform limit of continuous functions is continuous. Hence \( y(t) \) is continuous. By Problem 23 we have \( |y_{n_k}(t) - (y_0 + \int_{t_0}^{t} F(s, y_{n_k}(s)) \, ds)| \leq \epsilon_{n_k} a' \) for each \( k \). We take the limsup of this expression as \( k \) tends to infinity. We know that \( y_{n_k}(t) \) tends uniformly to \( y(t) \). Then \( y_{n_k}(s) \) tends uniformly to \( y(s) \) uniformly for \( t_0 \leq s \leq t \). By uniform continuity of \( F \), \( F(s, y_{n_k}(s)) \) tends uniformly to \( F(s, y(s)) \). By Theorem 1.31, \( \int_{t_0}^{t} F(s, y_{n_k}(s)) \, ds \) tends to \( \int_{t_0}^{t} F(s, y(s)) \, ds \).

26. For some analytic \( f(z) \), we can write \( u(x, y) = \text{Re} f(z) \) in the unit disk by Problem 70 in Appendix B. Also \( f(z) = \sum_{n=0}^{\infty} C_n z^n \) in the unit disk by Taylor’s Theorem (Theorem B.21). In polar coordinates, \( C_n z^n \) takes the form \( C_n r^n e^{in\theta} \), and \( \text{Re}(C_n r^n e^{in\theta}) = \text{Re} C_n \cos n\theta - \text{Im} C_n \sin n\theta = \left( \frac{1}{2} \text{Re} C_n - \frac{1}{2} \text{Im} C_n \right) e^{in\theta} + \left( \frac{1}{2} \text{Re} C_n + \frac{1}{2} \text{Im} C_n \right) e^{-in\theta} \), as required.

27. The function \( f(z) \) is analytic for \( |z| < R \) and is nonzero at \( z = 0 \). If \( f(z) \) is nowhere 0 for \( |z| < \epsilon \) with \( \epsilon < R \), then \( 1/f(z) \) is analytic for \( |z| < \epsilon \) and equals the sum of its Taylor series for \( |z| < \epsilon \).

28. (a) This is an instance of Corollary B.15.

(b) For the expansion we have \( e^{z^2 e^{i\theta}} = \sum_{p=0}^{\infty} \frac{1}{p!} (iz)^p (e^{i\theta} - e^{-i\theta})^p (2i)^{-p} = \sum_{p=0}^{\infty} \frac{1}{p!} (z/2)^p (e^{i\theta} - e^{-i\theta})^p \). For each fixed \( z \), the series is uniformly convergent in \( \theta \). Thus when we integrate the product of the two sides with \( e^{-in\theta} \), we can interchange the sum and integral to get the asserted expression for \( c_n(z) \).

(c) Since the only integer power of \( e^{i\theta} \) that has nonzero integral is the 0th power, \( \frac{1}{2\pi} \int_{-\pi}^{\pi} (e^{i\theta} - e^{-i\theta})^p e^{-i\theta} \) is nonzero only for \( n = p, p - 2, \ldots, p - 2p, \ldots \), only when \( n \) is of the form \( p - 2k \) with \( k = 0, 1, \ldots, p \). When \( n = 0 \) we have \( (e^{i\theta} - e^{-i\theta})^p e^{-i\theta} = e^{ip\theta}(1 - e^{-2i\theta})^p = e^{2ik\theta} \). The only term that contributes to the integral is the one for \( l = k \), and its contribution is \((-1)^k \binom{p}{k} \). Thus \( I_{n, p} \) is nonzero except when \( p - n = 2k \) with \( 0 \leq k \leq p \), and then it contributes \((-1)^k \binom{p}{k} \). This formula for \( I_{n, p} \) remains correct when \( p - n = 2k \) for all \( k \geq 0 \) because the binomial coefficient \( \binom{p}{k} \) is 0 when
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736. Hints for Solutions of Problems

1. For (a) and (c), the answer is $2^k$ for $1 \leq k \leq n$. However, the assertion in (d) is false; for a counterexample, take $X = \{1, 2, 3, 4\}$, and let $B$ consist of all sets with an even number of elements. For (b), the associativity is proved by observing that $A \Delta B \Delta C$ is the set of all elements that lie in an odd number of the sets $A$, $B$, $C$.

2. Let $X = \{1, 2, 3\}$ with the $\sigma$-algebra consisting of all subsets. Take $\rho(\{1\}) = \rho(\{3\}) = +2$, $\rho(\{2\}) = -3$, $A = \{1, 2\}$, and $B = \{2, 3\}$.

3. This can be worked out carefully, but it is easier to use Problem 3 and apply dominated convergence to see that the measure of the left side is $\lim \sup \mu(E_n)$, and the measure of the right side is $\lim \inf \mu(E_n)$.

4. Argue by contradiction. If $E^c$ is not dense, then there is a nonempty open interval $U$ in $[0, 1]$ with $U \cap E^c = \emptyset$ and hence $U \subseteq E$. Since $\mu(U) > 0$, we must have $\mu(E) < 0$.

5. As soon as $\sup \mu(A)$ is known to be finite, $B$ can be constructed as the union of a sequence of sets whose measures increase to the supremum. Thus assume that the supremum of $\mu(A)$ over all sets of finite measure is infinite. Then we can choose a disjoint sequence of sets $A_n$ with each $\mu(A_n)$ finite and with $\sum \mu(A_n) = +\infty$. A little argument allows us to partition the terms of the series into two subsets, with the series obtained from each subset divergent. Say the terms of one subset are $\mu(B_i)$ and the terms of the other are $\mu(C_j)$. Since $\sum \mu(B_i) = +\infty$, the hypothesis makes $\mu(\left( \bigcup_i B_i \right)^c)$ finite. A contradiction arises because $\left( \bigcup_i B_i \right)^c \supseteq \bigcup_j C_j$ and $\bigcup_j C_j$ has infinite measure.

6. Consider the set $A$ of all Borel sets $E$ such that $f^{-1}(E)$ is measurable. The set $A$ is closed under complements and countable unions, and it contains all intervals. So it is a $\sigma$-algebra containing all intervals and must consist of all Borel sets.
have

\[ |f_X f_n d\mu - f_X f d\mu| \leq f_X |f_n - f| d\mu \leq \mu(X) \sup_x |f_n(x) - f(x)|,\]

and the right side tends to 0 by the uniform convergence. Thus \( \lim_X f_n d\mu = f_X f d\mu \), the limit existing.

11. In (a) the approximating sets are finite unions of intervals, and we can add their lengths to obtain \( \prod_{n=1}^N (1 - r_n) \). Then apply Corollary 5.3. For (b), the set \( C^c \) is open, and every point of \( C^c \) has an open interval about it where \( I_C \) is identically 0; this proves the continuity at points of \( C^c \). To have continuity of \( I_C \) at a point \( x_0 \) of \( C \), we would need \( I_C > 1/2 \) on some interval about \( x_0 \), and this would mean that \( I_C \) equals 1 on that interval and hence that the interval is contained in \( C \). But \( C \) contains no intervals of positive length. Part (c) is handled by the same argument as (b). For (d), part (c) says that \( I_C \) cannot be redefined on a Lebesgue measurable set of measure 0 so as to be continuous except on a set of measure 0. Theorem 3.29 says that no \( f \) obtained by redefining \( I_C \) on a set of Lebesgue measure 0 can be Riemann integrable. On the other hand, \( I_C \) is measurable, being the indicator function of a compact set, and hence it is Lebesgue integrable.

12. Argue for indicator functions and then simple functions. Then pass to the limit to handle nonnegative functions.

13. Let \( B \) be the set of all subsets \( E \) of \( X \times X \) such that there exists a set \( S_E \) in \( A \) with \( E_x = S_E \) for all but countably many \( x \) in \( X \). Every rectangle in \( A \times A \) is in \( B \). In fact, there are two kinds of sets to check, sets \( E = A \times B \) with \( A \) countable, in which case \( E_x \) is empty except for \( x \) in the countable set \( A \), and sets \( A^c \times B \) with \( A \) countable, in which case \( E_x = B \) except for \( x \) in \( A \). Also \( B \) is a \( \sigma \)-algebra. In fact, let sets \( E_n \) in \( B \) be given with associated sets \( S_{E_n} \). Then \( \left( \bigcup E_n \right)_x = \bigcup \left( \left( E_n \right)_x \right) = \bigcup S_{E_n} \) except when \( x \) is in the countable exceptional set for some \( n \); also if \( E \) and \( S_E \) are given, then \( (E^c)_x = (E_x)^c = (S_E)^c \) except when \( x \) lies in the exceptional set for \( E \). Finally the diagonal \( D \) is not in \( B \) and therefore cannot be in \( A \times A \). In fact, \( D_x = \{x\} \) for each \( x \), and there can be at most one \( x \) with \( D_x = S_D \), whatever \( S_D \) is.

14. To prove that \( R \) is measurable, one first proves the assertion for simple functions \( \geq 0 \) and then passes to the limit. For the rest Fubini’s Theorem gives

\[
\int_{X \times [0, +\infty)} I_R d(\mu \times m) = \int_X \left[ \int_{[0, +\infty)} I_R(x, y) dm(y) \right] d\mu(x) = \int_X \left[ \int_{\{0, f(x)\}} dm(y) \right] d\mu(x) = \int_X f(x) d\mu(x).
\]

15. This is proved in the same way as Proposition 5.52a.

16. The measure space is the unit interval with Lebesgue measure, and each \( f_n \) is an indicator function. The set of which \( f_n \) is the indicator function is the subset of \( \mathbb{R} \) between \( \sum_{k=1}^{n-1} a_k \) and \( \sum_{k=1}^n a_k \), written modulo 1, i.e., the set of fractional parts of each of these rational numbers. The divergence of the series forces these sets to cycle through the unit interval infinitely often, and thus \( f_n(x) \) is 1 infinitely often and 0 infinitely often.
17. From the definition of $E_{MN}$, we see that $\bigcup_N E_{MN} = X$ and $\bigcap_N E_{MN} = \emptyset$. The sets $E_{MN}$ are increasing as a function of $N$, and their complements are decreasing with empty intersection. Corollary 5.3 produces an integer $C(M)$ such that $\mu(E_{M,C(M)}) < \epsilon/2^M$. Put $E = \bigcup_M E_{M,C(M)}$. Then $\mu(E) < \epsilon$ by Proposition 5.1g. If $\epsilon' > 0$ is given, we are to produce $K$ such that $|f_k(x) - f(x)| < \epsilon'$ for all $k \geq K$ and all $x$ in $E^c$. Choose $M_0$ with $1/M_0 < \epsilon'$. The integer $K$ will be $C(M_0)$. Since $x$ is in $E^c = \bigcap_M E_{M,C(M)}$, $x$ is in $E_{M_0,C(M_0)}$ in particular. Then $|f_k(x) - f(x)| < 1/M_0 < \epsilon'$ for $k \geq C(M_0)$.

18. In (a), we may take the set of integration to be $X$. Let $S$ be the set of measure 0 on which any of $f_n$ and $f$ is infinite, and redefine all the functions to be 0 on $S$. Given $\epsilon > 0$, choose $\delta > 0$ by Corollary 5.24 such that $\mu(f) < \delta$ implies $\int f \, d\mu < \epsilon$. Let $E$ be as in Egoroff’s Theorem for the number $\delta$. Problem 10 shows that $\lim \int f_n \, d\mu = \int f \, d\mu$, the limit existing. Also, $|\int f_n \, d\mu| \leq \int |f_n| \, d\mu \leq \int g \, d\mu < \epsilon$ for all $n$, and similarly for $f$. Hence $\lim sup_n |\int_X f_n \, d\mu - \int_X f \, d\mu| \leq 2\epsilon$. Since $\epsilon$ is arbitrary, the result follows.

In (b), consider the measure $g \, d\mu$ and the sequence of functions $\{h_n\}$ with $h_n(x) = f_n(x)/g(x)$ when $g(x) > 0$, $h_n(x) = 0$ when $g(x) = 0$. After checking that $h_n$ is measurable, use Corollary 5.28 and apply (a). The constant that bounds the sequence is 1.

19. By Fatou’s Lemma, $\int f_n \, d\mu \leq \lim inf_n \int f_n \, d\mu$. Subtracting this from $\int f \, d\mu = \lim \int f_n \, d\mu$ gives $\int f \, d\mu \geq \lim sup_n \int f_n \, d\mu$. Another application of Fatou’s Lemma gives $\lim inf_n \int f_n \, d\mu \geq \int f \, d\mu$, and we conclude that $\lim inf_n \int f_n \, d\mu = \lim sup_n \int f_n \, d\mu = \int f \, d\mu$, from which the result follows.

20. Let $\epsilon > 0$ be given. Choose $\delta > 0$ by Corollary 5.24 such that $\mu(f) < \delta$ implies $\int f \, d\mu \leq \epsilon$. Then choose $E$ with $\mu(E) < \delta$ such that $f_n$ converges to $f$ uniformly off $E$. Problem 10 shows that there is an $N$ such that $\int \{|f_n - f| \, d\mu < \epsilon$ for $n \geq N$, and Problem 19 shows that there is an $N'$ such that $\int \{|f_n - f| \, d\mu < \epsilon$ for $n \geq N'$. Since $\mu(f) < \delta, 2\int f \, d\mu + \epsilon < 3\epsilon$. Then $n \geq \max\{N, N'\}$ implies $\int \{|f_n - f| \, d\mu < 4\epsilon$.

21. Suppose that $\lim \int f_n \, d\mu = \int f \, d\mu$. Given $\epsilon > 0$, choose $\delta > 0$ by Corollary 5.24 such that $\mu(E) < \delta$ implies $\int f \, d\mu < \epsilon$. Then choose $N$ such that $N^{-1}(\int f \, d\mu + \epsilon) < \delta$. For any $n$, the convergence of $\int f_n \, d\mu$ to $\int f \, d\mu$ implies that $N\mu(\{|f_n(x) \geq \delta\}) \leq \int \{|f_n(x) \geq \delta\} \, d\mu \leq \int f_n \, d\mu \leq \int f \, d\mu + \epsilon$ if $n$ is sufficiently large. Hence $\mu(\{|f_n(x) \geq \delta\}) \leq N^{-1}(\int f \, d\mu + \epsilon) < \delta$ for large $n$, and therefore $\int \{|f_n(x) \geq \delta\} \, d\mu < \epsilon$. Problem 20 shows that $\int \{|f_n - f| \, d\mu \leq \epsilon$ if $n$ is large enough, and then also $\int \{|f_n - f| \, d\mu \leq \epsilon$ for $n$ large, say $n \geq N'$. By increasing $N$ and taking the integrability of $f_1, \ldots, f_N$ into account, we can achieve the inequality $\int \{|f_n(x) \geq \delta\} \, d\mu < 2\epsilon$ for all $n$.

Conversely suppose that $\{f_n\}$ is uniformly integrable. Given $\epsilon > 0$, find the $N$ of
uniform integrability, put \( \delta = \epsilon/N \), and choose \( E_0 \) by Egoroff’s Theorem such that \( \mu^c(E_0) < \delta \) and \( f_n \) converges uniformly off \( E_0 \). Then \( \lim \int_{E_0} f_n \, d\mu = \int_{E_0} f \, d\mu \) by Problem 10. Fatou’s Lemma gives \( \int_{E_0} f \, d\mu \leq \liminf \int_{E_0} f_n \, d\mu \), and we have

\[
\int_{E_0} f_n \, d\mu = \int_{\{x \mid f_n(x) \geq N\}} f_n \, d\mu + \int_{E_0 - \{x \mid f_n(x) \geq N\}} f_n \, d\mu.
\]

The first term on the right side is \( \leq \int_{\{x \mid f_n(x) \geq N\}} f_n \, d\mu \), which is \( \leq \epsilon \) by uniform integrability, and the second term on the right side is \( \leq N\delta = \epsilon \) because \( \mu(E_0) < \delta \) and \( f_n(x) \leq N \) on the set of integration. Thus \( \limsup \int_{E_0} f_n \, d\mu \leq 2\epsilon \), and we obtain

\[
\limsup_n \left| \int_{E_0} f_n \, d\mu - \int_{E_0} f \, d\mu \right| \leq 4\epsilon.
\]

22. In the notation of Section 5, \( K = \mathcal{U} = \mathcal{A} \) since \( \mathcal{A} \) is now assumed to be a \( \sigma \)-algebra. Thus \( \mu_+(E) = \sup_{K \in \mathcal{A}, K \subset E} \mu(K) \) and \( \mu^*(E) = \inf_{U \in \mathcal{A}, U \supseteq E} \mu(U) \). Take a sequence of sets \( K_n \) in \( \mathcal{A} \) with \( \lim \mu(K_n) = \mu_+(E) \); without loss of generality, the sets \( K_n \) may be assumed increasing. Then we may take \( K \) to be the union of the \( K_n \). The construction of \( U \) is similar.

The set \( K \) is any member of \( \mathcal{A} \) such that \( \mu(K) \) is the supremum of \( \mu(S) \) for all \( S \) in \( \mathcal{A} \) with \( S \subset E \). Then \( \mu^*(K^c) \) is the infimum of all \( \mu(S^c) = \mu(X) - \mu(S) \) for all \( S^c \) in \( \mathcal{A} \) with \( S^c \supseteq E^c \). A similar argument applies to \( U \) and \( U^c \). The result is that \( U^c \subseteq E^c \subseteq K^c \), \( \mu_+(E^c) = \mu(U^c) \), and \( \mu^*(E^c) = \mu(K^c) \).

23. Lemma 5.33 gives \( \mu(A \cap K) \leq \mu_+(A \cap E) \), \( \mu(A^c \cap K) \leq \mu_+(A^c \cap E) \), and \( \mu_+(E) = \mu(K) = \mu(A \cap K) + \mu(A^c \cap K) \leq \mu_+(A \cap E) + \mu_+(A^c \cap E) \leq \mu_+(E) \), from which we obtain \( \mu_+(A \cap E) = \mu(A \cap K) \). The argument that \( \mu^*(A \cap E) = \mu(A \cap U) \) is similar.

24. The right side of the definition of \( \sigma \) depends only on \( A \cap E \) and \( B \cap E^c \), and hence \( \sigma \) is well defined. The formulas

\[
\bigcup_n \left[ (A_n \cap E) \cup (B_n \cap E^c) \right] = \left( \bigcup_n A_n \right) \cap E \cup \left( \bigcup_n B_n \right) \cap E^c
\]

and \([A \cap E) \cup (B \cap E^c)]^c = (A^c \cap E) \cup (B^c \cap E^c)\) show that the sets in question form a \( \sigma \)-algebra \( \mathcal{C} \). Taking \( A = B \) shows that \( A \subset \mathcal{C} \), and taking \( A = X \) and \( B = \emptyset \) shows that \( E \in \mathcal{C} \). Therefore \( \mathcal{B} \subset \mathcal{C} \), and \( \sigma \) is defined on all of \( \mathcal{B} \).

The complete additivity of \( \sigma \) results from the complete additivity of each of the four terms in the definition of \( \sigma \). Specifically let a disjoint sequence \( (A_n \cap E) \cup (B_n \cap E^c) \) be given, and let \( A = \bigcup_n A_n \) and \( B = \bigcup_n B_n \). We have \( \mu_+(A_n \cap E) = \mu(A_n \cap K) \), and the sets \( A_n \cap K \) are disjoint; thus \( \sum \mu_+(A_n \cap E) = \mu_+(A \cap E) \). The next term is \( \mu^*(A \cap E) = \mu(A \cap U) \), and the sets \( A_n \cap U \) may not be disjoint. However, \( \mu^*(A_m \cap E) + \mu^*(A_n \cap E) = \mu(A \cap E) + \mu(A_n \cap U) = \mu(A_n \cap A \cap E) + \mu((A_1 \cup A_2) \cap E) \), and \( \mu(A \cap A \cap E) = \mu^*(A \cap E) = 0 \). Thus the term with \( \mu^*(A \cap E) \) behaves in additive fashion. Consequently \( \mu^*(A \cap E) \geq \mu^* \left( \bigcup_{k=1}^n A_k \cap E \right) \). Letting \( n \) tend to infinity gives \( \mu^*(A \cap E) \geq \sum_{k=1}^\infty \mu^*(A_k \cap E) \). The reverse inequality follows from Lemma 5.33a, and
thus the term $\mu^*(A_n \cap E)$ is completely additive. The terms with the $B_n$’s are handled similarly, and $\sigma$ is completely additive.

Taking $A = X$ and $B = \emptyset$, we see immediately that the formula for $\sigma(E)$ is as asserted.

To prove that $\sigma(A) = \mu(A)$ for $A$ in $\mathcal{A}$, we take $A = B$. Then we see that

$$
\sigma(A) = t\mu(A \cap K) + (1 - t)\mu(A \cap U) + t\mu(A \cap K^c) + (1 - t)\mu(A \cap U^c) = t\mu(A) + (1 - t)\mu(A) = \mu(A).
$$

25. Each member of the countable set has only countably many ordinals less than it, and the countable union of countable sets is countable. Therefore some member of $\Omega$ is not accounted for and is an upper bound for the countable set. Application of (iii) completes the argument.

27. For (a), if $U_n \uparrow U$ and $V_n \uparrow V$, then $U_n \cup V_n \uparrow U \cup V$ and $U_n \cap V_n \uparrow U \cap V$. Similar remarks apply to $K_\alpha$. Then the assertion follows by transfinite induction.

For (b), we know that $K_\alpha$ is closed under finite unions and intersections, and we readily see that the complement of any set occurs at most one step later. Now let an increasing sequence of sets in various $K_\alpha$’s be given. Say that $U_n$ is in $K_{\alpha_n}$. Problem 25 shows that there is a countable ordinal $\alpha_0$ that is $\geq$ all the $\alpha_n$, and then all the $U_n$ are in $K_{\alpha_0}$. The union is then in $U_{\alpha_0 + 1}$ and necessarily in $K_{\alpha_0 + 1}$. Hence the union is in the union of the $K_\alpha$’s. So the union of the $K_\alpha$’s is a $\sigma$-algebra and must contain $B$. All the set-theoretic operations take place within $B$, and thus the union must actually equal $B$.

28. Proposition 5.2 and Corollary 5.3 show that the value of the measure is determined on all the new sets that are constructed in terms of the values on the previous sets. Problem 27 shows that all members of $B$ are obtained by the construction, and hence $\mu$ is completely determined on $B$.

29. Same argument as for Problem 27b.

30. At every stage of taking limits, we have closure under addition and scalar multiplication. Pointwise decreasing limits produce the indicator functions of finite unions of closed intervals, and pointwise increasing limits of them produce the indicator functions of arbitrary finite unions of intervals. Since the constants are present as continuous functions, we have the indicator function of every elementary set and its complement. These sets form an algebra. Going through the construction of Problem 27, we obtain the indicator function of every Borel set. Since we have closure under addition and scalar multiplication at each step, we obtain all simple functions. One increasing limit gives us all nonnegative Borel measurable functions, and a subtraction (allowable without another passage to the limit) gives us all Borel measurable functions.

32. To see that $C$ has the same cardinality as $R$, we can make an identification of the disjoint union of $R$ and a countable set. To do so, we write $C$ as the members of $[0,1]$ whose base-3 expansions involve no 1’s. For each such infinite sequence of 0’s and 2’s, we change all the 2’s to 1’s and regard the result as the base-2 expansion of
some real number. This identification is onto \([0, 1]\), and it is one-one if we discard from \(C\) all the sequences of 0’s and 2’s that end in all 2’s.

The standard Cantor set has Lebesgue measure 0, and thus any subset of it is Lebesgue measurable of measure 0. The cardinality of this set of subsets is the same as the cardinality of the set of subsets of \(\mathbb{R}\). In Section A.10 of Appendix A, it is shown for any set \(S\) that the cardinality of \(S\) is less than the cardinality of the set of all subsets of \(S\). So the cardinality of the set of Lebesgue measurable sets is at least that of the set of all subsets of \(\mathbb{R}\).

33. Since \(C^c\) is open, any member \(x\) of \(C^c\) has the property that \(I_{C^c}\) is 0 on some open interval about \(x\). Thus \(I_{C^c}\) is continuous at \(x\). Since \(C\) has Lebesgue measure 0, \(I_{C^c}\) is continuous except on a Lebesgue measurable set of measure 0. Theorem 3.29 shows that \(I_{C^c}\) is Riemann integrable. Hence the cardinality of the set of Riemann integrable functions is at least that of the set of all subsets of \(\mathbb{R}\).

35. If \(F\) is the given filter, form the partially ordered set consisting of all filters on \(X\) containing \(F\), with inclusion as the partial ordering. The union of the members of a chain is readily verified to be an upper bound for the chain, and Zorn’s Lemma produces a maximal element. This maximal element is readily seen to be an ultrafilter.

36. The filter in question consists of all supersets of finite intersections of members of \(C\).

37–38. Suppose that \(F\) is an ultrafilter, \(A \cup B\) is in \(F\), \(A\) is not in \(F\), and \(B\) is not in \(F\). Let \(F'\) consist of all sets in \(F\) and all sets \(B \cap F\) with \(F\) in \(F\). Since \(B\) is not in \(F\), \(F'\) properly contains \(F\). Since \(F\) is an ultrafilter, \(F'\) must fail to be a filter. On the other hand, by inspection, \(F'\) satisfies properties (i) and (ii) in the definition of filter. We conclude that \(F\) is in \(F'\), hence that there is a set \(F\) in \(F\) with \(B \cap F = \emptyset\). Since \(F\) satisfies (ii), the set \((A \cup B) \cap F = (A \cap F) \cup (B \cap F) = A \cap F\) is in \(F\). By (i), \(F\) is in \(F\), contradiction.

Conversely suppose that \(F\) is a filter such that either \(A\) or \(A^c\) is in \(F\) for each subset \(A\) of \(X\). If \(F\) is not maximal, let \(B\) be a set that lies in some filter \(F'\) properly containing \(F\) while \(B\) is not itself in \(F\). By hypothesis, \(B^c\) is in \(F\) and hence is in \(F'\). But then \(B \cap B^c = \emptyset\) lies in \(F'\), in contradiction to (iii).

39. If an ultrafilter \(F\) is given, define \(\mu(E) = 1\) if \(E\) is in \(F\) and define \(\mu(E) = 0\) otherwise. Then \(\mu\) is defined on all subsets, and we have \(\mu(\emptyset) = 0\) and \(\mu(X) = 1\). If \(E\) and \(E'\) are disjoint, we are to show that

\[
\mu(E) + \mu(E') = \mu(E \cup E').
\]

If \(E \cup E'\) is not in \(F\), then all terms in the displayed equation are 0 since \(F\) is closed under supersets. If \(E \cup E'\) is in \(F\), then Problem 37 shows that \(E\) or \(E'\) is in \(F\); on the other hand, they cannot both be in \(F\) because \(F\) is closed under finite intersections and the empty set is not in \(F\). Thus exactly one term on the left side of the displayed equation is 1, and the right side is 1. This proves additivity.

Conversely if an additive set function \(\mu\) is given on all subsets of \(X\) that takes only the values 0 and 1 and is not the 0 set function, let \(F\) consist of the sets \(E\) for which
\( \mu(E) = 1 \). It is immediate that (i) and (iii) hold in the definition of filter. For (ii), let \( E \) and \( E' \) be in \( \mathcal{F} \). Then \( E \cup E' \) is in \( \mathcal{F} \). Hence \( \mu(E \cap E') + 1 = \mu(E) + \mu(E') = 1 + 1 \), and \( \mu(E \cap E') = 1 \). Hence \( \mathcal{F} \) is closed under finite intersections and (ii) holds. Thus \( \mathcal{F} \) is a filter. If \( A \) is given, we have \( 1 = \mu(X) = \mu(A) + \mu(A^c) \), and hence exactly one of the sets \( A \) and \( A^c \) is in \( \mathcal{F} \). By Problem 38, \( \mathcal{F} \) is an ultrafilter.

The statement that complete additivity is equivalent to closure of the ultrafilter under countable intersections is a routine consequence of Corollary 5.3.

40. This follows from Problems 34d and 35.

41. Let \( S_n \) be the set of all integers \( \geq n \). Since \( S_1 = X \), \( S_1 \) is in the ultrafilter. Since the ultrafilter is not trivial, \( \{n\} \) is not in it, and thus Problem 37 shows that \( S_n \) is in it if \( S_{n-1} \) is in it. Hence \( S_n \) is in the ultrafilter for all \( n \). The countable intersection \( \bigcap_n S_n \) is empty, and the empty set is not in any filter. Hence the ultrafilter is not closed under countable intersections. Corollary 5.3 shows that the corresponding set function is not completely additive.

43. The proof of Proposition 5.26 shows that the result holds for simple functions \( \geq 0 \). If \( f \geq 0 \) and \( g \geq 0 \), choose the standard sequences \( t_n \) and \( u_n \) of simple functions increasing to \( f \) and \( g \). These converge uniformly. Hence so does the sum \( s_n = t_n + u_n \). The same argument as for Problem 10 shows that \( \lim \int_E s_n \, d\mu = \int_E (f + g) \, d\mu \), \( \lim \int_E t_n \, d\mu = \int_E f \, d\mu \), and \( \lim \int_E u_n \, d\mu = \int_E g \, d\mu \). Thus the result holds for bounded nonnegative \( f \) and \( g \). The passage to general bounded \( f \) and \( g \) is achieved as in Proposition 5.26.

Chapter VI

1. In additive notation, the sets \( E + t \) for \( t \) in \( T \) are disjoint, and their countable union is \( S^1 \). Since Lebesgue measure is translation invariant, these sets all have the same measure \( c \). Then complete additivity gives \( c \infty = 2\pi \), which is impossible.

2. Parts (b) and (c) are easy. For (a), expand the Jacobian determinant \( J(N) \) in cofactors about the first row, obtaining two terms—one each from the first two entries of the first row. The first term is \( \cos \theta_1 \) times a determinant of size \( N - 1 \) whose first column has a common factor of \( r \cos \theta_1 \) and whose second column has a common factor of \( \sin \theta_1 \), the remaining part of the determinant being \( J(N - 1) \); thus the first term gives \( (r \cos^2 \theta_1 \sin \theta_1) J(N - 1) \). The second term is \( -(r \sin \theta_1) \) times a determinant of size \( N - 1 \) whose first column has a common factor of \( \sin \theta_1 \) and whose second column has a common factor of \( r \sin \theta_1 \), the remaining part of the determinant being \( J(N - 1) \); thus the second term gives \( (r \sin \theta_1) J(N - 1) \). Adding the two terms gives \( J(N) = (r \sin \theta_1) J(N - 1) \), and an induction readily proves the formula.

3. Replace \( f \) in Theorem 6.32 by \( f \circ L \), and use \( \varphi = L^{-1} \). Since \( \varphi'(x) = L^{-1} \) for each \( x \), the result follows.
4. In the result of Problem 3, use \( L(x) = yx \) and replace \( f(z) \) by \( f(z)/|\det z|^N \). Then the left side in Problem 3 is \( \int_{M_N} f(yx)/|\det(yx)|^N \, dx \), while the right side is \( |\det M|^{-1} \int_{M_N} f(x)/|\det x|^N \, dx \). Thus \( |\det y|^{-N} \int_{M_N} f(yx)/|\det(yx)|^N \, dx = |\det L|^{-1} \int_{M_N} f(x)/|\det x|^N \, dx \), and the problem reduces to showing that \( \det L = (\det y)^N \). One way of doing this is to verify that this formula is true if \( y \) is the matrix of an elementary row operation and then to multiply the results. But a faster way is to let \( x_1, \ldots, x_n \) be the columns of \( x \), so that \( L(x_1, \ldots, x_n) = (yx_1, \ldots, yx_n) \). Then \( L \) as a matrix is given in block diagonal form by a copy of \( L \) in each block. Hence \( \det L = (\det y)^N \). In a little more detail, the matrix of \( L \) is being formed relative to the following basis of \( M_N \): if \( E_{ij} \) is the \( N \times N \) matrix with 1 in the \((i, j)\)th entry and 0 elsewhere, the basis is \( E_{11}, E_{21}, \ldots, E_{N1}, E_{12}, \ldots, E_{NN} \).

5. For (a), we have, for \( n \neq 0 \),

\[
2\pi c_n = \int_{-\pi}^{\pi} f(x) e^{-inx} \, dx = \int_{|x| \leq \frac{1}{n}} f(x) e^{-inx} \, dx + \int_{\frac{1}{n} < |x| \leq \pi} f(x) e^{-inx} \, dx.
\]

Let us call these terms \( I \) and \( II \). Since \(|f(x)| \leq C|x|^a \) for \(|x| \leq 1\),

\[
|I| \leq \int_{|x| \leq \frac{1}{n}} |f(x)| \, dx \leq C \int_{|x| \leq \frac{1}{n}} |x|^a \, dx = \frac{2C}{1+a} \frac{1}{n^{1+a}}.
\]

For \( II \), we use integration by parts and take into account that the terms at \( \pi \) and \(-\pi\) cancel by periodicity:

\[
II = \left( \int_{-\pi}^{-1/|n|} + \int_{1/|n|}^{\pi} \right) f(x) \, dx = \left[ \frac{f(x)e^{-inx}}{-in} \right]_{-\pi}^{-1/|n|} + \left[ \frac{f(x)e^{-inx}}{-in} \right]_{1/|n|}^{\pi} + \int_{\frac{1}{n} < |x| \leq \pi} f'(x) e^{-inx} \, dx
\]

\[
= \frac{1}{in} \left( f\left(\frac{1}{n}\right)e^{-in/|n|} - f\left(-\frac{1}{n}\right)e^{in/|n|} \right) + \int_{\frac{1}{n} < |x| \leq \pi} f'(x) e^{-inx} \, dx.
\]

Let us call the terms on the right \( III \) and \( IV \). Since \(|f(x)| \leq C|x|^a \) for \(|x| \leq 1\),

\[
|III| \leq \frac{1}{|n|} \left( |f\left(\frac{1}{n}\right)| + |f\left(-\frac{1}{n}\right)| \right) \leq 2C \frac{1}{|n|^{1+a}}.
\]

The derivation of the formula for \( II \), when applied to \( f' \) instead of \( f \), gives the following value for \( IV \):

\[
IV = -\frac{1}{n^2} \left\{ f'\left(\frac{1}{n}\right)e^{-in/|n|} - f'\left(-\frac{1}{n}\right)e^{in/|n|} \right\} + \frac{1}{n^2} \int_{\frac{1}{n} < |x| \leq \pi} f''(x) e^{-inx} \, dx.
\]

Let us call the terms on the right \( V \) and \( VI \). Since \(|f'(x)| \leq C|x|^{a-1} \) for \(|x| \leq 1\),

\[
|V| \leq \frac{1}{n^2} \left( |f'\left(\frac{1}{n}\right)| + |f'\left(-\frac{1}{n}\right)| \right) \leq 2C \frac{1}{|n|^{1+a}}.
\]
Since $f''(x)$ is bounded for $1 \leq |x| \leq \pi$, we can write $|f''(x)| \leq C'|x|^{a-2}$ for $0 < |x| \leq \pi$, in view of the assumption on $f''$. Therefore
\[
|V| \leq \frac{1}{\pi} \int_{|x| \leq \pi} C'|x|^{a-2} \, dx = \frac{2C'}{\pi^a} \int_{|x|=\pi} x^{a-2} \, dx = \frac{2C'}{\pi^a} \left( \frac{1}{|x|^{a-1}} - \pi^{a-1} \right) \leq \frac{2C}{1-\alpha} \left( \frac{1}{|n|^{1+\alpha}} \right).
\]

Since $2\pi |c_n| \leq |I| + |II| + |V| + |VI|$, we obtain $|c_n| \leq K |n|^{1+\alpha}$.

For (b), the uniform convergence follows by applying the Weierstrass $M$-test, and the limit is $f$ as a consequence of the uniqueness theorem.

In (c), a proof is called for. The crux of the matter is to show, under the assumption that $f$ is real valued, that the variation $V_\varepsilon$ of $f$ on $[\varepsilon, 1]$, which gets larger as $\varepsilon$ decreases to 0, is bounded. If $x_0 < \cdots < x_n$ is a partition $P$ of $[\varepsilon, 1]$, then
\[
\sum_{i=1}^n |f(x_i) - f(x_{i-1})| = \sum_{i=1}^n |f'(\xi_i)|(x_i - x_{i-1}) \leq C \sum_{i=1}^n |\xi_i|^{a-1}(x_i - x_{i-1})
\]
with $x_{i-1} < \xi_i < x_i$. With $\varepsilon$ fixed, the right side is a Riemann sum for the bounded function $x^{a-1}$ on $[\varepsilon, 1]$ and is the corresponding upper sum $U(P, x^{a-1} |_{[\varepsilon, 1]} )$. As we insert points into the partition, the left sides increase and the right sides decrease to the limit $\int_\varepsilon^1 x^{a-1} \, dx = \alpha^{-1}(1 - \varepsilon^a)$. Hence $V_\varepsilon \leq C \alpha^{-1}(1 - \varepsilon^a)$, and $\sup_{\varepsilon>0} V_\varepsilon \leq C / \alpha$.

6. The distribution function $F$ of $\mu$ must have $F(b) - F(a)$ equal to 0 or 1 for all $a$ and $b$. If $c$ is the supremum of the $x$'s for which there exists $y > x$ with $F(x) < F(y)$, then $F$ has to be $k$ on $(-\infty, c)$ and $k + 1$ on $[c, +\infty)$ for the value of $k$ that makes $F(0) = 0$. Hence $\mu$ is a point mass at $c$ with $\mu(\{c\}) = 1$.

7. Let $K$ be compact, and let $f$ and $g$ both be equal to the members of a sequence $\{f_n\}$ of continuous functions of compact support decreasing to the indicator function $I_K$ of $K$. Applying the identity to $f_n$ and passing to the limit, we obtain $\nu(K) = \nu(K)^2$. Thus $\nu(K)$ is 0 or 1 for each compact set. By regularity $\nu$ takes only on the values 0 and 1 on Borel sets. Then the argument (but not the statement) of Problem 6 applies, and there is some $c$ with $\nu$ equal to a point mass at $c$ with $\nu(\{c\}) = 1$.

8. In (a), if the complement of the set in question is not dense, it omits an open set. However, nonempty open sets have positive measure.

In (b), form $\int_{\mathbb{R}} \int_{\mathbb{R}} I_K(x-t) \, d\mu(x) \, dt$. The inner integral equals the Lebesgue measure of $E$ for every $x$ since Lebesgue measure is invariant under translations and the map $t \mapsto -t$. Hence the iterated integral is 0. The integral in the other order is $\int_{\mathbb{R}} \int_{\mathbb{R}} I_K(x-t) \, d\mu(x) \, dt = \int_{\mathbb{R}} \int_{\mathbb{R}} I_{E+t}(x) \, d\mu(x) \, dt = \int_{\mathbb{R}} \mu(E+t) \, dt$, and Corollary 5.23 shows that $\mu(E+t)$ is 0 almost everywhere.

In (c), the same computation applies, and $\mu(E+t)$ is 0 almost everywhere. Under the assumption that $\lim_{t \to 0} \mu(E+t)$ exists, the limit must be 0, by (a).

9. Write $1/|x|$ as a sum $F_1 + F_\infty$, where $F_1$ is $1/|x|$ for $|x| < 1$ and is 0 for $|x| \geq 1$. Then $\int_{\mathbb{R}^3} F_\infty(x-y) \, d\mu(y)$ is bounded by $\mu(\mathbb{R}^3)$, and it is enough to handle the contribution from $F_1$. For that we have $\int_{\mathbb{R}^3} F_1(x-y) \, d\mu(y) \, d\mu(x) = \int_{\mathbb{R}^3} \left[ \int_{\mathbb{R}^3} F_1(x-y) \, dx \right] d\mu(y) = \mu(\mathbb{R}^3) \int_{|x| \leq 1} |x|^{-1} \, dx$, and this is finite in $\mathbb{R}^3$. Hence the inner integral $\int_{\mathbb{R}^3} F_1(x-y) \, d\mu(y)$ is finite almost everywhere.
10. We proceed by induction on $n$, the case $n = 1$ following since finite sets have Lebesgue measure 0. Assume the result in $n - 1$ variables, and let $P(x_1, \ldots, x_n) \neq 0$ be given. Let $E$ be the set where $P = 0$. This is closed, hence Borel measurable in $\mathbb{R}^n$. Fix $(x_1', \ldots, x_n')$ with $P(x_1', \ldots, x_n') \neq 0$. The polynomial in one variable $R(x) = P(x_1', \ldots, x_{n-1}', x)$ is not identically 0, being nonzero at $x = x_n'$, and hence it vanishes only finitely often, say for $x$ in the finite set $F$. Fix $x' \notin F$. Then the polynomial $Q(x_1, \ldots, x_{n-1}) = P(x_1, \ldots, x_{n-1}, x')$ in $n - 1$ variables is not identically 0, being nonzero at $(x_1', \ldots, x_{n-1}')$, and its set $E_{x'}$ of zeros has measure 0 by inductive hypothesis. If $m_n$ denotes $n$-dimensional Lebesgue measure, then $m_n$ applied to $E$ gives

$$m_n(E) = \int_E m_{n-1}(E_{x'}) \, dx = \int_F m_{n-1}(E_{x'}) \, dx' + \int_{F^c} m_{n-1}(E_{x'}) \, dx'.$$

On the right side the first term is 0 since the 1-dimensional measure of $F$ is 0, while the second term is 0 since the integrand is 0. Thus $m(E) = 0$.

11. $\Gamma(x + y) \int_0^1 t^{x-1} (1 - t)^{y-1} \, dt = \int_0^\infty e^{-x} s^x + y-1 \, ds \int_0^1 t^{y-1} (1 - t)^{y-1} \, dt = \int_0^\infty \left[ \int_0^1 t^{x+y-1} (1 - t)^{y-1} \, dt \right] \, ds = \int_0^\infty \left[ \int_0^\infty u^{x-1} (s - u)^{y-1} e^{-s} \, ds \right] \, du = \int_0^\infty u^{x+y-1} s^{y-1} e^{-u} \, du = \Gamma(x) \Gamma(y)$.

12. In Cartesian coordinates we obtain $1^N$, hence 1. In spherical coordinates we obtain $\Omega_{N-1} \int_0^\infty r^{N-1} e^{-\pi r^2} \, dr$. Putting $\pi r^2 = s$ shows that $\int_0^\infty r^{N-1} e^{-\pi r^2} \, dr = \int_0^\infty (s/\pi)^{(N-2)/2} e^{-s} \frac{1}{2 \pi} \, ds = \frac{1}{2} \pi^{-N/2} \Gamma(N/2)$. Hence $\Omega_{N-1} = 2\pi^{N/2} / \Gamma(N/2)$.

13. Part (a) is carried out by showing by induction on $k$ that $\sum_{i=1}^k x_i = 1 - \prod_{i=1}^k (1 - u_i)$. The case $k = n$ is the desired result.

In (b), let $0 < u_i < 1$ for all $i$. Then $x_i > 0$ for all $i$, and (a) makes it clear that $\sum_{i=1}^n x_i < 1$. Therefore $\varphi$ carries $I$ into $S$. Define $u = \tilde{\varphi}(x)$ by the formula in (b). If all $x_i > 0$ and $\sum_{i=1}^n x_i < 1$, then certainly $u_i > 0$. Also, $\sum_{j=1}^i x_j < 1$ implies $x_i < 1 - \sum_{j=1}^{i-1} x_j$, so that $u_i = x_1 / (1 - \sum_{j=1}^{i-1} x_j) < 1$. Therefore $\varphi$ carries $S$ into $I$. To complete the proof, we show that $\varphi \circ \psi$ is the identity on $I$ and $\varphi \circ \tilde{\varphi}$ is the identity on $S$. For $\varphi \circ \psi$, we pass from $u$ to $x$ to $\psi$. Thus we start with $v_1$, substitute the $x$’s, use the inductive version of (a) to substitute the $u$’s, and then sort matters out to see that $v_1 = u_1$. For $\varphi \circ \tilde{\varphi}$, we pass from $x$ to $u$ to $\psi$. Then we start with $y_1$ and substitute $\psi$’s to obtain $y_i = \left( \prod_{j=1}^{i-1} (1 - u_j) \right) u_i$. To substitute for the $u$’s in terms of the $x$’s, we use the inductive version of (a) in the form $\sum_{j=1}^{i-1} y_j = 1 - \prod_{j=1}^{i-1} (1 - u_j)$. This gives $\left( \prod_{j=1}^{i-1} (1 - u_j) \right) u_i = (1 - \sum_{j=1}^{i-1} y_j) x_i / (1 - \sum_{j=1}^{i-1} x_j)$. Then an induction on $i$ shows that $y_i = x_i$, and hence $\varphi \circ \tilde{\varphi}$ is the identity on $S$.

In (c), routine computation shows that $\varphi'(u)$ is lower triangular with diagonal entries $1$, $(1 - u_1)$, $(1 - u_1)(1 - u_2)$, $\ldots$, $(1 - u_1) \ldots (1 - u_{n-1})$, and hence the determinant is the product of these diagonal entries. Similarly $\tilde{\varphi}'(x)$ is lower triangular with diagonal entries $(1 - x_1)^{-1}$, $(1 - x_1 - x_2)^{-1}$, $\ldots$, $(1 - x_1 - x_2 - \ldots - x_{n-1})^{-1}$, and its determinant is the product of these diagonal entries.
14. The change of variables in Problem 13 gives
\[
\int_S x_1^{a_1-1} \cdots x_n^{a_n-1} dx = \int_I u_1^{a_1-1} [(1 - u_1)u_2]^{a_2-1} \cdots [(1 - u_1) \cdots (1 - u_{n-1})u_n]^{a_n-1} \\
\times (1 - u_1) \cdots (1 - u_{n-1}) du \\
= \int_I u_1^{a_1-1} (1 - u_1)^{a_2 + \cdots + a_n - (n - 1) + (a_{n-1})} u_2^{a_2 - 1} \\
\times (1 - u_2)^{a_3 + \cdots + a_n - (n - 2) + (a_{n-2})} \\
\times \cdots \times u_n^{a_{n-1} - 1} (1 - u_{n-1})^{a_n - 1 + 1} u_n^{a_n - 1} du \\
= \int_0^1 u_1^{a_1-1} (1 - u_1)^{a_2 + \cdots + a_n} du_1 \cdot \int_0^1 u_2^{a_2-1} (1 - u_2)^{a_3 + \cdots + a_n} du_2 \\
\cdots \cdot \int_0^1 u_n^{a_{n-1}-1} (1 - u_{n-1})^{a_n} du_{n-1} \cdot \int_0^1 u_n^{a_n-1} du_n.
\]
The right side is the product of 1-dimensional integrals of the kind treated in Problem 11. Substitution of the values from that problem leads to the desired result.

15. The monotonicity makes possible the estimate of uniform convergence, and the continuity then makes the limit continuous. A continuous function is determined by its values on a dense set, and \( C^p \) is dense.

16. For each \( n \), \( F_n(x) = 1 - F_n(1 - x) \). Thus \( \int_0^1 F_n(x) dx = 1 - \int_0^1 F_n(1 - x) dx = 1 - \int_0^1 F_n(x) dx \) and \( \int_0^1 F_n(x) dx = \frac{1}{2} \). Passing to the limit and using uniform or dominated convergence, we obtain \( \int_0^1 F(x) dx = \frac{1}{2} \).

18. Use Proposition 6.47. Then \( u \) is harmonic by Problem 14 at the end of Chapter III.

19. Since \( P_r \) has \( L^1 \) norm 1, the inequality \( \| u(r, \cdot) \|_p \leq \| f \|_p \) follows from Minkowski's inequality for integrals. For the limiting behavior as \( r \) increases to 1, we extend \( f \) periodically and write
\[
u(r, \theta) - f(\theta) = \frac{1}{2\pi} \int_{-\pi}^{\pi} P_r(\varphi) f(\theta - \varphi) d\varphi - f(\theta) \\
= \frac{1}{2\pi} \int_{-\pi}^{\pi} P_r(\varphi) [f(\theta - \varphi) - f(\theta)] d\varphi,
\]
the second step following since \( \frac{1}{2\pi} \int_{-\pi}^{\pi} P_r(\varphi) d\varphi = 1 \). Applying Minkowski's inequality for integrals, we obtain
\[
\| u(r, \cdot) - f \|_p \leq \frac{1}{2\pi} \int_{-\pi}^{\pi} P_r(\varphi) \| f(\theta - \varphi) - f(\theta) \|_{p, \theta} d\varphi,
\]
since \( P_r \geq 0 \). The integration on the right is broken into two sets, \( S_1 = (-\delta, \delta) \) and \( S_2 = [-\pi, -\delta] \cup [\delta, \pi] \), and the integral is
\[
\leq \frac{1}{2\pi} \int_{S_1} P_r(\varphi) (\sup_{\varphi \in S_1} \| f(\theta - \varphi) - f(\theta) \|_{p, \delta}) d\varphi + \frac{1}{2\pi} \int_{S_2} P_r(\varphi) 2\| f \|_p d\varphi
\leq \sup_{\varphi \in S_1} \| f(\theta - \varphi) - f(\theta) \|_{p, \delta} + 2\| f \|_p \sup_{\varphi \in S_2} P_r(\varphi).
\]
Let \( \epsilon > 0 \) be given. If \( \delta \) is sufficiently small, Proposition 6.16 shows that the first term is \( < \epsilon \). With \( \delta \) fixed, we can then choose \( r \) close enough to 1 to make the second term \( < \epsilon \).
20. For (a), we argue as in Problem 19, taking $S_1$ and $S_2$ to be as in that solution. Then

$$|u(r, \theta) - f(\theta)| \leq \frac{1}{2\pi} \int_{-\pi}^{\pi} P_r(\varphi)|f(\theta - \varphi) - f(\theta)| \, d\varphi$$

$$\leq \frac{1}{2\pi} \int_{S_1} P_r(\varphi)f(\theta - \varphi) - f(\theta) \, d\varphi + \frac{1}{2\pi} \int_{S_2} P_r(\varphi)\|f\|_{\infty} + \sup_{\theta \in E} |f(\theta)| \, d\varphi$$

$$= \sup_{\theta \in S_1} |f(\theta - \varphi) - f(\theta)| + \left( \sup_{\theta \in S_2} P_r(\varphi)\|f\|_{\infty} + \sup_{\theta \in E} |f(\theta)| \right).$$

and the uniform convergence follows.

For (b), the Poisson integral of $f$ is of the form $\sum_{n=-\infty}^{\infty} c_n r^n e^{i n \theta}$, where the $c_n$ are the Fourier coefficients of $f$. Any other harmonic function in the disk is of the form $\sum_{n=-\infty}^{\infty} c_n r^n e^{i n \theta}$. Suppose this tends uniformly to $f$ as $r$ increases to 1. Then the difference is a series $\sum_{n=-\infty}^{\infty} d_n r^n e^{i n \theta}$ that converges uniformly to 0. Then the integral of the product of this series and $e^{-ik\theta}$ tends to 0. Interchanging integral and sum, we see that $d_k r^{|k|}$ tends to 0 for each $k$. Therefore $d_k = 0$ for each $k$.

In (c) since $P_r$ is even,

$$\int_{-\pi}^{\pi} (P_r * f)(\theta)g(\theta) \, d\theta = \int_{-\pi}^{\pi} P_r(\theta - \varphi)f(\varphi)g(\theta) \, d\varphi \, d\theta$$

$$= \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} P_r(\theta - \varphi)f(\varphi)g(\theta) \, d\varphi \, d\theta$$

and thus $\int_{-\pi}^{\pi} (P_r * f)(\theta)g(\theta) \, d\theta = \int_{-\pi}^{\pi} (P_r * g)(\theta)f(\theta) \, d\theta$. Therefore

$$\left| \int_{-\pi}^{\pi} (P_r * f)(\theta)g(\theta) \, d\theta - \int_{-\pi}^{\pi} f(\theta)g(\theta) \, d\theta \right| = \left| \int_{-\pi}^{\pi} [(P_r * g)(\theta) - g(\theta)]f(\theta) \, d\theta \right|$$

$$\leq 2\pi \|P_r * g - g\|_{L^1} \|f\|_{L^\infty}.$$ 

By the previous problem the right side tends to 0 as $r$ increases to 1, and the weak-star convergence follows.

21. Let $M_f$ and $M_g$ be upper bounds for $\|f\|$ and $\|g\|$ on $[a, b]$. Then

$$\sum_i |f(x_i)g(x_i) - f(x_{i-1})g(x_{i-1})|$$

$$\leq \sum_i |f(x_i)g(x_i) - f(x_i)g(x_{i-1})| + \sum_i |f(x_i)g(x_{i-1}) - f(x_{i-1})g(x_{i-1})|$$

$$\leq M_f \sum_i |g(x_i) - g(x_{i-1})| + M_g \sum_i |f(x_i) - f(x_{i-1})|$$

$$\leq M_f \|g\|_{BV} + M_g \|f\|_{BV}.$$ 

22. Let us rewrite the given equation $f(x) = f(a) + g_1(x) - g_2(x)$ as $g_2(x) + f(x) - f(a) = g_1(x)$. If $x_i > x_{i-1}$, then subtraction of the values at $x = x_i$ and at $x = x_{i-1}$ gives $g_2(x_i) - g_2(x_{i-1}) + f(x_i) - f(x_{i-1}) = g_1(x_i) - g_1(x_{i-1})$. 

If \( f(x_i) - f(x_{i-1}) \geq 0 \), then \( f(x_i) - f(x_{i-1}) \leq g_1(x_i) - g_1(x_{i-1}) \) because \( g_2 \) is monotone; if \( f(x_i) - f(x_{i-1}) < 0 \), then \( 0 \leq g_1(x_i) - g_1(x_{i-1}) \) because \( g_1 \) is monotone. Therefore \((f(x_i) - f(x_{i-1}))^+ \leq g_1(x_i) - g_1(x_{i-1})\). Summing on \( i \) for a partition of \([a, x]\) gives \( \sum_{i=1}^{n} (f(x_i) - f(x_{i-1}))^+ \leq g_1(x) - g_1(a) \). If we take the supremum of the left side and recall that \( g_1(a) \geq 0 \), we obtain \( V^+(f)(x) \leq g_1(x) - g_1(a) \leq g_1(x) \). Starting similarly from \( g_1(x) - f(x) + f(a) = g_2(x) \) and arguing in the same way, we obtain \( V^-(f)(x) \leq g_2(x) - g_2(a) \leq g_2(x) \).

23. Suppose that \( V^+(f) \) and \( V^-(f) \) are both discontinuous at some \( x \). Then \( V^+(f)(x^-) + \epsilon < V^+(f)(x^+) \) and \( V^-(f)(x^-) + \epsilon < V^-(f)(x^+) \) for some \( \epsilon > 0 \). Define

\[
g_1(y) = \begin{cases} 
V^+(f)(y) & \text{for } y < x, \\
V^+(f)(x^-) & \text{for } y = x, \\
V^+(f)(y) - \epsilon & \text{for } y > x,
\end{cases}
\]

and define \( g_2(y) \) similarly except that \( V^- \) replaces \( V^+ \). Then \( g_1 \) and \( g_2 \) are both nonnegative, and \( g_1 - g_2 = V^+(f) - V^-(f) = f - f(a) \). If \( g_1 \) and \( g_2 \) are shown to be monotone, Then Problem 22 leads to the contradiction \( g_1(y) < V^+(f)(y) \) for \( y > x \), and we conclude that \( V^+(f) \) and \( V^-(f) \) could not have been discontinuous.

In proving monotonicity for \( g_1 \), it is necessary to make comparisons only of \( x \) with other points \( y \). Let \( h > 0 \). For points \( y > x \), we have \( g_1(x + h) = V^+(f)(x + h) - \epsilon \geq V^+(f)(x^+) - \epsilon \geq V^+(f)(x^+) = g_1(x) \). For points \( y < x \), we have \( g_1(x - h) = V^+(f)(x - h) \leq V^+(f)(x^-) = g_1(x) \). Monotonicity for \( g_2 \) is proved in the same way.

24. The proof is similar in spirit to the proof of Proposition 6.54.

25. For \( f \), let \( y_n = (n + \frac{1}{2})^{-1} \pi^{-1} \), so that \( f(y_n) \) is \((n + \frac{1}{2})^{-1} \pi^{-1} \) if \( n \) is even and is \((n + \frac{1}{2})^{-1} \pi^{-1} \) if \( n \) is odd. Compute the sum of the absolute values of the difference of values of \( f \) at \( y_n, y_{n-1}, \ldots, y_1 \) and see that this is unbounded as a function of \( N \). The function \( g \) has a bounded derivative (even though the derivative is discontinuous), and this is enough to imply bounded variation.

26. Conclusions (a) and (b) can be handled by variants of Lemma B.12 and Corollary B.15. Fix \( \sigma_0 > 0 \), and let \( U = \{ Re \sigma > \sigma_0 \} \subseteq \mathbb{C} \). The set \( X = [0, +\infty) \cup [+\infty] \) is a compact metric space, and \( t^{\alpha} e^{-t/2} \) is a finite measure on it. Also the function \( (t, s) \mapsto t^{\alpha} e^{-t/2} \) is continuous on \( U \times X \) and analytic in the first variable. The argument of Lemma B.12 goes through to prove the continuity of \( \Gamma(s) \) for \( Re \sigma > \sigma_0 \), and the argument as in Corollary B.15 using Morera’s Theorem and an interchange of integrals applies to prove the analyticity of \( \Gamma(s) \) for \( Re \sigma > \sigma_0 \). Since \( \sigma_0 > 0 \) is arbitrary, the conclusions first of continuity and then of analyticity apply to \( \Gamma(s) \) for \( Re \sigma > 0 \).

One can also argue directly with \( \Gamma_{t,n}(s) = \int_{\mathbb{R}} t^n e^{-t} dt \) for \( Re \sigma > 0 \). Lemma B.12 and then Corollary B.15 apply directly, and then a passage to the limit is needed. For this purpose the relevant tools are Proposition 2.21 for continuity and Problem 55 in Appendix B for analyticity.
27. We enlarge the domain of definition first from $\{\Re s > 0\}$ to $\{\Re s > -1\} - \{0\}$, then to $\{\Re s > -2\} - \{0, -1\}$, then to $\{\Re s > -3\} - \{0, -1, -2\}$, and so on, using the identity $\Gamma(s) = s^{-1}\Gamma(s + 1)$ to define the extended function at each stage. The result is analytic except for isolated singularities at the nonpositive integers, and the functional equation $\Gamma(s + 1) = s\Gamma(s)$ is valid for the extension. One readily checks that the isolated singularities are all poles of order 1.

Chapter VII

1. If $g(a_k) = g(b_k)$, then $a_k$ would have to be in $E$. For the second part an example is $g(x) = x$ on $[0, 1]$; there is only one interval $(a_k, b_k)$, and it is $(0, 1)$.

2. No. Corollary 7.4 applied to $I_E$ shows for almost all $x$ that the quotient $m(E \cap (x - h, x + h))/m((x - h, x + h))$ has to tend to 0 or 1 as $h$ decreases to 0.

3. We may work on a bounded interval $I$. Let $\varepsilon > 0$ be given. If $x$ is in $E$, then $|h^{-1}(F(x + h) - F(x))| \leq \varepsilon$ whenever $|h| \leq \delta_x$ for some $\delta_x$ depending on $x$. For each such $x$, fix a positive number $r_x$ with $r_x \leq \frac{1}{\delta_x}$. Associate the set $B(r_x; x)$ to $x$. Then

$$
\mu(B(5r_x; x)) \leq \mu((x - 5r_x, x + 5r_x)) = F(x + 5r_x) - F(x - 5r_x) \leq 10r_x\varepsilon.
$$

Applying Wiener’s Covering Lemma, we can find disjoint sets $B(r_{x_i}; x_i)$ with $E \subseteq \bigcup_{i=1}^{\infty} B(5r_{x_i}; x_i)$. Then

$$
\mu(E) \leq \sum_{i=1}^{\infty} \mu(B(5r_{x_i}; x_i)) \leq 5\varepsilon \sum_{i=1}^{\infty} 2r_{x_i} = 5\varepsilon \sum_{i=1}^{\infty} m(B(r_{x_i}; x_i)) \leq 5\varepsilon m(I).
$$

Since $I$ is fixed and $\varepsilon$ is arbitrary, $\mu(E) = 0$.

4. If $F$ is the function in question, $F - F(0)$ is the distribution function of some Stieltjes measure $\mu$ containing no point masses. Proposition 7.8 shows that $\mu(E^c) = 0$ for some countable set $E$. Since $\mu(\{p\}) = 0$ for each point $p$, $\mu(E) = 0$ by complete additivity. Thus $\mu = 0$, and $F$ must be constant.

5. For (a), the construction shows that $F'(x) = 0$ for all $x \in C^C$. Then Proposition 7.8 allows us to conclude that $\mu$ is singular.

For (b), let $F_n$ be the $n$th constructed approximation to $F$ (using straight-line interpolations), and let $f_n$ be its derivative (defined except on a finite set and put equal to 0 there). The function $f_n$ is a multiple $c_n$ of the indicator function of the subset $C_n$ of $[0, 1]$ that remains after the first $n$ steps of the construction, and also $m(C_n) = \prod_{k=1}^{n} (1 - r_k)$. Since $F_n(x) = \int_0^x f_n(t) \, dt$ for all $x$, we have $1 = F_n(1) = c_n \int_0^1 I_{C_n}(t) \, dt = c_n \prod_{k=1}^{n} (1 - r_k)$. Therefore $f_n = (\prod_{k=1}^{n} (1 - r_k))^{-1} I_{C_n}$. Put $f = P^{-1} I_C$. The functions $f_n$ converge pointwise to $f$, and they are uniformly bounded by the constant function $P^{-1}$. By dominated convergence, $F(x) = \int_0^x f(t) \, dt$ for $0 \leq x \leq 1$. Therefore $F$ is the distribution function of the measure $f(t) \, dt$. 
6. Let $E$ be the second described set. The complement of $E$ has measure 0 by Corollary 7.4. Fix $x$ in $E$, and let $\epsilon > 0$ be given. Choose a rational $r$ such that $|r - f(x)| < \epsilon$. For $h > 0$,

$$h^{-1} \int_x^{x+h} |f(t) - f(x)| \, dt \leq h^{-1} \int_x^{x+h} |f(t) - r| \, dt + h^{-1} \int_x^{x+h} |r - f(x)| \, dt.$$ 

The second term on the right side equals $|r - f(x)| < \epsilon$, and the first term tends to $|f(x) - r| < \epsilon$ since $x$ is in $E$. A similar argument applies if $h < 0$.

7. Part (a) is routine, and part (b) follows by adapting part of the argument for Theorem 6.48. In (c), the assumption that $x$ is in the Lebesgue set implies that $\int_{|t| \leq h} |f(x - t) - f(x)| \, dt \leq h c_x(h)$ for $h > 0$, where $c_x(\cdot)$ is a function that tends to 0 as $h$ decreases to 0. For each of the described pieces of the integral $\int_{|t| \leq \pi} K_n(t) |f(x - t) - f(x)| \, dt$, we use one of the two estimates in (a), specifically the estimate $K_n(t) \leq N + 1$ for the piece with $|t| \leq 1/N$ and the estimate $K_n(t) \leq c/(Nt^2)$ for all the other pieces. The piece for $1/N$ then contributes $\leq (N + 1) \int_{|t| \leq 1/N} |f(x - t) - f(x)| \, dt \leq 2c_x(1/N)$, the piece for $2^k - 1/N \leq |t| \leq 2^{k-1}/N$ contributes $\leq \frac{c}{2^k} (2^{k-1}/N)^{-2} \int_{2^{k-1}/N \leq |t| \leq 2^k/N} |f(x - t) - f(x)| \, dt \leq \frac{c}{2^k} (2^{k-1}/N)^{-2} (2^k/N) c_x(2^k/N) = 4 \cdot 2^{-k} c_x(2^k/N)$, and finally the piece for $N^{-1/4} \leq |t| \leq \pi$ contributes $\leq \frac{c}{2^k} N^{1/2} \int_{N^{-1/4} \leq |t| \leq \pi} |f(x - t) - f(x)| \, dt \leq \frac{c}{2^k} N^{1/2} 2\pi (\|f\|_1 + |f(x)|)$. The sum of the estimates is

$$\leq 2c_x(1/N) + \sum_{k=1}^{[N^{1/4}]} 4 \cdot 2^{-k} c_x(2^k/N) + 2\pi c N^{-1/2} (\|f\|_1 + |f(x)|)$$

and this tends to 0 as $h$ decreases to 0. (The use of the shells with $2^{-k}$ is a device that appears frequently in Zygmund’s *Trigonometric Series* and may be regarded as a kind of manual integration by parts.)

8. Since $\mu$ is singular, find a Borel set $E$ with $\mu(E) = 0$ and $m(E^c) = 0$. Let $\epsilon > 0$ be given. By regularity of $m + \mu$, choose an open set $U$ containing $E$ such that $(m + \mu)(U - E) < \epsilon$. Then $\mu(U) \leq \mu(U - E) + \mu(E) = \mu(U - E) < \epsilon$, and $m(U^c) \leq m(E^c) = 0$.

9. About each $x$ in $U$, there is some $\delta(x)$ such that $(x - h, x + h) \subseteq U$ for $h \leq \delta(x)$. Then $\nu((x - h, x + h)) = 0$ for $h \leq \delta(x)$, and the limit of this is 0 as $h$ decreases to 0.

11. Since $U$ is open and $\mu_2(U) = 0$, Problem 9 gives

$$\lim_{h \downarrow 0} (2h)^{-1} \mu_2((x - h, x + h)) = 0.$$
for all $x$ in $U$. Since $m(U^c) = 0$, $\lim_{\epsilon \to 0} (2\epsilon)^{-1} \mu_2((x - h, x + h)) = 0$ for almost every $x$ in $\mathbb{R}^1$. The measure $\mu_1$ has $\mu_1(\mathbb{R}^1) = \mu(U) \leq \epsilon$, and Problem 10 shows that

\[
m \left\{ x \mid \limsup_{h \to 0} \mu_1((x - h, x + h)) > \xi \right\} \leq m \left\{ x \mid \sup_{h > 0} \mu_1((x - h, x + h)) > \xi \right\} \leq 5 \mu_1(\mathbb{R}^1)/\xi < 5\epsilon/\xi.
\]

12. It is enough to handle the case that $\mu$ vanishes outside some interval and hence has $\mu(\mathbb{R}^1)$ finite. Combining the estimates for $\mu_1$ and $\mu_2$ gives

\[
m \left\{ x \mid \limsup_{h \to 0} \mu((x - h, x + h)) > \xi \right\} < 5\epsilon/\xi.
\]

Since $\epsilon$ is arbitrary, $m \left\{ x \mid \limsup_{h \to 0} \mu((x - h, x + h)) > \xi \right\} = 0$. Taking the union for $\xi = 1/n$, we conclude that the set where $\limsup_{h \to 0} \mu((x - h, x + h)) > 0$ has measure 0.

To get the better conclusion, the main step is to obtain a bound $10\epsilon/\xi$ for the maximal function formed from the supremum of $v((x, x + h))$ or $v((x - h, x))$. The proof of Corollary 6.40 shows how to derive this from Problem 10.

Chapter VIII

1. Let $F$ be the Fourier transform as defined in the text. In each part of the problem, $\alpha$ can be computed by relating matters to the known facts about $F$, and $\beta$ can be computed directly from the definitions and Fubini’s Theorem.

In (a), we have $\hat{f}(y) = \int f(x)e^{-ixy}dy = \int f(x)e^{-2\pi i x(y/(2\pi))}dy = Ff(y/(2\pi))$. To obtain $f(x) = \alpha \int \hat{f}(y)e^{ixy}dy$, we want $f(x) = \alpha \int Ff(y/(2\pi))e^{ixy}dy = (2\pi)^N \alpha \int Ff(y')e^{i(x-2\pi y')y'}dy' = (2\pi)^N \alpha f(x)$. With $f*g(x) = \beta \int f(x-t)g(t)dt$, we have $\hat{f} \hat{g}(y) = \beta \int f(x-t)g(t)\hat{f}(x-ty)dx dt = \beta \int \int f(x)g(t)e^{-i(x+ty)}dx dt = \beta \hat{f}(y) \hat{g}(y)$. Thus $\alpha = (2\pi)^{-N}$ and $\beta = 1$.

In (b), we find similarly that $\hat{f}(y) = (2\pi)^{-N} Ff(y/(2\pi))$, and we are led to $\alpha = 1$. We also, $\beta(2\pi)^N = (2\pi)^2N$ and $\beta = (2\pi)^N$. In (c), we find similarly that $\alpha = (2\pi)^{-N/2}$ and $\beta = (2\pi)^{N/2}$. This normalization has the property that $\alpha$ and $\beta$ are both 1 if $dx$ is replaced by $dx/(2\pi)^{N/2}$ throughout.

2. This is an operation called “polarization” in linear algebra, and it will be explained further in Chapter XII. Application of the Plancherel formula to $f + cg$, $f$, and $cg$ gives $\|f + cg\|_2^2 = \|F(f) + cF(g)\|_2^2$, $\|f\|_2^2 = \|F(f)\|_2^2$, and $\|cg\|_2^2 = \|cF(g)\|_2^2$. We expand the first one in terms of the inner product and subtract the other two to obtain

\[
(f, cg)_2 + (cg, f)_2 = (F(f), cF(g))_2 + (cF(g), F(f))_2.
\]
Then \( \tilde{c}(f, g)_2 + c(f, g)_2 = \tilde{c}(\mathcal{F}(f), \mathcal{F}(g))_2 + c(\mathcal{F}(f), \mathcal{F}(g))_2 \). Taking \( c = 1 \) gives \( 2 \text{Re}(f, g)_2 = 2 \text{Re}(\mathcal{F}(f), \mathcal{F}(g))_2 \), whereas taking \( c = i \) gives \( 2 \text{Im}(f, g)_2 = 2 \text{Im}(\mathcal{F}(f), \mathcal{F}(g))_2 \). The result follows.

3. For any \( f \) in \( L^1 \), we have \( Q_\epsilon * (Q_{\epsilon'} * f) = P_{\epsilon + \epsilon'} * f \) because the Fourier transforms are equal. Also, \( (Q_\epsilon * Q_{\epsilon'}) * f = Q_\epsilon * (Q_{\epsilon'} * f) \) since we have finiteness when the functions are replaced by their absolute values. Moreover, the functions \( Q_\epsilon * Q_{\epsilon'} \) and \( P_{\epsilon + \epsilon'} \) are bounded and continuous. Letting \( f \) run through an approximate identity formed with respect to dilations and applying Theorem 6.20c, we see that \( Q_\epsilon * Q_{\epsilon'}(x) = P_{\epsilon + \epsilon'}(x) \) for all \( x \).

4. Since \( P_t \) is even, \( \int_{\mathbb{R}^N} (P_t * f)(x) g(x) \, dx = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} P_t(x-y) f(y) g(x) \, dy \, dx = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} P_t(x-y) f(y) g(x) \, dx \, dy = \int_{\mathbb{R}^N} (P_t * g)(x) f(x) \, dx \). Therefore

\[
| \int_{\mathbb{R}^N} (P_t * f)(x) g(x) \, dx - \int_{\mathbb{R}^N} f(x) g(x) \, dx | \leq \| P_t * g - g \|_1 \| f \|_\infty.
\]

By Theorem 8.19c the right side tends to 0 as \( t \) decreases to 0, and (a) follows.

For (b), part (a) shows for each \( g \) with \( \| g \|_1 \leq 1 \) that

\[
| \int_{\mathbb{R}^N} f(x) g(x) \, dx | = \lim_{t \to 0} \int_{\mathbb{R}^N} (P_t * f)(x) g(x) \, dx.
\]

Since

\[
| \int_{\mathbb{R}^N} P_t * f(x) g(x) \, dx | \leq \| P_t * f \|_\infty \| g \|_1 \leq \| P_t * f \|_\infty
\]

we have

\[
| \int_{\mathbb{R}^N} f(x) g(x) \, dx | \leq \liminf_{t \to 0} \| P_t * f \|_\infty
\]

whenever \( \| g \|_1 \leq 1 \). For any \( \epsilon > 0 \) with \( \| f \|_\infty - \epsilon > 0 \), let \( S_\epsilon \) be the set where \( | f | \) is \( \geq \| f \|_\infty - \epsilon \). Then \( m(S_\epsilon) > 0 \). Take \( E \) to be any subset of \( S_\epsilon \) with \( 0 < m(E) < +\infty \), and let \( g(x) \) be \( m(E)^{-1} f(x) / | f(x) \) on \( E \) and zero elsewhere. This function has \( \| g \|_1 \leq 1 \). Then

\[
| \int_{\mathbb{R}^N} f g \, dx | = \int_{\mathbb{R}^N} f g \, dx = m(E)^{-1} \int_E | f(x) \, dx \geq \| f \|_\infty - \epsilon.
\]

Hence \( \| f \|_\infty - \epsilon \leq \| f \|_\infty \). Since \( \epsilon \) is arbitrary, \( \| f \|_\infty \leq \liminf_{t \to 0} \| P_t * f \|_\infty \). On the other hand, Theorem 8.19b shows that \( \| P_t * f \|_\infty \leq \| f \|_\infty \). So we have \( \| f \|_\infty \leq \liminf_{t \to 0} \| P_t * f \|_\infty \leq \limsup_{t \to 0} \| P_t * f \|_\infty \leq \| f \|_\infty \). Equality must hold throughout, and (b) is thereby proved.

5. In (a), the set function is a measure by Corollary 5.27. It has \( \mu(\mathbb{R}^n) \) equal to \( \mu_1(\mathbb{R}^N) \mu_2(\mathbb{R}^N) \) and is therefore a Borel measure. If \( \mu_1 = f \, dx \) and \( \mu_2 = \mu \), then

\[
(f * \mu)(E) = \int_{\mathbb{R}^N} (f(x) \, dx)(E - x) \, d\mu_1(x) = \int_{\mathbb{R}^N} \int_{E - x} f(y) \, dy \, d\mu_2(x) = \int_{\mathbb{R}^N} \int_{E} f(y - x) \, dy \, d\mu(x) = \int_{\mathbb{R}^N} \int_{E} f(y - x) \, dy \, d\mu(x) = \int_E \left[ \int_{\mathbb{R}^N} f(y - x) \, d\mu(x) \right] \, dy.
\]
In (b), we start with an indicator function and compute that

\[ \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} I_E(x + y) \, d\mu_1(x) \, d\mu_2(y) = \int_{\mathbb{R}^2} \left( \int_{\mathbb{R}^2} I_{E - y}(x) \, d\mu_1(x) \right) \, d\mu_2(y) \\
= \int_{\mathbb{R}^2} \mu_1(E - y) \, d\mu_2(y) \\
= (\mu_1 \ast \mu_2)(E) = \int_{\mathbb{R}^2} I_E \, d(\mu_1 \ast \mu_2). \]

Then we pass to simple functions \( g \) with \( \|g\|_1 = \mu(\mathbb{R}^2) \) for every \( t > 0 \) by Fubini’s Theorem.

Part (d) is handled in the same way as Problem 4a. First one shows that

\[ \int_{\mathbb{R}^2} (\mu_1 \ast \mu_2)(x) \, d\mu_1(x) = \int_{\mathbb{R}^2} (\mu_1 \ast \mu_2)(x) \, d\mu_2(x) = \int_{\mathbb{R}^2} (\mu_1 \ast \mu_2)(x) \, d\mu_1(x) \]

for every \( \varepsilon > 0 \). Since \( \phi \ast \mu = 0 \) for every \( \varepsilon > 0 \). By Problem 5d, \( \phi \ast \mu \) converges weak-star to \( \mu \) against \( C_0(\mathbb{R}^2) \). Therefore \( \int_{\mathbb{R}^2} g \, d\mu = 0 \) for every \( g \) in \( C_0(\mathbb{R}^2) \), and Corollary 6.3 shows that \( \mu = 0 \).

7. This is the same kind of approximation argument as was done in Corollary 6.17.

8. We calculate that \( \sum_{i,j} \hat{\mu}(x_i - x_j) \hat{\mu}^*_{ij} = \sum_{i,j} \int e^{-2\pi i t (x_i - x_j)} \xi_i \xi_j \, d\mu(t) = \int \left( \sum_{i,j} e^{-2\pi i t (x_i - x_j)} \right) \xi_i \xi_j \, d\mu(t) = \int |\xi_i| |\xi_j| \, d\mu(t) \geq 0. \)

9. For the set \( \{0\} \), the condition is that \( F(0)|\xi|^2 \geq 0 \) for all \( \xi \); thus \( F(0) \geq 0 \). For the set \( \{x, 0\} \), the condition is that \( F(x)|\xi|^2 + F(x)|\xi|^2 + F(-x)|\xi|^2 + F(0)|\xi|^2 \geq 0 \).

Taking \( \xi = 1 \) shows that \( F(x) + F(-x) \) is real; taking \( \xi = i \) and \( \xi = 2 \) shows that \( i(F(x) - F(-x)) \) is real. Therefore \( F(x) + F(-x) = F(x) + F(-x) \)

and \( F(x) - F(-x) = -F(x) + F(-x) \). Adding we obtain \( F(x) = F(x) \). Hence \( F(x)|\xi|^2 - F(x)|\xi|^2 \leq F(0)|\xi|^2 \). If \( F(x) \neq 0 \), we put \( \xi_1 = 1 \) and \( \xi_2 = F(x)/|F(x)| \) and obtain \( |F(x)| \leq F(0) \).

10. \( \sum_{i,j} F(x_i - x_j) \xi_i \xi_j \xi_i \xi_j = \sum_{i,j} \int F(x_i - x_j)e^{-2\pi i t (x_i - x_j)} \phi(t) \xi_i \xi_j \, dt = \int \left( \sum_{i,j} F(x_i - x_j) \xi_i \xi_j \xi_i \xi_j \right) e^{-2\pi i t (x_i - x_j)} \phi(t) \, dt \geq 0. \)

11. Part (a) follows from the boundedness of \( F \) obtained in Problem 9.

In (b), every \( g \) in \( C_0(\mathbb{R}^2) \) satisfies \( \int F_0(x) \, g(x) \, dx = \int F_0(y) \, g(y) \, dy \). For \( F_0 \) in \( L^2 \), we can approximate \( f \) as closely as we like by a member \( g \) of \( C_0(\mathbb{R}^2) \). Then \( \int f_0 |g|^2 = \int |F(f)(\xi)|^2 = 2 \int \text{Re}(F(f)(\xi) \overline{F(f)(\xi)}) \, d\xi \leq 2 \int \text{Re}(F(f)(\xi) \overline{F(f)(\xi)}) \, d\xi. \)

The Schwarz inequality and the Plancherel formula, the absolute
value of the difference of these is \(\leq 2\|f_0\|_{\text{sup}}\|f\|_2\|g - f\|_2 + \|f_0\|_{\text{sup}}\|g - f\|_2^2\). Since \(\int f_0|\mathcal{F}(f)|^2\,dy \geq 0\), it follows that \(\int f_0|\mathcal{F}(f)|^2\,dy \geq 0\) for all \(f\) in \(L^2\). Since \(\mathcal{F}(f)\) is an arbitrary \(L^2\) function and \(f_0\) is continuous, we conclude that \(f_0\geq 0\).

The integrability in (d) is immediate from Lemma 8.7, and the formula \(\int f_0\,dy = F(0)\) follows from the Fourier inversion formula.

12. Let \(\varepsilon_n\) be a sequence decreasing to 0, let \(\Phi\) in Problem 11 be the function \(e^{-\pi \varepsilon_n|\cdot|^2}\), and write \(F_n\) for the function \(F\Phi\). Then Problem 11d shows that \(\mu_n = \mathcal{F}_n(y)\,dy\) is a finite Borel measure with \(\mu_n(\mathbb{R}^N) = F_n(0) = F(0)\). The Helly–Bray Theorem applies and produces a subsequence of \(\{\mu_n\}\) convergent to a finite Borel measure \(\mu\) weak-star against \(C_{\text{com}}(\mathbb{R}^N)\). We shall prove that \(F(x) = \int e^{2\pi i x\cdot y}\,d\mu(y)\), i.e., that \(v\) with \(v(E) = \mu(-E)\) is the desired measure. (The interested reader may wish to compare this argument with the proof of the Portmanteau Lemma (Lemma 9.14) in the companion volume, Advanced Real Analysis.)

For each \(n\), the Fourier inversion formula gives \(F_n(x) = \int e^{2\pi i x\cdot y}\mathcal{F}_n(y)\,dy = \int e^{2\pi i x\cdot y}\,d\mu_n(y)\). Since \(F_n(x)\) tends to \(F(x)\) pointwise, the result would follow if we could say that the weak-star convergence implies that \(\int e^{2\pi i x\cdot y}\,d\mu_n(y)\) tends to \(\int e^{2\pi i x\cdot y}\,d\mu(y)\). However, \(e^{2\pi i x\cdot y}\) is not compactly supported, and an additional argument is needed.

First we extend the weak-star convergence so that it applies to continuous functions vanishing at infinity. If \(f\) is such a function, we can find a sequence \(\{f_k\}\) in \(C_{\text{com}}(\mathbb{R}^N)\) converging to \(f\) uniformly. Then

\[
\left|\int f\,d\mu_n - \int f\,d\mu\right| \\
\leq \left|\int f\,d\mu_n - \int f_k\,d\mu_n\right| + \left|\int f_k\,d\mu_n - \int f_k\,d\mu\right| + \left|\int f_k\,d\mu - \int f\,d\mu\right| \\
\leq \|f_k - f\|_{\text{sup}}\mu_n(\mathbb{R}^N) + \left|\int f_k\,d\mu_n - \int f_k\,d\mu\right| + \|f_k - f\|_{\text{sup}}\mu(\mathbb{R}^N).
\]

Choose \(k\) to make \(\|f_k - f\|_{\text{sup}}\) small. With \(k\) fixed, choose \(n\) to make the middle term small. Then the right side is small since the numbers \(\mu_n(\mathbb{R}^N)\) are bounded.

This is not quite good enough by itself because \(e^{2\pi i x\cdot y}\) does not vanish at infinity. However, averages of it by \(L^1\) functions (i.e., Fourier transforms of \(L^1\) functions) vanish at infinity, and that will be enough for us.

Define \(F^\#(x) = \int e^{2\pi i x\cdot y}\,d\mu(y)\). We prove that \(F^\#(x) = F(x)\) for all \(x\). It is enough to prove that \(\int F^\#\psi\,dx = \int F\psi\,dx\) for all \(\psi\) in \(L^1\). Define \(\psi^\vee(y) = \int e^{2\pi i x\cdot y}\psi(x)\,dx\). The multiplication formula (for \((\cdot)^\vee\) instead of \((\cdot)^\wedge\)) and the Riemann–Lebesgue Lemma give

\[
\int F^\#\psi\,dx = \int \psi^\vee\,d\mu(y) = \lim_n \int \psi^\vee\,d\mu_n = \lim_n \int \psi^\vee\mathcal{F}_n\,dy = \lim_n \int \psi\mathcal{F}_n\,dy = \lim_n \int \psi\,F_n\,dy.
\]

The right side equals \(\int \psi F\,dy\) by dominated convergence since \(|F_n(y)| \leq |F(y)|\) for all \(y\).
13. Part (a) is easy.

In (b), if $\chi$ is a character, then $\sum_x \chi(x) = \sum_x \chi(gx) = \chi(g) \sum_x \chi(x)$. Thus $\sum_x \chi(x) = 0$ if there is some $g$ with $\chi(g) \neq 1$, i.e., if $\chi$ is not trivial. If $\chi$ and $\chi'$ are distinct characters, then $\overline{\chi'} \chi$ is not trivial, and therefore $\sum_x \chi(x) \overline{\chi'(x)} = 0$. The orthogonality implies the linear independence.

In (c), the element 1 of $J_m$ has order $m$ under the group operation of addition. Thus each character $\chi$ of $J_m$ must have $\chi(1)$ equal to an $m^{th}$ root of unity. Since 1 generates $J_m$, $\chi(1)$ determines $\chi$. Thus the listed characters are the only ones.

In (d), any tuple $(n_1, \ldots, n_r)$ with $0 \leq n_j < m_j$ for $1 \leq j \leq r$ defines a character by $(k_1, \ldots, k_r) \mapsto \prod_{j=1}^r (\zeta_m^{n_j})^{k_j}$. There are $\prod_{j=1}^r m_j$ distinct characters in this list, and they are linearly independent by (b). Since $\dim L^2(G) = \prod_{j=1}^r m_j$, these characters form a vector-space basis.

14. Since the characters form a basis of $L^2(G)$ as a consequence of Problem 13d, we have $f(t) = \sum_{\chi} c_{\chi} \chi'(t)$ for some constants $c_{\chi'}$. Multiply by $\overline{\chi(t)}$ and sum over $t$ to get $\hat{f}(\chi) = \sum_{\chi'} \sum_{t} c_{\chi'} \chi'(t) \overline{\chi(t)}$. The orthogonality in Problem 13b shows that this equation simplifies to $\hat{f}(\chi) = c_{\chi} \sum_{t} |\chi(t)|^2 = |G| c_{\chi}$.

15. $\hat{f}(\chi) = \sum_{t \in G} f(t) \chi(t) = \sum_{i \in G/H} \sum_{t \in H} f(t + h) \chi(i) = \sum_{i \in G/H} F(i) \hat{\chi}(i) = \hat{F}(\chi)$.

16. The characters of $G$ are the ones with $\chi_n(1) = \zeta_m^n$ for $0 \leq n < m$. Such a character is trivial on $H$ if and only if $\chi_n(q) = 1$, i.e., if and only if $\zeta_m^{nq} = 1$; this means that $nq$ is a multiple of $m$, hence that $n$ is a multiple of $p$.

The element 1 of $H$ is the element $q$ of $G$. Thus the question about the identification of the descended characters asks the value of $\chi_n(1)$ when $n$ is a multiple $jp$ of $p$. The value is $\chi_n(1) = \zeta_m^n = \zeta_m^{jp} = \zeta_q^j$.

If we have computed $F$ on $G/H$ and want to compute $\hat{F}$ from the definition of the Fourier transform, we have to multiply each of the $q$ values of $F$ by the values of each of the $q$ characters of $G/H$ and then add. The number of multiplications is $q^2$. The actual computation of $F$ from $f$ involves $p$ additions for each of the $q$ values of $i$, hence $pq$ additions.

17. $\hat{f}(\zeta_m^{jp+k}) = \sum_{i=0}^{m-1} f(i) \zeta_m^{i(jp+k)i} = \sum_{i=0}^{m-1} (f(i) \zeta_m^{ki}) \zeta_m^{jp}$. The variant of $f$ for the number $k$ is then $i \mapsto f(i) \zeta_m^{ki}$. Handling each value of $k$ involves $m = pq$ steps to compute the variant of $f$ and then the $q^2 + pq$ steps of Problem 16. Thus we have $q^2 + 2pq$ steps for each $k$, which we regard as on the order of $q^2 + pq$. This means $p(q^2 + pq)$ steps when all $k$’s are counted, hence $pq(p + q)$ steps.

19. For $\Re s > 1$, we have

$$\frac{1}{s-1} = \int_1^\infty t^{-s} \, dt = \sum_{n=1}^\infty \int_n^{n+1} t^{-s} \, dt.$$
Thus $\Re s > 1$ implies

$$\zeta(s) = \frac{1}{s-1} + \sum_{n=1}^{\infty} \left( \frac{1}{n^s} - \int_{n}^{n+1} t^{-s} \, dt \right) = \frac{1}{s-1} + \sum_{n=1}^{\infty} \int_{n}^{n+1} (n^{-s} - t^{-s}) \, dt.$$  

20. Suppose that $\Re s \geq \sigma > 0$, and let $|s| \leq C$. We then have the estimate

$$|\int_{n}^{n+1} (n^{-s} - t^{-s}) \, dt| \leq \int_{n}^{n+1} |n^{-s} - t^{-s}| \, dt \leq \frac{|s|}{n^{\Re s}} \leq \frac{C}{n^{\Re s}}.$$  

the next-to-last inequality following from the computation

$$|n^{-s} - t^{-s}| \leq \sup_{n \leq t \leq n+1} \left| \frac{d}{dt} t^{-s} \right| \leq \sup_{n \leq t \leq n+1} \frac{|s|}{|n \pi|^s} \leq \frac{C}{n^{\Re s}}.$$  

In combination with the Weierstrass $M$ test, the estimate shows that the series

$$\sum_{n=1}^{\infty} \int_{n}^{n+1} (n^{-s} - t^{-s}) \, dt$$

is certainly convergent for $s$ in any compact subset of the half plane $\Re s > 0$, and analyticity of $\zeta(s) - \frac{1}{s-1}$ follows from Problem 55 at the end of Appendix B.

21. We have $|e^{in^2 \pi}t| = e^{-\pi n^2 \sigma}$, and the sum on $n$ of the expression on the right is certainly convergent if $\sigma > 0$. The analyticity follows by using the Weierstrass $M$ test and Problem 55 at the end of Appendix B. The identity $\theta(\tau + 2) = \theta(\tau)$ is clear by inspection.

22. Take $r = \sigma^{1/2}$ and $\sigma > 0$ in the formula of Corollary 8.16. Then $\theta(-1/\tau)$ and $(\tau/\pi)^{1/2} \theta(\tau)$ are equal on the imaginary axis. Also both are analytic for $|\tau| > 0$. By the Identity Theorem (Proposition B.23 of Appendix B), they are equal everywhere.

23. The change of variables is $x = n^2 \pi \sigma$.

24. The sum over $n$ of the right side in the previous problem is $\zeta(s) \Gamma(\frac{1}{2}s) \pi^{-\frac{1}{2}s}$.

The sum over $n$ of the left side is $\sum_{n=1}^{\infty} \int_{0}^{1} e^{itn^2 \pi (\sigma)} \sigma^{\frac{1}{2}s} \, d\sigma$ for $\Re s > 1$. If absolute value signs are inserted inside the integral sign then the whole expression is finite. Hence Fubini’s Theorem is applicable to interchange sum and integral, and the desired formula results.

25. Put $c(\sigma) = \frac{1}{2} [\theta(i \sigma) - 1]$. Its series is $c(\sigma) = \sum_{\sigma=1}^{\infty} e^{-n^2 \pi \sigma}$, and its product with $\sigma^{\frac{1}{2}s-1}$ is a continuous function of the pair $(\sigma, s)$ that is entire in $s$ for each fixed $\sigma$. By Lemma B.12 and Corollary B.15, $\int_{1}^{N} c(\sigma) \sigma^{\frac{1}{2}s-1} \, d\sigma$ tends to 0 uniformly on compact subsets of $s$ values, the entire function $\int_{1}^{N} c(\sigma) \sigma^{\frac{1}{2}s-1} \, d\sigma$ converges uniformly on compact sets to $\int_{1}^{\infty} c(\sigma) \sigma^{\frac{1}{2}s-1}$. The limit has to be entire by Problem 55 in Appendix B.
26. Let \( \Re s > 1 \). In view of Problem 22, we have
\[
\int_0^1 \frac{1}{2} \theta(i\sigma) \sigma^{\frac{1}{2}s-1} \, d\sigma = \int_0^1 \frac{1}{2} \theta(-\frac{1}{\sigma}) (\frac{\sigma}{1})^{\frac{1}{2}} \sigma^{\frac{1}{2}s-1} \, d\sigma
\]
\[
= \int_0^1 \frac{1}{2} \theta(-\frac{1}{\sigma}) \sigma^{\frac{1}{2}s-\frac{1}{2}} \, d\sigma
\]
\[
= \int_0^1 \frac{1}{2} [\theta(-\frac{1}{\sigma}) - 1] \sigma^{\frac{1}{2}s-\frac{1}{2}} \, d\sigma + \frac{1}{s-\frac{1}{2}}
\]
The change of variables \( \sigma \mapsto 1/\sigma \) shows that the above expression is
\[
= \int_1^\infty \frac{1}{2} [\theta(i\sigma) - 1] \sigma^{\frac{1}{2}(1-s)-1} \, d\sigma - \frac{1}{1-s} = h(1-s) - \frac{1}{1-s}.
\]

27. The conclusion of Problem 24 gives
\[
\Lambda(s) = \int_0^\infty \frac{1}{2} [\theta(i\sigma) - 1] \sigma^{\frac{1}{2}s-1} \, ds
\]
\[
= \int_0^1 \frac{1}{2} \theta(i\sigma) \sigma^{\frac{1}{2}s-1} \, ds - \frac{1}{2} \int_0^1 \sigma^{\frac{1}{2}s-1} \, d\sigma + \int_1^\infty \frac{1}{2} [\theta(i\sigma) - 1] \sigma^{\frac{1}{2}s-1} \, ds
\]
\[
= \int_0^1 \frac{1}{2} \theta(i\sigma) \sigma^{\frac{1}{2}s-1} \, ds - \frac{1}{s} + h(s).
\]
Substituting from Problem 26 shows that
\[
\Lambda(s) = h(1-s) - \frac{1}{1-s} - \frac{1}{s} + h(s).
\]
Since \( \zeta(s) \) extends to be meromorphic in \( \Re s > 0 \) with its only pole at \( s = 1 \), \( \Lambda(s) \) is meromorphic for \( \Re s > 0 \). On the other hand, the above expression for \( \Lambda(s) \) shows that \( \Lambda(s) = \Lambda(1-s) \) for \( 0 < \Re s < 1 \), hence that \( \Lambda(s) \) extends to be meromorphic on \( \mathbb{C} \). Since \( h \) is entire, the only possible poles of \( \Lambda(s) \) are at 0 and 1. Since \( \zeta(s) = \Lambda(s) \Gamma(\frac{1}{2}s)^{-1} \pi^\frac{1}{2}s \) and since \( \Gamma(\frac{1}{2}s)^{-1} \) by assumption has no poles, \( \zeta(s) \) can have poles at most at 0 and 1, and any pole is at most simple. Looking at the formula for \( \Lambda(s) \) in terms of \( \zeta(s) \) shows that \( \sigma(s) \) cannot have a pole at \( s = 0 \).

Chapter IX

1. Let \( r = q/p \), and let \( r' \) be the dual index. Regard \( |f|^p \) as a product \( |f|^p \cdot 1 \), and apply Hölder’s inequality with \( |f|^p \) to be raised to the \( r \) power and 1 to be raised to the \( r' \) power. Compare with Problem 3 below, which is a more complicated version of the same thing.

2. The inequality is routine if any of the indices is \( \infty \). Otherwise, we have
\[
\int |fgh| \, d\mu \leq \left( \int |f|^{r'} |h| \, d\mu \right)^{1/r'} \left( \int |g|^{r''} \, d\mu \right)^{1/r''}
\]
\[
\leq \left( (\int |f|^{r'} |g|^{r''} \, d\mu)^{r'/r} \right)^{1/r'} \left( (\int |g|^{r''} \, d\mu)^{r'/r''} \right)^{1/r''} \|h\|_r
\]
\[
= \|f\|_p \|g\|_q \|h\|_r.
\]
Hints for Solutions of Problems

3. Let us say that \( \| f_n \|_p \leq C \). Let \( \epsilon > 0 \) be given. By Egoroff’s Theorem, find \( E \) with \( \mu(E) < \epsilon \) such that \( f_n \) tends to \( f \) uniformly on \( E^c \). Application of Hölder’s inequality with the exponent \( r = p/q \) and dual index \( r' = p/(p-q) \) to \( \int_E |f_n|^{q} \cdot 1 \, d\mu \) gives \( \| f_n I_E \|_q \leq \left( \int_E |f_n|^{q(p/q)} \, d\mu \right)^{1/p} \left( \int_E 1 \, d\mu \right)^{(p-q)/(pq)} \leq C \mu(E)^{(p-q)/(pq)} \). Meanwhile, we have

\[
\| f_n - f \|_q \leq \| f_n - f_n I_{E^c} \|_q + \| f_n I_{E^c} - f I_{E^c} \|_q + \| f I_{E^c} - f \|_q \\
= \| f_n I_{E^c} \|_q + \| (f_n - f) I_{E^c} \|_q + \| f I_{E^c} \|_q.
\]

The first term on the right is \( \leq C \epsilon^{(p-q)/(pq)} \), and so is the third term, by Fatou’s Lemma. The middle term tends to 0 as \( n \) tends to infinity because of the uniform convergence. Thus \( \limsup_n \| f_n - f \|_q \leq 2C \epsilon^{(p-q)/(pq)} \). Since \( \epsilon \) is arbitrary, \( \limsup_n \| f_n - f \|_q = 0 \).

4. \( L^1 \) is 0, and \( L^\infty \) consists of the constant functions. All the constant functions give the same linear functional on \( L^1 \) because the integral of the product of any constant function and the 0 function is 0.

5. Put \( P' = \{ f(x) > 0 \}, \ N' = \{ f(x) < 0 \}, \text{ and } Z' = \{ f(x) = 0 \} \). If \( E \) is any measurable subset of \( Z' \), then \( X = P \cup N \text{ with } P = P' \cup E \text{ and } N = N' \cup (Z' - E) \) is a Hahn decomposition. All other Hahn decompositions are obtained by adjusting \( P \) and \( N \) by taking the symmetric difference of \( P \) and of \( N \) with any set of \( \mu \) measure 0.

6. In (a), let \( X \) be the positive integers, and let the algebra consist of all finite subsets and their complements; let \( Y \) be a finite set be the number of elements in the set, and let \( \nu \) of the complement of a finite set \( F \) be \( -\nu(F) \). In (b), use the same \( X \) and algebra, define \( \nu(\{2k\}) = 2^{-k} \text{ and } \nu(\{2k - 1\}) = -2^{-k} \), and extend \( \nu \) to be completely additive. In (c), let \( X = [0, 1] \), let \( \sigma \)-algebra consist of the Borel sets, and take \( \nu \) to be Lebesgue measure and \( \mu \) to be counting measure.

7. Since \( P \) has \( L^1 \) norm 1, the inequality \( \| u(r, \cdot) \|_p \leq \| f \|_p \) follows from Minkowski’s inequality for integrals. For the limiting behavior as \( r \) increases to 1, we extend \( f \) periodically and write

\[
\nu(r, \theta) - f(\theta) = \frac{1}{2\pi} \int_{-\pi}^{\pi} P_r(\varphi) f(\theta - \varphi) \, d\varphi - f(\theta) = \frac{1}{2\pi} \int_{-\pi}^{\pi} P_r(\varphi)[f(\theta - \varphi) - f(\theta)] \, d\varphi,
\]

the second step following since \( \frac{1}{2\pi} \int_{-\pi}^{\pi} P_r, d\varphi = 1 \). Applying Minkowski’s inequality for integrals, we obtain

\[
\| u(r, \cdot) - f \|_p \leq \frac{1}{2\pi} \int_{-\pi}^{\pi} P_r(\varphi) \| f(\theta - \varphi) - f(\theta) \|_{p, \theta} \, d\varphi.
\]

Since \( P_r \geq 0 \). The integration on the right is broken into two sets, \( S_1 = (-\delta, \delta) \) and \( S_2 = [-\pi, -\delta] \cup [\delta, \pi], \) and the integral is

\[
\leq \frac{1}{2\pi} \int_{S_1} P_r(\varphi) \left( \sup_{\varphi \in S_1} \| f(\theta - \varphi) - f(\theta) \|_{p, \theta} \right) \, d\varphi + \frac{1}{2\pi} \int_{S_2} P_r(\varphi) 2\| f \|_p \, d\varphi \leq \sup_{\varphi \in S_1} \| f(\theta - \varphi) - f(\theta) \|_{p, \theta} + 2\| f \|_p \sup_{\varphi \in S_2} P_r(\varphi).
\]
Let $\epsilon > 0$ be given. If $\delta$ is sufficiently small, Proposition 9.11 shows that the first term is $< \epsilon$. With $\delta$ fixed, we can then choose $r$ close enough to 1 to make the second term $< \epsilon$.

8. Let $p$ be the dual index to $p'$. Put $r/R = r'$ in Problem 13 at the end of Chapter IV, so that

$$u(r'R, \theta) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f_R(\varphi) P_r(\theta - \varphi) d\varphi$$

for $r' < 1$. Take a sequence of $R$'s increasing to 1, and let $\{R_n\}$ be a subsequence such that $\{f_{R_n}\}$ converges weak-star in $L^{p'}$ relative to $L^p$. Let the limit be $f$. For each $\theta$ and $r'$, $P_r(\theta - \cdot)$ is in $L^p$, and the equality $u(r'R_n, \theta) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f_{R_n}(\varphi) P_r(\theta - \varphi) d\varphi$ thus gives $u(r', \theta) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(\varphi) P_r(\theta - \varphi) d\varphi$, which is the desired result.

9. If $\nu$ is a measure with $0 \leq \nu \leq \mu$, then $\nu([n]) = 0$ for every $n$, and hence $\nu((\text{integers})) = 0$. So $\nu = 0$.

10. Let $\mu$ be given on the space $X$, and consider the set $S$ of all completely additive $\nu$ with $0 \leq \nu \leq \mu$. This contains 0 and hence is nonempty. Order $S$ by saying that $\nu_1 \leq \nu_2$ if $\nu_1(E) \leq \nu_2(E)$ for all $E$. If we are given a chain $\{\nu_n\}$, let $C = \sup_n \nu_n(X)$. This is $\leq \mu(X)$ and hence is finite. Choose a sequence $\{v_{\alpha_1}\}$ from the chain with $v_{\alpha_1}(X)$ monotone increasing with limit $C$.

If $m < n$, let us see that $v_{\alpha_m} \leq v_{\alpha_n}$. Since the $v_{\alpha}$'s form a chain, the only way this can fail is to have $v_{\alpha_m}(E) > v_{\alpha_n}(E)$ for some $E$ and also $v_{\alpha_m}(E^c) \geq v_{\alpha_n}(E^c)$. But then $v_{\alpha_m}(X) > v_{\alpha_n}(X)$ by additivity, and this contradicts the fact that $v_{\alpha_1}(X)$ is monotone increasing. So $m < n$ implies $v_{\alpha_m} \leq v_{\alpha_n}$.

Define $v_0(E) = \lim_k v_{\alpha_k}(E)$. Corollary 1.14 shows that $v_0$ is completely additive, and certainly $v_0 \leq \mu$. So $v_0$ is an upper bound for the chain. Zorn's Lemma therefore shows that $S$ has a maximal element $\nu$.

Write $\sigma = \mu - \nu$. This is bounded nonnegative additive as a result of the construction. If there were a completely additive $\lambda$ such that $0 \leq \lambda \leq \sigma$, then $\nu + \lambda$ would contradict the construction of $\nu$ from Zorn's Lemma. Thus $\sigma$ is purely finitely additive.

11. It is enough to prove that $\mu$ is completely additive. If the contrary is the case, then there exists an increasing sequence of sets $E_n$ with union $E$ in the algebra such that the monotone increasing sequence $\{\mu(E_n)\}$ does not have limit $\mu(E)$. Since $\mu$ is nonnegative additive, $\mu(E_n) \leq \mu(E)$ for all $n$. Thus $\lim_n \mu(E_n) < \mu(E)$. Since $\nu - \mu$ is nonnegative additive, $\nu - \mu$ similarly has $\lim_n (\nu - \mu)(E_n) \leq (\nu - \mu)(E)$. Adding, we obtain $\lim_n \nu(E_n) < \nu(E)$, in contradiction to the complete additivity of $\nu$.

12. Suppose $\mu$ is nonnegative bounded additive. Let $\mu = \nu_1 + \rho_1 = \nu_2 + \rho_2$ with $\nu_1$ and $\nu_2$ nonnegative completely additive and with $\rho_1$ and $\rho_2$ nonnegative purely finitely additive. Then $\nu_1 - \nu_2 = \rho_2 - \rho_1$. Let $\nu^+ - \nu^-$ be the Jordan decomposition of $\nu_1 - \nu_2$. Since $\nu_1 - \nu_2$ is completely additive, so are $\nu^+$ and $\nu^-$. The equality $\nu^+ - \nu^- = \rho_2 - \rho_1$ and the minimality of the Jordan decomposition together imply
that $0 \leq v^+ \leq \rho_2$ and $0 \leq v^- \leq \rho_1$. Problem 11 then shows that $v^+ = v^- = 0$. Hence $v_1 - v_2 = 0$, $v_1 = v_2$, and $\rho_1 = \rho_2$.

13. Let $R = I \times J$ be centered at $(x, y)$. Then $\frac{1}{m(R)} \int_R |f(u, v)| \, dv \, du = \frac{1}{m(I)} \int_I \left( \frac{1}{m(J)} \int_J |f(u, v)| \, dv \right) \, du \leq \frac{1}{m(I)} \int_I f_1(u, y) \, du = f_2(x, y)$. Taking the supremum over $R$ gives $f^{**}(x, y) \leq f_2(x, y)$.

14. $\int |f^{**}(x, y)|^p \, dx \, dy \leq \int |f_2(x, y)|^p \, dx \, dy = \int \left[ \int |f_2(x, y)|^p \, dx \right] \, dy \leq A_p^p \int \left[ \int |f_1(x, y)|^p \, dx \right] \, dy$ by Corollary 9.21. If we interchange integrals and apply Corollary 9.21 a second time, we see that this is $\leq A_p^2 \int |f(x, y)|^p \, dx = A_p^2 \|f\|_p^p$.

15. This is done in the style of Corollary 6.39.

16. Let $\Phi_1 \geq 0$ be a decreasing $C^1$ function on $[0, 1]$ with $\Phi_1(0) = 0$, $\Phi_1(1) = 1$, and $\Phi_1'(1) = -1$. Define $\Phi_0(x)$ on $[0, 1]$ to be $\Phi_1(x)/\left(\pi(1 + x^2)\right)$ on $[0, 1]$ and to be $1/\left(\pi x(1 + x^2)\right)$ on $[1, +\infty)$. Then $\Phi(x) = \Phi_0(|x|)$ has the required property.

17. $\sup_{x>0} |(\psi \ast f)(x)| \leq \sup_{x>0} |(\psi \ast |f|)(x)| \leq \sup_{x>0} |(\psi \ast f)(x)|$, and then $\sup_{x>0} |(\psi \ast f)(x)| \leq C \|f\|_p$ by Corollary 6.42. Since $\int_{\mathbb{R}^2} \psi(x) \, dx = 0$, the last part of the proof of Corollary 6.42 shows that $\lim_{x \to 0} (\psi \ast f)(x) = 0$ a.e. for $f$ in $L^1(\mathbb{R})$. If $f$ is in $L^\infty(\mathbb{R})$ and a bounded interval is specified, we can write $f$ as the sum of an $L^1$ function carried on that interval and an $L^\infty$ function vanishing on that interval. The $L^1$ part is handled by the previous case, and the $L^\infty$ part is handled on that bounded interval by Theorem 6.20c.

18. We use the fact that $Q_x = h_x + \psi_x$, where $\psi$ is integrable with integral 0. Since $h_x \ast f$ and $\psi_x \ast f$ are in $L^p$, so is $Q_x \ast f$. Convolution by an $L^1$ function such as $P_x$ is continuous on $L^p$ by Proposition 9.10. With all limits being taken in $L^p$ as $\varepsilon \downarrow 0$, we have $P_x \ast (Hf) = P_x \ast (h_x \ast f) = \lim P_x \ast (h_x \ast f) = \lim P_x \ast (Q_x \ast f) = P_x \ast (\psi_x \ast f)$. The second term on the right side is 0. If we think of $P_x$ as in $L^1$ and $Q_x$ as in $L^p$, then we have $P_x \ast (Q_x \ast f) = (P_x \ast Q_x) \ast f = Q_{x \cdot \varepsilon} \ast f = (P_{x \cdot \varepsilon} \ast Q_x) \ast f = P_x \ast (Q_x \ast f)$. Thus $\lim P_x \ast (Q_x \ast f) = lim P_x \ast (Q_x \ast f) = Q_x \ast f$, and we conclude that $P_x \ast (Hf) = Q_x \ast f$.

19. $\sup_{x>0} |(h_x \ast f)(x)| \leq \sup_{x>0} |(Q_x \ast f)(x)| + \sup_{x>0} |(\psi_x \ast f)(x)| \leq \sup_{x>0} |(P_x \ast Hf)(x)| + C \|f\|_p \leq C \|Hf\|_p + C \|f\|_p$, the last inequality following from Corollary 6.42 for $P_x$. Let $1 < p < \infty$. Then it follows from Corollary 9.21 that $\sup_{x>0} |h_x \ast f| \|_p \leq C \|Hf\|_p + \|f\|_p$, and we conclude from Theorem 9.23c that $\lim_{x \to 0} (h_x \ast f)(x) = f(x)$ everywhere if $f$ is in a certain dense subspace of $L^p$, and it follows as in Problem 15 that $\lim_{x \to 0} (h_x \ast f)(x) = f(x)$ almost everywhere if $f$ is arbitrary in $L^p$.

20. Imitating the proof of parts (a) and (b) of Fejér’s Theorem (Theorem 6.48), we readily prove that $K_n \ast f \to f$ in $L^p$, where $K_n$ is the Fejér kernel. Therefore finite linear combinations of the exponentials are dense in $L^p([-\pi, \pi])$. For each such
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linear combination \( f \) of exponentials, we have \( S_n f = f \) for all sufficiently large \( n \), and hence \( S_n f \to f \) in \( L^p \) for a dense subset of \( L^p \). Using the given estimate on \( \|S_n f\|_p \) and the convergence of \( S_n f \) on the dense set, we argue as in the proof of Theorem 9.23b to deduce convergence for all \( f \) in \( L^p \).

21. Let \( F_n(t) = \frac{2 \sin(n + \frac{1}{2})t}{t} \) for \( 0 < |t| \leq \pi \), and extend \( F_n \) periodically. Then \( \frac{1}{t} D_n(t) = \sin(n + \frac{1}{2})t \) since \( \sin \frac{1}{2}t = 1 + i\psi(t) \) with \( \psi(t) \) bounded above and below by positive constants on \([-\pi, \pi]\). We see that

\[
D_n(t) - F_n(t) = \left[ \frac{2}{\sin \frac{1}{2}t} - 1 \right] F_n(t) = 2\psi(t) \sin(n + \frac{1}{2})t.
\]

Then

\[
\psi_n(t) = 2\psi(t) \sin(n + \frac{1}{2})t \quad \text{have} \quad \|\psi_n\|_1 \quad \text{bounded. By}
\]

inspection, \( F_n - E_n \) equals the function that is \( \frac{2 \sin(n + \frac{1}{2})t}{t} \) for \( |t| < \frac{1}{2n + 1} \) and is 0 for \( \frac{1}{2n + 1} \leq |t| \leq \pi \). These functions are \( \leq 2(n + \frac{1}{2}) \) for \( |t| < \frac{1}{2n + 1} \) and are 0 otherwise; so their \( L^1 \) norms are bounded. This proves that \( D_n - E_n = \psi_n \) with \( \|\psi_n\|_1 \leq C \) for some \( C \).

If \( \|T_n f\|_p \leq B_p \|f\|_p \), then we have \( \|S_n f\|_p = \|D_n * f\|_p = \|E_n * f + \psi_n * f\|_p \leq \|E_n * f\|_p + \|\psi_n * f\|_p \leq B_p \|f\|_p + \|\psi_n\|_1 \|f\|_p \), and we can take \( A_p = B_p + C \).

22. We have \( 2i \sin(n + \frac{1}{2})t = e^{i(n + \frac{1}{2})t} - e^{-(n + \frac{1}{2})t} \). Thus the effect of the operator \( T_n \) on \( f \) is the sum of two terms \( T_n^{(1)} f + T_n^{(2)} f \), one of which is

\[
T_n^{(1)}(x) = \int_{[\pi/2]} \frac{e^{-i(x-t)(x-t)} e^{i(n+1/2)x}}{t} dt.
\]

If we regard \( f \) as continued periodically to the interval \([-3\pi, 3\pi]\) and put \( f \) equal to 0 outside that interval, then

\[
T_n^{(1)} f(x) = e^{i(n+1/2)x}((H_{n} - H_{1/(2n+1)})g)(x) \quad \text{for} \quad x \in [\pi, \pi],
\]

where \( g(y) = -i \pi f(y) e^{-i(n+1/2)y} \) on \([-3\pi, 3\pi]\). With \( A_p \) as the constant from Theorem 9.23, Theorem 9.23 gives

\[
\left( \int_{-\pi}^{\pi} |T_n^{(1)} f(x)|^p dx \right)^{1/p} \leq \left( \int_{-\pi}^{\pi} |T_n^{(1)} f(x)|^p dx \right)^{1/p} \leq 2A_p \left( \int_{-\pi}^{\pi} \|g\|_p^p dx \right)^{1/p} \leq 2\pi A_p \left( \int_{-\pi}^{\pi} |f|^p dx \right)^{1/p}.
\]

We get a similar estimate for \( T_n^{(2)} f \), and the desired estimate for \( T_n f \) follows.

23. Define a signed measure \( \nu \) on \( B \) by \( \nu(B) = \int f d\mu \). Then \( \nu \) is absolutely continuous with respect to the restriction of \( \mu \) to \( B \), and the Radon–Nikodym Theorem yields a function \( g \) measurable with respect to \( B \) such that \( \nu(B) = \int_B g d\mu \) for all \( B \) in \( B \). This function \( g \) is \( E[f | B] \). Uniqueness is built into the uniqueness aspect of the Radon–Nikodym Theorem.
24. For those $n$'s such that $\mu(X_n) \neq 0$, $E[f|B]$ may be defined to be equal
everywhere on $X_n$ to the constant $\mu(X_n)^{-1} \int_{X_n} f \, d\mu$. For definiteness, $E[f|B]$ may
be defined to be 0 on each $X_n$ with $\mu(X_n) = 0$.

25. The function $f$ satisfies the defining properties (i) and (ii) of $E[f|A]$.

26. In (a), we identify $E[E[f|B] | C]$ as $E[f|C]$. It is measurable with respect to $C$
and hence satisfies (i) toward being $E[f|C]$. Any $C \in C$ has $\int_C E[E[f|B] | C] \, d\mu =$
$\int_C E[f|B] \, d\mu$. In turn this equals $\int_C f \, d\mu$ since $C$ is in $B$. Hence $E[E[f|B] | C]$
satisfies (ii) toward being $E[f|C]$.

In (b), we identify $E[f|B] + E[g|B]$ as $E[f + g | B]$. It is measurable with respect
to $B$ and hence satisfies (i). For (ii), each $B$ in $B$ has $\int_B (E[f|B] + E[g|B]) \, d\mu =$
$\int_B E[f|B] \, d\mu + \int_B E[g|B] \, d\mu = \int_B f \, d\mu + \int_B g \, d\mu = \int_B (f + g) \, d\mu$.

In (c), it is enough to handle $f \geq 0$, and then it is enough to handle $g \geq 0$. If $g = I_B$
with $B \in B$, then we shall identify $I_B E[f|B]$ as $E[f | I_B | B]$. Certainly $I_B E[f|B]$
satisfies (i). For (ii), each $B'$ in $B$ has $\int_{B'} I_B E[f|B] \, d\mu =$
$\int_{B \cap B'} E[f|B] \, d\mu = \int_{B' \cap B} f \, d\mu = \int_{B'} I_B f \, d\mu$. This handles $g$
equal to an indicator function. Part (b) allows us to handle $g$ equal to a simple function, and monotone convergence allows
us to handle $g$ equal to any nonnegative integrable function. (For this last conclusion
one needs to use that $f \geq 0$ implies $E[f|B] \geq 0$, but this is built into the construction
via the Radon–Nikodym Theorem.)

In (d), the important thing is that $X$ is a set in $B$. Then (ii) and (c) successively
give $\int_X E[g|B] \, d\mu = \int_X E[f E[g|B] | B] \, d\mu = \int_X E[f|B] E[g|B] \, d\mu$. The right
side is symmetric in $f$ and $g$, and hence the left side is also.

27. For $f$ in $L^1 \cap L^2$, we compute from the definition of $\mathcal{F}$ that $\mathcal{F}(\delta_r f)(y) =$
r$\delta_r^{-1}(\mathcal{F}f)(y)$. It follows for all $L^2$ functions $f$ that $\mathcal{F}(\delta_r f) = r \delta_r^{-1}(\mathcal{F}f)$
as an equality of $L^2$ functions. Let $A : L^2 \to L^2$ be bounded linear commuting with
translations and dilations. Theorem 8.14 produces an $L^\infty$ function $m$ such that
$\mathcal{F}(Af) = m(\mathcal{F}f)$ for all $f$ in $L^2$. Using the commutativity of $A$ with dilations, we have

$$(m)(\mathcal{F}f) = \mathcal{F}(Af) = \mathcal{F}(\delta_r^{-1}A \delta_r f) = r^{-1} \delta_r(\mathcal{F}(A \delta_r f)) = r^{-1} \delta_r (m(\mathcal{F}(\delta_r f)))$$

$$= r^{-1}(\delta_r m)(\delta_r (\mathcal{F}(\delta_r f))) = r^{-1}(\delta_r m)(r \delta_r^{-1}(\mathcal{F}f))) = (\delta_r m)(\mathcal{F}f).$$

Consequently $\delta_r m = m$ for all $r > 0$. It follows that $m$ is constant a.e. on each half
line. The result follows.

extends Proposition 6.16 to $1 \leq p < \infty$ and is to be quoted in place of Proposition
6.16.

To generalize Corollary 6.17 appropriately, one can use any number $p$ with $1 \leq p < \infty$, and it is important to allow the $p$ associated to $g_k$ to depend on $k$. In other
words the statement of the corollary concerns functions $g_k$ in $L^p$, and the norm on
the expression involving $g_k$ is to be $\| \cdot \|_p$. The same kinds of adjustments are needed in
the proof of the corollary, and then the proof goes through.
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The statement of Lemma 8.13 remains valid for any bounded linear operator \( A : L^p \to L^q \) commuting with translations, provided \( 1 \leq p < \infty \) and \( 1 \leq q < \infty \). Corollary 6.17 is to be applied with \( g_1 = g, p_1 = p, g_2 = Ag, \) and \( p_2 = q \), and then the argument goes through.

29. In (a), the simple functions \( f \) and \( g \) are in \( L^1, L^p, \) and \( L^q \), and also \( L^{p'} \) and \( L^{q'} \) for the dual indices \( p' \) and \( q' \). Problem 28 gives \( (Af) * g = A(f * g) \) as an equality of \( L^q \) functions, and it similarly gives \( A(f * g) = f * (Ag) \). Thus \( (Af) * g = f * (Ag) \) as \( L^q \) functions. On the other hand, \( (Af * g) \) is a bounded continuous function by Proposition 9.12 because \( Af \) is in \( L^q \) and \( g \) is in \( L^{q'} \). Similarly \( f * (Ag) \) is a bounded continuous function. Then we must have \( (Af * g) = f * (Ag) \) pointwise. Evaluating both sides at 0 yields (a).

In (b), we take the supremum of the absolute value of both sides of (a) over all simple \( f \) with \( \| f \|_p \leq 1 \). The right side becomes \( \| Ag \|_{p'} \), and the left side, by Hölder’s inequality, is \( \leq \| Af \|_p \| g \|_{p'} \leq \| A \|_{p,p} \| g \|_{p'} \), where \( \| A \|_{p,p} \) is the norm of \( A : L^p \to L^p \). Thus each simple \( g \) has \( \| Ag \|_{p'} \leq \| A \|_{p,p} \| g \|_{p'} \). Since the space of simple functions is dense, \( A \) extends to a bounded linear operator from \( L^p \) into itself with \( \| A \|_{p',p'} \leq \| A \|_{p,p} \). The extension commutes with translations by a continuity argument. Reversing roles of \( p \) and \( p' \), we see that \( \| A \|_{p,p} \leq \| A \|_{p',p'} \).

In (c), the bounded operator obtained by the dual construction is from \( L^{q'} \) to \( L^{p'} \).

30. Problem 29 shows that \( A \) is also bounded from \( L^{p'} \) to itself. By the Riesz Convexity Theorem (Theorem 9.19A), it is bounded also from \( L^2 \) to itself, since 2 is between \( p \) and \( p' \). Being bounded from \( L^2 \) into itself and commuting with translations, it is given, according to Theorem 8.14, by multiplication on the Fourier transform side by an \( L^\infty \) function \( m \). Thus \( \mathcal{F}(A f) = m \mathcal{F}(f) \) for that same \( m \) on a dense subspace of \( L^p \). Since both sides are continuous linear operators, this equality extends to all of \( L^p \).

31. In (a), the real and imaginary parts of \( \rho \) are treated separately and come from the \( L^1 \) functions \( A\varphi_\pm \); let us ignore the imaginary parts, which are handled in the same way as the real parts. Since \( A \) is bounded from \( L^1 \) to itself, \( \| A\varphi_\pm \|_1 \leq \| A \| \| \varphi_\pm \|_1 = \| A \| \).

Take a sequence of \( \varepsilon \)'s tending to 0 and apply the Helly–Bray Theorem to extract a subsequence \( \{ \varepsilon_k \} \) such that \( \{(A\varphi_{\varepsilon_k})^+ dx\} \) and \( \{(A\varphi_{\varepsilon_k})^- dx\} \) both converge weak-star against \( C_{\text{con}}(\mathbb{R}^N) \). Let \( \rho \) be the difference of the limits of these sequences. This is a signed measure on the Borel sets \( \mathbb{R}^N \), and its positive and negative parts \( \rho^+ \) and \( \rho^- \) in the Jordan decomposition (Theorem 9.14) have \( \rho^+(\mathbb{R}^N) + \rho^-(\mathbb{R}^N) \leq \| A \| \).

In (b), \( g \) is uniformly continuous and \( \rho \) is finite. The continuity of \( g * \rho \) is immediate.

In (c), we have

\[
(Ah^g * \varphi_{\varepsilon_k})(y) = A(h^g * \varphi_{\varepsilon_k})(y) = (h^g * A\varphi_{\varepsilon_k})(y) = \int_{\mathbb{R}^N} h^g(y-x)(A\varphi_{\varepsilon_k})(x) \, dx
\]
and this tends by (a) to
\[ \int_{\mathbb{R}^N} (\tau_y h)(x) \, d\rho(x) = \int_{\mathbb{R}^N} h(x - y) \, d\rho(x) = \int_{\mathbb{R}^N} h^\#(y - x) \, d\rho(x) = (h^\# \ast \rho)(y). \]

In (d), we observe that the equality in (c) is a pointwise equality. Since \( \varphi_\varepsilon \) is an approximate identity, \( Ah^\# \ast \varphi_\varepsilon \to Ah^\# \) in \( L^1 \). Thus we have \( Ah^\# = h^\# \ast \rho \) as an equality of \( L^1 \) functions whenever \( h \) is in \( C_{\text{com}}(\mathbb{R}^N) \). The operators on the two sides, \( A \) and \( (\cdot) \ast \rho \), are continuous on \( L^1 \); this fact is given in the case of \( A \) and is easily checked in the case of \( (\cdot) \ast \rho \). By continuity the equality \( Ah^\# = h^\# \ast \rho \) valid on \( C_{\text{com}}(\mathbb{R}^N) \) extends to an equality \( Af = f \ast \rho \) valid on all of \( L^1 \).

32. Define \( r \) by \( 1 - \frac{1}{r} = \frac{1}{p} - \frac{1}{q} \). Young’s inequality (Corollary 9.19D) shows that convolution with an \( L^r \) function \( h \) is bounded from \( L^p \) to \( L^q \), and it commutes with translations. To obtain a nonzero convolution operator of this kind, we take \( h \) to be nonzero, simple, and real-valued. Putting \( h^\#(x) = h(-x) \), we observe that \( h \ast h^\# \) is a bounded continuous function and has \( h = h^\#(0) = \int_{\mathbb{R}^N} h(x)^2 \, dx > 0 \).

33. For (a), if \( f \) is in \( C_{\text{com}}(\mathbb{R}^N) \), then \( \| \tau_h f + f \|_p^p = \int_{\mathbb{R}^N} |f(x - h) + f(x)|^p \, dx \), and for \( h \) sufficiently large, this equals \( \int_{\mathbb{R}^N} |f(x - h)|^p \, dx + \int_{\mathbb{R}^N} |f(x)|^p \, dx = 2\| f \|_p^p \). Thus (a) is proved in this special case. The general case follows from a \( 3 \varepsilon \) argument, \( C_{\text{com}}(\mathbb{R}^N) \) being dense in \( L^p \).

For (b), we have \( \| \tau_h (Af) + Af \|_q \leq \| A(\tau_h f) + Af \|_q \leq M \| \tau_h f + f \|_p \). Letting \( h \) tend to infinity and applying (a) to both sides, we obtain \( 2^{1/q} \| Af \|_q \leq 2^{1/p} M \| f \|_p \) and thus \( \| Af \|_q \leq 2^{1/p - 1/q} M \| f \|_p \). Since \( M \) is the norm of \( \| A \| \) and since \( 2^{1/p - 1/q} M < M \), we can find an \( f \neq 0 \) with \( \| Af \|_q > M \| f \|_p \), and then we have a contradiction.

Chapter X

1. For (a), the diagonal \( \Delta = \{(y, y) \in Y \times Y \} \) is a closed subset of \( Y \times Y \) since \( Y \) is Hausdorff, and the function \( F : X \to Y \times Y \) given by \( F(x) = (f(x), g(x)) \) is continuous. Therefore \( F^{-1}(\Delta) \) is closed.

2. The argument is the same as for Problem 18 in Chapter II.

3. We argue as in the proof of Theorem 2.53. Taking complements, we see that it is enough to prove that the intersection of countably many open dense sets is nonempty. Suppose that \( U_n \) is open and dense for \( n \geq 1 \). Let \( x_1 \) be in \( U_1 \). Since \( U_1 \) is open, local compactness and regularity together allow us to find an open neighborhood \( B_1 \) of \( x_1 \) with \( B_1^{cl} \) compact and \( B_1^{cl} \subseteq U_1 \). We construct inductively points \( x_n \) and open neighborhoods \( B_n \) of them such that \( B_n \subseteq U_1 \cap \ldots \cap U_n \) and \( B_n^{cl} \subseteq B_{n-1} \). Suppose \( B_n \)
with \( n \geq 1 \) has been constructed. Since \( U_{n+1} \) is dense and \( B_n \) is nonempty and open, \( U_{n+1} \cap B_n \) is not empty. Let \( x_{n+1} \) be a point in \( U_{n+1} \cap B_n \). Since \( U_{n+1} \cap B_n \) is open, we can find an open neighborhood \( B_{n+1} \) of \( x_{n+1} \) in \( U_{n+1} \) such that \( B_{n+1} \subseteq U_{n+1} \cap B_n \). Then \( B_{n+1} \) has the required properties, and the inductive construction is complete. The sets \( B_n \) have the finite-intersection property, and they are closed subsets of \( B_1 \), which is compact. By Proposition 10.11 their intersection is nonempty. Let \( x \) be in the intersection. For any integer \( N \), the inequality \( n > N \) implies that \( x_n \) is in \( B_{N+1} \). Thus \( x \) is in \( B_{N+1} \subseteq B_N \subseteq U_1 \cap \cdots \cap U_N \). Since \( N \) is arbitrary, \( x \) is in \( \bigcap_{n=1}^{\infty} U_n \).

4. Let \( Y \) be a locally compact dense subset of the Hausdorff space \( X \). If \( y \) is in \( Y \), let \( N \) be a relatively open neighborhood of \( y \) such that \( N \subseteq K \) with \( K \) compact in \( Y \). Since \( N \) is relatively open, \( N = U \cap Y \) for some open \( U \) in \( X \). It will be proved that \( N = U \), so that each point of \( Y \) has an \( X \) open neighborhood, and then \( Y \) will be open. The set \( K \) is compact in \( X \) and must be closed since \( X \) is Hausdorff. The points of \( U \cap K \) are in \( Y \) since \( K \subseteq Y \), and hence \( U \cap K \subseteq U \cap Y = N \). Consider a point \( x \) of the open set \( U - K \). Suppose \( x \) is not in \( Y \). Then \( x \) is a limit point of \( Y \) since \( Y \) is dense. Hence the open neighborhood \( U - K \) of \( y \) contains a point \( y' \) of \( Y \). Then \( y' \) is in \( U \cap Y = N \subseteq K \) and cannot be in \( U - K \), contradiction. We conclude that \( x \) is in \( Y \). Then \( x \) is in \( U \cap Y = N \), and \( U = N \).

5. First consider any continuous function \( f : Y^* \to [0, 1] \) with \( f(y_{\infty}) = 0 \). The set of \( y \)'s with \( f(y) > 1/k \) is open and contains \( y_{\infty} \), thus it is a compact subset of \( Y \) and must be finite. Hence the set of \( y \)'s with \( f(y) = 0 \) has a countable complement.

If \( Z \) is normal, apply Urysohn’s Lemma to \( A \) and \( B \), obtaining a continuous \( F : Z \to [0, 1] \) with \( f(A) = 1 \) and \( f(B) = 0 \). Enumerate the members of \( X \) as \( x_1, x_2, \ldots \). For fixed \( n \), \( f(y) = F(x_n, y) \) is continuous from \( Y^* \) to \([0, 1]\) and is 0 at \( y_{\infty} \). Thus \( F(x_n, y) > 0 \) only on a countable set \( S_n \) of \( y \)'s, and \( F(x_n, y) > 0 \) for some \( n \) at most on the countable set \( S = \bigcup_{n=1}^{\infty} S_n \). If \( y_0 \) is not in \( S \), then \( x \mapsto F(x, y_0) \) is continuous from \( X^* \) to \([0, 1]\), is 0 for every \( x \) other than \( x_{\infty} \), and is 1 at \( x_{\infty} \). This contradicts the continuity, and we conclude that \( Z \) is not normal.

6. If \( E \) is an infinite set with no limit point, then \( E \) is closed and each \( x \in E \) is relatively open. Hence each \( x \) has an open set \( U_x \) in \( X \) with \( U_x \cap E = \{x\} \). These open sets and \( E^c \) cover \( X \), and there is no finite subcover. Thus \( X \) compact implies that each infinite subset has a limit point.

8. Part (a) follows from Problem 7b and Proposition 10.34. For (b), \( f^{-1}(-\infty, a) \) is \( \emptyset \) if \( a < 0 \), is \( \mathbb{R} - \{0\} \) if \( 0 \leq a < 1 \), and is \( \mathbb{R} \) if \( a \geq 1 \); hence it is open in every case. Part (d) follows from (a). For (e), there exists an upper semicontinuous function \( \geq f(x) \), namely the constant function everywhere equal to \( \sup |f(x)| \). Then (d) shows that the pointwise infimum over all upper semicontinuous functions \( \geq f(x) \) meets the conditions on \( f^- \).

9. For (a), we have \( Q_f(x) = f^-(x) + (-f)^-(x) \). Both terms on the right are upper semicontinuous, and the sum is upper semicontinuous by Problem 8c. For (c), \( f^-(x) \leq f(x) \leq f^-(x) = Q_f(x) + f_-(x) \). If \( Q_f = 0 \), then \( f_-=f=f^- \) shows that \( f \) is continuous with respect to all sets \( \{x < b\} \) and all sets \( \{x > a\} \). Hence
(a) If \( f^{-1} (a, b) \) is open for every \( a \) and \( b \), and \( f \) is continuous with respect to the metric topology. Conversely if \( f \) is continuous, then the definition makes \( f^- = f \) and \((- f)^- = - f \). Therefore \( f^- = f^- = f \) and \( Qf = f^- - f^- = 0 \).

In (a), that subset of pairs is \((A \times A) \cup (B \times B) \cup \{(x, x) \mid x \in X\}\), which is the union of three closed sets and hence is closed. In (b), let \( X \) be a Hausdorff space that is not normal, and take \( A \) and \( B \) to be disjoint closed sets that cannot be separated by open sets.

11. In (a), \( q^{-1}q(x) = p_2((\{x\} \times X) \cap R) \), where \( p_2 \) is the projection to the second coordinate of \( X \times X \). Since \( \{x\} \) is closed and \( X \) is compact and \( R \) is closed, \((\{x\} \times X) \cap R \) is compact. Then \( q^{-1}q(x) \) is compact, hence closed, being the continuous image of a compact set.

In (b), we have \( p_2((U^{c} \times X) \cap R) = \{y \in X \mid (x, y) \in R \text{ for some } x \in U^{c}\} = \{y \in X \mid q^{-1}q(y) \cap U^{c} \neq \emptyset\} = \{y \in X \mid q^{-1}q(y) \subseteq U^{c}\} = V^{c} \). Since \( U \) is open, the left side is closed, by the same considerations as in (a). Thus \( V^{c} \) is closed, and \( V \) is open.

In (c), let \( q(x) \) and \( q(y) \) be distinct points of \( X/\sim \). By (a), the disjoint subsets \( q^{-1}q(x) \) and \( q^{-1}q(y) \) are closed. Since \( X \) is normal, find disjoint open sets \( U_1 \) and \( U_2 \) containing \( q^{-1}q(x) \) and \( q^{-1}q(y) \), respectively. Let \( V_1 = \{z \in X \mid q^{-1}q(z) \subseteq U_1\} \) and \( V_2 = \{z \in X \mid q^{-1}q(z) \subseteq U_2\} \). These are disjoint sets, and they are open by (b). Then \( q(V_1) \) is open in \( X/\sim \) because \( q^{-1}q(V_1) = V_1 \) is open, and similarly \( q(V_2) \) is open. The sets \( q(V_1) \) and \( q(V_2) \) are disjoint because \( q^{-1}q(V_1) = V_1 \) and \( q^{-1}q(V_2) = V_2 \) are disjoint. Thus \( q(V_1) \) and \( q(V_2) \) are the required open sets separating \( q(x) \) and \( q(y) \).

For (d), part (c) shows that \( X/\sim \) is Hausdorff, and therefore its compact subsets are closed. The image of any closed set is \( X \) is the image of a compact set, hence is compact and must be closed. For (e), the answer is “no,” and part (f) supplies a counterexample. For (f), the function \( p : X \to S^1 \) is continuous, and Proposition 10.38a produces a continuous function \( p_0 : X/\sim \to S^1 \) such that \( p = p_0 \circ q \), where \( q \) is the quotient map. Then \( p_0 \) is continuous and one-one from a compact space onto a Hausdorff space and must be a homeomorphism.

12–13. The proofs are the same as in Section II.8.

14. This is proved in the same way as in Problems 13 and 11 in Chapter II.

15. For (a), call the relation \( \sim \). This is certainly reflexive and symmetric. For transitivity let \( x \sim y \) and \( y \sim z \). Then \( x \) and \( y \) lie in a connected set \( E \), and \( y \) and \( z \) lie in a connected set \( F \). The sets \( E \) and \( F \) have \( y \) in common, and Problem 13a shows that \( E \cup F \) is connected. Thus \( x \sim z \). Part (b) is immediate from Problem 13b. For (c), let \( x \) be given, and let \( U \) be a connected neighborhood of \( x \). Then \( U \) lies in the component of \( x \). Thus the component of \( x \) is a neighborhood of each of its points and is therefore open.

16. Form the class \( C \) of all functions \( F \) as described, including the empty function, and order the class by inclusion; for the purposes of the ordering, each function is
to be regarded as a set of ordered pairs. The class $C$ is nonempty since the empty function is in it. If we have a chain in $C$, we form the union $F$ of the functions in the chain. We show that $F$ is an upper bound for the chain. To do so, we need to see that the indicated sets cover $X$. Thus let $x \in X$ be given. Only finitely many sets $U$ in $\mathcal{U}$ contain $x$, by assumption. Say these are $U_1, \ldots, U_n$. If one of these fails to be in the domain of $F$, then $x \in \bigcup_{V \in \mathcal{U}, V \notin \text{domain}(F)} V$, and $x$ is covered. Thus all of $U_1, \ldots, U_n$ may be assumed to be in the domain of $F$. Each $U_j$ is in the domain of some function $F_j$ in the chain, and all of them are in the domain of the largest of the $F_j$'s, say $F_0$. Since $x$ is not in $\bigcup_{V \in \mathcal{U}, V \notin \text{domain}(F)} V$, it is not in the larger union $\bigcup_{V \in \mathcal{U}, V \notin \text{domain}(F)} V$. Thus it must be in $\bigcup_{U \in \text{domain} F_0(U)} V$. Since $F_0(U)^{c} \subseteq U$ for each $U$, $x$ must lie in some $F_0(U_j)$. Then $x$ lies in $F(U_j)$, and $F$ is an upper bound for the chain.

By Zorn's Lemma let $F$ be a maximal element in $C$. To complete the argument, we show that every set in $\mathcal{U}$ lies in domain($F$). Suppose that $U_0$ is a set in $\mathcal{U}$ that is not in domain($F$). Let $U'$ be the union of all $F(U)$ for $U$ in domain($F$) and all $V$ other than $U_0$ that are not in domain($F$). Since $F$ is in $C$, $U' \cup U_0 = X$. Hence $U'^{c}$ is a closed subset of the open set $U_0$. Since $X$ is normal, we can find an open set $W$ such that $U'^{c} \subset W \subseteq W^{c} \subseteq U$. If we define $F(U) = W$, then we succeed in enlarging the domain of $F$, in contradiction to the maximality of $F$. Hence every member of $\mathcal{U}$ lies in domain($F$), as asserted.

17. Form the open sets $V_U$ as in the previous problem. For each $U$ in $\mathcal{U}$, apply Urysohn's Lemma to find a continuous function $g_U : X \to [0, 1]$ with $g_U$ equal to 1 on $V_U$ and equal to 0 on $U^{c}$. The open cover $\{V_U\}$ is locally finite since $\mathcal{U}$ is locally finite. Therefore $g = \sum_{U \in \mathcal{U}} g_U$ is a continuous function on $X$. Since $g_U$ is positive on $V_U$ and the sets $V_U$ cover $X$, $g$ is everywhere positive. Therefore the functions $f_U = g_U / g$ have the required properties.

18. If $c_0 = 0$, take $F_0 = 0$. If $c_0 \neq 0$, apply Urysohn's Lemma to obtain a continuous function $h$ with values in $[0, 1]$ that is 1 on $P_0$ and is 0 on $N_0$, and then put $F_0 = \frac{2}{3} c_0 h - \frac{1}{4} c_0$.

19. On $P_0 \cap C$, $g_0$ is $\geq c_0 / 3$ and $F_0$ is $c_0 / 3$. Therefore $g_0 - F_0$ is $\geq 0$ and $\leq 2c_0 / 3$. Similarly on $N_0 \cap C$, $g_0 - F_0$ is $\leq 0$ and $\geq -2c_0 / 3$. Elsewhere on $C$, $g_0$ and $F_0$ are both between $-c_0 / 3$ and $c_0 / 3$, and hence $|g_0 - F_0| \leq 4c_0 / 3$. Thus $|g_0 - F_0| \leq 2c_0 / 3$ everywhere on $C$. The function $F_1$ is continuous from $X$ into $\mathbb{R}$, has $|F_1| \leq \frac{2}{3} (\frac{2}{3} c_0)$, and takes a value $c_1 \leq \frac{2}{3} (\frac{2}{3} c_0)$ on $\{x \in C \mid g_1(x) \geq c_1 / 3\}$ and the value $-c_1$ on $\{x \in C \mid g_1(x) \leq -c_1 / 3\}$.

20. Iteration produces continuous functions $F_n : X \to \mathbb{R}$ with $|F_n(x)| \leq \frac{1}{2} \left(\frac{2}{3}\right)^n c_0$ for all $x$ in $X$ and $\left|f(x) - \sum_{i=0}^{n-1} F_i(x)\right| \leq \left(\frac{2}{3}\right)^n c_0$ for all $x$ in $C$. Let $F(x) = \sum_{n=0}^{\infty} F_n(x)$. The series converges uniformly on $X$ by the estimate on $F_n(x)$ and the Weierstrass $M$ test, and Proposition 10.30 shows that $F$ is continuous on $X$. If we let $n$ tend to infinity in the estimate on $f(x) - \sum_{i=0}^{n-1} F_i(x)$, we see that $F$ and $f$ agree on $C$. Finally for $x$ in $X$, 

\[|F(x)| \leq \sum_{n=0}^{\infty} |F_n(x)| \leq \sum_{n=0}^{\infty} \frac{1}{3^n} c_0 = c_0 = \sup_{y \in C} |f(y)|.\]

Thus \(|F|\) and \(|f|\) have the same supremum.

21. Every open interval is in the base and hence is open. The closed interval \([a \leq x \leq b]\) is the complement of the open set \(\{x < a\} \cup \{b < x\}\) and is therefore closed.

22. Let \(a < b\) be given. If there exists a \(c\) with \(a < c < b\), then the open sets \(\{x < c\}\) and \(\{c < x\}\) separate \(a\) and \(b\); otherwise the open sets \(\{x < b\}\) and \(\{a < x\}\) separate them. Hence \(X\) is Hausdorff.

Let \(a\) and a closed set \(F\) be given with \(a\) not in \(F\). Since \(F^c\) is a neighborhood of \(a\), there exists a basic open set \(B\) containing \(a\) that is disjoint from \(F\). If \(B\) has some element larger than \(a\), let \(d\) be such an element; otherwise let \(d\) be undefined. If \(B\) has some element smaller than \(a\), let \(c\) be such an element; otherwise let \(c\) be undefined. If \(c\) and \(d\) are both defined, then \(F \subseteq \{x < c\} \cup \{d < x\}\), while \(a\) is in \(\{c < x < d\}\). If \(c\) is not defined but \(d\) is defined, then \(F \subseteq \{x < a\} \cup \{d < x\}\), while \(a\) is in \(B \cap \{x < d\}\). If \(d\) is not defined but \(c\) is defined, we argue symmetrically. If neither \(c\) nor \(d\) is defined, then \(B = \{a\}\) is open and closed; hence \(B^c\) and \(B\) are the required open sets separating \(F\) and \(a\).

23. Suppose that any nonempty set with an upper bound has a least upper bound, and let \(E\) be a set with a lower bound. We are to produce a greatest lower bound. Let \(F\) be the set of all lower bounds for \(E\). This is nonempty, and all elements of \(F\) are \(\leq e\), where \(e\) is an element of \(E\). So \(F\) has an upper bound. Let \(c\) be a least upper bound. We show that \(c\) is a greatest lower bound for \(E\).

If \(c\) is not a lower bound for \(E\), then \(E\) has some \(e\) with \(e \leq c\), \(e \neq c\), i.e., with \(e < c\). All \(f\) in \(F\) have \(f \leq e < c\). So \(e\) is a smaller upper bound for \(F\), contradiction.

Thus \(c\) is a lower bound for \(E\). If there is some greater lower bound, say \(d\), then \(c < d \leq e\) for all \(e\) in \(E\). This implies that \(d\) is in \(F\), and hence \(c\) is not an upper bound for \(F\).

24. In (a), suppose that \(Y\) is nonempty closed and has an upper bound and a lower bound. We are to prove that \(Y\) is compact. It is enough to handle a set \(Y = [a, b]\). Let an open cover \(\mathcal{U}\) of \(Y\) be given, and suppose there is no finite subcover. Let \(E\) be the set of all \(x\) in \([a, b]\) such that some finite subcollection from \(\mathcal{U}\) covers \([a, x]\). Then \(a\) is in \(E\). Since \(E\) is nonempty and has \(b\) as an upper bound, the order completeness shows that \(E\) has a least upper bound \(c\). Since we are assuming that \(\mathcal{U}\) has no finite subcover of \([a, b]\), \(E^c \cap [a, b]\) is nonempty. This set has a lower bound, namely \(a\), and therefore it has a greatest lower bound \(d\).

If \(e\) is in \(E\) and \(f\) is in \(E^c \cap [a, b]\), then \(e \leq f\). So \(e \leq d\), and then \(e \leq d\). Suppose \(c < d\). Then \(c\) must be in \(E\). Any \(x\) with \(c < x < d\) cannot be in \(E\) or \(E^c\), and hence there is no such \(x\). Then a finite subclass of \(\mathcal{U}\) that covers \([a, c]\), together with a member of \(\mathcal{U}\) that contains \(d\), is a finite open subcover for \([a, d]\) and contradicts the fact that \(d\) is not in \(E\). Thus \(c = d\).
Now suppose that $c$ is in $E^c \cap [a, b]$. Since $c = d$, $E$ has no largest element. Choose a member $U$ of $\mathcal{U}$ containing $c$, and find a basic open neighborhood $B$ of $c$ contained in $U$. Then $B \cap E$ must contain some $c'$ with $c' < c$. A finite subclass of $\mathcal{U}$ covers $[a, c']$, and $U$ covers $[c', c]$. Thus $c$ is in $E$, and we have a contradiction.

We conclude that $c$ is in $E$. Since $c = d$, $E^c \cap [a, b]$ has no smallest element. Choose a member $U$ of $\mathcal{U}$ containing $c$, and find a basic open neighborhood $B$ of $c$ contained in $U$. Then $B \cap (E^c \cap [a, b])$ must contain an element $c'$ with $c < c'$, and then there must be some $c''$ with $c < c'' < c'$. A finite subclass of $\mathcal{U}$ that covers $[a, c]$, together with the set $U$, then covers $[a, c'']$ and shows that $c''$ is in $E$. This contradicts the fact that $c$ is an upper bound of $E$.

In (b), let $x$ be given in $X$. If $a < x < b$ for some $a$ and $b$, then $[a, b]$ is the required compact neighborhood of $x$. If $x$ is a lower bound for $X$ and there exists $b$ with $x < b$, then $[x, b]$ is the required compact neighborhood. If $x$ is an upper bound for $X$ and there exists $a$ with $a < x$, then $[a, x]$ is the required compact neighborhood. Since $X$ has at least two members, there are no other possibilities. So $X$ is locally compact.

25. In (a), the sets $\{x < b\}$ and $\{a < x\}$ are open and disjoint, contain $a$ and $b$ respectively, and have union $X$. Thus $X$ is disconnected.

In (b), suppose that $X$ is order complete and has no gaps. Assume, on the contrary, that $U$ and $V$ are disjoint nonempty sets with union $X$. Say that $u < v$ for some $u$ in $U$ and $v$ in $V$. It will be convenient to assume that $u$ is not the smallest element in $X$ and $v$ is not the largest; when this assumption is not in place, the same line of proof works except that one may below have to use basic open sets of the form $[r < x]$ and $\{x < s\}$, as well as $[r < x < s]$.

Form the set $S$ of all $x \in X$ with $x \leq v$ and $(x, v] \subseteq V$. This set has $u$ as a lower bound, and we let $b$ be the greatest lower bound. Then $u \leq b \leq v$. First suppose that $b$ is in $V$. Choose a basic open set $(r, s) \subseteq V$ with $r < b < s$; this is possible by our temporary assumption because $V$ is open. Then $(\max[u, r], v] \subseteq V$. If $\max[u, r] < b$, then $\max[u, r]$ is in $S$ and $b$ is not a lower bound for $S$; thus $b \leq \max[u, r]$, i.e., $b = u$. This is impossible since $b$ is assumed to be in $V$. We conclude that $b$ is in $U$. Choose a basic open set $(r, s) \subseteq U$ with $r < b < s$; again this is possible by our temporary assumption because $U$ is open. Since there are no gaps, we can find $s'$ with $b < s' < s$. Then $\min[v, s']$ is a lower bound for $S$, and $b$ cannot be the greatest lower bound unless $\min[v, s'] \leq b$, i.e., $b = v$. This is impossible since $b$ is assumed to be in $U$, and we have arrived at a contradiction.

26. As an ordered set, $X$ is the same as $\mathbb{R}$, and hence its order topology is the same as for $\mathbb{R}$, which is connected. In its relative topology, $X$ is disconnected, being the disjoint union of the open sets $[0, 1)$ and $[2, 3)$.

27. The subset $[0, 1)$ is closed, being the intersection of all sets $\{x \mid x \leq y\}$ for $y \in (1, 2]$. Similarly $(1, 2]$ is closed. Hence they are both open, and $X$ is disconnected. It follows immediately from the definition that there are no gaps.

28. If a nonempty subset of points $(x, y)$ is given, let $x_0$ be the least upper bound
of the x’s. If no \((x_0, y)\) is in the set, then \((x_0, 0)\) is the least upper bound for the set. If some \((x_0, y)\) is in the set, let \(y_0\) be the least upper bound of the y’s. Then \((x_0, y_0)\) is the least upper bound of the set. We conclude that \(X\) is order complete. Problem 24a then shows that \(X\) is compact. This proves the compactness in (a). There are no gaps, and Problem 25b thus proves the connectedness. For each \(x \in [0, 1]\), the set \(\{(x, y) \mid 0 < y < 1\}\) is open. Thus we have an uncountable disjoint union of open sets, and \(X\) cannot be separable. Part (b) is handled in the same way.

Chapter XI

1. In (a), every compact subset of \(X\) is compact when viewed as in \(X^*\), and this gives inclusion in one direction. In the reverse direction it is enough to show that when \(U\) is open in \(X^*\), then \(U - \{0\}\) is a Borel set in \(X\). Since \(X\) is \(\sigma\)-compact, we can choose an increasing sequence of compact sets \(K_n\) with \(K_n \subseteq K_n^0\) and \(\bigcup_{n=1}^\infty K_n = X\). Then \(U \cap K_n^0\) is open and bounded, hence is a Borel subset of \(X\). The countable union of these sets is \(U\), and hence \(U\) is a Borel set. In (b), the Borel sets of \(X\) are the countable sets and their complements. However, every subset \(U\) of \(X\) is open in \(X\) and therefore open in \(X^*\). Its complement in \(X^*\) is compact and is a Borel set in \(X^*\). Thus \(U\) is a Borel set in \(X^*\).

2. Part (a) of the previous problem shows that every open subset of \(X\) is a Borel set, and hence every continuous function is a Borel function.

3. Use the regularity to show that the conclusion holds for indicator functions and hence simple functions. Then pass to the limit.

4. Let \(I_E\) be an indicator function. Given \(\epsilon > 0\), find by regularity a compact set \(L\) and an open set \(U\) with \(L \subseteq E \subseteq U\) and \(\mu(U - L) < \epsilon\). The compact set \(K\) will be \(K = (U - L)^c = L \cap U^c\). Thus consider the restriction of \(I_E\) to the compact set \(K\). Let \(x\) be in \(K\). If \(x\) is in \(E\), then \(x\) is in \(L\). The set \(U \cap K = L\) is a relatively open neighborhood of \(x\), and \(I_E\) is identically 1 on this. Hence the restriction of \(I_E\) to \(K\) is continuous at the points of \(E\). Similarly if \(x\) is in \(E^c\), then \(x\) is in \(U^c\). The set \(L^c \cap K = U^c\) is a relatively open neighborhood of \(x\), and we argue similarly. This handles indicator functions, and the result for simple functions follows immediately.

Next suppose that \(f\) is a real-valued Borel function \(\geq 0\). Choose an increasing sequence of simple functions \(s_n \geq 0\) with limit \(f\). Let \(\epsilon > 0\) be given, and find, by Egoroff’s Theorem, a Borel set \(E\) with \(\mu(E^c) < \epsilon\) such that \(\lim s_n(x) = f(x)\) uniformly for \(x\) in \(E\). Next find, for each \(n\), a compact subset \(K_n\) of \(X\) with \(\mu(K_n^0) < \epsilon/2^n\) such that \(s_n|_{K_n}\) is continuous. The set \(F = E \cap \bigcap_{n=1}^\infty K_n\) has complement of measure \(< 2\epsilon\), and the restriction of every \(s_n\) to \(F\) is continuous. Since \(\{s_n\}\) converges to \(f\) uniformly on \(E\), the restriction of \(f\) to \(F\) is continuous. Using regularity once more, we can find a compact subset \(K_0\) of \(F\) such that \(\mu(F - K_0) < \epsilon\). Then \(\mu(K_0^c) < 3\epsilon\), and the restriction of \(f\) to \(K_0\) is continuous.
5. In (a), any rotation preserves Euclidean distances and fixes the origin. Since $S_{ab}$ is exactly the set of points whose distance $d$ from the origin has $a < d < b$, $S_{ab}$ is mapped to itself. Part (b) follows from the change-of-variables formula (Theorem 6.32). The determinant that enters the formula is the determinant of the matrix of the rotation and is 1. The first conclusion of (c) is what the change-of-variables formula gives for the transformation to spherical coordinates when applied to the set $S_{ab}$ if we take Fubini’s Theorem into account. It yields $\int_{S_{ab}} L F \, dx = (\int_a^b r^2 \, dr) \left( \int_{S^2} L f \, d\omega \right) = (\int_a^b r^2 \, dr) \left( \int_{S^2} L f \, d\omega \right)$. Since $\int_a^b r^2 \, dr$ is not zero, we can divide by it and obtain the second conclusion of (c). Part (d) is proved by setting it up to be a special case of the uniqueness in Theorem 11.1.

6. In (a), monotonicity of $\mu$ gives $\mu(K) \leq \inf \mu(K_a)$. Suppose that $<$ holds. Choose by regularity an open set $U$ containing $K$ such that $\mu(U) < \inf \mu(K_a)$. The sets $K_a^c$ form an open cover of the compact set $U^c$, and there is a finite subcover. The intersection of the complements is one of the sets $K_{a_0}$, and it has the property that $K_{a_0} \subseteq U$. Monotonicity then gives $\mu(K_{a_0}) \leq \mu(U)$, and thus $\inf \mu(K_a) \leq \mu(U)$, contradiction.

For (b), consider all compact subsets $K$ of $X$ for which $\mu(K) = 1$. The intersection of any two of these is again one by Lemma 11.9. If $K_0$ is the intersection of all of them, then $K_0$ is compact, and (a) shows that $\mu(K_0) = 1$. If $K_0$ contains two distinct points $x$ and $y$, find disjoint open neighborhoods $U_x$ and $U_y$. Then $K_0 = (K_0 - U_x) \cup (K_0 - U_y)$ exhibits $K_0$ as the union of two proper compact sets. At least one of them must have measure 1, and then $K_0$ is shown not to be the intersection of all compact subsets of measure 1.

In (c) let $K_0$ be any compact $G_\delta$, and choose a decreasing sequence $\{f_n\}$ in $C(X)$ with limit $1_{K_0}$. Passing to the limit from the formula $\int_X f_n^2 \, d\mu = (\int_X f_n \, d\mu)^2$, we obtain $\mu(K_0) = \mu(K_0)^2$. Thus $\mu(K_0)$ is 0 or 1. By regularity, $\mu$ takes only the values 0 and 1, and (b) shows that $\mu$ is a point mass.

For (d), apply Theorem 11.1 and obtain the regular Borel measure $\mu$ corresponding to $\ell$. Then $\mu$ has the property in (c) and must be a point mass.

7. The statement for (a) is that $u(r, \theta)$ is the Poisson integral of a signed or complex Borel measure on the circle if and only if $\sup_{0 < r < 1} \|u(r, \theta)\|_{1, \theta}$ is finite. The necessity is proved in the same way as in Problem 7 at the end of Chapter IX. The sufficiency is proved in the same way as in Problem 8 in that group, except that the weak-star convergence is in $M(c)$ circle relative to $C(c)$. For (b), expand $u(r, \theta)$ in series as in Problem 13 at the end of Chapter IV. Since $u$ is nonnegative, the $L^1$ norm over any circle centered at the origin is just the integral, and the result of integrating in $\theta$ is that the $n = 0$ term is picked out. Thus $\|u(r, \theta)\|_{1, \theta} = c_0$ for every $r$. The condition in (a) is satisfied, and $u$ is therefore the Poisson integral of a Borel complex measure. Examination of the proof of (a) shows that the complex measure is a measure.

8. Order topologies are always Hausdorff. Since $\Omega^*$ has a smallest element and a largest element, Problems 23 and 24 of Chapter X show that $\Omega^*$ is compact if every nonempty subset has a least upper bound. Since the ordering for $\Omega^*$ has the property
that every nonempty subset has a least element, the existence of least upper bounds is satisfied.

9. First we prove that the intersection of any two uncountable relatively closed sets $C$ and $D$ is uncountable. Assume the contrary. Since $C \cap D$ is countable and the countable union of countable sets is countable, there is some countable ordinal $\omega$ greater than all members of $C \cap D$. Since $C$ and $D$ are uncountable, we can find a sequence $\omega < \alpha_1 < \alpha_2 < \alpha_3 < \cdots$ such that each $\alpha_j$ is in $C$ and each $\alpha_j$ is in $D$. The least ordinal $\gamma$ greater or equal to all members of the sequence is a countable ordinal and has to be a limit point of both $C$ and $D$. Since $C$ and $D$ are closed, $\gamma$ is in $C \cap D$. But $C \cap D$ was supposed to have no ordinals greater than $\omega$. This contradiction shows that $C \cap D$ is uncountable, and of course it is relatively closed also.

Now let a sequence of uncountable relatively closed sets $C_n$ be given. By the previous step we may assume that they are decreasing with $n$. If $\bigcap_{n=1}^{\infty} C_n = C$ is countable, then there is some countable ordinal $\omega$ greater than all members of $C$. Replacing $C_n$ by $C_n \cap \{x \geq \omega\}$ we may assume that the $C_n$ have empty intersection. Let $\alpha_n$ be the least member of $C_n$. The result is a monotone increasing sequence since the $C_n$ are decreasing. If $\alpha$ is the least ordinal $\geq$ all $\alpha_n$, then $\alpha$ is a countable ordinal. It is a limit point of each $C_n$, hence lies in each $C_n$. The existence of $\alpha$ contradicts the fact that the $C_n$ have been adjusted to have empty intersection. This contradiction shows that $\bigcap_{n=1}^{\infty} C_n$ is uncountable.

10. For additivity the question is whether the union of two sets that fail to meet the condition of the previous problem can meet the condition. The answer is no because the previous problem shows that the intersection of any two sets meeting the condition again meets the condition. The complete additivity is then a consequence of Corollary 5.3 and the result of the previous problem. The measure $\mu$ takes on only the values 0 and 1 and yet is not a point mass because one-point sets do not satisfy the defining property for measure 1. Problem 6b therefore allows us to conclude that $\mu$ is not regular.

11. Let $\mu$ be a Borel measure on $X$, and let $S$ be the set of all regular Borel measures $\nu$ with $\nu \leq \mu$. This contains 0 and hence is nonempty. Order $S$ by saying that $\nu_1 \leq \nu_2$ if $\nu_1(E) \leq \nu_2(E)$ for all $E$. If we are given a chain $\{\nu_\alpha\}$, let $C = \sup \nu_\alpha(X)$. This is $\leq \mu(X)$ and hence is finite. Choose a sequence $\{\nu_\alpha\}$ from the chain with $\nu_\alpha(X)$ monotone increasing with limit $C$. Then $\nu_\alpha(E)$ is monotone increasing for every Borel set $E$, and we define $\nu(E)$ to be its limit. The complete additivity of $\nu$ follows from Corollary 1.14, and it is easy to check that $\nu_\alpha \leq \nu \leq \mu$ for all $\alpha$. We have to check that $\nu$ is regular. Let $\epsilon > 0$ be given, and choose $\nu_\alpha$ with $\nu_\alpha(X) \geq \nu(X) - \epsilon$. If $E$ is given, find $K$ and $U$ with $K \subseteq E \subseteq U$, $K$ compact, $U$ open, and $\nu_\alpha(U - K) < \epsilon$. Then

$$\nu_\alpha(U - K) + \nu((U - K)^c) + \epsilon \geq \nu_\alpha(U - K) + \nu_\alpha((U - K)^c) + \epsilon \geq \nu_\alpha(X) + \epsilon \geq \nu(X) = \nu(U - K) + \nu((U - K)^c),$$
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and hence \( v_\alpha(U - K) + \varepsilon \geq v(U - K) \). Since \( v_\alpha(U - K) < \varepsilon \), we obtain \( v(U - K) < 2\varepsilon \). Thus \( v \) is regular. The decomposition readily follows.

12. This follows immediately from Proposition 11.20.

13. Let \( \mu = \mu_r + \mu_p = v_r + v_p \) with \( \mu_r \) and \( v_r \) regular and with \( \mu_p \) and \( v_p \) purely irregular. Write \( \sigma = \mu_r - v_r = v_p - \mu_p \) in terms of its Jordan decomposition as \( \sigma = \sigma^+ - \sigma^- \). Then \( \sigma^+ \leq \mu_r \) and \( \sigma^- \leq v_r \), and hence \( \sigma^+ \) and \( \sigma^- \) are regular by Proposition 11.20. Also, \( \sigma^+ \leq v_p \) and \( \sigma^- \leq \mu_p \), and the definition of “purely irregular” forces \( \sigma^+ \) and \( \sigma^- \) to be 0. Then \( \mu_r = v_r \) and \( \mu_p = v_p \).

14. Let \( \mu \) be as in Problem 10, and suppose that \( v \) is a regular Borel measure with \( v \leq \mu \). Since \( v(\{\infty\}) = 0 \), Problem 6a shows that \( \lim_{n \to \infty} v([x \geq \alpha_n]) = 0 \). For each \( n \), let \( \alpha_n \) be the least ordinal such that \( v([x \geq \alpha_n]) \leq 1/n \). The least ordinal \( \geq \alpha \) is a countable ordinal \( \beta \), and \( v([x \geq \beta]) = 0 \). Since \( [x < \beta] \) is a countable set, \( \mu([x < \beta]) = 0 \). Therefore \( v([x < \beta]) = 0 \), and we conclude that \( v = 0 \).

16. For the regularity any set in \( \mathcal{F} \) is in some \( \mathcal{F}_n \). The sets in \( \mathcal{F}_n \) are of the form \( \tilde{E} = E \times \left( \prod_{n=N+1}^{\infty} X_n \right) \) with \( E \subseteq \Omega^{(n)} \) and \( v(\tilde{E}) = v_n(E) \). Given \( E \geq 0 \), choose \( K \) compact and \( U \) open in \( \Omega^{(n)} \) with \( K \subseteq U \subseteq \Omega \) and \( v_n(U - K) < \epsilon \). In \( \Omega \), \( \tilde{K} \) is compact, \( \tilde{U} \) is open, \( \tilde{K} \subseteq \tilde{U} \subseteq U \), and \( v(\tilde{U} - \tilde{K}) < \epsilon \).

17. Let \( E = \bigcup_{n=1}^{\infty} E_n \) disjointly in \( \mathcal{F} \). Since \( v \) is nonnegative additive, we have \( \sum_{n=1}^{\infty} v(E_n) \leq v(E) \). For the reverse inequality let \( \epsilon > 0 \) be given. Choose \( K \) compact and \( U_n \) open with \( K \subseteq E, E_n \subseteq U_n, v(U_n - E_n) < \epsilon/2^n \), and \( v(E - K) < \epsilon \). Then \( K \subseteq \bigcup_{n=1}^{\infty} U_n \), and the compactness of \( K \) forces \( K \subseteq \bigcup_{n=1}^{N} U_n \) for some \( N \). Then \( v(E) \leq v(K) + \epsilon \leq v\left( \bigcup_{n=1}^{N} U_n \right) + \epsilon \leq \sum_{n=1}^{N} v(U_n) + \epsilon \leq \sum_{n=1}^{N} v(E_n) + 2\epsilon \leq \sum_{n=1}^{\infty} v(E_n) + 2\epsilon \). Since \( \epsilon \) is arbitrary, \( v(E) \leq \sum_{n=1}^{\infty} v(E_n) \).
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1. In (a), the closed ball is closed and contains the open ball; also every point of the closed ball is a limit point of the open ball since \( \|x_1 - x_0\| = r \) implies that \( \|(1 - \frac{1}{n})(x_1 - x_0) + x_0\| = (1 - \frac{1}{n})\|x_1 - x_0\| < r \) and \( \lim_n (1 - \frac{1}{n})(x_1 - x_0) + x_0 = x_1 \).

For (b), let the closed balls be \( B(r_n; x_n)^{cl} \). If \( m \geq n \), then \( \|x_m - x_n\| \leq r_n \) since \( B(r_m; x_m)^{cl} \subseteq B(r_n; x_n)^{cl} \). Let \( r = \lim_n r_n \). If \( r = 0 \), then \( \{x_n\} \) is Cauchy and hence is convergent. In this case if \( x = \lim x_n \), then \( \|x - x_n\| \leq r_n \) for all \( n \), and hence \( x \) is in \( B(r_n; x_n)^{cl} \) for all \( n \). If \( r > 0 \), fix \( n_0 \) large enough so that \( r_{n_0} < 3r/2 \). It is enough to show that \( x_{n_0} \) is in \( B(r_n; x_n)^{cl} \) for \( n \geq n_0 \). We may assume that \( x_{n_0} \neq x_n \). The members of \( B(r_n; x_n) \) are the vectors of the form \( x_n + v \) with \( \|v\| \leq r_n \), and these are assumed to lie in \( B(r_n; x_{n_0}) \). Therefore \( \|x_n - x_{n_0} + v\| \leq r_n \) for all such \( v \). Take \( v = r_{n_0}^{-1} r_n (x_n - x_{n_0}) \). Then \( r_{n_0} \geq \|x_n - x_{n_0} + v\| = \|(1 + r_{n_0}^{-1} r_n)(x_n - x_{n_0})\| = \|
(1 + r_n^{-1}r_n)/n \rightarrow 0. \text{ Here } r_n^{-1}r_n \geq (3/2)^{-1}r = \frac{2}{3}. \text{ So } \|x_n - x_{n0}\| \leq (1 + \frac{2}{3})^{-1}r_{n0} = \frac{3}{2}r_{n0} \leq \frac{3}{2}r \leq r_n, \text{ as required.}

2. Reduce to the real-valued case, and there use Theorem 1.23 and the remarks at the end of Section A3 of Appendix A.

3. Convergence in either case is uniform convergence. For \( H^\infty(D) \), suppose therefore that \( \{ \sum_{k=0}^{\infty} c_k^{(n)}z_k \} \) is a Cauchy sequence in \( H^\infty(D) \) indexed by \( n \). Write \( z = re^{i\theta} \), multiply by \( e^{-im\theta} \), and integrate in \( \theta \) from \( -\pi \) to \( \pi \). The result is that \( \{ c_m^{(n)}r_m \} \) is Cauchy in \( n \) for each \( r < 1 \) and each \( m \). Then \( \lim_n c_m^{(n)}r_m = c_mr_m \) exists for each \( r \) and \( m \). Taking \( r = 1/2 \), we see that \( \lim_n c_m^{(n)} = c_m \) exists for each \( m \). Arguing as in the proof of Theorem 1.37, we see that \( f(z) = \sum_{k=0}^{\infty} c_kz_k \) is convergent for \( |z| < 1 \) and that the sequence of functions \( f_n(z) = \sum_{k=0}^{\infty} c_k^{(n)}z_k \) converges to it pointwise. Since \( \{ f_n \} \) is uniformly Cauchy and pointwise convergent to \( f \), it converges uniformly to \( f \). For the vector subspace \( A(D) \), we have \( A(D) = H^\infty(D) \cap C(D^\infty) \). Hence \( A(D) \) is a closed subspace of \( H^\infty(D) \).

4. In (a), let us check the triangle inequality. For \( y \in Y \), we have \( \|a + b + y\| \leq \|a + y\| + \|b + (y - y')\| \) for all \( y' \in Y \). Comparing the definition of \( \|a + b + Y\| \) with the left side, we obtain \( \|a + b + Y\| \leq \|a + y\| + \|b + (y - y')\| \) for all \( y \) and \( y' \in Y \). Thus \( \|a + b + Y\| \leq \|a + Y\| + \|b + y\| \) for all \( y' = v \) in \( Y \). Taking the infimum over \( y' \) and \( y'' \) gives the desired conclusion.

In (b), let a Cauchy sequence in \( X/Y \) be given. It is enough to prove that some subsequence in convergent. Thus it is enough to prove that \( \{ x_n \} \) is a sequence in \( X \) with \( \|x_n - x_{n+1} + Y\| \leq 2^{-n} \), then \( x_n + Y \) is convergent in \( X/Y \). We define a sequence \( \{ \tilde{x}_n \} \) in \( X \) with \( \tilde{x}_n = x_n - y_n \) and \( y_n \) in \( Y \) such that \( \|\tilde{x}_n - \tilde{x}_{n+1}\| \leq 2^{-n} \) for each \( n \). It is easy to check that \( \{ \tilde{x}_n \} \) is Cauchy in \( X \) and that if \( \tilde{x}' \) is its limit, then \( \{ x_n + Y \} \) tends to \( \tilde{x}' + Y \). To define the \( y_n \)’s, we proceed inductively, starting with \( y_1 = 0 \). If \( y_1, \ldots, y_n \) have been defined such that \( \|\tilde{x}_k - \tilde{x}_{k+1}\| \leq 2^{-k} \) for \( k < n \), choose \( y_{n+1} \) in \( Y \) such that \( \|\tilde{x}_n - x_{n+1} + y_{n+1}\| \leq \|x_n - x_{n+1} + Y\| + 2^{-n} \leq 2^{-2^n} \). Then \( \tilde{x}_{n+1} = x_{n+1} - y_{n+1} \) has \( \|\tilde{x}_n - \tilde{x}_{n+1}\| \leq 2 \cdot 2^{-n} \), and the induction is complete.

5. In (a), we have \( e^tG(v_1, \ldots, v_n)\bar{c} = \sum_{i, j} c_{ij}(v_i, v_j)\bar{c}_j = \sum_{i, j} c_{ij}(v_i, v_j) = \left( \sum_i c_{i1}v_i, \sum_j c_{j1}v_j \right) = \left( \sum_i c_{i1}v_i, \sum_j c_{j1}v_j \right) = \| \sum_i c_{i1}v_i \|^2 + \| \sum_j c_{j1}v_j \|^2 \). In (b), \( G(v_1, \ldots, v_n) \) is Hermitian, and thus the finite-dimensional Spectral Theorem says that there exists a unitary matrix \( u = [u_{ij}] \) with \( u^{-1}G(u_1, \ldots, u_n)u \) diagonal, say \( \text{diag}(d_1, \ldots, d_n) \). Then \( d_j = e^{d_j}u^{-1}G(v_1, \ldots, v_n)ue_j \), and this, by (a), equals \( \sum_i c_{ij}v_i \|^2 \) with \( \bar{c} = ue_j \). Hence \( d_j \geq 0 \). In (c), we have \( \det G(v_1, \ldots, v_n) = \det(u^{-1}G(u_1, \ldots, v_n)u) = d_1d_2 \cdots d_n \), with equality if and only if some \( d_j \) is 0. If \( d_j = 0 \), then \( \sum_i c_{ij}v_i = 0 \) for \( \bar{c} = ue_j \), and hence \( v_1, \ldots, v_n \) is dependent. Conversely if \( v_1, \ldots, v_n \) is dependent, then \( \sum_i c_{ij}v_i = 0 \) for some nonzero tuple \( (c_1, \ldots, c_n) \), and therefore \( 0 = \left( \sum_i c_{ij}v_i, v_j \right) = \sum_i c_{ij}(v_i, v_j) \) for all \( j \); this equality shows that a nontrivial linear combination of the rows of \( G(v_1, \ldots, v_n) \) is 0, and hence \( \det G(v_1, \ldots, v_n) = 0 \).

6. A single induction immediately shows the following: \( \text{span}\{v'_1, \ldots, v'_k\} = \)}
have the orthogonality.

12.11. dense. Proposition 2.47 shows that extend and extend.

Choose by Corollary 12.15 a member bounded linear operators

\[ x \]

would be

the adjoint is multiplication by the complex conjugate of

For each \( \{ s \} \) satisfying

\[ \rho \]

is Cauchy for each \( k \). Continuity of addition and scalar multiplication implies that \( \rho \) is dense.

7. Define \( F \) on each \( u_n \) to be the vector \( u_n \) given in the statement of the problem, and extend \( F \) linearly to a mapping defined on the linear span \( V \) of \( \{ u_n \} \). Corollary 12.8c shows that \( \| F(u) \|_{H_2} = \| u \|_{H_1} \) for \( u \) in \( V \). Corollary 12.8b shows that \( V \) is dense. Proposition 2.47 shows that \( F \) extends to a bounded linear operator from \( H_2 \) into \( H_2 \) satisfying \( \| F(u) \|_{H_2} = \| u \|_{H_1} \) for \( u \) in \( H_1 \). Arguing in the same way with \( F^{-1} \) proves that \( F \) is onto \( H_2 \). The second conclusion follows by using Proposition 12.11.

8. In (a), the boundedness is elementary, and the operator norm is \( \| f \|_\infty \). In (b), the adjoint is multiplication by the complex conjugate of \( f \).

9. The linear span \( V \) of \( \{ x_n \} \) is a separable vector subspace. Suppose that it is not dense. Choose by Corollary 12.15 a member \( x^* \neq 0 \) of \( X^* \) with \( x^*(V) = 0 \). Since \( \{ x^*_n \} \) is dense, choose a subsequence \( \{ x^*_n \} \) with \( x^*_n \to x^* \). Then

\[ \| x^* - x^*_n \| \geq \| (x^* - x^*_n)(x_n) \| = |x^*_n(x_n)| \geq \frac{1}{2} \| x^*_n \|. \]

Since the left side tends to 0, so does the right side. Thus \( x^*_n \) tends to 0, and \( x^* = 0 \), contradiction.

10. The dual of \( C(X) \) is \( M(X) \). Define a linear functional \( x^* \) on \( M(X) \) by \( x^*(\rho) = \rho \{ s_0 \} \). Then \( \| x^* \| = 1 \), so that \( x^* \) is in \( M(S)^* \). Let \( \delta \) denote a point mass at \( s \). If \( x^* \) were given by integration with a continuous function \( f \), then we would have \( I_{\{ s \}}(f) = \int f \, d\delta = f(s) \). Thus the only possibility would be \( f = I_{\{ s \}} \), and this is discontinuous.

11. Let \( X \) and \( Y \) be normed linear with \( X \) complete, and let \( \{ L_n \} \) be a family of bounded linear operators \( L_n : X \to Y \) such that \( \| L_n(x) \| \leq C \| x \| \) for each \( x \) in \( X \). For each \( y^* \) in \( Y^* \) with \( \| y^* \| \leq 1 \), the linear functional \( y^* \circ L_n \) on \( X \) is bounded and has \( \| y^*(L_n(x)) \| \leq C \| x \| \). Since \( X \) is complete, the Uniform Boundedness Theorem for linear functionals shows that \( \| y^*(L_n(x)) \| \leq C \| x \| \) for all \( x \). Taking the supremum over \( y^* \) and applying Corollary 12.17, we obtain \( \| L_n(x) \| \leq C \| x \| \), as required.

12. For \( x \) in \( X \) and \( y \) in \( Y \), we have

\[
\| L_n(x) - L_m(x) \| \leq \| L_n(x - y) \| + \| L_n(y - L_m(y)) \| + \| L_m(y - x) \|
\leq 2C \| x - y \| + \| L_n(y) - L_m(y) \|.
\]

Given \( x \in X \) and \( \epsilon > 0 \), choose \( y \) in \( Y \) to make the first term < \( \epsilon \), and then choose \( n \) and \( m \) large enough to make the second term < \( \epsilon \). It follows that \( \{ L_n(x) \} \) is Cauchy for each \( x \). Since \( X' \) is complete, \( L(x) = \lim_n L_n(x) \) exists for all \( x \). Continuity of addition and scalar multiplication implies that \( L \) is linear. Then \( \| L(x) \| = \lim \| L_n(x) \| \leq \lim \inf \| L_n \| \| x \| \leq C \| x \| \). Hence \( \| L \| \leq C \).
13. Proposition 12.1 shows that $X^*$ is a Banach space. We identify the elements $x_α$ in $X$ with their images $t(x_α)$ under the canonical map $t : X \rightarrow X^{**}$. Corollary 12.18 shows that the element $t(x_α)$ of $X^{**}$ has $\|t(x_α)\| = \|x_α\|$. The hypothesis shows for each $x^*$ that $|t(x_α)(x^*)| = |x^*(x_α)| \leq C_*$ for a constant $C_*$ independent of $α$. Since $X^*$ is complete, the Uniform Boundedness Theorem (Theorem 12.22) shows that $\|t(x_α)\| \leq C$ for a constant C independent of $α$. Applying Corollary 12.18 a second time, we conclude that $\|x_α\| \leq C$ independently of $α$.

14. For (a), let $u$ and $v$ have $\|u - x\| \leq r$ and $\|v - x\| \leq r$. Then the estimate $\|(1 - t)u + tv - x\| = \|(1 - t)(u - x) + t(v - x)\| \leq (1 - t)\|u - x\| + t\|v - x\| \leq (1 - t)r + tr = r$ proves the convexity.

For (b), let $X$ be the space of sequences $s = \{s_n\}$ with $\|s\| = \sum_n |s_n|$. Let $E_k$ be the set of sequences with all $s_n \geq 0$, with $\|s\| = 1$, and with $s_j = 0$ for $j \leq k$. If $s$ and $t$ are two sequences with terms $\geq 0$, then $\|s + t\| = \|s\| + \|t\|$. The convexity follows, and everything else is easy.

15. Denote open balls in $X$ by $B_X$ and open balls in $Y$ by $B_Y$. The Interior Mapping Theorem says that $L(B_X(1; 0))$ is open. Hence it contains a ball $B_Y(\varepsilon; 0)$. Put $C = \varepsilon^{-1}$. By linearity, $L(B_X(Cr; 0)) \supseteq B_Y(r; 0)$ for every $r \geq 0$. Since $L$ is onto $Y$, we can choose $x_0$ in $X$ with $L(x_0) = y_0$. Linearity gives $L(B_X(Cr; x_0)) \supseteq B_Y(r; y_0)$. For each $y_n$, we can take $r = 2\|y_n - y_0\|$ and choose $x_n$ in $B_X(C2\|y_n - y_0\|; x_0)$ with $L(x_n) = y_n$. Since $y_n \rightarrow y_0$, $x_n \rightarrow y_0$. Also, we have $\|x_n - x_0\| \leq 2C\|y_n - y_0\|$.

In this construction if $y_0 = 0$, we could choose $x_0 = 0$, and then the result follows with $M = 2C$.

If $y_0 \neq 0$, then $\|y_n\| \rightarrow \|y_0\| \neq 0$ says that $\|y_n\| \leq \frac{1}{2}\|y_0\|$ only finitely often. For these exceptional $n$’s, we can adjust $x_n$ when $y_n = 0$ so that $x_n = 0$, and then we have $\|x_n\| \leq M\|y_n\|$ for a suitable $M$ and the exceptional $n$’s. For the remaining $n$’s, an inequality $\|x_n\| \leq M\|y_n\|$ is valid as soon as $\{x_n\}$ is bounded, and $\{x_n\}$ has to be bounded since it is convergent.

16. It will be proved that the distance from $e$ to $X_0$ is $\geq 1$. The set $X_{00}$ of all sequences $s_1, s_2, s_3, \ldots$ such that $\{s_n\}$ is in $X$ is closed under addition and scalar multiplication. Hence it is a dense vector subspace of $X_0$, and it is enough to prove that $\|e - s\| \geq 1$ for all $s$ in $X_{00}$. Let $s = s_0$, and let $c = e - s$. Adding the first $n$ entries gives $c_1 + \cdots + c_n = n - s_n$. Hence $|c_1 + \cdots + c_n| \geq n - \|s\|$. If, by way of contradiction, $|c| = 1 - \varepsilon$ with $\varepsilon > 0$, then $|c_j| \leq 1 - \varepsilon$ for all $j$, and we have $|c_1 + \cdots + c_n| \leq n - n\varepsilon$. Thus $n - \|s\| \leq n - n\varepsilon$, and we get $n\varepsilon \leq \|s\|$, in contradiction to the finiteness of $\|s\|$.

17. This is immediate from Corollary 12.15 and the previous problem.

18. For (a), let $s \geq 0$ have $\|s\| = 1$. Then $\|e - s\| \leq 1$, and so $|x^*(e - s)| \leq 1$. Since $x^*(e) = 1$, this says that $|1 - x^*(s)| \leq 1$. On the other hand, $|x^*(s)| \leq 1$ since $\|s\| \leq 1$. Thus $0 \leq x^*(s) \leq 1$. We can scale this inequality to handle general $s$.

For (b), the two sequences differ by a member of $X_0$, on which the Banach limit vanishes identically; then (c) follows by iterated application of (b) since the Banach limit of the 0 sequence is 0.
In (d), let $\epsilon > 0$ be given. By applying (c), we see that we may adjust the sequence so that $\sup_n s_n - \inf_n s_n \leq \epsilon$ and so that the Banach limit is unchanged. By (a), Banach limits preserve order. Since $(\inf_s s_n)e \leq s \leq (\sup_s s_n)e$, we have $\inf_n s_n \leq \text{LIM}_{n \to \infty} s_n \leq \sup_n s_n$. Since $\sup s_n = (\sup s_n - \text{lim sup} s_n) + \text{lim sup} s_n \leq (\sup s_n - \inf s_n) + \text{lim sup} s_n \leq \text{lim sup} s_n + \epsilon$, we obtain $\text{LIM}_{n \to \infty} s_n \leq \text{lim sup} s_n + \epsilon$. Since $\epsilon$ is arbitrary, $\text{LIM}_{n \to \infty} s_n \leq \text{lim sup} s_n$. Conclusion (e) is immediate from (d).

20. The parallelogram law gives

$$2(\|x + y + z\|^2 + \|y - z\|^2) = \|x + 2y\|^2 + \|x + 2z\|^2.$$ 

If we set $z = 0$ in this identity and then set $y = 0$ in it, we get two relations, one involving an expression for $\|x + 2y\|^2$ and the other involving an expression for $\|x + 2z\|^2$. If we substitute these relations into the displayed equation for the terms $\|x + 2y\|^2$ and $\|x + 2z\|^2$, we obtain the formula $\|x + y + z\|^2 + \|y - z\|^2 = \|x + 2y\|^2 + \|x + 2z\|^2 - \|x\|^2 + \|y\|^2 + \|z\|^2$. Substitution of $2\|y\|^2 + 2\|z\|^2 - \|y + z\|^2$ for $\|y - z\|^2$ in this formula gives the desired identity.

21. We have

$$(x_1 + x_2, y) = \sum_k \frac{i^k}{4} \|x_1 + x_2 + i^k y\|^2$$

$$= \sum_k \frac{i^k}{4} (\|x_1 + x_2\|^2 - \|x_1\|^2 - \|x_2\|^2 - \|y\|^2)$$

$$+ \sum_k \frac{i^k}{4} \|x_1 + i^k y\|^2 + \sum_k \frac{i^k}{4} \|x_2 + i^k y\|^2.$$ 

Each term of the first line on the right is 0 because $\sum_k i^k/4 = 0$, and thus the right side simplifies to $(x_1, y) + (x_2, y)$, as required.

22. Induction with the result of the previous problem gives $(nx, y) = n(x, y)$ for every integer $n \geq 0$. Replacing $nx$ by $z$, we obtain $\frac{1}{n}(z, y) = \left(\frac{1}{n}, z, y\right)$. Hence $(rx, y) = r(x, y)$ for every rational $r \geq 0$. It follows from the definition of $(\cdot, \cdot)$ that $(-x, y) = -(x, y)$ and that if the scalars are complex, $(ix, y) = i(x, y)$. Consequently $(rx, y) = r(x, y)$ if $r$ is in the set $D$.

23. We are to prove that $|(x, y)| \leq \|x\||y\|$, and we may assume that $y \neq 0$. If $r$ is in $D$, we have

$$0 \leq \|x - ry\|^2 = (x - ry, x - ry) = \|x\|^2 - r(y, x) - \bar{r}(x, y) + |r|^2\|y\|^2.$$ 

Letting $r$ tend to $(x, y)/\|y\|^2$ through members of $D$, we obtain

$$0 \leq \|x\|^2 - 2|(x, y)|\|y\|^2 + |(x, y)|^2\|y\|^2 = \|x\|^2 - |(x, y)|^2\|y\|^2,$$ 

and it follows that $|(x, y)| \leq \|x\||y\|$. 


24. The Schwarz inequality gives

\[ |r(x, y) - (c, y)| = |(r - c)x||y| \leq \|(r - c)x\||y| = |r - c||x||y|. \]

As \( r \) tends to \( c \) through \( D \), the right side tends to 0, and the left side tends to \( |c(x, y) - (c, y)| \). Hence \( c(x, y) = (c, y) \).

25. If \( L_n \to L \) in \( B(X, Y) \) and \( x_n \to x \) in \( X \), then the triangle inequality gives

\[ |L_n(x_n) - L(x)| \leq |L_n(x_n) - L(x_n)| + |L(x_n) - L(x)| \leq \|L_n - L\| |x_n| + \|L\| |x_n - x|. \]

The first term on the right side tends to 0 because \( |x_n| \) is bounded (being convergent to \( |x| \)) and \( \lim_{n} \|L_n - L\| = 0 \), and the second term tends to 0 because \( \lim_{n} |x_n - x| = 0 \).

26. Since \( |\cdot| \) is a continuous function on \( Y \), the equality \( L(x) = \lim_{n} L_n(x) \) implies \( |L(x)| = \limsup_{n} |L_n(x)| \leq \limsup_{n} (\|L_n\||x|) = (\limsup_{n} \|L_n\|)|x|. \)

Taking the supremum of this inequality for \( |x| \leq 1 \) yields \( \|L\| \leq \limsup_{n} \|L_n\| \). The inequality \( \sup_{n} \|L_n\| < \infty \) follows from the Uniform Boundedness Theorem (Theorem 12.22).

For an example with strict inequality, let \( X = Y = L^1(\mathbb{R}) \), and let \( L_n \) be multiplication by the indicator function of \([n, \infty) \). Then the limit operator is \( L = 0 \) but \( \|L_n\| = 1 \) for every \( n \).

27. We have \( |L_n(u_n) - L(u)| \leq |L_n(u_n) - L_n(u)| + |L_n(u) - L(u)| \). The first term on the right side is \( \leq \|L_n\||u_n - u| \), and this tends to 0, since \( \|L_n\| \) is bounded (according to Problem 26) and \( u_n \to u \). The second term on the right side tends to 0 because \( L_n(u) \to L(u) \) by hypothesis.

**Appendix B**

1. For (a), the answer is yes. An example is \( f(z) = |z|^2 = x^2 + y^2 \). It is a differentiable function on all of \( \mathbb{R}^2 \), and its partial derivatives are both 0 at \( z = 0 \). So it has a complex derivative at 0 by Proposition B.1. At a general point \( (x, y) \), \( f(z) = u(x, y) \) with \( v(x, y) = 0 \). Thus the first partial derivatives of \( u \) are 0 everywhere, but the first partial derivatives of \( u \) vanish together only at \( z = 0 \); so the Cauchy–Riemann equations are satisfied only when \( x = y = 0 \).

For (b), the answer is yes. An example is \( f(z) = y^2 \). The argument is similar to the argument for (a).

2. We can parametrize \( y \) as \( t \mapsto t(1 + i) \) for \( 0 \leq t \leq 1 \). Then the integral equals \( \int_{0}^{1} t(1 + i) \, dt = \frac{1}{2}(1 + i) \).

3. Let \( R \) be given by \( a \leq x \leq b \) and \( c \leq y \leq d \), and write \( f(z) = u(x, y) + iv(x, y) \). Making use of the continuity of the first partial derivatives of \( u \) and \( v \), we have
with the last equality following from Fubini’s Theorem (Corollary 3.33). In the
double integral on the right side, the two terms within the inner parentheses are 0 by
the Cauchy–Riemann equations. Thus the integrand is identically 0, and the double
integral is 0.

4. For (a), write \( z = x + iy \) with \( x \) and \( y \) given by the column vectors \( x = (x_1, \ldots, x_n) \) and \( y = (y_1, \ldots, y_n) \), and identify the column vector \( z = (z_1, \ldots, z_n) \) with \( x = (x_1, \ldots, x_n, y_1, \ldots, y_n) \). Also write \( f(z) = u(x, y) + iv(x, y) \). A
candidate for \( f'(z_0) \) is a certain \( n \)-dimensional row vector with \( n \) complex entries,
write we write as \( a + ib \), the sum of its real and imaginary parts. Temporarily we put
\( z - z_0 = h + ik \). We calculate exactly as in the proof of Proposition B.1 except that
\( z, z_0, h, \) and \( k \) are now column vectors rather than numbers. The expression that is to
tend to 0 in the definition of \( f'(z_0) \) is

\[
|z|^{-1}(f(z) - f(z_0) - f'(z_0)(z - z_0)) = |z|^{-1}(f(z) - f(z_0) - (a + ib)(h + ik))
\]

\[
= |x + iy|^{-1}(u(x, y) - u(x_0, y_0) + iv(x, y) - iv(x_0, y_0) - (a + ib)(h + ik))
\]

\[
= |x + iy|^{-1} \left( u(x, y) - u(x_0, y_0) - (a - b) \left( \frac{x-x_0}{y-y_0} \right) \right)
\]

\[
+ |x + iy|^{-1} i \left( v(x, y) - v(x_0, y_0) - (b + a) \left( \frac{x-x_0}{y-y_0} \right) \right),
\]

and this tends to 0 in \( \mathbb{C} \) if and only if

\[
|(x, y)|^{-1} \left( \begin{bmatrix} u(x, y) - u(x_0, y_0) \\ v(x, y) - v(x_0, y_0) \end{bmatrix} - \begin{bmatrix} a & -b \\ b & a \end{bmatrix} \begin{bmatrix} x-x_0 \\ y-y_0 \end{bmatrix} \right)
\]

tends to 0 in \( \mathbb{R}^2 \). Here \( \begin{bmatrix} a & -b \\ b & a \end{bmatrix} \) is a real 2-by-2 matrix, and the fact that the above
expression tends to 0 says exactly that the function \( (x, y) \mapsto (u(x, y), v(x, y)) \) is
differentiable at \( (x_0, y_0) \) with Jacobian matrix \( J = \begin{bmatrix} a & -b \\ b & a \end{bmatrix} \). The condition that \( J \) be
of this form is exactly the condition that \( J \) satisfy the matrix equation in the statement
of (a).

For the two equivalences in (b), first suppose that \( f \) is complex differentiable at
every point of an open set. Then (a) shows that \( f \) is real differentiable at every
point of the open set and that the Cauchy–Riemann equations hold in each variable.
Therefore \( f \) is analytic in each variable and by definition is holomorphic on the open
set. Next if \( f \) is holomorphic on the open set, then \( f|_\mathbb{R} \) is \( C^\infty \) by Theorem B.50. Since
$f$ is analytic in each complex variable, the Cauchy–Riemann equations hold in each variable. The matrix equation in (a) follows, and then (a) shows that $f$ is complex differentiable at every point of the open set. Finally if $f \in C^\infty$ and its Jacobian matrix satisfies the equality in (a), then (a) shows that $f$ is complex differentiable at every point of the open set.

5. We have $|z|^2 = (x_1^2 + x_2^2)/(1 - x_3)^2 = (1 - x_3^2)/(1 - x_3) = (1 + x_3)/(1 - x_3)$. Then the formulas for $x_1, x_2, x_3$ are routine.

6. The line through $(0, 0, 1)$ and $(x, y, 0)$ can be parametrized as $t \mapsto (x, y, 0) + t(-(1 - x), 0, 1)$. For the value $t = x_3$, this line passes through the point $(x(1 - x_3), y(1 - x_3), x_3) = (x_1, x_2, x_3)$, and hence the three points in question are collinear.

7. Stereographic projection and the coordinate function of its inverse are manifestly continuous.

8. A plane in $\mathbb{R}^3$ is of the form $a_1x_1 + a_2x_2 + a_3x_3 = a_0$ with $a_1^2 + a_2^2 + a_3^2 = 1$ and $0 \leq a_0$. Suppose it meets $S$. Specializing the equation to $(x_1, x_2, x_3)$ of the form $\varphi^{-1}(z)$ gives

$$a_1(z + \bar{z}) - a_2i(z - \bar{z}) + a_3(|z|^2 - 1) = a_0(|z|^2 + 1)$$

and thus

$$(a_0 - a_3)(x^2 + y^2) - 2a_1x - 2a_2y + a_0 + a_3 = 0,$$

which is trying to be the equation of a circle in the $z$ plane if $a_0 \neq a_3$. However, a little computation shows that the circle degenerates if and only if $(a_0 + a_3)(a_0 - a_3) \leq a_1^2 + a_2^2$, i.e., if and only if $a_1^2 + a_2^2 + a_3^2 \geq a_0^2$. So we must have $a_0 < 1$. In this case we do have a circle in the $z$ plane. In the case that $a_0 = a_3$, we obtain $2a_1x + 2a_2y = a_0 + a_3$, which is the equation of a line in the $z$ plane. Conversely if we have a line or a circle in the $z$ plane, we can choose parameters as above and see that it comes from a the intersection of $S$ with a plane in $\mathbb{R}^3$.

9. By the Cauchy Integral Formula this is $\int_{|z|=1} \frac{\bar{z}}{z} \, dz = e^{i\theta} \bigg|_{z=0} = 1$.

10. For (a), the function $f(z) = \sin(2\pi z)$ is a counterexample.

For (b), by the Identity Theorem, $f(z + 1) = f(z)$ for all $z \in \mathbb{C}$ and $f(iz + i) = f(iz)$ for all $z \in \mathbb{C}$. The latter implies that $f(z + i) = f(z)$ for all $z$. If $M$ denotes the supremum of $f(z)$ for $0 \leq \text{Re} z \leq 1$ and $0 \leq \text{Im} z \leq 1$, then it follows that $|f(z)| \leq M$ everywhere. Liouville’s Theorem implies that $f$ is a constant function.

11. False, false, false, true, as follows:

(a) $f(z) = e^z$ with $z_n = -n$.
(b) $f(z) = e^z$ with $\theta = \pi$.
(c) $f(z) = e^{-z^4}$.
(d) The limit relation forces $f$ to be bounded, Liouville’s Theorem says that $f$ is constant, and the limit relation says that the constant must be zero.
12. Apply Theorem B.11 to the interior point $-1$ with $n = 1$ and $f(z) = e^z$. Then the integral equals $2\pi i f'(-1) = 2\pi i e^{-1}$.

13. The points in question have a limit point at $0$. For $z = 1/n$, we have $n = z^{-1}$, $n - 1 = z^{-1} - 1 = 1/z$. Thus $\frac{1}{n(n-1)} = f(z) = \frac{z^2}{1-z}$ for those values of $z$. By the Identity Theorem, $f(z) = \frac{z^2}{1-z}$ everywhere. But the result is not an entire function. So $f$ does not exist.

14. No. As an even entire function, $f(z)$ satisfies $f(-z) = f(z)$. The power series expansion $\sum a_n z^n$ of $f(z)$ must then have $\sum_n a_n(-z)^n = \sum_n a_n z^n$, and uniqueness of coefficients forces $a_n = 0$ for $n$ odd. Since $f'''(0)$ equals 6 times the coefficient of $z^3$, $f'''(0)$ must be $0$.

15. First solution: For $m = n = 1$, we have $\frac{1}{(z-a)(z-b)} = \frac{1}{a-b} \left( \frac{1}{z-a} - \frac{1}{z-b} \right)$. Only the term with $1/(z-a)$ contributes to the integral, and the result is that $\int_{|z|=1} \frac{dz}{(z-a)(z-b)} = 2\pi i \frac{1}{(a-b)}$. For general $m$ and $n$, we can differentiate this result $m-1$ times in $a$ and $n-1$ times in $b$, using Corollary B.15. We obtain $\int_{|z|=1} \frac{dz}{(z-a)^m(z-b)^n} = 2\pi i \frac{1}{(a-b)^{m-1}(n-1)!/m+n-1}$.

Second solution. Use Theorem B.11 for a function $f(\xi)$ of the form $\frac{1}{(\xi-b)^m}$ and the point $z = a$.

16. For (a), let $f(z) = u(x, y) + iv(x, y)$ and $f(\bar{z}) = u^\#(x, y) + iv^\#(x, y)$ be the decompositions of $f(z)$ and $f(\bar{z})$ into real and imaginary parts, and denote by subscripts 1 and 2 the first partial derivatives of these functions in the first and second variables. The formulas for $u^\#$ and $v^\#$ are $u^\#(x, y) = u(x, -y)$ and $v^\#(x, y) = -v(x, -y)$. Then $u_1^\#(x, y) = u_1(x, -y), u_2^\#(x, y) = -u_2(x, -y), v_1^\#(x, y) = -v_1(x, -y),$ and $v_2^\#(x, y) = v_2(x, -y)$, and the equations $u_1 = v_2$ and $u_2 = -v_1$ imply $u_1^\# = v_2^\#$ and $u_2^\# = -v_1^\#$. Since analytic functions have continuous first partial derivatives, the result follows from Corollary B.2.

For (b), if $f(z)$ has a Taylor series expansion $f(z) = \sum a_n(z - z_0)^n$ about $z_0$, then $g(z)$ near $z_0$ is given by $g(z) = \sum a_n(z - \bar{z}_0)^n$ and hence is analytic near $\bar{z}_0$.

17. Apply Problem 16. The entire functions $f(z)$ and $f(\bar{z})$ are equal on the real axis and hence are equal everywhere, by the Identity Theorem. Also the entire functions $f(z)$ and $f(\bar{z})$ are equal on the imaginary axis and hence are equal everywhere, by the Identity Theorem. Putting these conclusions together gives $f(\bar{z}) = f(-z)$, from which we see that $f(\bar{z}) = f(-z)$ everywhere and $f(z) = f(-z)$ everywhere.

18. Apply Problem 16. The condition for real $z$ says that $f(\bar{z}) = f(z)$ for real $z$ and therefore for all $z$, while the condition for imaginary $z$ says that $f(\bar{z}) = -f(-z)$ for imaginary $z$ and therefore for all $z$. Putting these results together gives $f(z) = -f(-z)$ for all $z$.

19. This would be immediate from Corollary B.42 except that the stated version of the corollary assumes the domain of $F$ to be bounded. Nevertheless, the same proof works: Any line integral $\int y F'(\xi)/F(\xi)\,d\xi$ over a piecewise smooth $C^1$ closed
curve \( y = 0 \) by the Cauchy Integral Theorem, and Corollary B.6 shows that 
\[ F'(z)/F(z) = g'(z) \]
for some analytic function \( g(z) \). Hence 
\[
\frac{d}{dz} (F(z)e^{-g(z)}) = F'(z)e^{-g(z)} + F(z)e^{-g(z)}(-g'(z)) = 0,
\]
and it follows that \( F(z)e^{-g(z)} \) is a constant, say \( c \). Then \( F(z) = ce^{g(z)} \). If we write 
\( c = e^k \) for some constant \( k \), then we obtain \( F(z) = e^{f(z)} \) with \( f(z) = k + g(z) \).

20. For any \( R < 2 \), we have \(|f'(z)| \leq R^{-1}\) for \( |z| = R \) and therefore also for 
\( |z| \leq R \) by the Maximum Modulus Theorem. Consequently \(|f'(z)| \leq \frac{1}{4} \) for \(|z| < 2\.
If \( \gamma \) is a straight line segment from 0 to 1, then \( f(1) - f(0) = \int_{\gamma} f'(z) \, dz \). Taking 
absolute values gives \(|f(1) - f(0)| \leq \max_{\text{image}(\gamma)} |f'(z)| \ell(\gamma) \leq 1/2\).

21. The function \( 1/(zf(z)) \) is analytic for \(|z| < 1\) and has \(|1/(zf(z))| \leq 1\) everywhere and \(1/(\frac{1}{4} f(\frac{1}{4})) = 1\). By the Maximum Modulus Theorem \( 1/(zf(z)) = 1\) everywhere. Thus \( f(z) = 1/z \) everywhere.

22. For any positive integer \( K \), the given estimate implies that \(|f(z)| \leq A(KR)^n\) for 
\(|z| = KR \). Thus we can take \( C = A(KR)^n\) in Cauchy’s estimate (Corollary B.16) and get 
\(|f^{(n)}(0)| \leq A(KR)^n! r^{-n} \) as long as \( r \leq KR \). Thus for \( r = \frac{1}{4}(KR) \), we 
have \(|f^{(n)}(0)| \leq 2^n n! A(KR)^n-n\). Letting \( K \) tend to infinity shows that \( f^{(n)}(0) = 0\) 
éverywhere and \(1/(\frac{1}{4} f(\frac{1}{4})) = 1\). By the Maximum Modulus Theorem \( 1/(zf(z)) = 1\) everywhere. Thus \( f(z) = 1/z \) everywhere.

23. If \( f(z) \) is analytic in a region containing the closed disk of center 0 and 
radius \( r \), then Cauchy’s estimate (Corollary B.16) gives \(|f^{(n)}(0)| \leq K n! r^{-n} \), where 
\( K = \sup_{|z|=r} |f(z)| \). Thus all that is required is that \( Kr^{-n} \leq M^n \), and this happens 
if \( M = r^{-1} \max[1, K] \).

24. (a) Essential singularity, just as with \(-\sin(1/w)\) at \( w = 0\).
(b) Pole of order 1, just as with \( \frac{1}{1-z} \) at \( z = 0 \).
(c) Pole of order 1. Write \( w = z - \pi/4 \), so that \( \sin z = \sin(w + \pi/4) = 
\sin w \cos(\pi/4) + \cos w \cos(\pi/4) = \frac{1}{\sqrt{2}}(\sin w + \cos w) \). Still with \( z = w + \pi/4 \), 
we have \( \cos z = \cos(w + \pi/4) = \cos w \cos(\pi/4) - \sin w \sin(\pi/4) = 
\frac{1}{\sqrt{2}}(\cos w - \sin w) \). Thus \( \sin z - \cos z = \sqrt{2} \sin w \). This has a simple zero at 
\( w = 0 \), and thus \( \sin z - \cos z \) has a simple zero at \( z = \pi/4 \).

25. We investigate the isolated singularity of \( f(z) \) at infinity, i.e., the isolated singularity of 
\( f(1/z) \) at \( z = 0 \). If the singularity is removable, then \( f \) is constant (by 
Liouville’s Theorem) and is not one-one.

If the singularity is essential, then the Weierstrass result (Proposition B.25) shows 
that there exists a sequence \( \{z_n\} \) tending to \( \infty \) with \( w_n = f(z_n) \) tending to \( 0 \). If \( f^{-1} \)
even exists, then \( f^{-1}(w_n) = z_n \), and continuity of \( f^{-1} \) at 0 forces \( f^{-1}(0) = \lim z_n = \infty \), 
so that \( F^{-1} \) has a singularity at 0, contradiction.

So the singularity must be a pole. Then Cauchy’s estimate shows that \( f \) is a 
polynomial, and the Fundamental Theorem of Algebra shows \( f \) has degree at most 
one.
26. For \( j = 1, \ldots, r \), let \( P_j(\frac{1}{z-r_j}) \) be the singular part of \( P(z)/Q(z) \) about \( z = r_j \).

Then \( P(z)/Q(z) - \sum_{j=1}^{k} P_j(\frac{1}{z-r_j}) \) has no pole at any of \( r_1, \ldots, r_k \), and there are no other possibilities for a pole. Hence it is an entire function \( g(z) \). It is also the quotient of polynomials. Its denominator can have no root, and the Fundamental Theorem of Algebra shows that the denominator is constant. Therefore \( g(z) \) is a polynomial.

27. The right side is the sum of the singular parts at each of the poles of \( P(z)/Q(z) \).

Thus the difference of the two sides is an entire function that vanishes at infinity. Hence it is 0.

28. Put \( Q(z) = (z - r_1) \cdots (z - r_n) \), and define \( P(z) = Q(z) \sum_{k=1}^{n} \frac{c_k}{Q'(r_k)(z - r_k)} \).

In view of the previous problem, \( \sum_{k=1}^{n} \frac{P(r_k) - c_k}{Q'(r_k)(z - r_k)} = 0 \). The singular parts at \( r_k \) for the two sides must match, and thus \( P(r_k) = c_k \) for \( 1 \leq k \leq n \).

29. Use Proposition B.34, or argue as follows: We may assume that \( f \) is not the 0 function. Since \( f \) has isolated zeros, we can choose \( r > 0 \) so that \( f(z) \neq 0 \) for \( 0 < |z| \leq r \). Define \( c > 0 \) to be the minimum value of \( |f(z)| \) for \( |z| = r \). For each \( t \) with \( 0 \leq t \leq 1 \), \( |f(z) - t c/2| \neq 0 \) for \( |z| = r \). By the Argument Principle the integral \( \frac{1}{2 \pi i} \int_{|z|=r} \frac{f(z)dz}{f(z)-tc/2} \) is a nonnegative integer that varies continuously with \( t \) for \( 0 \leq t \leq 1 \). It is \( \geq 2 \) for \( t = 0 \), and thus it is \( \geq 2 \) for \( t = 1 \). Then it follows that there are two points \( z \) with \( |z| < r \) such that \( f(z) = c/2 \).

30. Near \( z_0 \), where \( f_j'(z_0) = 0 \), \( f_j'' \) is not one-one. Since \( f_j'(z) = 1 + 2\lambda z \), \( f_j'(z_0) = 0 \) for some \( |z| < 1 \) if \( z_0 = -(2\lambda)^{-1} \) has \( |2\lambda|^{-1} < 1 \), i.e., \( |\lambda| > \frac{1}{2} \). Thus a necessary condition for \( f_j \) to be one-one is that \( |\lambda| \leq \frac{1}{2} \). Conversely we show that the condition \( |\lambda| \leq \frac{1}{2} \) is also sufficient. Arguing by contradiction, suppose \( f_j(z) = f_j(z') \) with \( z \neq z' \). Then \( z + \lambda z^2 = z' + \lambda z'^2 \). So \( (z - z') + \lambda(z - z')(z + z') = 0 \), \( 1 + \lambda(z + z') = 0 \), and \( 2\lambda \frac{1}{2}(z + z') = -1 \). Taking the absolute value of both sides shows that \( 1 = 2|\lambda| \left| \frac{1}{2}z + z' \right| \leq \frac{1}{2} |z + z'| \leq \frac{1}{2} (|z| + |z'|) < \frac{1}{2} (1 + 1) = 1 \), contradiction.

31. The condition on \( f \) implies that \( f'(z) \) is real for all \( z \). By the open mapping property of analytic functions (Corollary B.35), \( f' \) is constant. Thus \( f'(z) = az + b \).

32. Arguing by contradiction, suppose \( f \) is not constant. Let \( \partial \) denote boundary and \((\cdot)^o\) denote interior. Since \( f \) is continuous, \( f(E) \) is compact in \( \mathbb{C} \). Since a nonconstant analytic function is an open mapping, \( f(E^o) \) is open in \( \mathbb{C} \). By continuity, \( \partial(f(E^o)) \subseteq f(\partial E) \subseteq i\mathbb{R} \). Let \( H \) be the open right half plane. Then it follows that \( \partial(f(E^o) \cap H) = \emptyset \), and hence the open set \( f(E^o) \cap H \) is closed in \( H \). Since \( H \) is connected, \( f(E^o) \cap H \) is empty or equals \( H \). It cannot equal \( H \), being contained in the compact set \( f(E) \). Thus \( f(E^o) \cap H \) is empty. Arguing similarly with \( H \) replaced by the open left half plane, we conclude that \( f(E^o) \subseteq i\mathbb{R} \). This shows that \( f(E^o) \) is not open, contradiction.
34. The tangent function has \( \tan z = -i(e^{iz} - e^{-iz})/(e^{iz} + e^{-iz}) \). Solving \( w = -i(e^{iz} - e^{-iz})/(e^{iz} + e^{-iz}) \) for \( z \) in terms of \( w \) yields \( z = \frac{1}{2} \log \left( \frac{-w + i}{w + i} \right) \) for some branch of the logarithm. We readily check that the derivative of this expression with respect to \( w \) is \( 1/(w^2 + 1) \), consistently with the case that \( w \) is a real number in \((-\infty, \infty)\), known from Corollary 1.46b. As with the case of arcsine let us try for the principal branch of the logarithm. Then the argument of the logarithm must not be real and \( \leq 0 \). The exceptional case is that \( \frac{-w + i}{w + i} = r \leq 0 \). If we write \( w = u + iv \), this equation says that \( u + iv = i(1 - r)/(1 + r) \), hence that \( u = 0 \) and \( v = (1 - r)/(1 + r) \). For \( r \leq 0 \), this has \( |v| \geq 1 \). Hence we can use the principal branch \( \log \) as long as we cut out from the plane the pieces of the imaginary axis corresponding to \( |v| \geq 1 \). In other words, the branch of arctangent that we seek is given by arctan \( w = \frac{1}{2} \log \left( \frac{-w + i}{w + i} \right) \) on \( \mathbb{C} - \{ w \mid |\text{Im} \, w| \geq 1 \} \).

35. For (a), set \( a_0 = b_0 = 1 \). For \( n > 0 \), the coefficient of \( z^n \) in the power series expansion of \( f(z)g(z) = 1 \) is

\[
b_n + b_{n-1}a_1 + \cdots + b_1a_{n-1} + 1 = 0.
\]

Thus the desired recursive formula is \( b_n = -b_{n-1}a_1 - \cdots - b_1a_{n-1} - 1 \).

For (b), the series \( \sum_{n=1}^{\infty} a_nz^n \) is absolutely convergent for \( |z| < r_0 \), and therefore \( c(r) = \sum_{n=1}^{\infty} |a_n|r^n \) is finite-valued for \( r < r_0 \). As the sum of a power series, \( c(r) \) is continuous as a function of \( r \). Under the assumption that \( f(z) \) is not a constant function, it is strictly increasing with \( c(0) = 0 \). Thus there exists a positive number \( \rho \) such that \( c(\rho) < 1 \). For any such \( \rho \), \( f(z) \) is nonvanishing for \( |z| < \rho \), and therefore

\[
1 + \sum_{n=1}^{\infty} b_nz^n \text{ is convergent for } |z| < \rho.
\]

36. The given conditions and the Maximum Modulus Theorem imply that the function \( f(z)/z \) is analytic for \( |z| < 1 \) and has for each \( r < 1 \), \( |f(z)/z| \leq \sup_{|z|=r} |f(z)|/r \) whenever \( |z| \leq r \). The condition \( |f(z)| \leq 1 \) implies that \( \sup_{|z|=r} |f(z)| \leq 1 \), and thus \( |f(z)/z| \leq 1 \) for \( |z| < 1 \). Since \( \lim_{z \to 0} f(z)/z = f'(0) \), this inequality forces \( |f'(0)| \leq 1 \).

If equality holds, i.e., if either \( |f(z)| = |z| \) somewhere or \( |f'(0)| = 1 \), then \( |f(z)/z| \) attains its maximum somewhere in the interior of the unit disk, and \( f(z)/z \) must be constant. Thus \( f(z) = cz \). Taking absolute values shows that \( |c| = 1 \).

37. The Maximum Modulus Theorem shows that \( |f(z)| \leq |e^z| \) everywhere for \( |z| \leq 1 \). Schwarz’s Lemma therefore applies to \( e^{-z}f(z) \) on the open unit disk and shows that \( |e^{-z}f(z)| \leq |z| \) for \( |z| < 1 \). Hence \( |f(z)| \leq |z||e^z| \), and \( |f(\log 2)| \leq (\log 2)|e^{\log 2}| = 2 \log 2 \).

38. Arguing by contradiction, suppose that \( \alpha > 1 \). Since \( f \) carries open sets to open sets, \( f^{-1} \) is an analytic function from \( f(D) \) onto \( D \) with \( f^{-1}(0) = 0 \) and \( (f^{-1})'(0) = 1 \). By assumption the domain of \( f^{-1} \) contains \( \{|z| < \alpha\} \). Thus the
domain of the analytic function \( g(z) = f^{-1}(\alpha z) \) contains \( D \), and we have \( g(0) = f^{-1}(0) = 0 \) and \( |g'(z)| \leq 1 \) for \( |z| < 1 \). By Schwarz’s Lemma \( |g'(0)| \leq 1 \). However, direct computation gives \( g'(0) = \alpha(f^{-1})'(0) = \alpha > 1 \), contradiction.

39. From the condition \( |f(e^{i\theta})| \leq M \) for \( 0 \leq \theta \leq 2\pi \) and the Maximum Modulus Theorem, \( |f(z)| \leq M \) for \( |z| \leq 1 \). Since \( f(0) = f'(0) = 0 \), \( z^{-2}f(z) \) is analytic. This function has \( |z^{-2}f(z)| \leq M \) for \( |z| = 1 \). By the Maximum Modulus Theorem, \( |z^{-2}f(z)| \leq M \) for \( |z| \leq 1 \), and \( |f(z)| \leq M|z|^2 \).

40. For (a), the inequality follows by dividing \( |f(z) - g(z)| < |f(z)| \) through by \( |f(z)| \). Then \( |g(z)| < 1 \) for \( z \) in the image of \( \gamma \), and (a) is proved. From (a), it follows that \( 0 \) lies in the unbounded component of the complement of the image of \( \Gamma \), and \( n(\Gamma, 0) = 0 \) by Proposition B.29. For (c), the Argument Principle says precisely that \( n(\Gamma, 0) = \sum j h_j n(\gamma, a_j) - \sum k l n(\gamma, b_i) \). Since the left side is 0, so is the right side.

41. The Argument Principle shows that the integral equals \( 2\pi i \) times the number of zeros of \( g(z) \) inside \( |z| = 1 \). To compute the number of zeros, we can use Rouché’s Theorem. For \( |z| = 1 \), the term \( f(z) = 10z^8 \) has \( |f(z) - g(z)| < |f(z)| \), and both \( f(z) \) and \( g(z) \) are nonvanishing for \( |z| = 1 \). Thus \( f(z) \) and \( g(z) \) have the same number of zeros for \( |z| < 1 \), counting multiplicities. For \( f(z) \), this number is 8, and thus it is \( 8 \) for \( g(z) \) also. Hence the given integral equals \( 16\pi i \).

42. For \( |z| = 1 \), the term \( 4z^5 \) dominates the sum of the others. Thus \( |f(z) - g(z)| < |f(z)| \) for \( |z| = 1 \) if \( f(z) = 4z^5 \). Neither \( f(z) \) nor \( g(z) \) vanishes anywhere with \( |z| = 1 \). The conditions of Rouché’s Theorem are satisfied, and \( f(z) \) and \( g(z) \) have the same number of zeros inside \( |z| = 1 \). Since \( f(z) \) has 5 zeros inside \( |z| = 1 \), counting multiplicities, so does \( g(z) \).

43. When \( |z| = 2 \), the term \( 2z^5 \) dominates the sum of the others in absolute value. Thus \( f(z) = 2z^5 \) and \( g(z) = 2z^5 - 6z^2 + z + 1 \) have \( |f(z) - g(z)| < |f(z)| \) for \( |z| = 2 \). In addition, neither \( f(z) \) nor \( g(z) \) vanishes anywhere for \( |z| = 2 \). The conditions of Rouché’s Theorem are satisfied, and \( f(z) \) and \( g(z) \) have the same number of zeros inside \( |z| = 2 \). Since \( f(z) \) has 5 zeros inside \( |z| = 2 \), counting multiplicities, so does \( g(z) \). For \( |z| = 1 \), we argue similarly, using \( f_1(z) = -6z^2 \). Again we have \( |f_1(z) - g(z)| < |f_1(z)| \) for \( |z| = 1 \) with neither \( f_1 \) nor \( g \) vanishing anywhere for \( |z| = 1 \). Since \( f_1 \) has 2 zeros inside \( |z| = 1 \), so does \( g \). Thus the number of zeros for \( g(z) \) with \( 1 < |z| < 2 \) is \( 5 - 2 = 3 \).

44. Let \( P(z) = z^n + 4z^{n-1} + \cdots + a_0 \) be a polynomial of degree \( n > 0 \), and write \( P(z) = z^n + Q(z) \). Since \( \lim_{|z| \to \infty} Q(z)/|z|^n = 0 \), there exists \( R > 0 \) such that \( |Q(z)/|z|^n| < 1 \) for \( |z| \geq R \). Then \( \lim_{|z| \to R} |z|^{n-1} = 0 \) and \( \lim_{|z| \to R} |P(z)/z^n| = 0 \). Applying Rouché’s Theorem to the standard circle about 0 of radius \( R \) and taking \( f(z) = z^n \) and \( g(z) = P(z) \), we see that \( P(z) \) and \( z^n \) have the same number of zeros, counting multiplicities, inside the circle \( |z| = R \). That is, \( P(z) \) has \( n \) zeros inside the circle.

45. By the residue theorem, \( \int_{|z|=1} \frac{dz}{z^{-1} + \frac{1}{z+i}} = 2\pi i (\operatorname{Res}_{z=i}(\frac{1}{z^{-1} + \frac{1}{z+i}}) + \operatorname{Res}_{z=-i}(\frac{1}{z^{-1} + \frac{1}{z+i}})) = 2\pi i \left( \frac{1}{i} + \frac{1}{-i} \right) = 2\pi i \left( \frac{1}{i} + \frac{1}{-i} \right) = 0 \).
46. The factorization \(2z^2 + 3z - 2 = (2z - 1)(z + 2)\) shows that the only pole inside \(C\) is at \(z = \frac{1}{2}\). The Residue Theorem gives \(\int_C \frac{dz}{2z^2 + 3z - 2} = 2\pi i \text{Res}_{z=\frac{1}{2}} \frac{1}{(2z-1)(z+2)} = 2\pi i \lim_{z \to \frac{1}{2}} \frac{z - \frac{1}{2}}{(2z-1)(z+2)} = 2\pi i \frac{1}{2(\frac{1}{2})} = 2\pi i / 5\). This problem can also be done more directly by using the Cauchy Integral Formula.

47. This integral is of the type of Example 1 in Section B11, and the answer is \(2\pi i\) times the sum of the residues in the open upper half plane. The roots of \(z^4 + 3z^2 + 2\) are \(\pm i\sqrt{2}\) and \(\pm i\). We need to compute the residues at \(i\sqrt{2}\) and \(i\). These are

\[
\text{Res}_{z=i\sqrt{2}} \left( \frac{1}{z^4+3z^2+2} \right) = \lim_{z \to i\sqrt{2}} \frac{1}{(z^4+3z^2+2)(z^2+1)} = \frac{1}{(2i\sqrt{2})(-2+1)} = i/\sqrt{2},
\]

\[
\text{Res}_{z=i} \left( \frac{1}{z^4+3z^2+2} \right) = \lim_{z \to i} \frac{1}{(z^4+3z^2+2)(z^2+1)} = \frac{1}{(2i)(-1+2)} = -i/2.
\]

Thus the integral equals \(2\pi i(i/\sqrt{2} - i/2) = 2\pi(1/2 - \sqrt{2}/4) = \frac{\pi}{2}(2 - \sqrt{2})\).

48. The denominator factors as \((x^2 + x^3 + 1)\), and its roots in the upper half plane are \(3i\) and \(i\). The degree of the denominator is 2 greater than the degree of the numerator. This is of the type of Example 1 in Section B11. Thus the integral equals \(2\pi i\) times the sum of the residues at \(3i\) and \(i\). These residues are respectively

\[
\text{Res}_{z=3i} \left( \frac{1}{z^4+3z^2+2} \right) = \frac{1}{(3i)^4+3(3i)^2+2} = -\frac{1}{48}i\]

and

\[
\text{Res}_{z=i} \left( \frac{1}{z^4+3z^2+2} \right) = \frac{1}{(i)^4+3(i)^2+2} = \frac{1}{4}.
\]

The integral is \(2\pi i\) times the sum of these two complex numbers, namely \(5\pi/12\).

49. This is similar to Examples 2 and 3 in Section B11, and the qualitative conclusion there applies here. The polynomial \(z^2 - 2z + 2\) has roots \(1 \pm i\sqrt{2}\), with \(z = 1 + i\sqrt{2}\) as the only root in the upper half plane. The results of those examples show that the integral equals \(\text{Im}(\text{Res}_{z=1+i\sqrt{2}} \left( \frac{1}{z^4+3z^2+2} \right)) = \text{Im} \left( \frac{(1+i\sqrt{2})}{(z-1-i\sqrt{2})} \right) \). Thus

\[
\text{Res}_{z=1+i\sqrt{2}} \left( \frac{1}{z^4+3z^2+2} \right) = \frac{1}{(1+i\sqrt{2})(1-i\sqrt{2})} = \frac{1}{2\sqrt{2}}
\]

50. This is \(\frac{1}{\sqrt{2}} \int_0^{\pi} \frac{d\theta}{a + b \cos \theta}\), which is of the form in Example 5 in Section B11. If \(C\) denotes the standard unit circle, the substitution \(z = e^{i\theta}\) and \(dz = i z e^{i\theta}\), in which \(dz = \frac{-i dz}{z}\), changes it into \(-i/2 \int_C \frac{dz}{z(a + \frac{1}{b}(z+z^{-1}))} = -i/2 \int_C \frac{2dz}{bz^2 + 2az + b}\). The roots of the denominator in the integrand are \(z = \frac{-a \pm \sqrt{a^2 - b^2}}{b}\), and the one and only root in the unit disk is \(\frac{-a + \sqrt{a^2 - b^2}}{b}\). Thus

\[
\int_0^{\pi} \frac{dx}{a + b \cos x} = -i(2\pi i) \text{Res}_{z=b^{-1}(-a + \sqrt{a^2 - b^2})} \left( \frac{1}{bz^2 + 2az + b} \right) = 2\pi \left( \frac{1}{b(z-b^{-1}(-a - \sqrt{a^2 - b^2}))} \right)_{z=b^{-1}(-a + \sqrt{a^2 - b^2})} = 2\pi \frac{1}{2\sqrt{a^2 - b^2}} = \frac{\pi}{\sqrt{a^2 - b^2}}
\]
51. (a) \( \frac{1}{z} = -(1 + z + z^2 + z^3 + \ldots) \). So \( f(z) = -\frac{1}{z} - \sum_{n=0}^{\infty} z^n \).

(b) \( \frac{1}{z^2} = z^{-1} \frac{1}{1 - \frac{1}{z}} = -z^{-1} \frac{1}{1 - \frac{1}{z}} = z^{-1}(1 + z^{-1} + z^{-2} + z^{-3} + \ldots). \) So \( f(z) = \sum_{n=2}^{\infty} z^{-n} \).

52. For (a), there are three such expansions, valid in the disk \( |z| < 1 \), the annulus \( 1 < |z| < 3 \), and the annulus \( 3 < |z| \).

For (b) we treat the expansion in the annulus \( |z| < 1 \), writing \( \frac{1}{z^2} = 1 + z^2 + z^4 + \ldots \) and \( \frac{1}{z} = \frac{1}{2}(1 + \frac{3}{2} + \frac{5}{2} + \ldots) \). Then the series has

\[
c_k = \begin{cases} 
0 & \text{for } n < 0, \\
3^{-(n+1)} & \text{for } n > 0 \text{ and odd}, \\
1 + 3^{-(n+1)} & \text{for } n \geq 0 \text{ and even}.
\end{cases}
\]

53. The function

\[
\frac{\hat{z}}{e^{\hat{z}} - 1} - 1 + \frac{1}{2} \hat{z} = \frac{z^{-1}e^{z} + \frac{1}{2}z^{2}e^{z} - \frac{1}{2}z}{e^{z} - 1} = \frac{z^{-1}e^{z} + \frac{1}{2}z^{2}e^{z}}{e^{z} - 1} = \frac{1}{2}z(e^{\frac{1}{2}\hat{z}} - e^{-\frac{1}{2}\hat{z}}) + \frac{1}{2} \hat{z} e^{\frac{1}{2}\hat{z}}
\]

is the quotient of two odd functions and hence it is an even function. Also it is analytic is a disk about 0. Therefore \( \frac{\hat{z}}{e^{\hat{z}} - 1} - 1 + \frac{1}{2} \hat{z} = \sum_{n=0}^{\infty} b_n \hat{z}^{2n} \), and the result follows if we set \( b_k = (-1)^{k-1} \frac{B_k}{(2k)!} \).

54. The solution of Problem 53 shows that \( \frac{1}{2\hat{z}} = \frac{1}{e^{\hat{z}} - 1} \) and hence \( \frac{\hat{z}}{e^{\hat{z}} - 1} + \frac{1}{2} \hat{z} = \frac{1}{2} \hat{z} \cot(\hat{z}/2) \) and hence \( \hat{z} \cot \hat{z} = \frac{2\hat{z}}{e^{\hat{z}} - 1} + i \hat{z} \). From the result of Problem 53,

\[
\frac{2\hat{z}}{e^{\hat{z}} - 1} = 2\hat{z}\left(\frac{1}{2\hat{z}} - \frac{1}{2} + \sum_{k=1}^{\infty} (-1)^{k-1} \frac{B_k}{(2k)!}(2i\hat{z})^{2k-1}\right) = 1 - i\hat{z} + \sum_{k=1}^{\infty} (-1)^{k-1} \frac{B_k}{(2k)!}(2i\hat{z})^{2k}
\]

and

\[
\hat{z} \cot \hat{z} = 1 - \sum_{k=1}^{\infty} \frac{B_k}{(2k)!}(2\hat{z})^{2k}.
\]

The desired Laurent series is therefore

\[
\hat{z} \cot \hat{z} = \frac{2}{e^{\hat{z}} - 1} + \hat{z} = \frac{1}{\hat{z}} - \sum_{k=1}^{\infty} \frac{B_k(2\hat{z})^{2k-1}}{(2k)!} \hat{z}^{2k-1}.
\]

55. The function \( f(z) \) is continuous on each compact subset of \( U \) by Proposition 2.21. Hence \( f(z) \) is continuous on \( U \). Fix attention on an open disk \( D \) in \( U \). If \( \gamma \) is any piecewise \( C^1 \) closed curve in \( D \), then \( \int_{\gamma} f_\gamma(z) \, dz = 0 \) by the Cauchy Integral Theorem. Since the image of \( \gamma \) is compact and the convergence of integrands is uniform on compact sets, we can pass to the limit by Theorem 1.31 and obtain \( \int_{\gamma} f(z) \, dz = 0 \). Since \( f(z) \) is known to be continuous, Morera’s Theorem shows that \( f(z) \) is analytic in \( D \). Since \( D \) is an arbitrary open disk in \( U \), \( f(z) \) is analytic in \( U \).
56. Let $K \subseteq U$ be compact, and let $d$ be the distance from $K$ to $U^c$, i.e., the positive minimum of the distance from $x$ to $U^c$ for $x$ in the compact set $K$. Let $K'$ be the larger compact set $\{z \in U \mid$ distance from $z$ to $K$ is $\leq \frac{1}{2}d\}$. By assumption $\lim_n f_n(z) = 0$ uniformly for $z \in K'$. Let $\epsilon > 0$ be given, and choose $N$ so that $n \geq N$ implies $|f_n(\xi)| \leq \epsilon$ for all $\xi \in K'$. If $z$ is in $K$, let $\gamma$ be a standard circle of radius $\frac{1}{2}d$ about $z$. The complex derivative $f'_n(z)$ is given by $f'_n(z) = (2\pi i)^{-1} \int_{\gamma} \frac{f_n(\xi)}{(\xi-z)^2} \, d\xi$, according to Theorem B.11. Since $\gamma$ has radius $\frac{1}{2}d$, each point $\xi$ in the integration lies in $K'$. Thus $n \geq N$ implies $|f'_n(z)| \leq \frac{1}{2\pi} \frac{\epsilon}{(\frac{1}{2}d)^2} = 2\epsilon/d$, and $\{f'_n(z)\}$ indeed tends uniformly to 0 for $z \in K$.

57. Arguing by contradiction, suppose that $f$ is not identically 0 and that $f(z_0) = 0$. Choose $r > 0$ small enough so that $|z - z_0| \leq r$ is contained in $U$ and so that $f$ vanishes for $|z - z_0| \leq r$ only when $z = z_0$. Let $\gamma$ be the standard circle about $z_0$ of radius $r$. For each $n, \frac{1}{2\pi i} \int_{\gamma} \frac{f_n(\xi)}{f_n(\xi)} \, d\xi = 0$ by the Argument Principle, since each $f_n$ is nowhere vanishing. Since $\{f_n(z)\}$ converges uniformly to $f(z)$ on the compact set $\text{image}(\gamma)$ and since $f(z)$ is nowhere 0 on $\text{image}(\gamma)$, $\{1/f_n(z)\}$ converges to $1/f(z)$ uniformly on $\text{image}(\gamma)$. Also Problem 56 shows that $\{f'_n(z)\}$ converges uniformly to $f'(z)$ on $\text{image}(\gamma)$. Thus $\left\{\frac{f'_n(z)}{f_n(z)}\right\}$ converges uniformly to $\frac{f'(z)}{f(z)}$, and

$$\lim_n \frac{1}{2\pi i} \int_{\gamma} \frac{f'_n(\xi)}{f_n(\xi)} \, d\xi = \frac{1}{2\pi i} \int_{\gamma} \frac{f'(\xi)}{f(\xi)} \, d\xi.$$ 

We have seen that the left side is 0, and the right side is positive by the Argument Principle, since $f(z_0)$ has been assumed to be 0. This contradiction shows that $f(z)$ is indeed either nowhere 0 or identically 0.

58. Let $K \subseteq U$ be compact, and let $d$ be the distance from $K$ to $U^c$, i.e., the positive minimum of the distance from $x$ to $U^c$ for $x$ in the compact set $K$. Let $K'$ be the larger compact set $\{z \in U \mid$ distance from $z$ to $K$ is $\leq \frac{1}{2}d\}$. By assumption there is some constant $c_K$ such that $|f(z)| \leq c_K$ for all $z \in K'$. If $z$ is in $K$, let $\gamma$ be a standard circle of radius $\frac{1}{2}d$ about $z$. For $f$ in $E$, the complex derivative $f'(z)$ is given by $f'(z) = (2\pi i)^{-1} \int_{\gamma} \frac{f(\xi)}{(\xi-z)^2} \, d\xi$, according to Theorem B.11. Since $\gamma$ has radius $\frac{1}{2}d$, each point $\xi$ in the integration lies in $K'$. Thus $|f'(z)| \leq \frac{1}{2\pi} \frac{c_K}{(\frac{1}{2}d)^2} 2\pi(\frac{1}{2}d) = 2c_K/d$, and the derivative $f'(z)$ of each member $f(z)$ of $E$ is bounded by $2c_K/d$ for $z \in K$.

59.
(a) $K'$ is certainly bounded, and it is closed by Proposition 2.16. Hence it is compact. If $z_0$ is in $K$ and $|z - z_0| \leq r$, then $z'$ is in $K'$ and hence is in $U$.
(b) From

$$f(z) - f(z_0) = \frac{1}{2\pi i} \int_{|\xi - z_0|=r} \left(\frac{1}{\xi - z} - \frac{1}{\xi - z'}\right) f(\xi) \, d\xi = \frac{z - z'}{2\pi i} \int_{|\xi - z_0|=r} \frac{f(\xi) \, d\xi}{(\xi - z)(\xi - z')},$$

we obtain $|f(z) - f(z')| \leq \frac{1}{2\pi} |z' - z| 2\pi r \frac{M}{(r/2)(r/2)} = (4M/r)|z - z'|$. 


Appendix B

(c) We can apply (b) with \( z_0 = z' = z_1 \) and \( z = z_2 \) because \( |z - z'| = |z_2 - z_1| \leq \delta \leq r/2 \). Then we obtain \( |f(z_1) - f(z_2)| \leq 4M|z_2 - z_1|/r \leq 4M\delta/r \leq 4M(\epsilon r/4M) = \epsilon \).

60. We shall combine Ascoli’s Theorem with a diagonal process. We can choose an increasing sequence \( \{K_n\} \) of compact sets with union \( U \) such that \( K_n \) is contained in the interior of \( K_{n+1} \) for each \( n \); namely for each \( n \), we let \( K_n \) be the intersection of the closed disk of radius \( n \) about 0 with the set of points at distance \( \geq 1/n \) from \( U^c \). Let a sequence \( \{f_k\} \) of members of \( E \) be given. Problem 59 shows that \( \{f_k\} \) is uniformly equicontinuous on \( K_1 \), and \( \{f_k\} \) is by assumption uniformly bounded on \( K_1 \). By Ascoli’s Theorem it has a subsequence that is uniformly convergent on \( K_1 \). Repeating this process with \( K_2 \), we can find a further subsequence that is uniformly convergent on \( K_2 \) as well. Continuing in this way, we can find successive subsequences that are uniformly convergent on \( K_n \) for each \( n \). Then the sequence whose \( n \)th term is the \( n \)th member of the \( n \)th subsequence converges uniformly on each \( K_n \). This subsequence in fact converges uniformly on every compact subset of \( U \) because each compact subset of \( U \) lies in some \( K_n \). Indeed, the construction was arranged so that the interiors of the \( K_n \)’s form an open cover of \( U \), hence of any given compact subset \( K \) of \( U \); a finite subcover suffices to cover \( K \), and since the \( K_n \)’s are nested, one single such interior covers \( K \).

65. Conclusion (a) is a routine computation. For the first part of (b), take \( L(z) = \bar{z} = \frac{z_2 - z_1}{z_3 - z_2} \).

66. \( ST^{-1} \) carries \( Tz_2, Tz_3, Tz_4 \) into \( (1, 0, \infty) \). Then

\[
(Tz_1, Tz_2, Tz_3, Tz_4) = (ST^{-1})(Tz_1) = Sz_1 = (z_1, z_2, z_3, z_4).
\]

67. For (a), we compute \( \text{Im} \left( \frac{az + b}{cz + d} \right) = \text{Im}((az + b)(c\bar{z} + d)) = \text{Im}(azd + bc\bar{z}) = (ad - bc)\text{Im} z \).

For (b) let the transformation be given by the complex matrix \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \). This transformation carries \( \mathbb{R} \cup \{\infty\} \) into \( \mathbb{R} \cup \{\infty\} \), sending \( 0 \) to \( b/d \) and \( \infty \) to \( a/c \). Also the real derivative with respect to \( r \) of \( r \mapsto \frac{ar + b}{cr + d} \) which is \( \frac{ad - bc}{(cr + d)^2} \), has to be real for real \( r \). Therefore the polynomial function \( r \mapsto (ad - bc)^{-1}(c^2 r^2 + 2cdr + d^2) \), which is the reciprocal of the derivative, has real coefficients.

Suppose for the moment that \( d \neq 0 \). Adjusting the given matrix by a scalar, we may assume that \( d > 0 \). Then \( (ad - bc)^{-1}d \) real implies \( ad - bc \) real, \( (ad - bc)^{-1}2cd \) real implies \( c \) real, \( b/d \) real implies \( b \) real, and \( ad - bc \) real implies \( a \) real. Also the computation in (a) shows that \( ad - bc > 0 \). This completes the argument when \( d \neq 0 \).

Now suppose that \( d = 0 \). Adjusting the given matrix by a scalar, we may assume that \( c > 0 \). Then \( (ad - bc)^{-1}c^2 \) real implies \( -bc \) real and therefore also \( b \) real. Also \( a/c \) real implies \( a \) real. Again the computation in (a) shows that \( ad - bc > 0 \). This completes the argument when \( d = 0 \).
68. This problem can be reduced to Problem 67 by making use of the unique linear fractional transformation that sends 0, −1, 1 into i, 0, ∞ in this order, namely 
\( z \mapsto \frac{z+i}{z-i} \), verifying that it carries the unit disk onto the upper half plane.

71. For the last part of (b), the property of being \( C^\infty \) in a region \( U \) is local, and it holds in any open set where the harmonic function is the real part of an analytic function. Every point of \( U \) has a filled disk about it that lies in \( U \) that satisfies this condition, and hence the harmonic function is \( C^\infty \) everywhere.

72. The idea is that although \( v \) is unknown, its first partial derivatives are known because of the Cauchy–Riemann equations. Therefore the first partial derivatives are known for the unknown analytic function \( F(z) \) whose real part is \( u(x, y) \). Write \( u_1 \) for \( \frac{\partial u}{\partial x} \) and \( u_2 \) for \( \frac{\partial u}{\partial y} \). Along any horizontal segment that lies in \( U \), we must have

\[ F(x_2, y) - F(x_1, y) = \int_{x_1}^{x_2} (u_1 - iu_2)(s, y) \, ds, \]

and along any vertical segment that lies in \( U \), we must have

\[ F(x, y_2) - F(x, y_1) = \int_{y_1}^{y_2} (u_2 - iu_1)(x, t) \, dt. \]

Fix the base point \( z_0 = (x_0, y_0) \), define \( F(z_0) = u(x_0, y_0) \), and let \( \sigma \) be any polygonal path from \( z_0 \) to \( z \) in \( U \) with sides parallel to the axes, and define \( F \) along \( \sigma \) one segment at a time, using one or the other of the above two formulas. The main step is to prove that \( F(z) \) is well defined. Once this step is done, we find as in the proof of Theorem B.40 that \( F \) is continuous and has \( \frac{\partial F}{\partial x} = u_1 - iu_2 \) and \( \frac{\partial F}{\partial y} = u_2 - iu_1. \) These partial derivatives are continuous and satisfy \( \frac{\partial F}{\partial x} = -i \frac{\partial F}{\partial y} \). By Corollary B.2, \( F \) has a complex derivative at each point and is therefore analytic. (The value of the complex derivative is \( f(z) = \frac{\partial F}{\partial x} = u_1 - iu_2 \).) The real part of \( F \) has first partial derivatives \( u_1 \) and \( u_2 \) and therefore equals \( u \) except for an additive constant. The imaginary part of \( F \) is a well defined conjugate harmonic function throughout \( U \).

Thus we are to prove that \( F(z) \) is well defined. The combinatorial part of the proof of Theorem B.40 works without change: We take two polygonal paths \( \sigma_1 \) and \( \sigma_2 \) in \( U \) from \( z_0 \) to \( z \) with sides parallel to the axes and work with \( \gamma = \sigma_1 - \sigma_2 \). We are then able to show that \( \gamma \) has a decomposition

\[ \gamma = \sum_i n(\gamma, a_i) \partial R_i. \]

Using that \( U \) is simply connected, we argue exactly as in the last paragraph of the proof of Theorem B.40 to show that the interior of each \( R_i \) for which \( n(\gamma, a_i) \neq 0 \) lies completely in \( U \). From this fact we can see as follows that \( \int_{\partial R_i} f(z) \, dz = 0 \), where \( f(z) = \frac{\partial F}{\partial x} = u_1 - iu_2 \); we simply write out \( \int_{\partial R_i} f(z) \, dz \) as the sum of the complex line integrals over each side and proceed as in the solution to Problem 3. The equality \( \int_{\partial R_i} f(z) \, dz = 0 \) follows. Summing over \( i \) the product of \( n(\gamma, a_i) \) by this equality, we obtain \( \int_{\gamma} f(z) \, dz = 0 \). Thus \( \int_{\sigma_1} f(z) \, dz = \int_{\sigma_2} f(z) \, dz \), and \( F(z) \) is well defined.
73. Problem 71b shows that \( u \) has a conjugate harmonic function \( v \) defined on \( \mathbb{R}^2 \). Then \((u + iv) \circ A \) is analytic as the composition of two analytic functions, and its real part, namely \( u \circ A \), is harmonic.

74. Since \( U \) is assumed connected, the image of \( U \) is connected. Let \( u(x_0, y_0) = c \), and let \( D \) be an open disk about \((x_0, y_0)\) lying in \( D \). On \( D \), \( u \) is the real part of an analytic function \( f \), by Problem 71b. If \( f(z) \) is not constant on \( D \), then \( f(z) \) is an open mapping, by Corollary B.35. The intersection of \( f(D) \) with the real axis is therefore an open subset of \( \mathbb{R} \) containing \( c \).

75. If \( u \) has a local maximum at \((x_0, y_0)\), then on some open disk \( D \) about \((x_0, y_0)\), \( u \) has an absolute maximum at \((x_0, y_0)\). By the previous problem, \( u \) is constant on \( D \). Thus the interior \( E \) of the subset of \( U \) where \( u(x, y) = c \) is nonempty, as well as open. Let \((x_0, y_0)\) be a limit point of \( E \) in \( U \), and choose an open disk \( D' \) about \((x_0, y_0)\) that lies in \( U \). Since \((x_0, y_0)\) is a limit point of \( E \), there exists a member \((x_1, y_1)\) of \( E \) in \( D' \). Since \((x_1, y_1)\) is in the open set \( E \), there is a disk \( D'' \) about \((x_1, y_1)\) contained in \( E \) and \( D' \). On this disk, \( u(x, y) = c \). Thus the analytic function on \( D' \) of which \( u \) is the real part is constant on \( D'' \) and necessarily also on \( D' \). In other words, \((x_0, y_0)\) is in \( E \), and \( E \) is closed within \( U \). Since \( U \) is connected, \( E = U \).

76. By Problem 71b, \( u(x, y) \) is the real part of an analytic function \( f(z) \) on all of \( \mathbb{C} \). Then \( e^{-f(z)} \) is an entire function that takes values in the unit disk. By Liouville’s Theorem, \( e^{-f(z)} \) is constant. Therefore \( f(z) \) is constant, and so is its real part \( u(x, y) \).

77. Problem 71b shows that \( u(x, y) \) is the real part of an analytic function \( f(z) \) for \( |z| < 1 \). For \( r < 1 \), the Cauchy Integral Formula gives

\[
\int_{|z|=r} f(z) dz = \frac{1}{2\pi i} \int_{|z|>r} f(z) dz = \frac{1}{2\pi} \int_0^{2\pi} f(re^{i\theta})i r e^{i\theta} d\theta = \frac{1}{2\pi} \int_0^{2\pi} (u(re^{i\theta}, r \sin \theta) + iv(re^{i\theta}, r \sin \theta)) d\theta.
\]

Taking the real part of both sides gives

\[
\int_{|z|=r} f(z) dz = \frac{1}{2\pi} \int_0^{2\pi} u(re^{i\theta}, r \sin \theta) d\theta.
\]

We apply the operation \( \lim_{r \to 1} \) to both sides. Since \( u \) is continuous as a function of two variables, the convergence of \( u(re^{i\theta}, r \sin \theta) \) to \( u(\cos \theta, \sin \theta) \) is uniform in \( \theta \). Thus we can put the limit \( \lim_{r \to 1} \) under the integral sign and obtain

\[
u(0, 0) = \frac{1}{2\pi} \int_0^{2\pi} u(\cos \theta, \sin \theta) d\theta \]

as required.

78. In (a), the matrix equation follows by applying the matrix equation of Problem 4a to each component function \( f_k \) and lining up the results.

In (b), the \((k, \ell)\)th entry of \( J_C \) is \( \frac{\partial f}{\partial x_{i}} + i \frac{\partial f}{\partial y_{j}} \). This equals \( \frac{\partial f_k}{\partial x_{i}} + i \frac{\partial f_k}{\partial y_{j}} \), which is the sum of the \((k, \ell)\)th entry of \( J \) and \( i \) times the \((k + m, \ell)\)th entry. Thus in block form the first column of \( J \) is \( \begin{pmatrix} \Re J_C & \Im J_C \end{pmatrix} \). If we write \( J = \begin{pmatrix} \Re J_C & \gamma \end{pmatrix} \), apply (a), and multiply out the block matrices, we find that \( \gamma = -\Im J_C \) and \( \delta = \Re J_C \).

79. This is a matter of combining Problems 4 and 79 with the chain rule (Theorem 3.10) in the real-variable theory. The functions \( f_R \) and \( g_R \) are \( C^\infty \) by Problem 4, and \( (g \circ f)_R = g_R \circ f_R \) from the definitions. Since \( g_R \circ f_R \) is \( C^\infty \) with Jacobian matrix
the product of the Jacobian matrices for \( g_R \) and \( f_R \), \((g \circ f)_R\) is \( C^\infty \), and we have a formula for its Jacobian matrix. Applying Problem 78, we see that the Jacobian matrix of \( g \circ f \) satisfies the equation in Problem 78a. Then it follows from Problem 4 that each entry of \( g \circ f \) is holomorphic; by definition \( g \circ f \) is holomorphic. Combining the formula for \((g \circ f)_R\) with Problem 78b, we see that the complex Jacobian matrix of \( g \circ f \) is the product of the complex Jacobian matrices.

80. Statement: Suppose that \( f \) is a holomorphic function from an open set \( E \) of \( \mathbb{C}^n \) into \( \mathbb{C}^n \), and suppose that the complex derivative of \( f \) is invertible for some \( a \) in \( E \). Put \( b = f(a) \). Then

(a) there exist open sets \( U \subseteq E \subseteq \mathbb{C}^n \) and \( V \subseteq \mathbb{C}^n \) such that \( a \) is in \( U \), \( b \) is in \( V \), \( f \) is one-one from \( U \) onto \( V \), and

(b) the inverse function \( g : V \to U \) is holomorphic.

Consequently, the complex Jacobian matrix of \( g \) at \( f(z) \) is the inverse of the complex Jacobian matrix of \( f \) at \( z \) for \( z \in U \).

The proof consists in reducing matters to Theorem 3.17 by using Problems 4, 78, and 79.

81. The statement is just the analog of Theorem 3.16 with complex variables replacing real variables. The proof comes by imitating the proof that Theorem 3.17 implies Theorem 3.16.
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\begin{itemize}
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\item $Q(D)$, 422
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\item $Q_p$, 134
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\item $\mathbb{R}^*$, 6, 86
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\item $S_N(f; x)$, 63, 373
\item $\sin$, 47, 640
\item $\sup$, 2, 5
\item $S''$, 127, 364
\item $S(P, \{t_i\}, f)$, 39
\item $S(P, \{t_R\}, f)$, 165
\item $S$, 423
\item $S(\mathbb{R}^n)$, 423
\item $\text{Tr} X$, 150
\item $T$, 491
\item $T^*$, 504
\item $u_j$, 616
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\item $V(f)$, 393
\item $V^*(f)$, $V^-(f)$, 385
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<thead>
<tr>
<th>Symbol</th>
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</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>\alpha</td>
</tr>
<tr>
<td>$\Gamma(s)$</td>
<td>361</td>
</tr>
<tr>
<td>$\Delta$, $\Delta x_i$</td>
<td>214, 430, 27</td>
</tr>
<tr>
<td>$\zeta(s)$, $\zeta$</td>
<td>428, 591</td>
</tr>
<tr>
<td>$\lambda_f$</td>
<td>388</td>
</tr>
<tr>
<td>$\mu^s, \mu_*$</td>
<td>290, 291</td>
</tr>
<tr>
<td>$\mu_f$</td>
<td>388</td>
</tr>
<tr>
<td>$\mu(P)$, $\mu_r$</td>
<td>27, 163, 186</td>
</tr>
<tr>
<td>$[d \mu]$, $v = f d \mu$</td>
<td>284, 288</td>
</tr>
<tr>
<td>$\sigma_n, \sigma_r$</td>
<td>54</td>
</tr>
<tr>
<td>$\tau_s$</td>
<td>341</td>
</tr>
<tr>
<td>$\varphi_r$</td>
<td>350</td>
</tr>
<tr>
<td>$\Omega$, $\Omega_N$</td>
<td>330, 364</td>
</tr>
</tbody>
</table>
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- $E^\gamma$, 303
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## Intervals
- $(a, b)$, 3
- $[a, b]$, 3
- $[a, b)$, 3
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- $\| \cdot \|_2$, 75, 315
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- $\| \cdot \|$, 91, 137, 315, 563, 571, 573
- $| \cdot |_p$, 134
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\left[ \frac{\partial f}{\partial x_j} \right], 141
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(X, A, \mu), 274

(D, \leq), 514

\{x_\alpha\}, 514
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[z^{n+1}], 666

(z_1, z_2, z_3, z_4), 712
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</tr>
<tr>
<td>Ascoli’s theorem,</td>
<td>22, 122, 264, 711</td>
</tr>
<tr>
<td>associated Stieltjes measure,</td>
<td>382</td>
</tr>
<tr>
<td>Axiom of Choice,</td>
<td>607</td>
</tr>
<tr>
<td>axiom of countability,</td>
<td>499</td>
</tr>
<tr>
<td>Baire Category Theorem,</td>
<td>119, 122, 530</td>
</tr>
<tr>
<td>Baire function,</td>
<td>554</td>
</tr>
<tr>
<td>Baire measurable function,</td>
<td>554</td>
</tr>
<tr>
<td>Baire measure,</td>
<td>555</td>
</tr>
<tr>
<td>Baire set,</td>
<td>553</td>
</tr>
<tr>
<td>ball, open,</td>
<td>84</td>
</tr>
<tr>
<td>Banach limit,</td>
<td>600</td>
</tr>
<tr>
<td>Banach space,</td>
<td>571</td>
</tr>
<tr>
<td>quotient,</td>
<td>599</td>
</tr>
<tr>
<td>reflexive,</td>
<td>591</td>
</tr>
<tr>
<td>Banach–Steinhaus Theorem,</td>
<td>593</td>
</tr>
<tr>
<td>base</td>
<td></td>
</tr>
<tr>
<td>countable local,</td>
<td>499</td>
</tr>
<tr>
<td>for metric space,</td>
<td>107</td>
</tr>
<tr>
<td>for topology,</td>
<td>495</td>
</tr>
<tr>
<td>local,</td>
<td>499</td>
</tr>
<tr>
<td>basis</td>
<td></td>
</tr>
<tr>
<td>of vector space,</td>
<td>623</td>
</tr>
<tr>
<td>standard,</td>
<td>616</td>
</tr>
<tr>
<td>Bernoulli numbers,</td>
<td>710</td>
</tr>
<tr>
<td>Bessel function,</td>
<td>260, 265</td>
</tr>
<tr>
<td>Bessel’s equation,</td>
<td>259</td>
</tr>
<tr>
<td>Bessel’s inequality,</td>
<td>67, 373, 581</td>
</tr>
<tr>
<td>binomial coefficient,</td>
<td>xxv</td>
</tr>
<tr>
<td>binomial series,</td>
<td>53, 56, 665</td>
</tr>
<tr>
<td>Bochner almost periodic,</td>
<td>132</td>
</tr>
<tr>
<td>Bochner’s Theorem,</td>
<td>444</td>
</tr>
</tbody>
</table>
Bohr almost periodic, 132
Bolzano–Weierstrass property, 109, 110
Bolzano–Weierstrass Theorem, 9, 109
Borel complex measure, regular, 563
Borel function, 335, 354, 356, 553
Borel measurable, 275, 335
Borel measurable function, 553
Borel measure, 337, 354, 356, 539
bound
  greatest lower, 3
  least upper, 2
  lower, 3
  upper, 2
boundary cycle, 694
bounded, 527
bounded additive set function, 458
bounded, essentially, 316
bounded function, 88
bounded interval, 3
bounded linear operator, 319, 573
bounded operator, 319
bounded pointwise, 22, 122, 527
bounded set, 3, 539
bounded uniformly, 22, 122, 527
bounded variation, 384, 393
branch, 661
  of logarithm, 660
  of $n^{th}$ root, 661
$C^k$ function, 143
$C^\infty$ function, 143
canonical expansion of simple function, 277
canonical extension of measure, 297
canonical map, 591
Cantor, 629
Cantor diagonal process, 24, 510
Cantor function, 382
Cantor measure, 392, 569
Cantor set, 119, 328, 381, 569
  standard, 119
cardinal number, 627
cardinality, 627
Cartesian product, 606, 607
catenary, 215
Cauchy criterion, 10
uniform, 18
Cauchy Integral Formula
  application, 652, 658
  general form for disk, 665
  global form, 688
  local form, 648
Cauchy Integral Theorem, 416
  application, 649, 665, 671, 675, 688, 689, 696
  global form, 685
  homology form, 694
  local form, 645
  statement, 641
Cauchy principal value, 679
Cauchy sequence, 9, 113
  uniformly, 18
Cauchy–Peano Existence Theorem, 264
Cauchy–Riemann equations, 417, 436, 470, 634, 635
Cauchy–Schwarz inequality, 614
Cauchy’s estimate, 653
center, 702
Cesàro summable, 54
Cesàro sums, 54, 409
chain, 623
  equality, 204
  piecewise $C^1$, 641, 682
  chain rule, 145
change-of-variables formula, 37, 173, 358
character multiplicative, 445
characteristic function, 173, 277
characteristic polynomial, 243, 249
Chebyshev’s inequality, 389
circle, 633
  standard, 638
  unit, 633
class, 605
  equivalence, 614
  class $C^k$, 143
class $C^\infty$, 143
closed curve, 199
  simple, 199
closed disk, 633
closed geometric rectangle, 162
Closed Graph Theorem, 598
closed interval, 3, 6
closed map, 531
closed polydisk, 702
closed polygon, 207
closed rectangle, 162
closed set, 3, 93, 491
closed subspace, 103
closed unit disk, 128
closed vector subspace, 105
closure, 94, 491
cofactors, 618
cofinal, 517
collection, 605
compact metric space, 109
compact set, 109, 502
compact topological space, 502
compactification, one-point, 505
complement, 605
complete metric space, 114
completely additive set function, 270
\(\sigma\)-finite, 273
completeness of \(L^p\), 321, 453
completion of measure space, 298, 328
completion of metric space, 129, 134
complex conjugation, 613
complex derivative, 633, 649, 705
complex differentiable, 705, 713
complex Euclidean space, 86
complex Jacobian matrix, 705, 713
complex line integral, 637
formula, 638
of a complex derivative, 639
complex measure, regular Borel, 563
component, 532
connected, 118
component rectangles, 163
components of a function, 140
composition, 608
conditional expectation, 487
conjugate harmonic function, 712
conjugate Poisson integral, 436
conjugate Poisson kernel, 436
conjugation, complex, 613
connected, 531
locally, 132
locally pathwise, 132
connected component, 118, 532
connected metric space, 116
connected set, 116
conservative vector field, 201
constant coefficients, 243, 246
constant loop, 692
content 0, 168
continuity
at a point, 96
uniform, 112
continuous derivative on a closed interval, 611
continuous from the left, 377
continuous from the right, 377
continuous function, 10, 97, 492
uniformly, 11
continuous linear functional on \(L^p\), 464
continuous periodic, 68
continuous singular Stieltjes measure, 406
continuous vector field, 194
contraction mapping, 132
contraction mapping principle, 132
converge, 512, 515
uniformly on compact sets, 710
convergence
norm, 320
uniform, 17
weak-star, 320, 393, 443, 485
convergent sequence, 5, 98
convolution, 59, 213, 344, 372, 456
of measures, 443
cosine, 47
countable, xxv, 107
countable local base, 499
countable ordinals, 330
countably additive set function, 270
counting measure, 272
cover, 107, 152
Cramer’s rule, 618
critical point, 361
critical value, 361
cross ratio, 712
cumulative arc length, 185, 190
curve, 181, 234
integral, 234
parametrically defined, 181
piecewise \(C^1\), 199
simple closed, 199
cut, 2
cycle, 683
boundary, 694
cycloid, 193
defined implicitly, 154
definite, 90
degree of polynomial, 618
delta mass, 380
delta measure, 380
dense, 107
dense set, 499
derivative, 141
at endpoint of interval, 611
complex (see complex derivative)
on a closed interval, 611
partial, 140
determinant, 617
Wronskian, 240
diadic cube, 340
diagonal process, 24
diffeomorphism, 162
difference, 605
differentiable, 140
infinitely, 46
periodic, 68
differential equation
existence theorem for ordinary system, 224, 264
first-order ordinary linear, 263
ordinary, 218
ordinary homogeneous linear, 219, 236
ordinary inhomogeneous linear, 236
ordinary linear, 219, 236
system of ordinary, 223
uniqueness theorem for ordinary system, 228
differential, total, 154
differentiation implicit, 154
differentiation of integrals, 35, 367, 401, 408
strong, 479, 486
differentiation of monotone functions, 397
differentiation of series of monotone functions, 400
dilation, 341, 488
Dini’s test, 70, 374
Dini’s Theorem, 79, 133, 529, 541
direct image, 609
directed set, 514
Dirichlet kernel, 69
Dirichlet–Jordan Theorem, 386
discrete metric, 88
discrete topology, 492
disk, 128, 214, 633
distance, 41, 75, 84
to a set, 97
distribution function, 377, 389
Divergence Theorem, 211
divide, 619
Division Algorithm, 619
divisor, 619
greatest common, 620
domain, 606
Dominated Convergence Theorem, 289
dot product, 85, 617
doubly infinite sequence, 5
dual diagonal, 468, 469
dual group of finite abelian group, 445
dual index, 450, 575
dual of normed linear space, weak-star
topology, 493
dual space, 320, 574
Egoroff’s Theorem, 329, 566
element, 604, 605
elementary matrix, 175
elementary set, 269
entire function, 635
entity, 604
equal chains, 682
equality of chains, 204
equicontinuous, 22, 122, 262, 265, 526, 527
uniformly, 22, 122
equivalence class, 614
equivalence relation, 614
essential bound, 316
essential singularity, 659
essential supremum, 316
essentially bounded, 316
Euclidean algorithm, 620
Euclidean norm, 85, 86
Euclidean space, 85, 571
complex, 86
Euler’s equation, 257
eventually, 98, 512, 514
everywhere dense, 107
existence theorem
complex line integral, 636
integral curves, 234
integral with respect to arc length, 186
line integral, 195
system of ordinary differential equations
224, 264
expansion by cofactors, 618
expectation, conditional, 487
exponential, 47
of a matrix, 149
extended real number, 6, 86
Extension Theorem, 274, 289, 307, 538, 551

$F_0$, 541
factor of polynomial, 619
Factor Theorem, 619
family, 605
fast Fourier transform, 429, 445
Fatou’s Lemma, 288
Fatou’s Theorem, 372, 433
Fejér kernel, 71
Fejér’s Theorem, 73, 375, 409
field of scalars, 315
filled rectangle, 633
filled triangle, 633
filter, 332
finest topology, 494
finite abelian group, Fourier analysis on, 445
finite interval, 3
finite limit for derivative at endpoint, 611
finite measure space, 274
finite-intersection property, 110, 503
first axiom of countability, 499
first category, 120
first countable, 499
first-order linear ordinary differential equation, 263
flip, 176
Fourier coefficient, 63, 373
Fourier inversion formula, 418
Fourier series
  almost everywhere convergence of Cesàro sums, 409
  Bessel’s inequality, 67, 373
  convergence in $L^p$, 487
  convolution, 213
  Dini’s test, 70, 374
  Dirichlet–Jordan Theorem, 386
divergence for a continuous function, 594
failure of some sequence vanishing at infinity to occur, 597
Fejér’s Theorem, 73, 375
localization, 71
Parseval’s Theorem, 74, 376
Riemann–Lebesgue Lemma, 67, 373
Riesz–Fischer Theorem, 376
uniqueness theorem, 73, 78, 376
  with harmonic functions, 262
  with Lebesgue integral, 373
  with Riemann integral, 63
Fourier transform, 412
  fast, 429, 445
  for finite abelian group, 445
  of measure, 444
Fourier–Stieltjes coefficient, 387
Fourier–Stieltjes series, 387
frequently, 514
Fubini’s Theorem, 15, 171, 173, 307, 309, 653, 703
Fubini’s theorem on differentiation of series of monotone functions, 400
function, 606
functional linear, 319
Fundamental Theorem of Algebra, 113, 622, 653, 709
Fundamental Theorem of Calculus, 35, 367, 401, 408

$G_1$, 541
gamma function, 361, 391
gap, 533
Gauss’s Theorem, 211
green geometric rectangle, 162, 302, 335
closed, 162
Goursat’s Lemma, 642
gradient, 201
Gram determinant, 599
Gram matrix, 599
Gram–Schmidt orthogonalization process, 580, 599
graph, 328
greatest common divisor, 620
greatest lower bound, 3
Green’s Theorem, 416, 704
  first form, 205
  for annulus, 206
  for closed rectangle, 203
  for simple closed polygon, 208
Hahn decomposition, 459
Hahn–Banach Theorem, 587
half space
  Poisson integral formula, 433
  Poisson kernel, 433
half-open interval, 3, 6, 500
Hardy–Littlewood maximal function, 368, 441, 486
Hardy–Littlewood Maximal Theorem, 366, 371, 478
<table>
<thead>
<tr>
<th>Term</th>
<th>Page Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>harmonic function</td>
<td>214, 372, 392, 430, 470, 485</td>
</tr>
<tr>
<td>conjugate</td>
<td>712</td>
</tr>
<tr>
<td>unit disk</td>
<td>262, 265, 567</td>
</tr>
<tr>
<td>Hausdorff</td>
<td>106, 496</td>
</tr>
<tr>
<td>Hausdorff–Young Theorem</td>
<td>475, 488</td>
</tr>
<tr>
<td>hedgehog space</td>
<td>89</td>
</tr>
<tr>
<td>Heine–Borel Theorem</td>
<td>109, 111</td>
</tr>
<tr>
<td>helix</td>
<td>215</td>
</tr>
<tr>
<td>Helly–Bray Theorem</td>
<td>444, 489, 557</td>
</tr>
<tr>
<td>Helly’s Selection Principle</td>
<td>79</td>
</tr>
<tr>
<td>Herglotz’s Theorem</td>
<td>567</td>
</tr>
<tr>
<td>Hermitian inner product</td>
<td>86, 90</td>
</tr>
<tr>
<td>Hermitian symmetric</td>
<td>90</td>
</tr>
<tr>
<td>Hilbert cube</td>
<td>89</td>
</tr>
<tr>
<td>Hilbert space</td>
<td>573</td>
</tr>
<tr>
<td>dimension</td>
<td>584</td>
</tr>
<tr>
<td>Hilbert transform</td>
<td>435, 481</td>
</tr>
<tr>
<td>existence almost everywhere</td>
<td>486</td>
</tr>
<tr>
<td>Hilbert–Schmidt norm</td>
<td>139</td>
</tr>
<tr>
<td>Holder’s inequality</td>
<td>450</td>
</tr>
<tr>
<td>holomorphic</td>
<td>702, 714</td>
</tr>
<tr>
<td>homeomorphism</td>
<td>97, 492</td>
</tr>
<tr>
<td>homogeneous function</td>
<td>213</td>
</tr>
<tr>
<td>homogeneous linear ordinary differential equation</td>
<td>219, 236, 263</td>
</tr>
<tr>
<td>homotopic</td>
<td>692</td>
</tr>
<tr>
<td>Hurwitz’s Theorem</td>
<td>710</td>
</tr>
<tr>
<td>Identity Theorem</td>
<td>657</td>
</tr>
<tr>
<td>image</td>
<td>606, 617</td>
</tr>
<tr>
<td>direct</td>
<td>609</td>
</tr>
<tr>
<td>inverse</td>
<td>609</td>
</tr>
<tr>
<td>imaginary part</td>
<td>613</td>
</tr>
<tr>
<td>implicit differentiation</td>
<td>154</td>
</tr>
<tr>
<td>Implicit Function Theorem</td>
<td>156</td>
</tr>
<tr>
<td>index</td>
<td>663, 683</td>
</tr>
<tr>
<td>indicator function</td>
<td>173, 277</td>
</tr>
<tr>
<td>indicial equation</td>
<td>257, 258</td>
</tr>
<tr>
<td>indiscrete space</td>
<td>88</td>
</tr>
<tr>
<td>infimum</td>
<td>3</td>
</tr>
<tr>
<td>infinite Taylor series</td>
<td>45</td>
</tr>
<tr>
<td>infinitely differentiable</td>
<td>46</td>
</tr>
<tr>
<td>infinity</td>
<td>5, 6</td>
</tr>
<tr>
<td>vanish at</td>
<td>558</td>
</tr>
<tr>
<td>inhomogeneous linear ordinary differential equation</td>
<td>236</td>
</tr>
<tr>
<td>initial condition</td>
<td>221</td>
</tr>
<tr>
<td>inner measure</td>
<td>291</td>
</tr>
<tr>
<td>inner product</td>
<td>90, 573</td>
</tr>
<tr>
<td>Hermitian</td>
<td>86</td>
</tr>
<tr>
<td>inner-product space</td>
<td>90</td>
</tr>
<tr>
<td>pseudo</td>
<td>91</td>
</tr>
<tr>
<td>inside</td>
<td>of circle, 633</td>
</tr>
<tr>
<td>of rectangle, 633</td>
<td>of triangle, 633</td>
</tr>
<tr>
<td>integrable</td>
<td>278, 312</td>
</tr>
<tr>
<td>Lebesgue</td>
<td>278</td>
</tr>
<tr>
<td>Riemann</td>
<td>27, 42, 163</td>
</tr>
<tr>
<td>uniformly</td>
<td>329</td>
</tr>
<tr>
<td>integrable vector-valued function</td>
<td>310, 313</td>
</tr>
<tr>
<td>integral curve</td>
<td>234</td>
</tr>
<tr>
<td>integral</td>
<td>Lebesgue, 278</td>
</tr>
<tr>
<td></td>
<td>Riemann, 42</td>
</tr>
<tr>
<td>Stieltjes</td>
<td>195, 216</td>
</tr>
<tr>
<td>integral with respect to arc length</td>
<td>186</td>
</tr>
<tr>
<td>existence</td>
<td>186</td>
</tr>
<tr>
<td>formula</td>
<td>192</td>
</tr>
<tr>
<td>integration by parts</td>
<td>37, 68, 382</td>
</tr>
<tr>
<td>interchange of limits</td>
<td>13</td>
</tr>
<tr>
<td>interior</td>
<td>93, 491</td>
</tr>
<tr>
<td>Interior Mapping Principle</td>
<td>595</td>
</tr>
<tr>
<td>Intermediate Value Theorem</td>
<td>12, 117</td>
</tr>
<tr>
<td>intersection</td>
<td>605</td>
</tr>
<tr>
<td>interval</td>
<td>3, 6</td>
</tr>
<tr>
<td>inverse function</td>
<td>608</td>
</tr>
<tr>
<td>Inverse Function Theorem</td>
<td>157, 612, 659, 668</td>
</tr>
<tr>
<td>inverse image</td>
<td>609</td>
</tr>
<tr>
<td>irregular singular point</td>
<td>262</td>
</tr>
<tr>
<td>isolated singularity</td>
<td>658</td>
</tr>
<tr>
<td>isometric</td>
<td>129</td>
</tr>
<tr>
<td>isometry</td>
<td>128</td>
</tr>
<tr>
<td>Jacobian matrix</td>
<td>141</td>
</tr>
<tr>
<td>Jessen–Marcinkiewicz–Zygmund</td>
<td>486</td>
</tr>
<tr>
<td>Jordan and von Neumann Theorem</td>
<td>576, 601</td>
</tr>
<tr>
<td>Jordan block</td>
<td>247</td>
</tr>
<tr>
<td>Jordan decomposition</td>
<td>458</td>
</tr>
<tr>
<td>Jordan form</td>
<td>247</td>
</tr>
<tr>
<td>Jordan normal form</td>
<td>248</td>
</tr>
<tr>
<td>kernel</td>
<td>Dirichlet, 69</td>
</tr>
<tr>
<td></td>
<td>Fejér, 71</td>
</tr>
<tr>
<td>of linear function</td>
<td>617</td>
</tr>
<tr>
<td>Poisson</td>
<td>81</td>
</tr>
</tbody>
</table>
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$L^p$ completeness, 321, 453
$L^p$ dual, 464
$L^p$ norm, 449
$L^p$ translation, 347, 457
Lagrange interpolation polynomial, 708
Lagrange multipliers, 215, 450
Laplace equation, 214, 430, 470
Laplacian, 214, 430, 712
Laurent series, 697, 710
least upper bound, 2, 624
Lebesgue constant, 594
Lebesgue decomposition, 406, 463
Lebesgue integral, 278
Lebesgue measurable, 275, 298, 301, 343
Lebesgue measure, 119, 272, 336, 341
Lebesgue set, 409
Lebesgue’s theorem on differentiation of monotone functions, 397
Legendre polynomial, 256
Legendre’s equation, 255
Leibniz test, 19
length, 119
definition for arc, 182
formula for arc, 189
lexicographic ordering, 533
limit, 5, 512, 515, 633
Banach, 600
of a sequence, 99
point, 3, 94, 491
uniform, 17
limits, interchange of, 13
Lindelöf space, 500
line integral, 195, 200
existence, 195
formula, 196
linear fractional transformation, 711
linear function, 616
linear functional, 319, 574
norm, 464
positive, 537
linear map, 616
linear operator, 319, 573
bounded, 319, 573
continuous, 319
linear ordinary differential equation, 219, 236
constant coefficients, 243
homogeneous, 263
linear transformation, 616
Liouville’s Theorem, 653
Lipschitz condition, 224
local base, 499
countable, 499
localization of Fourier series, 71
localization of Lebesgue integral, 282
locally compact, 504
locally connected, 132, 532
locally finite open cover, 532
locally pathwise connected, 132, 532
logarithm, 49
branch, 660
logarithmic spiral, 215
long line, 533
loop based at a point, 692
lower bound, 3
greatest, 3
lower Riemann integral, 27, 163
lower Riemann sum, 27, 163
lower semicontinuous, 530
lower-dimensional set, 363
Lusin’s Theorem, 566
main diagonal, 468, 469
manifold, smooth, 209
manifold-with-boundary, smooth, 209
map, 606
linear, 616
mapping, 606
Marcinkiewicz Interpolation Theorem, 478
matrix, 616
elementary, 175
Jacobian, 141
Jordan form, 248
Wronskian, 240
maximal element, 623
maximal function, 368
Hardy–Littlewood, 368
Maximum Modulus Theorem, 471, 658
maximum principle, 470
Mean Value Theorem, 610
measurable, Borel, 275, 335
measurable function, 274
Baire, 554
Borel, 553
measurable, Lebesgue, 275, 298, 301, 343
measurable set, 274, 277, 293, 302
measurable vector-valued function, 311
measure, 271
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absolutely continuous, 460
absolutely continuous Stieltjes, 407
associated Stieltjes, 382
Baire, 555
Borel, 337, 354, 356, 539
Cantor, 392, 569
counting, 272
delta, 380
inner, 291
Lebesgue, 272, 336, 341
outer, 291
product, 306
purely irregular Borel, 568
regular Borel, 337, 354, 356, 539
regular Borel, complex 563
regular Borel, signed 561
signed, 458
singular, 463
singular Stieltjes, 406
Stieltjes, 377
measure 0, 167, 301
measure space, 274
completion, 298, 328
finite, 274
\(\sigma\)-finite, 274
member, 605
meromorphic function, 659
mesh, 27, 163, 186
metric, 84
discrete, 88
hedgehog, 89
product, 104
uniform, 88
metric space, 84
complete, 114
completion, 129, 134
connected, 116
metric subspace, 103, 105
metric topology, 491
metrizable, 525
Minkowski’s inequality, 451
for integrals, 323, 454
monotone class, 304
Monotone Class Lemma, 304, 305
Monotone Convergence Theorem, 15, 286, 287
monotone increasing, 377
monotone sequence, 5
monotone set function, 543
Morera’s Theorem, 652, 653
multi-index, 702
multiplication formula, 413
multiplicative character, 445
multiplicity, 27
of a root, 622
multiplier, 422
multiplier operator, 422
negative, xxv
negative variation, 385
neighborhood, 491
of a point, 93
of a subset, 93
net, 514
universal, 517
Newton’s method, 78
nonnegative set function, 270
norm, 91, 467, 477, 571
convergence, 320
essential supremum, 316
Euclidean, 85, 86
Hilbert–Schmidt, 139
\(L^p\), 449
of linear functional, 464
operator, 137, 319, 477, 573
supremum, 317
total-variation, 563
uniform, 317
weak-type, 477
normal, 106, 496
normal family, 710
normed linear space, 317, 571
finite-dimensional, 571
pseudo, 316
weak topology, 493
weak-star topology on dual, 493
nowhere dense, 119
\(n^{th}\) root, branch, 661
null space, 617
number
extended real, 6
real, 2
one-one, 608
one-point compactification, 505
onto, 608
open ball, 84
open cover, 107, 500
locally finite, 532
open disk, 633
open interval, 3, 6
open mapping, 520
open mapping property, 673
open neighborhood, 93, 491
open polydisk, 702
open rectangle, 163
open set, 3, 84, 491
open subcover, 107, 500
open subspace, 103
open unit disk, 214
operator
  bounded linear, 319
  continuous linear, 319
  linear, 319, 573
  multiplier, 422
  norm, 137, 319, 467, 477, 573
  self-adjoint, 586
sublinear, 476
order, 218, 223
order complete, 533
order of pole, 659
order of zero, 657
order topology, 533
ordered pair, 605
ordering
  lexicographic, 533
  partial, 623
  simple, 623
  total, 533, 623
ordinals, countable, 330
ordinary differential equation, 218
  constant coefficients, 243
  existence theorem, 224, 264
  first-order linear, 263
  homogeneous linear, 219, 236, 263
  inhomogeneous linear, 236
  linear, 219, 236
  uniqueness theorem, 228
ordinary differential equations system, 223
  with constant coefficients, 246
orientation-preserving, 182
orientation-reversing, 182
orthogonal, 90, 577
orthogonal complement, 578
orthogonal projection, 580
orthonormal, 579
orthonormal basis, 582
orthonormal set, maximal, 582
oscillation, 121, 169, 530
Osgood’s Lemma, 703
outside
  of circle, 633
  of rectangle, 633
  of triangle, 633
$p$-adic numbers, 134
pair
  ordered, 605
  unordered, 605
parabola, 215
parallelogram law, 576
parameters, 233
parametrically defined curve, 181
Parseval’s equality, 582
Parseval’s Theorem, 74, 376
partial derivative, 140
partial fractions, 707
partial ordering, 623
partition, 26, 163
partition of unity, 152, 532
path, 117, 181, 234, 531
pathwise connected, 117, 531
  locally, 132
periodic, 63
Picard iteration, 222
Picard–Lindelöf Existence Theorem, 224
piecewise $C^1$ chain, 204, 641, 682
piecewise $C^1$ curve, 199
Plancherel formula, 419
point, 605
point mass, 380
pointwise bounded, 22, 122, 527
Poisson integral, 393
  conjugate, 436
  formula for half space, 433
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