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PREFACE TO THE SECOND EDITION

In the years since publicationof thefirst editionofBasicRealAnalysis, many read-
ers have reacted to the book by sending comments, suggestions, and corrections.
People appreciated the overall comprehensive nature of the book, associating this
feature in part with the large number of problems that develop so many sidelights
and applications of the theory. Some people wondered whether a way might
be found for a revision to include some minimal treatment of Stokes’s Theorem
and complex analysis, despite the reservations I expressed in the original preface
about including these topics.
Along with the general comments and specific suggestions were corrections,

well over a hundred in all, that needed to be addressed in any revision. Many of
the corrections were of minor matters, yet readers should not have to cope with
errors along with new material. Fortunately no results in the first edition needed
to be deleted or seriously modified, and additional results and problems could be
included without renumbering.
For the first edition, the author granted a publishing license to Birkhäuser

Boston that was limited to print media, leaving the question of electronic publi-
cation unresolved. A major change with the second edition is that the question of
electronic publication has now been resolved, and a PDF file, called the “digital
secondedition,” is beingmade freely available to everyoneworldwide for personal
use. This file may be downloaded from the author’s own Web page and from
elsewhere.
The main changes to the first edition of Basic Real Analysis are as follows:

• A careful treatment of arc length, line integrals, and Green’s Theorem for
the plane has been added at the end of Chapter III. These aspects of Stokes’s
Theorem can be handled by the same kinds of techniques of real analysis
as in the first edition. Treatment of aspects of Stokes’s Theorem in higher
dimensions would require a great deal more geometry, for reasons given in
Section III.13, and that more general treatment has not been included.

• The core of a first course in complex analysis has been included asAppendixB.
Emphasis is on those aspects of elementary complex analysis that are useful
as tools in real analysis. The appendix includes more than 80 problems, and
somestandard topics in complex analysis are developed in theseproblems. The
treatment assumes parts of Chapters I–III as a prerequisite. How the appendix
fits into the plan of the book is explained in the Guide for the Reader.

xiii



xiv Preface to the Second Edition

• A new section in Chapter IX proves and applies the Riesz–Thorin Convexity
Theorem, a fundamental result about L p spaces that takes advantage of ele-
mentary complex analysis.

• About20problemshavebeenaddedat the endsofChapters I–XII.Chiefly these
are of three kinds: some illustrate the new topics of arc length, line integrals,
and Green’s Theorem; some make use of elementary complex analysis as
in Appendix B to shed further light on results and problems in the various
chapters; and some relate to the topic of Banach spaces in Chapter XII .

• The corrections sent by readers and by reviewers have been made. The most
significant such correction was a revision to the proof of Zorn’s Lemma, the
earlier proof having had a gap.
The material in Appendix B is designed as the text of part of a first course in

complex analysis. I taught such a course myself on one occasion. A course in
complex analysis invariably begins with some preliminary material, and that can
be taken fromChapters I to III; details appear in theGuide to theReader. Appendix
B forms the core of the course, dealing with results having an analytic flavor,
including the part of the theory due to Cauchy. The topic of conformal mapping,
which has a more geometric flavor, has been omitted, and some instructors might
feel obliged to include something on this topic in the course. Appendix B states
the Riemann Mapping Theorem at one point but does not prove it; all the tools
needed for its proof, however, are present in the appendix and its problems. Often
an instructor will end a first course in complex analysis with material on infinite
series and products of functions, or of aspects of the theory of special functions,
or on analytic continuation. Supplementary notes on any such topics would be
necessary.
It was Benjamin Levitt, Birkhäuser mathematics editor in New York, who

encouraged the writing of this second edition, whomade a number of suggestions
about pursuing it, and who passed along comments from several anonymous
referees about the strengths and weaknesses of the book. I am especially grateful
to those readers who have sent me comments over the years. Many of the
corrections that were made were kindly sent to me either by S. H. Kim of South
Koreaor by JacquesLarochelleofCanada. The correction to theproof ofTheorem
1.35 was kindly sent by Glenn Jia of China. The long correction to the proof of
Zorn’s Lemma resulted from a discussion with Qiu Ruyue. The typesetting was
done by the program Textures using AMS-TEX, and the figures were drawn with
Mathematica.
Just as with the first edition, I invite corrections and other comments from

readers. For as long as I am able, I plan to point to a list of known corrections
from my own homepage, www.math.stonybrook.edu/∼aknapp.

A. W. KNAPP
February 2016



PREFACE TO THE FIRST EDITION

This book and its companion volume, Advanced Real Analysis, systematically
develop concepts and tools in real analysis that are vital to every mathematician,
whether pure or applied, aspiring or established. The two books together contain
what the young mathematician needs to know about real analysis in order to
communicate well with colleagues in all branches of mathematics.
The books are written as textbooks, and their primary audience is students who

are learning the material for the first time and who are planning a career in which
they will use advanced mathematics professionally. Much of the material in the
books corresponds to normal course work. Nevertheless, it is often the case that
core mathematics curricula, time-limited as they are, do not include all the topics
that one might like. Thus the book includes important topics that may be skipped
in required courses but that the professional mathematician will ultimately want
to learn by self-study.
The content of the required courses at each university reflects expectations of

what studentsneedbeforebeginning specializedstudyandworkona thesis. These
expectations vary from country to country and from university to university. Even
so, there seems to be a rough consensus aboutwhatmathematics a plenary lecturer
at a broad international or national meeting may take as known by the audience.
The tables of contents of the two books represent my own understanding of what
that degree of knowledge is for real analysis today.

Key topics and features of Basic Real Analysis are as follows:
• Early chapters treat the fundamentals of real variables, sequences and series
of functions, the theory of Fourier series for the Riemann integral, metric
spaces, and the theoretical underpinnings of multivariable calculus and ordi-
nary differential equations.

• Subsequent chapters develop the Lebesgue theory in Euclidean and abstract
spaces, Fourier series and the Fourier transform for the Lebesgue integral,
point-set topology, measure theory in locally compact Hausdorff spaces, and
the basics of Hilbert and Banach spaces.

• The subjects of Fourier series and harmonic functions are used as recurring
motivation for a number of theoretical developments.

• The development proceeds from the particular to the general, often introducing
examples well before a theory that incorporates them.

xv



xvi Preface to the First Edition

• More than 300 problems at the ends of chapters illuminate aspects of the
text, develop related topics, and point to additional applications. A separate
55-page section “Hints for Solutions of Problems” at the end of the book gives
detailed hints for most of the problems, together with complete solutions for
many.
Beyond a standard calculus sequence in one and several variables, the most

important prerequisite for using Basic Real Analysis is that the reader already
know what a proof is, how to read a proof, and how to write a proof. This
knowledge typically is obtained from honors calculus courses, or from a course
in linear algebra, or from a first junior-senior course in real variables. In addition,
it is assumed that the reader is comfortablewith amodest amount of linear algebra,
including row reduction of matrices, vector spaces and bases, and the associated
geometry. A passing acquaintance with the notions of group, subgroup, and
quotient is helpful as well.
Chapters I–IV are appropriate for a single rigorous real-variables course and

may be used in either of two ways. For students who have learned about proofs
from honors calculus or linear algebra, these chapters offer a full treatment of real
variables, leaving out only the more familiar parts near the beginning—such as
elementary manipulations with limits, convergence tests for infinite series with
positive scalar terms, and routine facts about continuity and differentiability. For
students who have learned about proofs from a first junior-senior course in real
variables, these chapters are appropriate for a second such course that begins with
Riemann integration and sequences and series of functions; in this case the first
section of Chapter I will be a review of some of the more difficult foundational
theorems, and the course can conclude with an introduction to the Lebesgue
integral from Chapter V if time permits.
Chapters V through XII treat Lebesgue integration in various settings, as well

as introductions to the Euclidean Fourier transform and to functional analysis.
Typically this material is taught at the graduate level in the United States, fre-
quently in oneof threeways: ThefirstwaydoesLebesgue integration inEuclidean
and abstract settings and goes on to consider the Euclidean Fourier transform in
some detail; this corresponds to Chapters V–VIII. A second way does Lebesgue
integration in Euclidean and abstract settings, treats L p spaces and integration on
locally compact Hausdorff spaces, and concludes with an introduction to Hilbert
and Banach spaces; this corresponds to Chapters V–VII, part of IX, and XI–XII.
A third way combines an introduction to the Lebesgue integral and the Euclidean
Fourier transform with some of the subject of partial differential equations; this
corresponds to some portion of Chapters V–VI and VIII, followed by chapters
from the companion volume, Advanced Real Analysis.
In my own teaching, I have most often built one course around Chapters I–IV

and another around Chapters V–VII, part of IX, and XI–XII. I have normally
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assigned the easier sections of Chapters II and X as outside reading, indicating
the date when the lectures would begin to use that material.
More detailed information about how the book may be used with courses may

be deduced from the chart “Dependence among Chapters” on page xiv and the
section “Guide to the Reader” on pages xv–xvii.
The problems at the ends of chapters are an important part of the book. Some

of them are really theorems, some are examples showing the degree to which
hypotheses can be stretched, and a few are just exercises. The reader gets no
indication which problems are of which type, nor of which ones are relatively
easy. Each problem can be solved with tools developed up to that point in the
book, plus any additional prerequisites that are noted.

Two omissions from the pair of books are of note. One is any treatment of
Stokes’s Theorem and differential forms. Although there is some advantage,
when studying these topics, in having the Lebesgue integral available and in
having developed an attitude that integration can be defined by means of suitable
linear functionals, the topic of Stokes’s Theorem seems to fit better in a book
about geometry and topology, rather than in a book about real analysis.
The other omission concerns the use of complex analysis. It is tempting to try

to combine real analysis and complex analysis into a single subject, but my own
experience is that this combination does not work well at the level of Basic Real
Analysis, only at the level of Advanced Real Analysis.
Almost all of the mathematics in the two books is at least forty years old, and I

make no claim that any result is new. The books are a distillation of lecture notes
from a 35-year period of my own learning and teaching. Sometimes a problem at
the end of a chapter or an approach to the exposition may not be a standard one,
but no attempt has been made to identify such problems and approaches. In the
reverse direction it is possible that my early lecture notes have directly quoted
some source without proper attribution. As an attempt to rectify any difficulties
of this kind, I have included a section of “Acknowledgments” on pages xix–xx
of this volume to identify the main sources, as far as I can reconstruct them, for
those original lecture notes.
I amgrateful toAnnKostant andStevenKrantz for encouraging this project and

for making many suggestions about pursuing it, and to Susan Knapp and David
Kramer for helping with the readability. The typesetting was by AMS-TEX, and
the figures were drawn with Mathematica.
I invite corrections and other comments from readers. I plan to maintain a list

of known corrections on my own Web page.
A. W. KNAPP

May 2005
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GUIDE FOR THE READER

This section is intended to help the reader find out what parts of each chapter are
most important and how the chapters are interrelated. Further information of this
kind is contained in the abstracts that begin each of the chapters.
The book pays attention to certain recurring themes in real analysis, allowing

a person to see how these themes arise in increasingly sophisticated ways. Ex-
amples are the role of interchanges of limits in theorems, the need for certain
explicit formulas in the foundations of subject areas, the role of compactness and
completeness in existence theorems, and the approach of handling nice functions
first and then passing to general functions.
All of these themes are introduced in Chapter I, and already at that stage they

interact in subtle ways. For example, a natural investigation of interchanges of
limits in Sections 2–3 leads to the discovery of Ascoli’s Theorem, which is a
fundamental compactness tool for proving existence results. Ascoli’s Theorem
is proved by the “Cantor diagonal process,” which has other applications to
compactness questions and does not get fully explained until Chapter X. The
consequence is that, no matter where in the book a reader plans to start, everyone
will be helped by at least leafing through Chapter I.
The remainder of this section is an overview of individual chapters and groups

of chapters.
Chapter I. Every section of this chapter plays a role in setting up matters

for later chapters. No knowledge of metric spaces is assumed anywhere in the
chapter. Section1will be a review for anyonewhohas alreadyhad a course in real-
variable theory; the section shows how compactness and completeness address
all the difficult theorems whose proofs are often skipped in calculus. Section 2
begins the development of real-variable theory at the point of sequences and series
of functions. It contains interchange results that turn out to be special cases of
the main theorems of Chapter V. Sections 8–9 introduce the approach of handling
nice functions before general functions, and Section 10 introduces Fourier series,
which provided a great deal of motivation historically for the development of real
analysis and are used in this book in that same way. Fourier series are somewhat
limited in the setting of Chapter I because one encounters no class of functions,
other than infinitely differentiable ones, that corresponds exactly to some class of
Fourier coefficients; as a result Fourier series, with Riemann integration in use,

xxi



xxii Guide for the Reader

are not particularly useful for constructing new functions from old ones. This
defect will be fixed with the aid of the Lebesgue integral in Chapter VI.
Chapter II. Now that continuity and convergence have been addressed on

the line, this chapter establishes a framework for these questions in higher-
dimensional Euclidean space and other settings. There is no point in ad hoc
definitions for each setting, and metric spaces handle many such settings at once.
Chapter X later will enlarge the framework from metric spaces to “topological
spaces.” Sections 1–6 of Chapter II are routine. Section 7, on compactness
and completeness, is the core. The Baire Category Theorem in Section 9 is not
used outside of Chapter II until Chapter XII, and it may therefore be skipped
temporarily. Section 10 contains the Stone–Weierstrass Theorem, which is a
fundamental approximation tool. Section 11 is used in some of the problems but
is not otherwise used in the book.
Chapter III. This chapter does for the several-variable theory what Chapter I

has done for the one-variable theory. Themain results are the Inverse and Implicit
Function Theorems in Section 6 and the change-of-variables formula for multiple
integrals in Section 10. The change-of-variables formula has to be regarded as
only a preliminary version, since what it directly accomplishes for the change
to polar coordinates still needs supplementing; this difficulty will be repaired in
Chapter VI with the aid of the Lebesgue integral. Section 4, on exponentials of
matrices, may be skipped if linear systems of ordinary differential equations are
going to be skipped in Chapter IV. Sections 11–13 contain a careful treatment
of arc length, line integrals, and Green’s Theorem for the plane. These sections
emphasize properties of parametrized curves that are unchanged when the curve
is reparametrized; length is an example. An important point to bear in mind is
that two curves are always reparametrizations of each other if they have the same
image in the plane and they are both traced out in one-one fashion. This theory
is tidier if carried out in the context of Lebesgue integration, but its placement in
the text soon after Riemann integration is traditional. The difficulty with using
Riemann integrals arises already in the standard proof of Green’s Theorem for
a circle, which parametrizes each quarter of the circle twice, once with y in
terms of x and once with x in terms of y. The problem is that in each of these
parametrizations, the derivative of the one variable with respect to the other is
unbounded, and thus arc length is not given by a Riemann integral. Some of
the problems at the end of the chapter introduce harmonic functions; harmonic
functions will be combined with Fourier series in problems in later chapters to
motivate and illustrate some of the development.
Chapter IV provides theoretical underpinnings for the material in a traditional

undergraduate course in ordinary differential equations. Nothing later in the book
is logically dependent on Chapter IV; however, Chapter XII includes a discussion
of orthogonal systems of functions, and the examples of these that arise in Chapter
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IV are helpful as motivation. Some people shy away from differential equations
and might wish to treat Chapter IV only lightly, or perhaps not at all. The subject
is nevertheless of great importance, and Chapter IV is the beginning of it. A
minimal treatment of Chapter IV might involve Sections 1–2 and Section 8, all
of which visibly continue the themes begun in Chapter I.
Chapters V–VI treat the core of measure theory—including the basic conver-

gence theorems for integrals, the development of Lebesgue measure in one and
several variables, Fubini’s Theorem, the metric spaces L1 and L2 and L∞, and
the use of maximal theorems for getting at differentiation of integrals and other
theorems concerning almost-everywhere convergence. In Chapter V Lebesgue
measure in one dimension is introduced right away, so that one immediately has
the most important example at hand. The fundamental Extension Theorem for
gettingmeasures tobedefinedonσ -rings andσ -algebras is statedwhenneededbut
is provedonly after thebasic convergence theorems for integrals havebeenproved;
the proof in Sections 5–6 may be skipped on first reading. Section 7, on Fubini’s
Theorem, is a powerful result about interchange of integrals. At the same time
that it justifies interchange, it also constructs a “double integral”; consequently
the section prepares the way for the construction in Chapter VI of n-dimensional
Lebesguemeasure from 1-dimensional Lebesguemeasure. Section 10 introduces
normed linear spaces along with the examples of L1 and L2 and L∞, and it goes
on to establish some properties of all normed linear spaces. Chapter VI fleshes
out measure theory as it applies to Euclidean space in more than one dimension.
Of special note is the Lebesgue-integration version in Section 5 of the change-
of-variables formula for multiple integrals and the Riesz–Fischer Theorem in
Section 7. The latter characterizes square-integrable periodic functions by their
Fourier coefficients and makes the subject of Fourier series useful in constructing
functions. Differentiation of integrals in approached in Section 6 of Chapter VI
as a problem of estimating finiteness of a quantity, rather than its smallness; the
device is the Hardy–Littlewood Maximal Theorem, and the approach becomes a
routine way of approaching almost-everywhere convergence theorems. Sections
8–10 are of somewhat less importance and may be omitted if time is short;
Section 10 is applied only in Section IX.6.
Chapters VII–IX are continuations of measure theory that are largely indepen-

dent of each other. ChapterVII contains the traditional proof of the differentiation
of integrals on the line via differentiation of monotone functions. No later chapter
is logically dependent on Chapter VII; the material is included only because of its
historical importance and its usefulness as motivation for the Radon–Nikodym
Theorem in Chapter IX. Chapter VIII is an introduction to the Fourier transform
in Euclidean space. Its core consists of the first four sections, and the rest may be
considered as optional if Section IX.6 is to be omitted. Chapter IX concerns L p

spaces for 1 ≤ p ≤ ∞; only Section 6 makes use of material from Chapter VIII.
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Chapter X develops, at the latest possible time in the book, the necessary part
of point-set topology that goes beyond metric spaces. Emphasis is on product
and quotient spaces, and on Urysohn’s Lemma concerning the construction of
real-valued functions on normal spaces.
Chapter XI contains one more continuation of measure theory, namely special

features ofmeasures on locally compactHausdorff spaces. It provides an example
beyond L p spaces in which one can usefully identify the dual of a particular
normed linear space. These chapters depend on Chapter X and on the first five
sections of Chapter IX but do not depend on Chapters VII–VIII.
ChapterXII is a brief introduction to functional analysis, particularly toHilbert

spaces, Banach spaces, and linear operators on them. The main topics are the
geometry of Hilbert space and the three main theorems about Banach spaces.
Appendix B is the core of a first course in complex analysis. The prerequisites

from real analysis for reading this appendix consist of Sections 1–7 of Chapter I,
Section 1–8 of Chapter II, and Sections 1–3, 5–6, and 11–12 of Chapter III;
Section 6 of Chapter III is used only lightly. According to the plan of the book,
it is possible to read the text of Chapters I–XII without using any of Appendix B,
but results of Appendix B are applied in problems at the end of Chapters IV,
VI, and VIII, as well as in one spot in Section IX.6, in order to illustrate the
interplay between real analysis and complex analysis. The problems at the end
of Appendix B are extensive and are of particular importance, since the topics of
linear fractional transformations, normal families, and the relationship between
harmonic functions and analytic functions are developed there and not otherwise
in the book.
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CHAPTER I

Theory of Calculus in One Real Variable

Abstract. This chapter, beginning with Section 2, develops the topic of sequences and series
of functions, especially of functions of one variable. An important part of the treatment is an
introduction to the problem of interchange of limits, both theoretically and practically. This problem
plays a role repeatedly in real analysis, but its visibility decreases as more and more results are
developed for handling it in various situations. Fourier series are introduced in this chapter and are
carried along throughout the book as a motivating example for a number of problems in real analysis.
Section 1 makes contact with the core of a first undergraduate course in real-variable theory.

Some material from such a course is repeated here in order to establish notation and a point of view.
Omitted material is summarized at the end of the section, and some of it is discussed in a little more
detail in AppendixA at the end of the book. The point of view being established is the use of defining
properties of the real number system to prove the Bolzano–Weierstrass Theorem, followed by the
use of that theorem to prove some of the difficult theorems that are usually assumed in a one-variable
calculus course. The treatment makes use of the extended real-number system, in order to allow sup
and inf to be defined for any nonempty set of reals and to allow lim sup and lim inf to be meaningful
for any sequence.
Sections 2–3 introduce the problem of interchange of limits. They show how certain concrete

problems can be viewed in this way, and they give a way of thinking about all such interchanges
in a common framework. A positive result affirms such an interchange under suitable hypotheses
of monotonicity. This positive result is by way of introduction to the topic in Section 3 of uniform
convergence and the role of uniform convergence in continuity and differentiation.
Section 4 gives a careful development of the Riemann integral for real-valued functions of one

variable, establishing existence of Riemann integrals for bounded functions that are discontinuous
at only finitely many points, basic properties of the integral, the Fundamental Theorem of Calculus
for continuous integrands, the change-of-variables formula, and other results. Section 5 examines
complex-valued functions, pointing out the extent to which the results for real-valued functions in
the first four sections extend to complex-valued functions.
Section 6 is a short treatment of the version of Taylor’s Theorem in which the remainder is given

by an integral. Section 7 takes up power series and uses them to define the elementary transcendental
functions and establish their properties. The power series expansion of (1+x)p for arbitrary complex
p is studied carefully. Section 8 introduces Cesàro and Abel summability, which play a role in the
subject of Fourier series. A converse theorem to Abel’s theorem is used to exhibit the function |x | as
the uniform limit of polynomials on [−1, 1]. The Weierstrass Approximation Theorem of Section 9
generalizes this example and establishes that every continuous complex-valued function on a closed
bounded interval is the uniform limit of polynomials.
Section 10 introduces Fourier series in one variable in the context of the Riemann integral. The

main theorems of the section are a convergence result for continuously differentiable functions,
Bessel’s inequality, the Riemann–Lebesgue Lemma, Fejér’s Theorem, and Parseval’s Theorem.

1



2 I. Theory of Calculus in One Real Variable

1. Review of Real Numbers, Sequences, Continuity

This section reviews some material that is normally in an undergraduate course
in real analysis. The emphasis will be on a rigorous proof of the Bolzano–
Weierstrass Theorem and its use to prove some of the difficult theorems that are
usually assumed in a one-variable calculus course. We shall skip over some easier
aspects of an undergraduate course in real analysis that fit logically at the end of
this section. A list of such topics appears at the end of the section.
The system of real numbersRmay be constructed out of the system of rational

numbersQ, and we take this construction as known. The formal definition is that
a real number is a cut of rational numbers, i.e., a subset of rational numbers that
is neither Q nor the empty set, has no largest element, and contains all rational
numbers less than any rational that it contains. The idea of the construction is
as follows: Each rational number q determines a cut q∗, namely the set of all
rationals less than q. Under the identification of Q with a subset of R, the cut
defining a real number consists of all rational numbers less than the given real
number.
The set of cuts gets a natural ordering, given by inclusion. In place of ⊆, we

write ≤. For any two cuts r and s, we have r ≤ s or s ≤ r , and if both occur,
then r = s. We can then define <, ∏, and > in the expected way. The positive
cuts r are those with 0∗ < r , and the negative cuts are those with r < 0∗.
Once cuts and their ordering are in place, one can go about defining the usual

operations of arithmetic and proving that R with these operations satisfies the
familiar associative, commutative, and distributive laws, and that these interact
with inequalities in the usual ways. The definitions of addition and subtraction
are easy: the sum or difference of two cuts is simply the set of sums or differences
of the rationals from the respective cuts. For multiplication and reciprocals one
has to take signs into account. For example, the product of two positive cuts
consists of all products of positive rationals from the two cuts, as well as 0 and all
negative rationals. After these definitions and the proofs of the usual arithmetic
operations are complete, it is customary to write 0 and 1 in place of 0∗ and 1∗.
An upper bound for a nonempty subset E of R is a real number M such that

x ≤ M for all x in E . If the nonempty set E has an upper bound, we can take the
cuts that E consists of and form their union. This turns out to be a cut, it is an
upper bound for E , and it is ≤ all upper bounds for E . We can summarize this
result as a theorem.

Theorem 1.1. Any nonempty subset E of R with an upper bound has a least
upper bound.

The least upper bound is necessarily unique, and the notation for it is supx∈E x
or sup {x | x ∈ E}, “sup” being an abbreviation for the Latin word “supremum,”
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the largest. Of course, the least upper bound for a set E with an upper bound
need not be in E ; for example, the supremum of the negative rationals is 0, which
is not negative.
A lower bound for a nonempty set E ofR is a real numberm such that x ∏ m

for all x ∈ E . If m is a lower bound for E , then−m is an upper bound for the set
−E of negatives of members of E . Thus −E has an upper bound, and Theorem
1.1 shows that it has a least upper bound supx∈−E x . Then−x is a greatest lower
bound for E . This greatest lower bound is denoted by infy∈E y or inf {y | y ∈ E},
“inf” being an abbreviation for “infimum.” We can summarize as follows.

Corollary 1.2. Any nonempty subset E ofRwith a lower bound has a greatest
lower bound.

A subset ofR is said to be bounded if it has an upper bound and a lower bound.
Let us introduce notation and terminology for intervals of R, first treating the
bounded ones.1 Let a and b be real numbers with a ≤ b. The open interval
from a to b is the set (a, b) = {x ∈ R | a < x < b}, the closed interval is
the set [a, b] = {x ∈ R | a ≤ x ≤ b}, and the half-open intervals are the sets
[a, b) = {x ∈ R | a ≤ x < b} and (a, b] = {x ∈ R | a < x ≤ b}. Each of the
above intervals is indeed bounded, having a as a lower bound and b as an upper
bound. These intervals are nonempty when a < b or when the interval is [a, b]
with a = b, and in these cases the least upper bound is b and the greatest lower
bound is a.
Open sets in R are defined to be arbitrary unions of open bounded intervals,

and a closed set is any set whose complement inR is open. A set E is open if and
only if for each x ∈ E , there is an open interval (a, b) such that x ∈ (a, b) ⊆ E .
In this case we of course have a < x < b. If we put ≤ = min{x − a, b − x},
then we see that x lies in the subset (x − ≤, x + ≤) of (a, b). The open interval
(x − ≤, x + ≤) equals

©
y ∈ R

Ø
Ø |y − x | < ≤

™
. Thus an open set in R is any set E

such that for each x ∈ E , there is a number ≤ > 0 such that
©
y ∈ R

Ø
Ø |y− x | < ≤

™

lies in E . A limit point x of a subset F of R is a point of R such that any
open interval containing x meets F in a point other than x . For example, the set
[a, b) ∪ {b+ 1} has [a, b] as its set of limit points. A subset of R is closed if and
only if it contains all its limit points.
Now let us turn to unbounded intervals. To provide notation for these, we shall

make use of two symbols+∞ and−∞ thatwill shortly be defined to be “extended
real numbers.” If a is in R, then the subsets (a,+∞) = {x ∈ R | a < x},
(−∞, a) = {x ∈ R | x < a}, (−∞,+∞) = R, [a,+∞) = {x ∈ R | a ≤ x},
and (−∞, a] = {x ∈ R | x ≤ a} are defined to be intervals, and they are all
unbounded. The first three are open sets of R and are considered to be open

1Bounded intervals are called “finite intervals” by some authors.
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intervals, while the last three are closed sets and are considered to be closed
intervals. Specifically the middle set R is both open and closed.
One important consequence of Theorem 1.1 is the archimedean property of

R, as follows.

Corollary 1.3. If a and b are real numbers with a > 0, then there exists an
integer n with na > b.

PROOF. If, on the contrary, na ≤ b for all integers n, then b is an upper bound
for the set of allna. LetM be the least upperboundof the set {na | n is an integer}.
Using that a is positive, we find that a−1M is a least upper bound for the integers.
Thus n ≤ a−1M for all integers n, and there is no smaller upper bound. However,
the smaller number a−1M − 1 must be an upper bound, since saying n ≤ a−1M
for all integers is the same as saying n−1 ≤ a−1M−1 for all integers. We arrive
at a contradiction, and we conclude that there is some integer n with na > b. §

The archimedean property enables one to see, for example, that any two
distinct real numbers have a rational number lying between them. We prove
this consequence as Corollary 1.5 after isolating one step as Corollary 1.4.

Corollary 1.4. If c is a real number, then there exists an integer n such that
n ≤ c < n + 1.

PROOF. Corollary 1.3 with a = 1 and b = c shows that there is an integer M
with M > c, and Corollary 1.3 with a = 1 and b = −c shows that there is an
integer m with m > −c. Then −m < c < M , and it follows that there exists a
greatest integer n with n ≤ c. This n must have the property that c < n + 1, and
the corollary follows. §

Corollary 1.5. If x and y are real numbers with x < y, then there exists a
rational number r with x < r < y.

PROOF. By Corollary 1.3 with a = y − x and b = 1, there is an integer N
such that N (y − x) > 1. This integer N has to be positive. Then 1

N < y − x .
By Corollary 1.4 with c = Nx , there exists an integer n with n ≤ Nx < n + 1,
hence with n

N ≤ x < n+1
N . Adding the inequalities n

N ≤ x and 1
N < y − x yields

n+1
N < y. Thus x < n+1

N < y, and the rational number r = n+1
N has the required

properties. §

A sequence in a set S is a function from a certain kind of subset of integers into
S. It will be assumed that the set of integers is nonempty, consists of consecutive
integers, and contains no largest integer. In particular the domain of any sequence
is infinite. Usually the set of integers is either all nonnegative integers or all
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positive integers. Sometimes the set of integers is all integers, and the sequence
in this case is often called “doubly infinite.” The value of a sequence f at the
integer n is normally written fn rather than f (n), and the sequence itself may be
denoted by an expression like { fn}n∏1, in which the outer subscript indicates the
domain.
A subsequence of a sequence f with domain {m,m+1, . . . } is a composition

f ◦ n, where f is a sequence and n is a sequence in the domain of f such that
nk < nk+1 for all k. For example, if {an}n∏1 is a sequence, then {a2k}k∏1 is the
subsequence in which the function n is given by nk = 2k. The domain of a
subsequence, by our definition, is always infinite.
A sequence an in R is convergent, or convergent in R, if there exists a real

number a such that for each ≤ > 0, there is an integer N with |an − a| < ≤
for all n ∏ N . The number a is necessarily unique and is called the limit
of the sequence. Depending on how much information about the sequence is
unambiguous, we may write limn→∞ an = a or limn an = a or lim an = a or
an → a. We also say an tends to a as n tends to infinity or∞.
A sequence in R is called monotone increasing if an ≤ an+1 for all n in the

domain, monotone decreasing if an ∏ an+1 for all n in the domain, monotone
if it is monotone increasing or monotone decreasing.

Corollary 1.6. Any bounded monotone sequence in R converges. If the
sequence is monotone increasing, then the limit is the least upper bound of the
image in R of the sequence. If the sequence is monotone decreasing, the limit is
the greatest lower bound of the image.

REMARK. Often it is Corollary 1.6, rather than the existence of least upper
bounds, that is taken for granted in an elementary calculus course. The reason
is that the statement of Corollary 1.6 tends for calculus students to be easier to
understand than the statement of the least upper bound property. Problem 1 at the
end of the chapter asks for a derivation of the least-upper-bound property from
Corollary 1.6.

PROOF. Suppose that {an} is monotone increasing and bounded. Let a =
supn an , the existence of the supremum being ensured by Theorem 1.1, and let
≤ > 0 be given. If there were no integer N with aN > a− ≤, then a− ≤ would be
a smaller upper bound, contradiction. Thus such an N exists. For that N , n ∏ N
implies a − ≤ < aN ≤ an ≤ a < a + ≤. Thus n ∏ N implies |an − a| < ≤.
Since ≤ is arbitrary, limn→∞ an = a. If the given sequence {an} is monotone
decreasing, we argue similarly with a = infn an . §

In working with sup and inf, it will be quite convenient to use the notation
supx∈E x evenwhen E is nonempty but not bounded above, and to use the notation
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infx∈E x evenwhen E is nonempty but not bounded below. We introduce symbols
+∞ and−∞, plus andminus infinity, for this purpose and extend the definitions
of supx∈E x and infx∈E x to all nonempty subsets E of R by taking

sup
x∈E

x = +∞ if E has no upper bound,

inf
x∈E

x = −∞ if E has no lower bound.

To work effectively with these new pieces of notation, we shall enlarge R to a
set R∗ called the extended real numbers by defining

R∗ = R ∪ {+∞} ∪ {−∞}.

An ordering onR∗ is defined by taking−∞ < r < +∞ for every member r ofR
and by retaining the usual ordering withinR. It is immediate from this definition
that

inf
x∈E

x ≤ sup
x∈E

x

if E is any nonempty subset ofR. In fact, we can enlarge the definitionsof infx∈E x
and supx∈E x in obvious fashion to include the case that E is any nonempty
subset of R∗, and we still have inf ≤ sup. With the ordering in place, we can
unambiguously speak of open intervals (a, b), closed intervals [a, b], and half-
open intervals [a, b) and (a, b] in R∗ even if a or b is infinite. Under our
definitions the intervals of R are the intervals of R∗ that are subsets of R, even if
a or b is infinite. If no special mention is made whether an interval lies in R or
R∗, it is usually assumed to lie in R.
The next step is to extend the operations of arithmetic to R∗. It is important

not to try to make such operations be everywhere defined, lest the distributive
laws fail. Letting r denote any member of R and a and b be any members of R∗,
we make the following new definitions:

Multiplication: r(+∞) = (+∞)r =






+∞ if r > 0,
0 if r = 0,
−∞ if r < 0,

r(−∞) = (−∞)r =






−∞ if r > 0,
0 if r = 0,
+∞ if r < 0,

(+∞)(+∞) = (−∞)(−∞) = +∞,

(+∞)(−∞) = (−∞)(+∞) = −∞.
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Addition: r + (+∞) = (+∞) + r = +∞,

r + (−∞) = (−∞) + r = −∞,

(+∞) + (+∞) = +∞,

(−∞) + (−∞) = −∞.

Subtraction: a − b = a + (−b) whenever the right side is defined.

Division: a/b = 0 if a ∈ R and b is ±∞,

a/b = b−1a if b ∈ R with b 6= 0 and a is ±∞.

The only surprise in the list is that 0 times anything is 0. This definition will be
important to us when we get to measure theory, starting in Chapter V.
It is now a simple matter to define convergence of a sequence inR∗. The cases

that need addressing are that the sequence is inR and that the limit is+∞ or−∞.
We say that a sequence {an} inR tends to+∞ if for any positive numberM , there
exists an integer N such that an ∏ M for all n ∏ N . The sequence tends to −∞
if for any negative number −M , there exists an integer N such that an ≤ −M
for all n ∏ N . It is important to indicate whether convergence/divergence of a
sequence is being discussed inR or inR∗. The default setting isR, in keepingwith
standard terminology in calculus. Thus, for example, we say that the sequence
{n}n∏1 diverges, but it converges in R∗ (to +∞).
With our new definitions every monotone sequence converges in R∗.
For a sequence {an} inR or even inR∗, we now introducemembers lim supn an

and lim infn an of R∗. These will always be defined, and thus we can apply the
operations lim sup and lim inf to any sequence in R∗. For the case of lim sup
we define bn = supk∏n ak as a sequence in R∗. The sequence {bn} is monotone
decreasing. Thus it converges to infn bn in R∗. We define2

lim sup
n

an = inf
n
sup
k∏n

ak

as a member of R∗, and we define

lim inf
n

an = sup
n
inf
k∏n

ak

as a member of R∗. Let us underscore that lim sup an and lim inf an always exist.
However, one or both may be ±∞ even if an is in R for every n.

Proposition 1.7. The operations lim sup and lim inf on sequences {an} and
{bn} in R∗ have the following properties:

(a) if an ≤ bn for all n, then lim sup an ≤ lim sup bn and lim inf an ≤
lim inf bn ,

2The notation lim was at one time used for lim sup, and lim was used for lim inf.
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(b) lim inf an ≤ lim sup an ,
(c) {an} has a subsequence converging in R∗ to lim sup an and another sub-

sequence converging in R∗ to lim inf an ,
(d) lim sup an is the supremum of all subsequential limits of {an} in R∗, and

lim infn is the infimum of all subsequential limits of {an} in R∗,
(e) if lim sup an < +∞, then lim sup an is the infimum of all extended real

numbers a such that an ∏ a for only finitely many n, and if lim inf an >
−∞, then lim inf an is the supremum of all extended real numbers a such
that an ≤ a for only finitely many n,

(f) the sequence {an} in R∗ converges in R∗ if and only if lim inf an =
lim sup an , and in this case the limit is the common value of lim inf an and
lim sup an .

REMARK. It is enough to prove the results about lim sup, since lim inf an =
− lim sup(−an).

PROOFS FOR lim sup.
(a) From al ≤ bl for all l, we have al ≤ supk∏n bk if l ∏ n. Hence supl∏n al ≤

supk∏n bk . Then (a) follows by taking the limit on n.
(b) This follows by taking the limit onn of the inequality infk∏n ak ≤ supk∏n ak .
(c) We divide matters into cases. The main case is that a = lim sup an is in R.

Inductively, for each l ∏ 1, choose N ∏ nl−1 such that | supk∏N ak − a| < l−1.
Then choose nl > nl−1 such that |anl − supk∏N ak | < l−1. Together these
inequalities imply |anl − a| < 2l−1 for all l, and thus liml→∞ anl = a. The
second case is that a = lim sup an equals +∞. Since supk∏n ak is monotone
decreasing in n, we must have supk∏n ak = +∞ for all n. Inductively for l ∏ 1,
we can choose nl > nl−1 such that anl ∏ l. Then liml→∞ anl = +∞. The
third case is that a = lim sup an equals −∞. The sequence bn = supk∏n ak is
monotone decreasing to −∞. Inductively for l ∏ 1, choose nl > nl−1 such that
bnl ≤ −l. Then anl ≤ bnl ≤ −l, and liml→∞ anl = −∞.
(d) By (c), lim sup an is one subsequential limit. Let a = limk→∞ ank be an-

other subsequential limit. Put bn = supl∏n al . Then {bn} converges to lim sup an
in R∗, and the same thing is true of every subsequence. Since ank ≤ supl∏nk al =
bnk for all k, we can let k tend to infinity and obtain a = limk→∞ ank ≤
limk→∞ bnk = lim sup an .
(e) Since lim sup an < +∞, we have supk∏n ak < +∞ for n greater than or

equal to some N . For this N and any a > supk∏N ak , we then have an ∏ a only
finitely often. Thus there exists a ∈ R such that an ∏ a for only finitely many n.
On the other hand, if a0 is a real number< lim sup an , then (c) shows that an ∏ a0

for infinitely many n. Hence

lim sup an ≤ inf {a | an ∏ a for only finitely many a}.
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Arguing by contradiction, suppose that< holds in this inequality, and let a00 be a
real number strictly in between the two sides of the inequality. Then supk∏n ak <
a00 for n large enough, and so an ∏ a00 only finitely often. But then a00 is in the set

{a | an ∏ a for only finitely many n},

and the statement that a00 is less than the infimum of this set gives a contradiction.
(f) If {an} converges inR∗, then (c) forces lim inf an = lim sup an . Conversely

suppose lim inf an = lim sup an , and let a be the common value of lim inf an and
lim sup an . Themain case is that a is inR. Let ≤ > 0 be given. By (e), an ∏ a+≤
only finitely often, and an ≤ a − ≤ only finitely often. Thus |an − a| < ≤ for
all n sufficiently large. In other words, lim an = a as asserted. The other cases
are that a = +∞ or a = −∞, and they are completely analogous to each other.
Suppose for definiteness that a = +∞. Since lim inf an = +∞, the monotone
increasing sequence bn = infk∏n ak converges in R∗ to +∞. Given M , choose
N such that bn ∏ M for n ∏ N . Then also an ∏ M for n ∏ N , and an converges
in R∗ to +∞. This completes the proof. §

With Proposition1.7 as a tool, we can nowprove theBolzano–WeierstrassThe-
orem. The remainder of the section will consist of applications of this theorem,
showing that Cauchy sequences in R converge in R, that continuous functions
on closed bounded intervals of R are uniformly continuous, that continuous
functions on closed bounded intervals are bounded and assume their maximum
and minimum values, and that continuous functions on closed intervals take on
all intermediate values.

Theorem 1.8 (Bolzano–Weierstrass). Every bounded sequence in R has a
convergent subsequence with limit in R.
PROOF. If the given bounded sequence is {an}, form the subsequence noted

in Proposition 1.7c that converges in R∗ to lim sup an . All quantities arising in
the formation of lim sup an are in R, since {an} is bounded, and thus the limit is
in R. §

A sequence {an} in R is called a Cauchy sequence if for any ≤ > 0, there
exists an N such that |an − am | < ≤ for all n and m that are ∏ N .

EXAMPLE. Every convergent sequence in R with limit in R is Cauchy. In fact,
let a = lim an , and let ≤ > 0 be given. Choose N such that n ∏ N implies
|an − a| < ≤. Then n,m ∏ N implies

|an − am | ≤ |an − a| + |a − am | < ≤ + ≤ = 2≤.

Hence the sequence is Cauchy.
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In the above example and elsewhere in this book, we allow ourselves the luxury
of having our final bound come out as a fixed multiple M≤ of ≤, rather than ≤
itself. Strictly speaking, we should have introduced ≤0 = ≤/M and aimed for
≤0 rather than ≤. Then our final bound would have been M≤0 = ≤. Since the
technique for adjusting a proof in this way is always the same, we shall not add
these extra steps in the future unless there would otherwise be a possibility of
confusion.
This convention suggests a handy piece of terminology—that a proof as in the

above example, in which M = 2, is a “2≤ proof.” That name conveys a great deal
of information about the proof, saying that one should expect two contributions
to the final estimate and that the final bound will be 2≤.

Theorem 1.9 (Cauchy criterion). Every Cauchy sequence in R converges to a
limit in R.
PROOF. Let {an} be Cauchy in R. First let us see that {an} is bounded. In

fact, for ≤ = 1, choose N such that n,m ∏ N implies |an − am | < 1. Then
|am | ≤ |aN | + 1 for m ∏ N , and M = max{|a1|, . . . , |aN−1|, |aN | + 1} is a
common bound for all |an|.
Since {an} is bounded, it has a convergent subsequence {ank }, say with limit

a, by the Bolzano–Weierstrass Theorem. The subsequential limit has to satisfy
|a| ≤ M within R∗, and thus a is in R.
Finally let us see that lim an = a. In fact, if ≤ > 0 is given, choose N such

that nk ∏ N implies |ank − a| < ≤. Also, choose N 0 ∏ N such that n,m ∏ N 0

implies |an − am | < ≤. If n ∏ N 0, then any nk ∏ N 0 has |an − ank | < ≤, and
hence

|an − a| ≤ |an − ank | + |ank − a| < ≤ + ≤ = 2≤.

This completes the proof. §

Let f be a function with domain an interval and with range in R. The interval
is allowed to be unbounded, but it is required to be a subset of R. We say
that f is continuous at a point x0 of the domain of f within R if for each
≤ > 0, there is some δ > 0 such that all x in the domain of f that satisfy
|x − x0| < δ have | f (x) − f (x0)| < ≤. This notion is sometimes abbreviated as
limx→x0 f (x) = f (x0). Alternatively, one may say that f (x) tends to f (x0) as
x tends to x0, and one may write f (x) → f (x0) as x → x0.
Amathematically equivalent definition is that f is continuous at x0 if whenever

a sequence has xn → x0 within the domain interval, then f (xn) → f (x0). This
latter version of continuity will be shown in Section II.4 to be equivalent to the
former version, given in terms of continuous limits, in greater generality than just
for R, and thus we shall not stop to prove the equivalence now. We say that f is
continuous if it is continuous at all points of its domain.
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We say that the a function f as above is uniformly continuous on its domain
if for any ≤ > 0, there is some δ > 0 such that | f (x) − f (x0)| < ≤ whenever x
and x0 are in the domain interval and |x− x0| < δ. (In other words, the condition
for the continuity to be uniform is that δ can always be chosen independently of
x0.)

EXAMPLE. The function f (x) = x2 is continuous on (−∞,+∞), but it is
not uniformly continuous. In fact, it is not uniformly continuous on [1,+∞).
Assuming the contrary, choose δ for ≤ = 1. Thenwemust have

Ø
Ø(x+ δ

2 )
2−x2

Ø
Ø < 1

for all x ∏ 1. But
Ø
Ø(x + δ

2 )
2 − x2

Ø
Ø = δx + δ2

4 ∏ δx , and this is ∏ 1 for x ∏ δ−1.

Theorem 1.10. A continuous function f from a closed bounded interval [a, b]
into R is uniformly continuous.
PROOF. Fix ≤ > 0. For x0 in the domain of f , the continuity of f at x0 means

that it makes sense to define

δx0(≤) = min
Ω
1, sup

Ω
δ0 > 0

Ø
Ø
Ø
Ø
|x − x0| < δ0 and x in the domain
of f imply | f (x) − f (x0)| < ≤

ææ
.

If |x − x0| < δx0(≤), then | f (x) − f (x0)| < ≤. Put δ(≤) = infx0∈[a,b] δx0(≤).
Let us see that it is enough to prove that δ(≤) > 0. If x and y are in [a, b] with
|x − y| < δ(≤), then |x − y| < δ(≤) ≤ δy(≤). Hence | f (x) − f (y)| < ≤ as
required.
Thus we are to prove that δ(≤) > 0. If δ(≤) = 0, then, for each integer

n > 0, we can choose xn such that δxn (≤) < 1
n . By the Bolzano–Weierstrass

Theorem, there is a convergent subsequence, say with xnk → x 0. Along this
subsequence, δxnk (≤) → 0. Fix k large enough so that |xnk − x 0| < 1

2δx 0( ≤
2 ). Then

| f (xnk ) − f (x 0)| < ≤
2 . Also, |x − xnk | < 1

2δx 0( ≤
2 ) implies

|x − x 0| ≤ |x − xnk | + |xnk − x 0| < 1
2δx 0( ≤

2 ) + 1
2δx 0( ≤

2 ) = δx 0( ≤
2 ),

so that | f (x) − f (x 0)| < ≤
2 and

| f (xnk ) − f (x)| ≤ | f (xnk ) − f (x 0)| + | f (x 0) − f (x)| < ≤
2 + ≤

2 = ≤.

Consequently our arbitrary large fixed k has δxnk ∏ 1
2δx 0( ≤

2 ), and the sequence
{δxnk (≤)} cannot be tending to 0. §

Theorem 1.11. A continuous function f from a closed bounded interval [a, b]
into R is bounded and takes on maximum and minimum values.
PROOF. Let c = supx∈[a,b] f (x) in R∗. Choose a sequence xn in [a, b]

with f (xn) increasing to c. By the Bolzano–Weierstrass Theorem, {xn} has a
convergent subsequence, say xnk → x 0. By continuity, f (xnk ) → f (x 0). Then
f (x 0) = c, and c is a finite maximum. The proof for a finite minimum is
similar. §
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Theorem 1.12 (Intermediate Value Theorem). Let a < b be real numbers,
and let f : [a, b] → R be continuous. Then f , in the interval [a, b], takes on all
values between f (a) and f (b).
REMARK. The proof below, which uses the Bolzano–Weierstrass Theorem,

does not make absolutely clear what aspects of the structure of R are essential to
the argument. A conceptually clearer proof will be given in Section II.8 and will
bring out that the essential property of the interval [a, b] is its “connectedness”
in a sense to be defined in that section.
PROOF. Let f (a) = α and f (b) = β, and let ∞ be between α and β. We may

assume that ∞ is in fact strictly between α and β. Possibly by replacing f by
− f , we may assume that also α < β. Let

A = {x ∈ [a, b] | f (x) ≤ ∞ } and B = {x ∈ [a, b] | f (x) ∏ ∞ }.

These sets are nonempty, since a is in A and b is in B, and f is bounded as
a result of Theorem 1.11. Thus the numbers ∞1 = sup { f (x) | x ∈ A} and
∞2 = inf { f (x) | x ∈ B} are well defined and have ∞1 ≤ ∞ ≤ ∞2.
If ∞1 = ∞ , thenwe canfind a sequence {xn} in A such that f (xn) converges to ∞ .

Using the Bolzano–Weierstrass Theorem, we can find a convergent subsequence
{xnk } of {xn}, say with limit x0. By continuity of f , { f (xnk )} converges to f (x0).
Then f (x0) = ∞1 = ∞ , and we are done. Arguing by contradiction, we may
therefore assume that ∞1 < ∞ . Similarly we may assume that ∞ < ∞2, but we do
not need to do so.
Let ≤ = ∞2 − ∞1, and choose, by Theorem 1.10 and uniform continuity, δ > 0

such that |x1 − x2| < δ implies | f (x1) − f (x2)| < ≤ whenever x1 and x2 both
lie in [a, b]. Then choose an integer n such that 2−n(b − a) < δ, and consider
the value of f at the points pk = a + k2−n(b − a) for 0 ≤ k ≤ 2n . Since
pk+1 − pk = 2−n(b − a) < δ, we have | f (pk+1) − f (pk)| < ≤ = ∞2 − ∞1.
Consequently if f (pk) ≤ ∞1, then

f (pk+1) ≤ f (pk) + | f (pk+1) − f (pk)| < ∞1 + (∞2 − ∞1) = ∞2,

and hence f (pk+1) ≤ ∞1. Now f (p0) = f (a) = α ≤ ∞1. Thus induction shows
that f (pk) ≤ ∞1 for all k ≤ 2n . However, for k = 2n , we have p2n = b, and
f (b) = β ∏ ∞ > ∞1, and we have arrived at a contradiction. §

Further topics. Here a number of other topics of an undergraduate course in real-variable
theory fit well logically. Among these are countable vs. uncountable sets, infinite series and tests
for their convergence, the fact that every rearrangement of an infinite series of positive terms has the
same sum, special sequences, derivatives, the Mean Value Theorem as in Section A2 of Appendix
A, and continuity and differentiability of inverse functions as in Section A3 of Appendix A.We shall
not stop here to review these topics, which are treated in many books. One such book is Rudin’s
Principles of Mathematical Analysis, the relevant chapters being 1 to 5. In Chapter 2 of that book,
only the first few pages are needed; they are the ones where countable and uncountable sets are
discussed.
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2. Interchange of Limits

Let {bi j } be a doubly indexed sequence of real numbers. It is natural to ask for
the extent to which

lim
i
lim
j
bi j = lim

j
lim
i
bi j ,

more specifically to ask how to tell, in an expression involving iterated limits,
whether we can interchange the order of the two limit operations. We can view
matters conveniently in terms of an infinite matrix




b11 b12 · · ·
b21 b22
...

. . .



 .

The left-hand iterated limit, namely limi limj bi j , is obtained by forming the limit
of each row, assembling the results, and then taking the limit of the row limits
down through the rows. The right-hand iterated limit, namely limj limi bi j , is
obtained by forming the limit of each column, assembling the results, and then
taking the limit of the column limits through the columns. If we use the particular
infinite matrix 







1 1 1 1 · · ·
0 1 1 1 · · ·
0 0 1 1 · · ·
0 0 0 1 · · ·
...

. . .









,

thenwe see that the first iterated limit depends only on the part of thematrix above
the main diagonal, while the second iterated limit depends only on the part of the
matrix below the main diagonal. Thus the two iterated limits in general have no
reason at all to be related. In the specific matrix that we have just considered,
they are 1 and 0, respectively. Let us consider some examples along the same
lines but with an analytic flavor.

EXAMPLES.

(1) Let bi j =
j

i + j
. Then limi limj bi j = 1, while limj limi bi j = 0.

(2) Let Fn be a continuous real-valued function onR, and suppose that F(x) =
lim Fn(x) exists for every x . Is F continuous? This is the same kind of question.
It asks whether limt→x F(t) ?

= F(x), hence whether

lim
t→x

lim
n→∞

Fn(t)
?
= lim

n→∞
lim
t→x

Fn(t).
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If we take fk(x) =
x2

(1+ x2)k
for k ∏ 0 and define Fn(x) =

Pn
k=0 fk(x), then

each Fn is continuous. The sequence of functions {Fn} has a pointwise limit

F(x) =
X∞

k=0
x2

(1+ x2)k
. The series is a geometric series, and we can easily

calculate explicitly the partial sums and the limit function. The latter is

F(x) =

Ω 0 if x = 0
1+ x2 if x 6= 0.

It is apparent that the limit function is discontinuous.
(3) Let { fn} be a sequence of differentiable functions, and suppose that f (x) =

lim fn(x) exists for every x and is differentiable. Is lim f 0
n(x) = f 0(x)? This

question comes down to whether

lim
n→∞

lim
t→x

fn(t) − fn(x)
t − x

?
= lim

t→x
lim
n→∞

fn(t) − fn(x)
t − x

.

An example where the answer is negative uses the sine and cosine functions,
which are undefined in the rigorous development until Section 7 on power series.

The example has fn(x) =
sin nx
p
n

for n ∏ 1. Then limn fn(x) = 0, so that

f (x) = 0 and f 0(x) = 0. Also, f 0
n(x) =

p
n cos nx , so that f 0

n(0) =
p
n does

not tend to 0 = f 0(0).

Yet we know many examples from calculus where an interchange of limits is
valid. For example, in calculus of two variables, the first partial derivatives of
nice functions—polynomials, for example—can be computed in either order with
the same result, and double integrals of continuous functions over a rectangle can
be calculated as iterated integrals in either order with the same result. Positive
theorems about interchanging limits are usually based on some kind of uniform
behavior, in a sense that we take up in the next section. A number of positive
results of this kind ultimately come down to the following general theorem about
doubly indexed sequences that are monotone increasing in each variable. In
Section 3 we shall examine the mechanism of this theorem closely: the proof
shows that the equality in question is supi supj bi j = supj supi bi j and that it
holds because both sides equal supi, j bi j .

Theorem 1.13. Let bi j be members ofR∗ that are∏ 0 for all i and j . Suppose
that bi j is monotone increasing in i , for each j , and is monotone increasing in j ,
for each i . Then

lim
i
lim
j
bi j = lim

j
lim
i
bi j ,

with all the indicated limits existing in R∗.
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PROOF. Put Li = limj bi j and L 0
j = limi bi j . These limits exist in R∗, since

the sequences in question are monotone. Then Li ≤ Li+1 and L 0
j ≤ L 0

j+1, and
thus

L = lim
i
Li and L 0 = lim

j
L 0
j

both exist in R∗. Arguing by contradiction, suppose that L < L 0. Then we can
choose j0 such that L 0

j0 > L . Since L 0
j0 = limi bi j0 , we can choose i0 such that

bi0 j0 > L . Then we have L < bi0 j0 ≤ Li0 ≤ L , contradiction. Similarly the
assumption L 0 < L leads to a contradiction. We conclude that L = L 0. §

Corollary 1.14. If al j are members of R∗ that are ∏ 0 and are monotone
increasing in j for each l, then

lim
j

X

l
al j =

X

l
lim
j
al j

in R∗, the limits existing.

REMARK. This result will be generalized by the Monotone Convergence
Theorem when we study abstract measure theory in Chapter V.

PROOF. Put bi j =
Pi

l=1 al j in Theorem 1.13. §

Corollary 1.15. If ci j are members of R∗ that are ∏ 0 for all i and j , then
X

i

X

j
ci j =

X

j

X

i
ci j

in R∗, the limits existing.

REMARK. This result will be generalized by Fubini’s Theorem when we study
abstract measure theory in Chapter V.

PROOF. This follows from Corollary 1.14. §

3. Uniform Convergence

Let us examine more closely what is happening in the proof of Theorem 1.13, in
which it is proved that iterated limits can be interchangedunder certain hypotheses
of monotonicity. One of the iterated limits is L = limi limj bi j , and the claim is
that L is approached as i and j tend to infinity jointly. In terms of a matrix whose
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entries are the various bi j ’s, the pictorial assertion is that all the terms far down
and to the right are close to L:








· · · · · ·

· · · All terms here
are close to L








.

To see this claim, let us choose a row limit Li0 that is close to L and then take an
entry bi0 j0 that is close to Li0 . Then bi0 j0 is close to L , and all terms down and to
the right from there are even closer because of the hypothesis of monotonicity.
To relate this behavior to something uniform, suppose that L < +∞, and let

some ≤ > 0 be given. We have just seen that we can arrange to have |L−bi j | < ≤
whenever i ∏ i0 and j ∏ j0. Then |Li − bi j | < ≤ whenever i ∏ i0, provided
j ∏ j0. Also, we have limj bi j = Li for i = 1, 2, . . . , i0−1. Thus |Li −bi j | < ≤
for all i , provided j ∏ j 00, where j 00 is some larger index than j0. This is the
notion of uniform convergence that we shall define precisely in a moment: an
expression with a parameter (i in our case) has a limit (on the variable j in our
case) with an estimate independent of the parameter. We can visualize matters as
in the following matrix:

j j 00

i

√

· · ·
All terms here
are close to Li
on all rows.

!

.

The vertical dividing line occurs when the column index j is equal to j 00, and all
terms to the right of this line are close to their respective row limits Li .
Let us see the effect of this situation on the problem of interchange of limits.

The above diagram forces all the terms in the shaded part of

√ · · · · · ·

· · · //////

!

to

be close to one number if lim Li exists, i.e., if the row limits are tending to a
limit. If the other iterated limit exists, then it must be this same number. Thus
the interchange of limits is valid under these circumstances.
Actually, we can get by with less. If, in the displayed diagram above, we

assume that all the column limits L 0
j exist, then it appears that all the column

limits with j ∏ j 00 have to be close to the Li ’s. From this we can deduce that the
column limits have a limit L 0 and that the row limits Li must tend to the limit
of the column limits. In other words, the convergence of the rows in a suitable
uniform fashion and the convergence of the columns together imply that both
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iterated limits exist and they are equal. We shall state this result rigorously as
Proposition 1.16, which will become a prototype for applications later in this
section.
Let S be a nonempty set, and let f and fn , for integers n ∏ 1, be functions

from S to R. We say that fn(x) converges to f (x) uniformly for x in S if for
any ≤ > 0, there is an integer N such that n ∏ N implies | fn(x) − f (x)| < ≤ for
all x in S. It is equivalent to say that supx∈S | fn(x) − f (x)| tends to 0 as n tends
to infinity.

Proposition 1.16. Let bi j be real numbers for i ∏ 1 and j ∏ 1. Suppose that
(i) Li = limj bi j exists in R uniformly in i , and
(ii) L 0

j = limi bi j exists in R for each j .
Then

(a) L = limi Li exists in R,
(b) L 0 = limj L 0

j exists in R,
(c) L = L 0,
(d) the double limit on i and j of bi j exists and equals the common value of

the iterated limits L and L 0, i.e., for each ≤ > 0, there exist i0 and j0 such
that |bi j − L| < ≤ whenever i ∏ i0 and j ∏ j0,

(e) L 0
j = limi bi j exists in R uniformly in j .

REMARK. In applicationswe shall sometimes have extra information, typically
the validity of (a) or (b). According to the statement of the proposition, however,
the conclusions are valid without using this extra information as an additional
hypothesis.
PROOF. Let ≤ > 0 be given. By (i), choose j0 such that |bi j − Li | < ≤ for all

i whenever j ∏ j0. With j ∏ j0 fixed, (ii) says that |bi j − L 0
j | < ≤ whenever i is

∏ some i0 = i0( j). For j ∏ j0 and i ∏ i0( j), we then have

|Li − L 0
j | ≤ |Li − bi j | + |bi j − L 0

j | < ≤ + ≤ = 2≤.

If j 0 ∏ j0 and i ∏ i0( j 0), we similarly have |Li − L 0
j 0 | < 2≤. Hence if j ∏ j0,

j 0 ∏ j0, and i ∏ max{i0( j), i0( j 0)}, then

|L 0
j − L 0

j 0 | ≤ |L 0
j − Li | + |Li − L 0

j 0 | < 2≤ + 2≤ = 4≤.

In other words, {L 0
j } is a Cauchy sequence. By Theorem 1.9, L 0 = limj L 0

j exists
in R. This proves (b).
Passing to the limit in our inequality, we have |L 0

j − L 0| ≤ 4≤ when j ∏ j0
and in particular when j = j0. If i ∏ i0( j0), then we saw that |bi j0 − Li | < ≤
and |bi j0 − L 0

j0 | < ≤. Hence i ∏ i0( j0) implies

|Li − L 0| ≤ |Li − bi j0 | + |bi j0 − L 0
j0 | + |L 0

j0 − L 0| < ≤ + ≤ + 4≤ = 6≤.
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Since ≤ is arbitrary, L = limi Li exists and equals L 0. This proves (a) and (c).
Since limi Li = L , choose i1 such that |Li −L| < ≤ whenever i ∏ i1. If i ∏ i1

and j ∏ j0, we then have

|bi j − L| ≤ |bi j − Li | + |Li − L| < ≤ + ≤ = 2≤.

This proves (d).
Let i1 and j0 be as in the previous paragraph. We have seen that |L 0

j−L 0
j 0 | < 4≤

for j ∏ j0. By (b), |L 0
j −L 0| ≤ 4≤ whenever j ∏ j0. Hence (c) and the inequality

of the previous paragraph give

|bi j − L 0
j | ≤ |bi j − L| + |L − L 0| + |L 0 − L 0

j | < 2≤ + 0+ 4≤ = 6≤

whenever i ∏ i1 and j ∏ j0. By (ii), choose i2 ∏ i1 such that |bi j − L 0
j | < 6≤

whenever j ∈ {1, . . . , j0−1} and i ∏ i2. Then i ∏ i2 implies |bi j − L 0
j | < 6≤ for

all j whenever i ∏ i2. §

In checking for uniform convergence, we often do not have access to explicit
expressions for limiting values. One device for dealing with the problem is a
uniform version of the Cauchy criterion. Let S be a nonempty set, and let { fn}n∏1
be a sequence of functions from S toR. We say that { fn(x)} is uniformlyCauchy
for x ∈ S if for any ≤ > 0, there is an integer N such that n ∏ N and m ∏ N
together imply | fn(x) − fm(x)| < ≤ for all x in S.

Proposition 1.17 (uniform Cauchy criterion). A sequence { fn} of functions
from a nonempty set S to R is uniformly Cauchy if and only if it is uniformly
convergent.

PROOF. If { fn} is uniformly convergent to f , we use a 2≤ argument, just as
in the example before Theorem 1.9: Given ≤ > 0, choose N such that n ∏ N
implies | fn(x) − f (x)| < ≤. Then n ∏ N and m ∏ N together imply

| fn(x) − fm(x)| ≤ | fn(x) − f (x)| + | f (x) − fm(x)| < ≤ + ≤ = 2≤.

Thus { fn} is uniformly Cauchy.
Conversely suppose that { fn} is uniformlyCauchy. Then { fn(x)} is Cauchy for

each x . Theorem 1.9 therefore shows that there exists a function f : S → R such
that limn fn(x) = f (x) for each x . We prove that the convergence is uniform.
Given ≤ > 0, choose N , as is possible since { fn} is uniformly Cauchy, such that
n ∏ N and m ∏ N together imply | fn(x) − fm(x)| < ≤. Letting m tend to ∞
shows that | fn(x) − f (x)| ≤ ≤ for n ∏ N . Hence limn fn(x) = f (x) uniformly
for x in S. §
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In practice, uniform convergence often arises with infinite series of functions,
and then the definition and results about uniform convergence are to be applied to
the sequenceof partial sums. If the series is

P∞
k=1 ak(x), onewants

Ø
ØPn

k=m ak(x)
Ø
Ø

to be small for all m and n sufficiently large. Some of the standard tests for
convergence of series of numbers yield tests for uniform convergence of series of
functions just by introducing a parameter and ensuring that the estimates do not
depend on the parameter. We give two clear-cut examples. One is the uniform
alternating series test or Leibniz test, given in Corollary 1.18. A generalization
is the handy test given in Corollary 1.19.

Corollary 1.18. If for each x in a nonempty set S, {an(x)}n∏1 is a mono-
tone decreasing sequence of nonnegative real numbers such that limn an(x) = 0
uniformly in x , then

P∞
n=1 (−1)nan(x) converges uniformly.

PROOF. The hypotheses are such that
Ø
ØPn

k=m (−1)kak(x)
Ø
Ø ≤ supx |am(x)|

whenever n ∏ m, and the uniform convergence is immediate from the uniform
Cauchy criterion. §

Corollary 1.19. If for each x in a nonempty set S, {an(x)}n∏1 is a monotone
decreasing sequence of nonnegative real numbers such that limn an(x) = 0
uniformly in x and if {bn(x)}n∏1 is a sequence of real-valued functions on S
whose partial sums Bn(x) =

Pn
k=1 bk(x) have |Bn(x)| ≤ M for some M and all

n and x , then
P∞

n=1 an(x)bn(x) converges uniformly.

PROOF. If n ∏ m, summation by parts gives

nX

k=m
ak(x)bk(x) =

n−1X

k=m
Bk(x)(ak(x) − ak+1(x)) + Bn(x)an(x) − Bm−1(x)am(x),

as one can check by expanding out the right side. Let ≤ > 0 be given, and choose
N such that ak(x) ≤ ≤ for all x whenever k ∏ N . If n ∏ m ∏ N , then

Ø
Ø
Ø

nX

k=m
ak(x)bk(x)

Ø
Ø
Ø ≤

n−1X

k=m
|Bk(x)|(ak(x) − ak+1(x)) + M≤ + M≤

≤ M
n−1X

k=m
(ak(x) − ak+1(x)) + 2M≤

≤ Mam(x) + 2M≤

≤ 3M≤,

and the uniform convergence is immediate from the uniform Cauchy criterion.§
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A third consequence can be considered as a uniform version of the result that
absolute convergence implies convergence. In practice it tends to be fairly easy
to apply, but it applies only in the simplest situations.

Proposition 1.20 (Weierstrass M test). Let S be a nonempty set, and let { fn}
be a sequence of real-valued functions on S such that | fn(x)| ≤ Mn for all x in
S. Suppose that

P
n Mn < +∞. Then

P∞
n=1 fn(x) converges uniformly for x in

S.

PROOF. If n ∏ m ∏ N , then
Ø
ØPn

k=m fk(x)
Ø
Ø ≤

Pn
k=m | fk(x)| ≤

Pn
k=m Mk ,

and the right side tends to 0 uniformly in x as N tends to infinity. Therefore the
result follows from the uniform Cauchy criterion. §

EXAMPLES.
(1) The series

∞X

n=1

1
n2

xn

converges uniformly for−1 ≤ x ≤ 1 by theWeierstrass M test with Mn = 1/n2.
(2) The series

∞X

n=1
(−1)n

x2 + n
n2

converges uniformly for −1 ≤ x ≤ 1, but the M test does not apply. To see
that the M test does not apply, we use the smallest possible Mn , which is Mn =
supx

Ø
Ø(−1)n x2+n

n2 | = n+1
n2 . The series

P n+1
n2 diverges, and hence the M test

cannot apply for any choice of the numbers Mn . To see the uniform convergence
of the given series, we observe that the terms strictly alternate in sign. Also,

x2 + n
n2

∏
x2 + (n + 1)

(n + 1)2
because

x2

n2
∏

x2

(n + 1)2
and

1
n

∏
1

n + 1
.

Finally
x2 + n
n2

≤
n + 1
n2

→ 0

uniformly for−1 ≤ x ≤ 1. Hence the series converges uniformly by the uniform
Leibniz test (Corollary 1.18).

Having developed some tools for proving uniform convergence, let us apply
the notion of uniform convergence to interchanges of limits involving functions
of a real variable. For a point of reference, recall the diagrams of interchanges of
limits at the beginning of the section. We take the column index to be n and think
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of the row index as a variable t , which is tending to x . We make assumptions
that correspond to (i) and (ii) in Proposition 1.16, namely that { fn(t)} converges
uniformly in t as n tends to infinity, say to f (t), and that fn(t) converges to some
limit fn(x) as t tends to x . With fn(x) defined as this limit, fn is continuous
at x . In other words, the assumptions are that the sequence { fn} is uniformly
convergent to f and each fn is continuous.

Theorem 1.21. If { fn} is a sequence of real-valued functions on [a, b] that are
continuous at x and if { fn} converges to f uniformly, then f is continuous at x .
REMARKS. This is really a consequence of Proposition 1.16 except that one of

the indices, namely t , is regarded as continuous and not discrete. Actually, there is
a subtle simplification here, by comparison with Proposition 1.16, in that { fn(x)}
at the limiting parameter x is being assumed to tend to f (x). This corresponds
to assuming (b) in the proposition, as well as (i) and (ii). Consequently the proof
of the theorem will be considerably simpler than the proof of Proposition 1.16.
In fact, the proof will be our first example of a 3≤ proof. In many applications
of Theorem 1.21, the given sequence { fn} is continuous at every x , and then the
conclusion is that f is continuous at every x .
PROOF. We write

| f (t) − f (x)| ≤ | f (t) − fn(t)| + | fn(t) − fn(x)| + | fn(x) − f (x)|.
Given ≤ > 0, choose N large enough so that | fn(t)− f (t)| < ≤ for all t whenever
n ∏ N . With such an n fixed, choose some δ of continuity for the function
fn , the point x , and the number ≤. Each term above is then < ≤, and hence
| f (t) − f (x)| < 3≤. Since ≤ is arbitrary, f is continuous at x . §

Theorem 1.21 in effect uses only conclusion (c) of Proposition 1.16, which
concerns the equality of the two iterated limits. Conclusion (d) gives a stronger
result, namely that the double limit exists and equals each iterated limit. The
strengthened version of Theorem 1.21 is as follows.

Theorem 1.210. If { fn} is a sequence of real-valued functions on [a, b] that
are continuous at x and if { fn} converges to f uniformly, then for each ≤ > 0,
there exist an integer N and a number δ > 0 such that

| fn(t) − f (x)| < ≤

whenever n ∏ N and |t − x | < δ.
PROOF. If ≤ > 0 is given, choose N such that | fn(t) − f (t)| < ≤/2 for all

t whenever n ∏ N , and choose δ in the conclusion of Theorem 1.21 such that
|t − x | < δ implies | f (t) − f (x)| < ≤/2. Then

| fn(t) − f (x)| ≤ | fn(t) − f (t)| + | f (t) − f (x)| < ≤
2 + ≤

2 = ≤

whenever n ∏ N and |t − x | < δ. Theorem 1.210 follows. §
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In interpreting our diagrams of interchanges of limits to get at the statement of
Theorem 1.21, we took the column index to be n and thought of the row index as
a variable t , which was tending to x . It is instructive to see what happens when
the roles of n and t are reversed, i.e., when the row index is n and the column
index is the variable t , which is tending to x . Again we have fn(t) converging
to f (t) and limt→x fn(t) = fn(x), but the uniformity is different. This time
we want the uniformity to be in n as t tends to x . This means that the δ of
continuity that corresponds to ≤ can be taken independent of n. This is the notion
of “equicontinuity,” and there is a classical theorem about it. The theorem is
actually stronger than Proposition 1.16 suggests, since the theorem assumes less
than that fn(t) converges to f (t) for all t .
Let F = { fα | α ∈ A} be a set of real-valued functions on a bounded interval

[a, b]. We say that F is equicontinuous at x ∈ [a, b] if for each ≤ > 0, there is
some δ > 0 such that |t−x | < δ implies | f (t)− f (x)| < ≤ for all f ∈ F. The set
F of functions is pointwise bounded if for each t ∈ [a, b], there exists a number
Mt such that | f (t)| ≤ Mt for all f ∈ F. The set is uniformly equicontinuous on
[a, b] if it is equicontinuous at each point x and if the δ can be taken independent
of x . The set is uniformly bounded on [a, b] if it is pointwise bounded at each
t ∈ [a, b] and the bound Mt can be taken independent of t .

Theorem 1.22 (Ascoli’s Theorem). If { fn} is a sequence of real-valued func-
tions on a closed bounded interval [a, b] that is equicontinuous at each point of
[a, b] and pointwise bounded on [a, b], then

(a) { fn} is uniformly equicontinuous and uniformly bounded on [a, b],
(b) { fn} has a uniformly convergent subsequence.

PROOF. Since each fn is continuous at each point, we know from Theorems
1.10 and 1.11 that each fn is uniformly continuous and bounded. The proof of
(a) amounts to an argument that the estimates in those theorems can be arranged
to apply simultaneously for all n.
First consider the questionof uniformboundedness. Choose, byTheorem1.11,

some xn in [a, b] with | fn(xn)| equal to Kn = supx∈[a,b] | fn(x)|. Then choose a
subsequence on which the numbers Kn tend to supn Kn in R∗. There will be no
loss of generality in assuming that this subsequence is ourwhole sequence. Apply
the Bolzano–Weierstrass Theorem to find a convergent subsequence {xnk } of {xn},
say with limit x0. By pointwise boundedness, find Mx0 with | fn(x0)| ≤ Mx0 for
all n. Then choose some δ of equicontinuity at x0 for ≤ = 1. As soon as k is large
enough so that |xnk − x0| < δ, we have

Knk = | fnk (xnk )| ≤ | fnk (xnk ) − fnk (x0)| + | fnk (x0)| < 1+ Mx0 .

Thus 1+ Mx0 is a uniform bound for the functions fn .
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The proof of uniform equicontinuity proceeds in the same spirit but takes
longer to write out. Fix ≤ > 0. The uniform continuity of fn for each n means
that it makes sense to define

δn(≤) = min
Ω
1, sup

Ω
δ0 > 0

Ø
Ø
Ø
Ø
| fn(x)− fn(y)| < ≤whenever |x−y| < δ0

and x and y are in the domain of fn

ææ
.

If |x − y| < δn(≤), then | fn(x) − fn(y)| < ≤. Put δ(≤) = infn δn(≤). Let us see
that it is enough to prove that δ(≤) > 0: If x and y are in [a, b] with |x−y| < δ(≤),
then |x − y| < δ(≤) ≤ δn(≤). Hence | fn(x) − fn(y)| < ≤ as required.
Thus we are to prove that δ(≤) > 0. If δ(≤) = 0, then we first choose an

increasing sequence {nk} of positive integers such that δnk (≤) < 1
k , and we next

choose xk and yk in [a, b] with |xk − yk | < 1/k and | fnk (xk) − fnk (yk)| ∏ ≤.
Applying the Bolzano–Weierstrass Theorem, we obtain a subsequence {xkl } of
{xk} such that {xkl } converges, say to x0. Then

lim sup
l

|ykl − x0| ≤ lim sup
l

|ykl − xkl | + lim sup
l

|xkl − x0| = 0+ 0 = 0,

so that {ykl } converges to x0. Now choose, by equicontinuity at x0, a number
δ0 > 0 such that | fn(x) − fn(x0)| < ≤

2 for all n whenever |x − x0| < δ0. The
convergence of {xkl } and {ykl } to x0 implies that for large enough l, we have
|xkl − x0| < δ0/2 and |ykl − x0| < δ0/2. Therefore | fnkl (xkl ) − fnkl (x0)| < ≤

2 and
| fnkl (ykl )− fnkl (x0)| < ≤

2 , fromwhichwe conclude that | fnkl (xkl )− fnkl (ykl )| < ≤.
But we saw that | fnk (xk) − fnk (yk)| ∏ ≤ for all k, and thus we have arrived at a
contradiction. This proves the uniform equicontinuity and completes the proof
of (a).
To prove (b), we first construct a subsequence of { fn} that is convergent at

every rational point in [a, b]. We enumerate the rationals, say as x1, x2, . . . . By
the Bolzano–Weierstrass Theorem and the pointwise boundedness, we can find
a subsequence of { fn} that is convergent at x1, a subsequence of the result that
is convergent at x2, a subsequence of the result that is convergent at x3, and so
on. The trouble with this process is that each term of our original sequence may
disappear at some stage, and then we are left with no terms that address all the
rationals. The trick is to form the subsequence { fnk } of the given { fn} whose
kth term is the kth term of the kth subsequence we constructed. Then the kth,
(k + 1)st, (k + 2)nd, . . . terms of { fnk } all lie in our kth constructed subsequence,
and hence { fnk } converges at the first k points x1, . . . , xk . Since k is arbitrary,
{ fnk } converges at every rational point.
Let us prove that { fnk } is uniformly Cauchy. Redefining our indices, we may

assume that nk = k for all k. Let ≤ > 0 be given, let δ be some corresponding
number exhibiting uniform equicontinuity, and choose finitely many rationals
r1, . . . , rl in [a, b] such that any member of [a, b] is within δ of at least one of
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these rationals. Then choose N such that | fn(rj ) − fm(rj )| < ≤ for 1 ≤ j ≤ l
whenever n andm are∏ N . If x is in [a, b], let r(x) be an rj with |x−r(x)| < δ.
Whenever n and m are ∏ N , we then have

| fn(x) − fm(x)|
≤ | fn(x) − fn(r(x))| + | fn(r(x)) − fm(r(x))| + | fm(r(x)) − fm(x)|
< ≤ + ≤ + ≤ = 3≤.

Hence { fnk } is uniformly Cauchy, and (b) follows from Proposition 1.17. §

REMARK. The construction of the subsequence for which countably many
convergence conditions were all satisfied is an important one and is often referred
to as a diagonal process or as the Cantor diagonal process.

EXAMPLE. Let K and M be positive constants, and let F be the set of con-
tinuous real-valued functions f on [a, b] such that | f (t)| ≤ K for a ≤ t ≤ b
and such that the derivative f 0(t) exists for a < t < b and satisfies | f 0(t)| ≤ M
there. This set of functions is certainly uniformly bounded by K , and we show
that it is also uniformly equicontinuous. To see the latter, we use the Mean Value
Theorem. If x is in the closed interval [a, b] and t is in the open interval (a, b),
then there exists ξ depending on t and x such that

| f (t) − f (x)| = | f 0(ξ)||t − x | ≤ M|t − x |.

From this inequality it follows that the number δ of uniform equicontinuity for
≤ and F can be taken to be ≤/M . The hypotheses of Ascoli’s Theorem are
satisfied, and it follows that any sequence of functions in F has a uniformly
convergent subsequence. The estimate of δ is independent of the uniform bound
K , yet Ascoli’s Theorem breaks down if there is no bound at all; for example, the
sequence of constant functions with fn(x) = n is uniformly equicontinuous but
has no convergent subsequence.

We turn now to the problem of interchange of derivative and limit. The two
indices again will be an integer n that is tending to infinity and a parameter t that
is tending to x . Proposition 1.16 takes away all the surprise in the statement of
the theorem, and it tells us the steps to follow in a proof. What the proposition
suggests is that the general entry in our interchange diagram should be whatever
quantity we want to take an iterated limit of in either order. Thus we expect not a
theorem about a general entry fn(t), but instead a theorem about a general entry
fn(t) − fn(x)

t − x
. The limit on n gives us

f (t) − f (x)
t − x

for a limiting function f ,
and then the limit as t → x gives us f 0(x). In the other order the limit as t → x
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gives us f 0
n(x), and then we are to consider the limit on n. If Proposition 1.16 is

to be a guide, we are to assume that the convergence in one variable is uniform
in the other. The proposition also suggests that if we have existence of each row
limit and each column limit, then uniform convergence when one variable occurs
first is equivalent to uniform convergence when the other variable occurs first.
Thus we should assume whichever is easier to verify.

Theorem 1.23. Suppose that { fn} is a sequence of real-valued functions
continuous for a ≤ t ≤ b and differentiable for a < t < b such that { f 0

n}
converges uniformly for a < t < b and { fn(x0)} converges inR for some x0 with
a ≤ x0 ≤ b. Then { fn} converges uniformly for a ≤ t ≤ b to a function f , and
f 0(x) = limn f 0

n(x) for a < x < b, with the derivative and the limit existing.

REMARKS. The convergence of { f (x0)} cannot be dropped completely as a
hypothesis because fn(t) = n would otherwise provide a counterexample. In
practice, { fn} will be known in advance to be uniformly convergent. However,
uniform convergence of { fn} is not enough by itself, as was shown by the example

fn(x) =
sin nx
p
n
in Section 2.

PROOF. The first step is to apply theMean Value Theorem to fn− fm , estimate
f 0
n − f 0

m , and use the convergence of { fn(x0)} to obtain the existence of the limit
function f . The Mean Value Theorem produces some ξ strictly between t and
x0 such that

fn(t) − fm(t) =
°
fn(x0) − fm(x0)

¢
+ (t − x0)

°
f 0
n(ξ) − f 0

m(ξ)
¢
.

Our hypotheses allow us to conclude that { fn(t)} is uniformly Cauchy, and thus
{ fn} converges uniformly to a limit function f by Proposition 1.17.
The second step is to apply the Mean Value Theorem again to fn − fm , this

time to see that
ϕn(t) =

fn(t) − fn(x)
t − x

converges uniformly in t (for t 6= x) as n tends to infinity, the limit being ϕ(t) =
f (t) − f (x)

t − x
. In fact, theMeanValue Theoremproduces some ξ strictly between

t and x such that

ϕn(t) − ϕm(t) =
[ fn(t) − fm(t)]− [ fn(x) − fm(x)]

t − x
= f 0

n(ξ) − f 0
m(ξ),

and the right side tends to 0 uniformly as n and m tend to infinity. Therefore
{ϕn(t)} is uniformly Cauchy for t 6= x , and Proposition 1.17 shows that it is
uniformly convergent.
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The third step is to extend the definition of ϕ to x by ϕn(x) = f 0
n(x) and

then to see that ϕn is continuous at x and Theorem 1.21 applies. In fact, the
definition of ϕn(t) is as the difference quotient for the derivative of fn at x , and
thus ϕn(t) → f 0

n(x) = ϕn(x). Hence ϕn is continuous at x . We saw in the
second step that ϕn(t) is uniformly convergent for t 6= x , and we are given that
ϕn(x) = f 0

n(x) is convergent. Therefore ϕn(t) is uniformly convergent for all t
with

limϕn(t) =






f (t) − f (x)
t − x

for t 6= x,

lim f 0
n(x) for t = x .

Theorem 1.21 says that the limiting function limϕn(t) is continuous at x . Thus

lim
t→x

f (t) − f (x)
t − x

= lim
n

f 0
n(x).

In other words, f is differentiable at x and f 0(x) = limn f 0
n(x). §

4. Riemann Integral

This section contains a careful but limited development of the Riemann integral
in one variable. The reader is assumed to have a familiarity with Riemann sums
at the level of a calculus course. The objective in this section is to prove that
bounded functions with only finitely many discontinuities are Riemann inte-
grable, to address the interchange-of-limits problem that arises with a sequence
of functions and an integration, to prove the Fundamental Theorem of Calculus
in the case of continuous integrand, to prove a change-of-variables formula, and
to relate Riemann integrals to general Riemann sums. The Riemann integral in
several variables will be treated in Chapter III, and some of the theorems to be
proved in the several-variable case at that time will be results that have not been
proved here in the one-variable case. In Chapters VI and VII, in the context
of the Lebesgue integral, we shall prove a much more sweeping version of the
Fundamental Theorem of Calculus.
First we give the relevant definitions. Wework with a function f : [a, b] → R

with a ≤ b in R, and we always assume that f is bounded. A partition P of
[a, b] is a subdivision of the interval [a, b] into subintervals, and we write such a
partition as

a = x0 ≤ x1 ≤ · · · ≤ xn = b.

The points xj will be called the subdivision points of the partition, and we may
abbreviate the partition as P = {xi }ni=0. In order to permit integration over an
interval of zero length, we allow partitions in which two consecutive xj ’s are
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equal; themultiplicity of xj is the number of times that xj occurs in the partition.
For the above partition, let

1xi = xi − xi−1, µ(P) = mesh of P = max
i

1xi ,

Mi = sup
xi−1≤x≤xi

f (x), mi = inf
xi−1≤x≤xi

f (x).

Put

U(P, f ) =
nX

i=1
Mi1xi = upper Riemann sum for P,

L(P, f ) =
nX

i=1
mi1xi = lower Riemann sum for P,

Z

a

b

f dx = inf
P
U(P, f ) = upper Riemann integral of f,

Z b

a
f dx = sup

P
L(P, f ) = lower Riemann integral of f.

We say that f is Riemann integrable on [a, b] if
R
a
b
f dx =

R b
a
f dx , and in

this case we write
R b
a f dx for the common value of these two numbers. We write

R[a, b] for the set of Riemann integrable functions on [a, b].
If f ∏ 0, an upper Riemann sum for f may be visualized in the traditional

way as the sum of the areas of rectangles with bases [xi−1, xi ] and with heights
just sufficient to rise above the graph of f on the interval [xi−1, xi ], and a lower
summay be visualized similarly, using rectangles as large as possible so that they
lie below the graph.

EXAMPLES.
(1) Suppose f (x) = c for a ≤ x ≤ b. No matter what partition P is used,

we have Mi = c and mi = c. Therefore U(P, f ) = L(P, f ) = c(b − a),
R
a
b
f dx =

R b
a
f dx = c(b − a), and f is Riemann integrable on [a, b] with

R b
a f dx = c(b − a).
(2) Let [a, b] be arbitrary with a < b, and let f be 1 on the rationals and 0 on

the irrationals. This f is discontinuous at every point of [a, b]. No matter what
partition is used, we have Mi = 1 and mi = 0 whenever 1xi > 0. Therefore
U(P, f ) = b− a and L(P, f ) = 0. Hence

R
a
b
f dx = b− a and

R b
a
f dx = 0,

and f is not Riemann integrable.
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Let us work toward a proof that continuous functions are Riemann integrable.
We shall use some elementary properties of upper and lower Riemann sums along
with Theorem 1.10, which says that a continuous function on [a, b] is uniformly
continuous.

Lemma 1.24. Suppose that f : [a, b] → R has m ≤ f (x) ≤ M for all x in
[a, b]. Then

m(b − a) ≤ L(P, f ) ≤ U(P, f ) ≤ M(b − a),

m(b − a) ≤
Z b

a
f dx ≤ M(b − a),

m(b − a) ≤
Z

a

b

f dx ≤ M(b − a).

PROOF. The first conclusion follows from the computation

m(b − a) =
nX

i=1
m1xi ≤ L(P, f ) =

nX

i=1
mi1xi

≤
nX

i=1
Mi1xi = U(P, f ) ≤

nX

i=1
M1xi = M(b − a).

If we concentrate on the first, third, and last members of the above inequalities
and take the supremum on P , then we obtain the second conclusion. Similarly if
we concentrate on the first, sixth, and last members of the above inequalities and
take the infimum on P , then we obtain the third conclusion. §

A refinement of the partition P is a partition P∗ containing all the subdivision
points of P , with at least their same multiplicities. If P1 and P2 are two parti-
tions, then P1 and P2 have at least one common refinement: one such common
refinement is obtained by taking the union of the subdivision points from each
and repeating each such point with the maximum of the multiplicities with which
it occurs in P1 and P2. We use this notion in order to prove a second lemma.

Lemma 1.25. Let f : [a, b] → R satisfy m ≤ f (x) ≤ M for all x in [a, b].
Then

(a) L(P, f ) ≤ L(P∗, f ) and U(P∗, f ) ≤ U(P, f ) whenever P is a parti-
tion of [a, b] and P∗ is a refinement,

(b) L(P1, f ) ≤ U(P2, f ) whenever P1 and P2 are partitions of [a, b],
(c)

R b
a
f dx ≤

R
a
b
f dx ,
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(d)
R
a
b
f dx −

R b
a
f dx ≤ (M − m)(b − a),

(e) the function f is Riemann integrable on [a, b] if and only if for each
≤ > 0, there exists a partition P with U(P, f ) − L(P, f ) < ≤.

PROOF. In (a), it is enough to handle the case in which P∗ is obtained from P
by including one additional point, say x∗ between xi−1 and xi . The only possible
difference between L(P, f ) and L(P∗, f ) comes from [xi−1, xi ], and there we
have

inf
x∈[xi−1,xi ]

f (x) (xi−xi−1) = inf
x∈[xi−1,xi ]

f (x) (xi−x∗) + inf
x∈[xi−1,xi ]

f (x) (x∗−xi−1)

≤ inf
x∈[xi−1,x∗]

f (x) (xi−x∗) + inf
x∈[x∗,xi ]

f (x) (x∗−xi−1).

Hence L(P, f ) ≤ L(P∗, f ), and similarly U(P∗, f ) ≤ U(P, f ). This proves
(a).
Let P∗ be a common refinement of P1 and P2. Combining (a) with Lemma

1.24 gives
L(P1, f ) ≤ L(P∗, f ) ≤ U(P∗, f ) ≤ U(P2, f ).

This proves (b). Conclusion (c) follows by taking the supremum on P1 and
then the infimum on P2, and conclusion (d) follows by subtracting the second
conclusion of Lemma 1.24 from the third.
For (e), we have

L(P1, f ) ≤
Z b

a
f dx ≤

Z

a

b

f dx ≤ U(P2, f )

for any partitions P1 and P2 of [a, b]. Riemann integrabilitymeans that the center
twomembers of this inequality are equal. If they are not equal, then there certainly
can exist no P withU(P, f ) − L(P, f ) < ≤ if ≤ =

R
a
b
f dx −

R b
a
f dx . On the

other hand, equality of the center two members, together with the definitions of
the lower and upper Riemann integrals, means that for each ≤ > 0, we can choose
P1 and P2 with U(P2, f ) − L(P1, f ) < ≤. Letting P be a common refinement
of P1 and P2 and applying (a), we see thatU(P, f ) − L(P, f ) < ≤. This proves
(e). §

Theorem 1.26. If f : [a, b] → R is continuous on [a, b], then f is Riemann
integrable on [a, b].

PROOF. FromTheorem 1.10we know that f is uniformly continuous on [a, b].
Given ≤ > 0, we can therefore choose somenumber δ > 0 corresponding to f and
≤ on [a, b]. Let P = {xi }ni=0 be a partition on [a, b] of mesh µ(P) < δ. On any
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subinterval [xi−1, xi ] corresponding to P , we have mi = f (ξi ) and Mi = f (ηi )
for some ξi and ηi in [xi−1, xi ], by Theorem 1.11. Since |ηi − ξi | ≤ |xi − xi−1| =
1xi ≤ µ(P) < δ, we obtain Mi − mi = f (ηi ) − f (ξi ) < ≤. Therefore

U(P, f ) − L(P, f ) =
nX

i=1
(Mi − mi )1xi ≤ ≤

nX

i=1
1xi = ≤(b − a),

and the theorem follows from Lemma 1.25e. §

We shall improve upon Theorem 1.26 by allowing finitely many points of
discontinuity, but we need to do some additional work beforehand.

Lemma 1.27. If f is bounded on [a, b] and a ≤ c ≤ b, then
R
a
b
f dx =

R
a
c
f dx +

R
c
b
f dx , and similarly for

R b
a
. Consequently f is in R[a, b] if and

only if f is in bothR[a, c] andR[c, b], and in this case,
Z b

a
f dx =

Z c

a
f dx +

Z b

c
f dx .

REMARKS. After one is done developing the Riemann integral and its prop-
erties, it is customary to adopt the convention that

R a
b f dx = −

R b
a f dx when

b < a. One of the places that this convention is particularly helpful is in applying
the displayed formula of Lemma 1.27: the formula is then valid for all real a, b, c
without the assumption that a, b, c are ordered in a particular way.

PROOF. If P1 and P2 are partitions of [a, c] and [c, b], respectively, let P be
their “union,” which is obtained by using all the subdivision points 6= c of each
partition, together with c itself. The multiplicity of c in P is to be the larger of
the numbers of times c occurs in P1 and P2. This P is a partition of [a, b]. Then

Z

a

b

f dx ≤ U(P, f ) = U(P1, f ) +U(P2, f ).

Taking the infimum over P1 and then the infimum over P2, we obtain

Z

a

b

f dx ≤
Z

a

c

f dx +
Z

c

b

f dx .

For the reverse inequality, let ≤ > 0 be given, and choose a partition P of
[a, b] withU(P, f ) −

R
a
b
f dx < ≤. Let P∗ be the refinement of P obtained by

adjoining c to P if c is not a subdivision point of P or by using P itself if c is a
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subdivision point of P . Lemma 1.25a givesU(P∗, f ) −
R
a
b
f dx < ≤. Because

c is a subdivision point of P∗, the subdivision points≤ c give us a partition P1 of
[a, c] and the subdivision points ∏ c give us a partition P2 of [c, b]. Moreover,
P∗ is the union of P1 and P2. Then we have
Z

a

b

f dx + ≤ ∏ U(P∗, f ) = U(P1, f ) +U(P2, f ) ∏
Z

a

c

f dx +
Z

c

b

f dx .

Since ≤ is arbitrary, the lemma follows. §

Lemma 1.28. Suppose that f : [a, b] → R is bounded on [a, b] and that
a ≤ c ≤ b. If for each δ > 0, f is Riemann integrable on each closed subinterval
of [a, b] ∩

©
x

Ø
Ø |x − c| ∏ δ

™
, then f is Riemann integrable on [a, b].

PROOF. We give the argument when a < c < b, the cases c = a and c = b
being handled similarly. Since f is by assumption bounded, find m and M
with m ≤ f (x) ≤ M for all x ∈ [a, b]. Choose δ > 0 small enough so that
a < c − δ < c < c + δ < b. To simplify the notation, let us drop “ f dx” from
all integrals. Since f is by assumption Riemann integrable on [a, c − δ] and
[c + δ, b], Lemma 1.27 gives

Z

a

b

=
Z

a

c−δ

+
Z c+δ

c−δ

+
Z b

c+δ

=
Z c−δ

a
+

Z c+δ

c−δ

+
Z b

c+δ

≤
Z c−δ

a
+

≥Z c+δ

c−δ

+ 2δ(M − m)
¥

+
Z b

c+δ

=
Z b

a
+ 2δ(M − m).

Since δ is arbitrary,
R
a
b

=
R b
a
. The lemma follows. §

Proposition 1.29. If f : [a, b] → R is bounded on [a, b] and is continuous
at all but finitely many points of [a, b], then f is Riemann integrable on [a, b].

REMARK. There is no assumption that f has only jump discontinuities. For
example, the proposition applies if [a, b] = [0, 1] and f is the function with
f (x) = sin 1x for x 6= 0 and f (0) = 0.

PROOF. By Lemma 1.27 and induction, it is enough to handle the case that f is
discontinuous at exactly one point, say c. Since f is bounded and is continuous
at all points but c, Theorem 1.26 shows that the hypotheses of Lemma 1.28
are satisfied. Therefore Lemma 1.28 shows that f is Riemann integrable on
[a, b]. §
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We shall now work toward a theorem about interchanging limits and integrals.
The preliminary step is to obtain some simple properties of Riemann integrals.

Proposition 1.30. If f , f1, and f2 are Riemann integrable on [a, b], then
(a) f1 + f2 is inR[a, b] and

R b
a ( f1 + f2) dx =

R b
a f1 dx +

R b
a f2 dx ,

(b) c f is inR[a, b] and
R b
a c f dx = c

R b
a f dx for any real number c,

(c) f1 ≤ f2 on [a, b] implies
R b
a f1 dx ≤

R b
a f2 dx ,

(d) m ≤ f ≤ M on [a, b] and ϕ : [m,M] → R continuous imply that ϕ ◦ f
is inR[a, b],

(e) | f | is inR[a, b], and
Ø
Ø R b

a f dx
Ø
Ø ≤

R b
a | f | dx ,

(f) f 2 and f1 f2 are inR[a, b],
(g)

p
f is inR[a, b] if f ∏ 0 on [a, b],

(h) the function g with g(x) = f (−x) is in R[−b,−a] and satisfiesR −a
−b g dx =

R b
a f dx .

REMARK. The proof of (c) will show, even without the assumption of Riemann
integrability, that

R
a
b
f1 dx ≤

R
a
b
f2 dx and

R b
a
f1 dx ≤

R b
a
f2 dx . We shall make

use of this stronger conclusion later in this section.

PROOF. For (a), write f = f1 + f2, and let P be a partition. From

inf
x∈[xi−1,xi ]

f1(x) + inf
x∈[xi−1,xi ]

f2(x) ≤ inf
x∈[xi−1,xi ]

( f1 + f2)(x) = inf
x∈[xi−1,xi ]

f (x)

and a similar inequality with the supremum, we obtain

L(P, f1) + L(P, f2) ≤ L(P, f ) ≤ U(P, f ) ≤ U(P, f1) +U(P, f2). (∗)

Let ≤ > 0 be given. By Lemma 1.25e, choose P1 and P2 with

U(P1, f1) − L(P1, f1) < ≤ and U(P2, f2) − L(P2, f2) < ≤.

If P is a common refinement of P1 and P2, then Lemma 1.25a gives

U(P, f1) − L(P, f1) < ≤ and U(P, f2) − L(P, f2) < ≤.

Hence

U(P, f1) ≤
Z b

a
f1 dx + ≤ ≤ L(P, f1) + 2≤,

U(P, f2) ≤
Z b

a
f2 dx + ≤ ≤ L(P, f2) + 2≤,
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and (∗) yields U(P, f ) − L(P, f ) ≤ 4≤. Since ≤ is arbitrary, Lemma 1.25e
shows that f is in R[a, b]. From the inequalities for U(P, f1) and U(P, f2),
combined with the last inequality in (∗), we see that
Z b

a
f dx ≤ U(P, f ) ≤ U(P, f1) +U(P, f2) ≤

Z b

a
f1 dx +

Z b

a
f2 dx + 2≤,

while the first inequality in (∗) shows that
Z b

a
f1 dx +

Z b

a
f2 dx + 2≤ ≤ L(P, f1) + L(P, f2) + 4≤

≤ L(P, f ) + 4≤ ≤
Z b

a
f dx + 4≤.

Since ≤ is arbitrary, we obtain
R b
a ( f1 + f2) dx =

R b
a f1 dx +

R b
a f2 dx . This

proves (a).
For (b), consider any subinterval [xi−1, xi ] of a partition, and let mi and

Mi be the infimum and supremum of f on this subinterval. Also, let m0
i and

M 0
i be the infimum and supremum of c f on this subinterval. If c ∏ 0, then

M 0
i = cMi and m0

i = cmi , so that U(P, c f ) = cU(P, f ) and L(P, c f ) =
cL(P, f ). If c ≤ 0, then M 0

i = cmi and m0
i = cMi , so that U(P, c f ) =

cL(P, f ) and L(P, c f ) = cU(P, f ). In either case, U(P, c f ) − L(P, c f ) =
|c|(U(P, f ) − L(P, f )), and (b) follows from Lemma 1.25e.
For (c), we have

R
a
b
f1 dx ≤ U(P, f1) ≤ U(P, f2) for all P . Taking the

infimum on P in the inequality of the first and third members gives
R
a
b
f1 dx ≤

R
a
b
f2 dx . (Similarly

R b
a
f1 dx ≤

R b
a
f2 dx , but this is not needed under the

hypothesis that f1 and f2 are Riemann integrable.)
For (d), let K = supt∈[m,M] |ϕ(t)|. Let ≤ > 0 be given, and choose by Theorem

1.10 some δ of uniform continuity for ϕ and ≤. Without loss of generality, we
may assume that δ ≤ ≤. By Lemma 1.25e, choose a partition P = {xi }ni=0 of
[a, b] such that U(P, f ) − L(P, f ) < δ2. On any subinterval [xi−1, xi ] of P ,
let mi and Mi be the infimum and supremum of f , and let m0

i and M 0
i be the

infimum and supremum of ϕ ◦ f . Divide the set of integers {1, . . . , n} into two
subsets—the subset A of integers i with Mi −mi < δ and the subset B of integers
i with Mi −mi ∏ δ. If i is in A, then the definition of δ makes M 0

i −m0
i ≤ ≤. If

i is in B, then the best we can say is that M 0
i − m0

i ≤ 2K . However, on B we do
have Mi − mi ∏ δ, and thus

δ
X

i∈B
1xi ≤

X

i∈B
(Mi −mi )1xi ≤

nX

i=1
(Mi −mi )1xi = U(P, f )−L(P, f ) < δ2.
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Thus
P

i∈B 1xi < δ and

U(P, ϕ ◦ f ) − L(P, ϕ ◦ f ) =
X

i∈A
(M 0

i − m0
i )1xi +

X

i∈B
(M 0

i − m0
i )1xi

≤ ≤
X

i∈A
1xi + 2K

X

i∈B
1xi

≤ ≤(b − a) + 2K δ ≤ ≤(b − a) + 2K ≤.

Since ≤ is arbitrary, the Riemann integrability ofϕ◦ f follows fromLemma1.25e.
For (e), the first conclusion follows from (d) with ϕ(t) = |t |. For the asserted

inequality we have f ≤ | f | and − f ≤ | f |, so that (c) and (b) give
R b
a f dx ≤

R b
a | f | dx and −

R b
a f dx ≤

R b
a | f | dx . Combining these inequalities, we obtain

Ø
Ø R b

a f dx
Ø
Ø ≤

R b
a | f | dx .

For (f), the first conclusion follows from (d) with ϕ(t) = t2. For the Riemann
integrability of f1 f2, we use the formula f1 f2 = 1

2
°
( f1 + f2)2 − f 21 − f 22

¢
and

the earlier parts of the proposition.
Conclusion (g) follows from (d) with ϕ(t) =

p
t .

For (h), each partition P of [a, b] yields a natural partition P 0 of [−b,−a] by
using the negatives of the partitionpoints. When P and P 0 arematched in thisway,
U(P, f ) = U(P 0, g) and L(P, f ) = L(P 0, g). It is immediate that f ∈ R[a, b]
implies g ∈ R[−b,−a] and that

R −a
−b g dx =

R b
a f dx . This completes the

proof. §

The next topic is the problem of interchange of integral and limit.

EXAMPLE. On the interval [0, 1], define fn(x) to be n for 0 < x < 1/n and to
be 0 otherwise. Proposition1.29 shows that fn is Riemann integrable, andLemma
1.27allowsus to see that

R 1
0 fn dx = 1 for alln. On theotherhand, limn fn(x) = 0

for all x ∈ [0, 1]. Since
R 1
0 0 dx = 0, we have

R 1
0 fn dx = 1 6= 0 =

R
limn fn dx .

Thus an interchange of integral and limit is not justified without some additional
hypothesis.

Theorem 1.31. If { fn} is a sequence of Riemann integrable functions on [a, b]
and if { fn} converges uniformly to f on [a, b], then f is Riemann integrable on
[a, b], and limn

R b
a fn dx =

R b
a f dx .

REMARKS. Proposition 1.16 suggests considering a “matrix” whose entries
are the quantities for which we are computing iterated limits, and these quantities
are U(P, fn) here. (Alternatively, we could use L(P, fn).) The hypothesis of
uniformity in the statement of Theorem1.31, however, concerns fn , notU(P, fn).
In fact, the tidy hypothesis on fn in the statement of the theorem implies a less
intuitive hypothesis onU(P, fn) that has not been considered. The proof conceals
these details.
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PROOF. Using the uniform Cauchy criterion with ≤ = 1, we see that there
exists N such that | fn(x)| ≤ MN + 1 for all x whenever n ∏ N . It follows
from the boundedness of f1, . . . , fN−1 that the | fn| are uniformly bounded, say
by M . Then also | f (x)| ≤ M for all x . Put εn = supx | fn(x) − f (x)|, so that
fn − εn ≤ f ≤ fn + εn . Proposition 1.30c and the remark with the proposition,
combined with Lemma 1.25c, then yield

Z b

a
( fn − εn) dx ≤

Z b

a
f dx ≤

Z

a

b

f dx ≤
Z b

a
( fn + εn) dx .

Subtracting
R b
a fn dx throughout gives

R
a
b
f dx −

R b
a
f dx ≤ 2εn

R b
a dx =

2εn(b − a) for all n. The uniform convergence of { fn} to f forces εn to tend
to 0, and thus f is in R[a, b]. The displayed equation, in light of the Riemann
integrability of f , shows that

Ø
Ø
Ø
Z b

a
f dx −

Z b

a
fn dx

Ø
Ø
Ø ≤ 2εn(b − a).

The right side tends to 0, and therefore limn
R b
a fn dx =

R b
a f dx . §

EXAMPLE. Let f : [0, 1] → R be defined by

f (x) =

Ω 1/q if x is the rational p/q in lowest terms
0 if x is irrational.

This function is discontinuous at every rational and is continuous at every irra-
tional. Its Riemann integrability is not settled by Proposition 1.29. Define

fn(x) =






1/q if x is the rational p/q in lowest terms, q ≤ n
0 if x is the rational p/q in lowest terms, q > n
0 if x is irrational.

Proposition 1.29 shows that fn is Riemann integrable, andLemma1.27 shows thatR 1
0 fn dx = 0. Since | fn(x) − f (x)| ≤ 1/n for all x , { fn} converges uniformly
to f . By Theorem 1.31, f is Riemann integrable and

R 1
0 f dx = 0.

Theorem 1.32 (Fundamental Theorem of Calculus). If f : [a, b] → R is
continuous, then

(a) the function G(x) =
R x
a f dt is differentiable for a < x < b with

derivative f (x), and it is continuous at a and b with G(a) = 0,
(b) any continuous function F on [a, b] that is differentiable for a < x < b

with derivative f (x) has
R b
a f dt = F(b) − F(a).
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REMARK. The derivative of G(x) on (a, b), namely f (x), has the finite limits
f (a) and f (b) at the endpoints of the interval, since f has been assumed to
be continuous on [a, b]. Thus, in the sense of the last paragraph of Section A2
of Appendix A, G(x) has the continuous derivative f (x) on the closed interval
[a, b].

PROOF OF (a). Riemann integrability of f is known from Theorem 1.26. For
h > 0 small enough to make x + h < b, Lemma 1.27 and Proposition 1.30 give

G(x + h) − G(x)
h

− f (x) =

R x+h
a f dt −

R x
a f dt

h
− f (x)

=
1
h

Z x+h

x
f dt − f (x)

=
1
h

Z x+h

x
[ f (t) − f (x)] dt

and hence
Ø
Ø
Ø
Ø
G(x + h) − G(x)

h
− f (x)

Ø
Ø
Ø
Ø ≤

1
h

Z x+h

x
| f (t) − f (x)| dt.

If ≤ > 0 is given, choose the δ of continuity for f and ≤ at x . Then 0 < h ≤ δ
implies that the right side is ≤ ≤. For negative h, we instead take h > 0 and
consider

G(x − h) − G(x)
−h

− f (x) =
1
h

Z x

x−h
f dt − f (x) =

1
h

Z x

x−h
[ f (t) − f (x)] dt.

Then
Ø
Ø
Ø
Ø
G(x − h) − G(x)

−h
− f (x)

Ø
Ø
Ø
Ø ≤

1
|h|

Z x

x−h
| f (t) − f (x)| dt ≤ ≤,

as required. §

PROOF OF (b). The functions F and G are two continuous functions on [a, b]
with equal derivative on (a, b). A corollary of the Mean Value Theorem stated
in Section A2 of Appendix A implies that G = F + c for some constant c. Then

Z b

a
f dt = G(b) − 0 = G(b) − G(a) = F(b) + c− F(a) − c = F(b) − F(a).

§
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Corollary 1.33 (integration by parts). Let f and g be real-valued functions
defined and having a continuous derivative on [a, b]. Then

Z b

a
f (x)g0(x) dx =

h
f (x)g(x)

ib

a
−

Z b

a
f 0(x)g(x) dx .

REMARK. The notion of a continuous derivative at the endpoints of an interval
is discussed in the last paragraph of Section A2 of Appendix A.

PROOF. We start from the product rule for differentiation, namely

d
dx
[ f (x)g(x)] = f (x)g0(x) + f 0(x)g(x),

and we apply
R b
a to both sides. Taking Theorem 1.32 into account, we obtain the

desired formula. §

Theorem 1.34 (change-of-variables formula). Let f be Riemann integrable
on [a, b], let ϕ be a continuous strictly increasing function from an interval [A, B]
onto [a, b], suppose that the inverse functionϕ−1 : [a, b] → [A, B] is continuous,
and suppose finally that ϕ is differentiable on (A, B) with uniformly continuous
derivative ϕ0. Then the product ( f ◦ ϕ)ϕ0 is Riemann integrable on [A, B], and

Z b

a
f (x) dx =

Z B

A
f (ϕ(y))ϕ0(y) dy.

REMARKS. The uniform continuity of ϕ0 forces ϕ0 to be bounded. If ϕ0 were
also assumed positive on (A, B), then the continuity of ϕ−1 on (a, b) would be
automatic as a consequence of the proposition in Section A3 of Appendix A. The
result in the appendix is not quite good enough for current purposes, and thus we
have assumed the continuity of ϕ−1 on [a, b]. It will be seen in Section II.7 that
the continuity of ϕ−1 on [a, b] is automatic in the statement of Theorem 1.34 and
need not be assumed.

PROOF IF f ∏ 0. Given ≤ > 0, choose some η of uniform continuity for ϕ0 and
≤, and then choose, by Theorem 1.10, some δ of uniform continuity for ϕ−1 and η.
Next choose a partition P = {xi }ni=0 on [a, b] such thatU(P, f )− L(P, f ) < ≤.
Possibly by passing to a refinement of P , we may assume that µ(P) < δ. Let Q
be the partition {yi }ni=0 of [A, B] with yi = ϕ−1(xi ). Then µ(Q) < η.
The Mean Value Theorem gives1xi = (1yi )ϕ0(ξi ) for some ξi between yi−1

and yi . On [A, B], ϕ0 is bounded; let m∗
i and M∗

i be the infimum and supremum
of ϕ0 on [yi−1, yi ], so that m∗

i ≤ ϕ0(ξi ) ≤ M∗
i and m∗

i 1yi ≤ 1xi ≤ M∗
i 1yi .

Since µ(Q) < η, we have M∗
i − m∗

i ≤ ≤. Then we have
X

Mim∗
i 1yi ≤

X
Mi1xi = U(P, f ) =

X
Miϕ

0(ξi )1yi ≤
X

MiM∗
i 1yi .
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Whenever F and G are ∏ 0 on a common domain and x is in that domain,
(infG)F(x) ≤ G(x)F(x); taking the supremumof both sides gives the inequality
(infG)(sup F) ≤ sup(FG). Also, sup(FG) ≤ sup(F) sup(G). Applying these
inequalities with G = ϕ0 and F = f ◦ ϕ yields

X
Mim∗

i 1yi ≤ U(Q, ( f ◦ ϕ)ϕ0) ≤
X

MiM∗
i 1yi .

Subtraction of the right-hand inequality of the first display and the left-hand
inequality of the second display shows that

U(P, f ) −U(Q, ( f ◦ ϕ)ϕ0) ≤
X

Mi (M∗
i − m∗

i )1yi , (∗)

while subtraction of the right-hand inequality of the second display and the left-
hand inequality of the first display gives

U(Q, ( f ◦ ϕ)ϕ0) −U(P, f ) ≤
X

Mi (M∗
i − m∗

i )1yi . (∗∗)

Suppose that | f (x)| ≤ M on [a, b]. Then (∗) and (∗∗) give

|U(P, f ) −U(Q, ( f ◦ ϕ)ϕ0)| ≤
X

Mi (M∗
i − m∗

i )1yi ≤ ≤M(B − A).

Similarly |L(P, f ) − L(Q, ( f ◦ ϕ)ϕ0)| ≤ ≤M(B − A),

and hence

|U(Q, ( f ◦ ϕ)ϕ0) − L(Q, ( f ◦ ϕ)ϕ0)|

≤ |U(Q, ( f ◦ ϕ)ϕ0) −U(P, f )| + |U(P, f ) − L(P, f )|
+ |L(P, f ) − L(Q, ( f ◦ ϕ)ϕ0)|

≤ 2≤M(B − A) + ≤.

Since ≤ is arbitrary, Lemma 1.25e shows that ( f ◦ ϕ)ϕ0 is in R[A, B]. Our
inequalities imply that

Ø
ØR b
a f dx −U(P, f )

Ø
Ø ≤ ≤,

|U(P, f ) −U(Q, ( f ◦ ϕ)ϕ0)| ≤ ≤M(B − A),

|U(Q, ( f ◦ ϕ)ϕ0) −
R B
A ( f ◦ ϕ)ϕ0 dy

Ø
Ø ≤ 2≤M(B − A) + ≤.and

Addition shows that
Ø
Ø R b

a f dx −
R B
A ( f ◦ ϕ)ϕ0 dy

Ø
Ø ≤ 2≤ + 3≤M(B − A). Since

≤ is arbitrary,
R b
a f dx =

R B
A ( f ◦ ϕ)ϕ0 dy. §

PROOF FOR GENERAL f . The special case just proved shows that the result
holds for f + c for a suitable positive constant c, as well as for the constant
function c. Subtracting the results for f + c and c gives the result for f , and the
proof is complete. §
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If f isRiemann integrableon [a, b], thenU(P, f ) and L(P, f ) tend to
R b
a f dx

as P gets finer by insertion of points. This conclusion tells us nothing about fine-
looking partitions like those that are equally spaced with many subdivisions. The
next theorem says that the approximating sums tend to

R b
a f dx just under the

assumption that µ(P) tends to 0.
Relative to our standard partition P = {xi }ni=0, let ti for 1 ≤ i ≤ n satisfy

xi−1 ≤ ti ≤ xi , and define

S(P, {ti }, f ) =
nX

i=1
f (ti )1xi .

This is called a Riemann sum of f .

Theorem 1.35. If f is Riemann integrable on [a, b], then

lim
µ(P)→0

S(P, {ti }, f ) =
Z b

a
f dx .

Conversely if f is bounded on [a, b] and if there exists a real number r such
that for any ≤ > 0, there exists some δ > 0 for which |S(P, {ti }, f ) − r | < ≤
whenever µ(P) < δ, then f is Riemann integrable on [a, b].

PROOF. For the direct part the function f is assumed bounded; suppose
| f (x)| ≤ M on [a, b]. Let ≤ > 0 be given. Choose a partition P∗ of [a, b] with
U(P∗, f ) ≤

R b
a f dx + ≤. Say P∗ is a partition into k intervals. Put δ1 = ≤

Mk ,
and suppose that P is any partition of [a, b] with µ(P) ≤ δ1. In the sum giving
U(P, f ), we divide the terms into two types—those from a subinterval of P that
does not lie within one subinterval of P∗ and those from a subinterval of P that
does lie within one subinterval of P∗.
Each subinterval of P of the first kind has at least one point of P∗ strictly

inside it, and the number of such subintervals is therefore ≤ k − 1. Hence the
sum of the corresponding terms of U(P, f ) is

≤ (k − 1)Mµ(P) ≤
(k − 1)M≤

Mk
≤ ≤.

For the terms of the second kind, fix attention on one subinterval I ∗ of P∗ and
consider all the subintervals Ii of P that are of the second kind and lie within
I ∗. Let |Ii | be the length of Ii , and let mi be the supremum of f , positive
or negative or zero, on Ii . Let m be the supremum of f on I ∗. Then the
contribution of the intervals Ii to U(P, f ) is

P
i mi |Ii |, and term by term this is

≤
P

i m|Ii | = m
P

i |Ii |. The intervals Ii must fill up I ∗ except possibly for a
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part of I ∗ at each end, and each of these two ends has a total length of ≤ µ(P).
Thus the contribution of the intervals Ii of the second kind inside I ∗ to U(P, f )
is

≤ m
X

i
|Ii | = m(|I ∗| − |left end| − |right end|)

≤ m|I ∗| + |m|2µ(P) ≤ m|I ∗| + (sup | f |)2µ(P) ≤ m|I ∗| + 2≤/k.

On the right side the term m|I ∗| is the term of U(P∗, f ) coming from I ∗. Sum-
ming over the k intervals I ∗ whose union is [a, b], we see that the contribution
to U(P, f ) of all intervals of the second kind is

≤ U(P∗, f ) + 2≤.

Thus
U(P, f ) ≤ ≤ +U(P∗, f ) ≤

Z b

a
f dx + 3≤.

Similarly we can produce δ2 such that µ(P) ≤ δ2 implies

L(P, f ) ∏
Z b

a
f dx − 3≤.

If δ = min{δ1, δ2} and µ(P) ≤ δ, then
Z b

a
f dx − 3≤ ≤ L(P, f ) ≤ S(P, f ) ≤ U(P, f ) ≤

Z b

a
f dx + 3≤,

and hence
Ø
ØS(P, f ) −

R b
a f dx

Ø
Ø ≤ 3≤.

For the converse let ≤ > 0 be given, and choose some δ as in the statement of the
theorem. Next choose a partition P = {xi }ni=0 with

Ø
ØU(P, f ) −

R
a
b
f dx

Ø
Ø < ≤

and
Ø
ØR b

a
f dx − L(P, f )

Ø
Ø < ≤; possibly by passing to a refinement of P , we

may assume without loss of generality that µ(P) < δ. Choosing {ti }ni=1 suitably
for the partition P , we can make |U(P, f ) − S(P, {ti }, f )| < ≤. For a possibly
different choice of the set of intermediate points, say {t 0i }, we can make
|S(P, {t 0i }, f ) − L(P, f )| < ≤. Then
Ø
ØR
a
b
f dx −

R b
a
f dx

Ø
Ø ≤

Ø
ØU(P, f ) −

R
a
b
f dx

Ø
Ø + |U(P, f ) − S(P, {ti }, f )|

+ |S(P, {ti }, f ) − r | + |r − S(P, {t 0i }, f )|

+ |S(P, {t 0i }, f ) − L(P, f )| +
Ø
ØL(P, f ) −

R b
a
f dx

Ø
Ø

< 6≤.

Since ≤ is arbitrary, the Riemann integrability of f follows from Lemma 1.25e.
§
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With integration in hand, one could at this point give rigorous definitions of
the logarithm and exponential functions log x and exp x , as well as rigorous but
inconvenient definitions of the trigonometric functions sin x , cos x , and tan x . For
each of these functions we would obtain a formula for the derivative and other
information. We shall not pursue this approach, but we pause to mention the idea.
We put log x =

R x
1 t

−1 dt for 0 < x < +∞ and see that log carries (0,+∞)
one-one onto (−∞,+∞). The function log x has derivative 1/x and satisfies
the functional equation log(xy) = log x + log y. The proposition in Section A3
of Appendix A shows that the inverse function exp exists, carries (−∞,+∞)
one-one onto (0,+∞), is differentiable, and has derivative exp x . The functional
equation of log translates into the functional equation exp(a + b) = exp a exp b
for exp, and we readily derive as a consequence that exp x = ex , where e =
exp 1. For the trigonometric functions, the starting points with this approach are
the definitions arctan x =

R x
0 (1 + t2)−1 dt , arcsin x =

R x
0 (1 − t2)−1/2 dt , and

π = 4 arctan 1.
Instead of using this approach, we shall use power series to define these

functions and to obtain their expected properties. We do so in Section 7.

5. Complex-Valued Functions

Complex numbers are taken as known, and their notation and basic properties
are reviewed in Section A4 of Appendix A. The point of the present section is
to extend some of the results for real-valued functions in earlier sections so that
they apply also to complex-valued functions.
The distance between two members z and w of C is defined by d(z, w) =

|z − w|. This has the properties
(i) d(z1, z2) ∏ 0 with equality if and only if z1 = z2,
(ii) d(z1, z2) = d(z2, z1),
(iii) d(z1, z2) ≤ d(z1, z3) + d(z3, z2).

The first two are immediate from the definition, and the third follows from the
triangle inequality of SectionA4of the appendixwith z = z1−z3 andw = z3−z2.
For this reason, (iii) is called the triangle inequality also.
Convergence of a sequence {zn} in C to z has two possible interpretations:

either {Re zn} converges to Re z and {Im zn} converges to Im z, or d(zn, z) con-
verges to 0 in R. These interpretations come to the same thing because

max {Rew, Imw} ≤ |w| ≤
p
2max {Rew, Imw}.

Then it follows that uniform convergence of a sequence of complex-valued
functions has two equivalent meanings, so does continuity of a complex-valued
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function at a point or everywhere, and so does differentiation of a complex-
valued function. We readily check that all the results of Section 3, starting with
Proposition 1.16 and ending with Theorem 1.23, extend to be valid for complex-
valued functions as well as real-valued functions.
The one point that requires special note in connection with Section 3 is the

Mean Value Theorem. This theorem is valid for real-valued functions but not
for complex-valued functions. It is possible to give an example now if we again
allow ourselves to use the exponential and trigonometric functions before we
get to Section 7, where the tools will be available for rigorous definitions. The
example is f (x) = eix for x ∈ [0, 2π]. This function has f (0) = f (2π) = 1,
but the derivative f 0(x) = ieix is never 0.
The Mean Value Theorem was used in the proof of Theorem 1.23, but the

failure of the Mean Value Theorem for complex-valued functions causes us no
problem when we seek to extend Theorem 1.23 to complex-valued functions.
The reason is that once Theorem 1.23 has been proved for real-valued functions,
one simply puts together conclusions about the real and imaginary parts.
Next we examine how the results of Section 4 may be extended to complex-

valued functions. Upper and lower Riemann sums, of course, make no sense for
a complex-valued function. It is possible to make sense out of general Riemann
sums as in Theorem 1.35, but we shall not base a definition on this approach.
Instead, we simply define definite integrals of a function f : R → C in terms

of real and imaginary parts. Define the real and imaginary parts u = Re f and
v = Im f by f (x) = u(x) + iv(x), and let

R b
a f dx =

R b
a u dx + i

R b
a v dx . We

can then redefine the set R[a, b] of Riemann integrable functions on [a, b] to
consist of bounded complex-valued functions on [a, b] whose real and imaginary
parts are each Riemann integrable.
Most properties of definite integrals go over to the case of complex-valued

functions by inspection; there are two properties that deserve some discussion:
(i) If f is inR[a, b] and c is complex, then c f is inR[a, b] and

R b
a c f dx =

c
R b
a f dx .

(ii) If f is inR[a, b], then | f | is inR[a, b] and
Ø
Ø R b

a f dx
Ø
Ø ≤

R b
a | f | dx .

To see (i), write f = u + iv and c = r + is. Then c f = (r + is)(u + iv) =
(ru−sv)+i(rv+su). The functions ru−sv and rv+su are Riemann integrable
on [a, b], and hence so is c f . Then

R b
a c f dx =

R b
a (ru − sv) dx + i

R b
a (rv + su) dx

= r
R b
a u dx − s

R b
a v dx + ir

R b
a v dx + is

R b
a u dx

= r
R b
a (u + iv) dx + is

R b
a (u + iv) dx = c

R b
a f dx .

To see (ii), let f be in R[a, b]. Proposition 1.30 shows successively that
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(Re f )2 and (Im f )2 are inR[a, b], that (Re f )2 + (Im f )2 = | f |2 is inR[a, b],
and that

p
| f |2 = | f | is in R[a, b]. For the inequality with

Ø
Ø R b

a f dx
Ø
Ø, choose

c ∈ C with |c| = 1 such that c
R b
a f dx is real and nonnegative, i.e., equals

Ø
Ø R b

a f dx
Ø
Ø. Using (i), we obtain (ii) from

Ø
Ø R b

a f dx
Ø
Ø = c

R b
a f dx =

R b
a c f dx =

R b
a Re(c f ) dx

≤
R b
a |c f | dx =

R b
a | f | dx .

Finally we observe that Theorem 1.35 extends to complex-valued functions
f . The definition of Riemann sum is unchanged, namely S(P, {ti }, f ) =Pn
i=1 f (ti )1xi , and the statement of Theorem 1.35 is unchanged except that the

number r is now allowed to be complex. The direct part of the extended theorem
follows by applying Theorem 1.35 to the real and imaginary parts of f separately.
For the converse we use that the inequality |S(P, {ti }, f )−c| < ≤ with c complex
implies |S(P, {ti },Re f ) − Re c| < ≤ and |S(P, {ti }, Im f ) − Im c| < ≤. Theo-
rem 1.35 for real-valued functions then shows that Re f and Im f are Riemann
integrable, and hence so is f .

6. Taylor’s Theorem with Integral Remainder

There are several forms to the remainder term in the one-variable Taylor’s
Theorem for real-valued functions, and the differences already show up in their
lowest-order formulations. Let f be given, and, for definiteness, suppose a < x .
If o(1) denotes a term that tends to 0 as x tends to a, three such lowest-order
formulas are

f (x) = f (a) + o(1) if f is merely assumed to be continuous,
f (x) = f (a) + (x − a) f 0(ξ) with a < ξ < x if f is continuous

on [a, x] and f 0 exists on (a, x),

f (x) = f (a) +
Z x

a
f 0(t) dt if f and f 0 are continuous on [a, x].

The first formula follows directly from the definition of continuity, while the sec-
ond formula restates the Mean Value Theorem and the third formula restates part
of the Fundamental Theorem of Calculus. The hypotheses of the three formulas
increase in strength, and so do the conclusions. In practice, Taylor’s Theorem
is most often used with functions having derivatives of all orders, and then the
strongest hypothesis is satisfied. Thus we state a general theorem corresponding
only to the third formula above. It applies to complex-valued functions as well
as real-valued functions.
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Theorem 1.36 (Taylor’s Theorem). Let n be an integer ∏ 0, let a and x
be points of R, and let f be a complex-valued function with n + 1 continuous
derivatives on the closed interval from a to x . Then

f (x) = f (a) +
f 0(a)
1!

(x − a) + · · · +
f (n)(a)
n!

(x − a)n + Rn(a, x),

where

Rn(a, x) =






1
n!

Z x

a
(x − t)n f (n+1)(t) dt if a ≤ x,

−
1
n!

Z a

x
(x − t)n f (n+1)(t) dt if x ≤ a.

REMARKS. The notion of a continuous derivative at the endpoints of an interval
is discussed for real-valued functions in the last paragraph of Section A2 of
Appendix A and extends immediately to complex-valued functions; iteration of
this definition attaches a meaning to continuous higher-order derivatives on a
closed interval. Once the convention in the remarks with Lemma 1.27 is adopted,
namely that

R a
x f dt = −

R x
a f dt when x < a, the formula for the remainder

term becomes tidier:

Rn(a, x) =
1
n!

Z x

a
(x − t)n f (n+1)(t) dt,

with no assumption that a ≤ x .

PROOF. We give the argument when a ≤ x , the case x ≤ a being handled
analogously. The proof is by induction on n. For n = 0, the formula is immediate
from the Fundamental Theorem of Calculus (Theorem 1.32b). Assume that the
formula holds for n − 1. We apply integration by parts (Corollary 1.33) to the
remainder term at stage n − 1, obtaining
Z x

a
(x − t)n−1 f (n)(t) dt = −

1
n

h
(x − t)n f (n)(t)

ix

a
+
1
n

Z x

a
(x − t)n f (n+1)(t) dt.

Substitution gives

Rn−1(a, x) =
1

(n − 1)!

Z x

a
(x − t)n−1 f (n)(t) dt

= −
1
n!

h
(x − t)n f (n)(t)

ix

a
+
1
n!

Z x

a
(x − t)n f (n+1)(t) dt

=
1
n!

(x − a)n f (n)(a) + Rn(a, x),

and the induction is complete. §
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7. Power Series and Special Functions

A power series is an infinite series of the form
P∞

n=0 cnzn . Normally in math-
ematics, if nothing is said to the contrary, the coefficients cn are assumed to be
complex and the variable z is allowed to be complex. However, in the context of
real-variable theory, aswhen formingderivatives of functionsdefinedon intervals,
one is interested only in real values of z. In this book the context will generally
make clear whether the variable is to be regarded as complex or as real.

One source of power series is the “infinite Taylor series”
X∞

n=0
f (n)(0)xn

n!
of

a function f having derivatives of all orders, with the remainder terms discarded.
In this case the variable is to be real. If the series is convergent at x , the series
has sum f (x) if and only if limn Rn(0, x) = 0. Later in this section, we shall
see examples both where the limit is identically 0 and where it is nowhere 0 for
x 6= 0.

Theorem 1.37. If a power series
P∞

n=0 cnzn is convergent inC for some com-
plex z0 with |z0| = R and if R0 < R, then

P∞
n=0 |cnzn| is uniformly convergent

for complex z with |z| ≤ R0, and so is
P∞

n=0 (n + 1)|cn+1zn|.

REMARKS. The number

R = sup
©
R0

Ø
ØP∞

n=0cnz
n converges for some z0 with |z0| = R0™

is called the radius of convergence of
P∞

n=0 cnzn . The theorem says that if
R0 < R, then

P∞
n=0 |cnzn| converges uniformly for |z| ≤ R0, and it follows from

the uniform Cauchy criterion that
P∞

n=0 cnzn converges uniformly for |z| ≤ R0.
The definition of R carries with it the implication that if z0 has |z0| > R, thenP∞

n=0 cnz
n
0 diverges.

PROOF. The theorem is vacuous unless R > 0. Since
P∞

n=0 cnz
n
0 is convergent,

the terms cnzn0 tend to 0. Thus there is some integer N for which |cn|Rn ≤ 1
when n ∏ N . Fix R0 < R. For |z| ≤ R0 and n ∏ N , we have

|cnzn| = |cnzn0 |
Ø
Ø
Ø
z
z0

Ø
Ø
Ø
n

= |cn|Rn
Ø
Ø
Ø
z
z0

Ø
Ø
Ø
n

≤
≥ R0

R

¥n
.

Since
P ° R0

R
¢n

< +∞, the Weierstrass M test shows that
P∞

n=0 cnzn converges
uniformly for |z| ≤ R0.
For the series

P∞
n=0 (n + 1)|cn+1zn|, the inequalities |z| ≤ R0 and n ∏ N

together imply

|(n + 1)cn+1zn| ≤ (n + 1)|cn+1|Rn
≥ R0

R

¥n
≤ (n + 1)R−1

≥ R0

R

¥n
.
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To see that the Weierstrass M test applies here as well, choose r 0 with R0/R <
r 0 < 1 and increase the size of N so that n+1n ≤ R

R0 r 0 whenever n ∏ N . For such
n, the ratio test and the inequality

(n + 2)R−1° R0

R
¢n+1

(n + 1)R−1
° R0

R
¢n =

n + 2
n + 1

R0

R
≤ r 0

show that
P

(n + 1)R−1° R0

R
¢n converges. Thus the Weierstrass M test indeed

applies, and the proof is complete. §

Corollary 1.38. If
P∞

n=0 cnxn converges for |x | < R and the sum of the series
for x real is denoted by f (x), then the function f has derivatives of all orders
for |x | < R. These derivatives are given by term-by-term differentiation of the
series for f , and each differentiated series converges for |x | < R. Moreover,

ck =
f (k)(0)
k!

.

REMARK. When a function has derivatives of all orders, we say that it is
infinitely differentiable.

PROOF. The corollary is vacuous unless R > 0. Let R0 < R. The given
series certainly converges at x = 0, and Theorem 1.37 shows that the term-by-
term differentiated series converges uniformly for |x | ≤ R0. Thus Theorem 1.23
gives f 0(x) =

P∞
n=0 (n + 1)cn+1xn for |x | < R0. Since R0 < R is arbitrary,

f 0(x) =
P∞

n=0 (n + 1)cn+1xn for |x | < R.
We can iterate this result to obtain the corresponding conclusion for the higher-

order derivatives. Evaluating the derivatives at 0, we obtain f (k)(0) = ckk!, as
asserted. §

Corollary 1.39. If
P∞

n=0 cnxn and
P∞

n=0 dnxn both converge for |x | < R and
if their sums are equal for x real with |x | < R, then cn = dn for all n.

PROOF. This result is immediate from the formula for the coefficients in
Corollary 1.38. §

If f : R → C is infinitely differentiable near x = a, we call the infinite series
∞P

n=0

f (n)(a)
n!

(x − a)n the (infinite) Taylor series of f . We call a general series
P∞

n=0 cn(x − a)n a power series about x = a; its behavior at x = a + t is the
same as the behavior of the series

P∞
n=0 cnxn at x = t . In applications, one

usually adjusts the function f so that Taylor series expansions are about x = 0.
Thus we shall concentrate largely on power series expansions about x = 0.
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Had we chosen at the end of Section 4 to define log x as
R x
1 t

−1 dt and exp x as
the inverse function of log x , we would have found right away that

° d
dx

¢k exp x =
exp x for all k. Therefore the infinite Taylor series expansion of exp x about x = 0
is

P∞
n=0

xn
n! . This fact does not, however, tell us whether exp x is the sum of this

series. For this purpose we need to examine the remainder. Theorem 1.36 shows
that the remainder after the term xn/n! is

Rn(0, x) =
1
n!

Z x

0
(x − t)n f (n+1)(t) dt =

1
n!

Z x

0
(x − t)net dt.

Between 0 and x , et is bounded by some constant M(x) depending on x , and thus
|Rn(0, x)| ≤ M(x)

n!

Ø
Ø R x
0 (x− t)n dt

Ø
Ø = M(x)

(n+1)! |x |
n+1. With x fixed, this tends to 0 as

n tends to infinity, and thus limn Rn(0, x) = 0 for each x . The conclusion is that
exp x =

P∞
n=0

xn
n! . In a similar fashion one can obtain power series expansions of

sin x and cos x if one starts fromdefinitions of the corresponding inverse functions
in terms of Riemann integrals.
Instead of using this approach, we shall define exp x , sin x , and cos x directly

as sums of standard power series. An advantage of using series in the definitions
is that this approach allows us to define these functions at an arbitrary complex
z, not just at a real x . Thus we define

exp z =
∞X

n=0

zn

n!
, sin z =

∞X

n=0

(−1)nz2n+1

(2n + 1)!
, cos z =

∞X

n=0

(−1)nz2n

(2n)!
.

The ratio test shows immediately that these series all converge for all complex z.
Inspection of all these series gives us the identity

exp i z = cos z + i sin z.

Corollary 1.38 shows that the functions exp z, sin z, and cos z, when considered
as functions of a real variable z = x , are infinitely differentiable with derivatives
given by the expected formulas

d
dx

exp x = exp x,
d
dx

sin x = cos x,
d
dx

cos x = − sin x .

From these formulas it is immediate that d
dx

°
sin2 x + cos2 x

¢
= 0 for all x .

Therefore sin2 x + cos2 x is constant. Putting x = 0 shows that the constant is 1.
Thus

sin2 x + cos2 x = 1.

In order to prove that exp x = ex , where e = exp 1, and to prove other familiar
trigonometric identities, we shall do some calculations with power series that are
justified by the following theorem.
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Theorem 1.40. If f (z) =
P∞

n=0 anzn and g(z) =
P∞

n=0 bnzn for complex z
with |z| < R, then f (z)g(z) =

P∞
n=0 cnzn for |z| < R, where

cn = anb0 + an−1b1 + · · · + a0bn.
REMARK. In other words, the rule is to multiply the series formally, assuming

a kind of infinite distributive law, and reassemble the series by grouping terms
with like powers of z. The coefficient cn of zn in the product comes from all
products akzkbl zl for which the total degree is n, i.e., for which k + l = n. Thus
cn is as indicated.
PROOF. The theorem is vacuous unless R > 0. Fix R0 < R. For |z| ≤ R0,

put F(z) =
P∞

n=0 |anzn| and G(z) =
P∞

n=0 |bnzn|. These series are uniformly
convergent for |z| ≤ R0 by Theorem 1.37, and also | f (z)| ≤ F(z) and |g(z)| ≤
G(z). By the uniform convergence of the series for F and G when |z| ≤ R0,
there exists M < +∞ such that F(z) ≤ M and G(z) ≤ M for |z| ≤ R0. Given
≤ > 0, choose an integer N 0 such that |z| ≤ R0 implies

P
n∏N 0 |anzn| < ≤ andP

n∏N 0 |bnzn| < ≤. If |z| ≤ R0 and N ∏ 2N 0, then
Ø
Ø
Ø f (z)g(z) −

NX

n=0
cnzn

Ø
Ø
Ø ≤

Ø
Ø
Ø f (z)g(z) −

≥ NX

n=0
anzn

¥≥ NX

n=0
bnzn

¥Ø
Ø
Ø

+
Ø
Ø
Ø
≥ NX

n=0
anzn

¥≥ NX

n=0
bnzn

¥
−

NX

n=0
cnzn

Ø
Ø
Ø.

Call the two terms on the right side T1 and T2. Then we have

T1 ≤
Ø
Ø
Ø f (z) −

NX

n=0
anzn

Ø
Ø
Ø|g(z)| +

Ø
Ø
Ø

NX

n=0
anzn

Ø
Ø
Ø
Ø
Ø
Øg(z) −

NX

n=0
bnzn

Ø
Ø
Ø ≤ ≤G(z) + ≤F(z),

and also, with [N/2] denoting the greatest integer in N/2,

T2 =
Ø
Ø
Ø

X

k+l>N ,
k≤N , l≤N

akbl zk+l
Ø
Ø
Ø ≤

X

k+l>N ,
k≤N , l≤N

|akzk ||bl zl |

≤
NX

k=0

NX

l=[N/2]
+

NX

k=[N/2]

NX

l=0

≤
∞X

k=0

∞X

l=N 0

+
∞X

k=N 0

∞X

l=0

≤ ≤G(z) + ≤F(z).
Since G(z) ≤ M and F(z) ≤ M for |z| ≤ R0, the total estimate is that T1 + T2 ≤
4≤M . Since ≤ is arbitrary, we conclude that limN

PN
n=0 cnzn = f (z)g(z) for

|z| ≤ R0. Since R0 is an arbitrary number < R, we conclude that
P∞

n=0 cnzn =
f (z)g(z) for |z| < R. §
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Corollary1.41. For any z andw inC, exp(z+w) = exp z expw. Furthermore,
exp z̄ = exp z.

PROOF. Theorem 1.40 and the infinite radius of convergence allow us to write

exp z expw =
≥ ∞X

r=0

zr

r!

¥≥ ∞X

s=0

ws

s!

¥
=

X

r,s

zrws

r!s!

=
∞X

N=0

NX

k=0

zkwN−k

k!(N − k)!
=

∞X

N=0

1
N !

NX

k=0

µ
N
k

∂
zkwN−k

=
∞X

N=0

(z + w)N

N !
= exp(z + w).

For the second formula, write z = x + iy. Then

exp z̄ = exp(x − iy) = exp x exp(−iy) = (exp x)(cos y − i sin y)

= (exp x)(cos y + i sin y) = exp x exp(iy) = exp(x + iy) = exp z.

§

Corollary1.42. Theexponential functionexp x , as a functionof a real variable,
has the following properties:

(a) exp is strictly increasing on (−∞,+∞) and is one-one onto (0,+∞),
(b) exp x = ex , where e = exp 1,
(c) exp x has an inverse function, denoted by log x , that is strictly increas-

ing, carries (0,+∞) one-one onto (−∞,+∞), has derivative 1/x , and
satisfies log(xy) = log x + log y.

REMARKS. The three facts that exp x = ex for x real, exp z satisfies the
functional equationofCorollary1.41 for z complex, and ez is previouslyundefined
for z nonreal allow one to define ez to mean exp z for all complex z. We follow
this convention. In particular, eix = exp(i x) = cos x + i sin x .

PROOF. For x ∏ 0, we certainly have exp x ∏ 1. Also, each term of the
series for exp x is strictly increasing for x ∏ 0, and hence the same thing is true
of the sum of the series. From Corollary 1.41, exp(−x) exp x = exp 0 = 1,
and thus exp x is strictly increasing for x ≤ 0 with 0 < exp x ≤ 1. Putting
these statements together, we see that exp x is strictly increasing and positive on
(−∞,+∞). Hence it is one-one. This proves part of (a).
Since exp x > 0, it makes sense to consider rational powers of exp x . Iteration

of the identity exp(z + w) = exp z expw shows that
°
exp px

q
¢q

= exp px =
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(exp x)p, and application of the q th root function gives exp px
q = (exp x)p/q .

Taking x = 1 yields exp(p/q) = ep/q for all rational p/q. The two functions
exp x and ex are continuous functions of a real variable that are equal when x is
rational, and hence they are equal for all x . This proves (b).
From the first two terms of the series for exp 1, we see that e > 2. Therefore

en > 2n > n for all positive integers n, and exp x has arbitrarily large numbers
in its image. The Intermediate Value Theorem (Theorem 1.12) then shows that
[1,+∞) is contained in its image. Since exp(−x) exp x = 1, the interval (0, 1]
is contained in the image as well. Thus exp x carries (−∞,+∞) onto (0,+∞).
This proves the remainder of (a).
Consequently exp x has an inverse function, which is denoted by log x . Since

exp x has the continuous everywhere-positive derivative exp x , the proposition
in Section A3 of Appendix A applies and shows that log x is differentiable with
derivative 1/ exp(log x). Since exp and log are inverse functions, exp(log x) = x .
Thus the derivative of log x is 1/x .
Finally exp(log x + log y) = exp(log x) exp(log y) = xy, since exp and log

are inverse functions. Applying log to both sides gives log x + log y = log(xy).
This proves (c). §

Corollary 1.43. The trigonometric functions sin x and cos x , as functions of
a real variable, satisfy

(a) sin(x + y) = sin x cos y + cos x sin y,
(b) cos(x + y) = cos x cos y − sin x sin y.

PROOF. By Corollary 1.41, cos(x + y) + i sin(x + y) = ei(x+y) = eixeiy =
(cos x + i sin x)(cos y+ i sin y). Multiplying out the right side and equating real
and imaginary parts yields the corollary. §

The final step in the foundational work with the trigonometric functions is to
define π and to establish the role that it plays with trigonometric functions.

Proposition 1.44. The function cos x , with x real, has a smallest positive x0
for which cos x0 = 0. If π is defined by writing x0 = π/2, then

(a) sin x is strictly increasing, hence one-one, from [0, π
2 ] onto [0, 1], and

cos x is strictly decreasing, hence one-one, from [0, π
2 ] onto [0, 1],

(b) sin(−x) = − sin x and cos(−x) = cos x ,
(c) sin(x + π

2 ) = cos x and cos(x + π
2 ) = − sin x ,

(d) sin(x + π) = − sin x and cos(x + π) = − cos x ,
(e) sin(x + 2π) = sin x and cos(x + 2π) = cos x .
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PROOF. The function cos x has cos 0 = 1. Arguing by contradiction, suppose
that cos x is nowhere 0 for x > 0. By the Intermediate Value Theorem (Theorem
1.12), cos x > 0 for x ∏ 0. Since sin x is 0 at 0 and has derivative cos x , sin x is
strictly increasing for x ∏ 0 and is therefore positive for x > 0. Since cos x has
derivative− sin x , cos x is strictly decreasing for x ∏ 0. Let us form the function
f (x) = (cos x − cos 1)+ (sin 1)(x −1). If there is some x1 > 1 with f (x1) > 0,
then the Mean Value Theorem produces some ξ with 1 < ξ < x1 such that

0 < f (x1) = f (x1) − f (1) = (x1 − 1) f 0(ξ) = (x1 − 1)(− sin ξ + sin 1) < 0,

and we have a contradiction, since sin2 ξ + cos2 ξ = 1 forces | sin ξ | ≤ 1. Thus
f (x) ≤ 0 for all x ∏ 1. In other words, cos x ≤ cos 1 − (sin 1)(x − 1) for all
x ∏ 1. For x sufficiently large, cos 1 − (sin 1)(x − 1) is negative, and we see
that cos x has to be negative for x sufficiently large. The result is a contradiction,
and we conclude that cos x is 0 for some x > 0. Let x0 be the infimum of the
nonempty set of positive x’s for which cos x = 0. We can find a sequence {xn}
with xn → x0 and cos xn = 0 for all n. By continuity cos x0 = 0. We know that
x0 ∏ 0, and we must have x0 > 0, since cos 0 = 1. This proves the existence of
x0.
Since sin x has derivative cos x , which is positive for 0 ≤ x < π/2, sin x is

strictly increasing for 0 ≤ x ≤ π/2. From sin2 x + cos2 x = 1, we deduce that
sin(π/2) = 1. By the Intermediate Value Theorem, sin x is one-one from [0, π

2 ]
onto [0, 1]. In similar fashion, cos x is strictly decreasing and one-one from [0, π

2 ]
onto [0, 1]. This proves (a).
Conclusion (b) is immediate from the series expansions of sin x and cos x .

Conclusion (c) follows from Corollary 1.43 and the facts that sin π
2 = 1 and

cos π
2 = 0. Conclusion (d) follows by applying (c) twice, and conclusion (e)

follows by applying (d) twice. §

Corollary 1.45. The function eix , with x real, has |eix | = 1 for all x , and
x 7→ eix is one-one from [0, 2π) onto the unit circle of C, i.e., the subset of
z ∈ C with |z| = 1.

PROOF. We have | cos x + i sin x |2 = cos2 x + sin2 x = 1 and therefore
|eix | = 1. If eix1 = eix2 with x1 and x2 in [0, 2π), then ei(x1−x2) = 1 with
t = x1 − x2 in (−2π, 2π). So cos t = 1 and sin t = 0. From Proposition 1.44
we see that the only possibility for t ∈ (−2π, 2π) is t = 0. Thus x1 − x2 = 0,
and x 7→ eix is one-one.
Now let x + iy have x2 + y2 = 1. First suppose that x ∏ 0 and y ∏ 0. Since

0 ≤ y ≤ 1, it follows that there exists t ∈ [0, π
2 ] with sin t = y. For this t ,

the numbers x and cos t are both ∏ 0 and have square equal to 1 − y2. Thus
x = cos t and eit = x + iy. For a general x + iy with x2 + y2 = 1, at least
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one of the complex numbers i n(x + iy) with 0 ≤ n ≤ 3 has real and imaginary
parts ∏ 0. Then i n(x + iy) = eit for some t . Since i = cos π

2 + i sin π
2 = eiπ/2,

we see that x + iy = eit e−inπ/2 = eit−inπ/2. From ei(t±2π) = eit , we can adjust
i t − inπ/2 additively by a multiple of 2π i so that the result i t 0 lies in i[0, 2π),
and then eit 0 = x + iy, as required. §

Corollary 1.46.
(a) The function sin x carries (−π

2 ,
π
2 ) onto (−1, 1), has everywhere-positive

derivative, and has a differentiable inverse function arcsin x carrying (−1, 1)
one-one onto (−π

2 ,
π
2 ). The derivative of arcsin x is 1/

p
1− x2.

(b) The function tan x = (sin x)/(cos x) carries (−π
2 ,

π
2 ) onto (−∞,+∞),

has everywhere-positive derivative, and has a differentiable inverse function
arctan x carrying (−∞,+∞) one-one onto (−π

2 ,
π
2 ). The derivative of arctan x is

1/(1+ x2), and
R 1
−1 (1+ x2)−1 dx = π/2.

PROOF. From Proposition 1.44 we see that d
dx (sin x) = cos x and d

dx (tan x) =
(cos x)−2. The first of these is everywhere positive because of (a) and (b)
in the proposition, and the second is everywhere positive by inspection.
The image of sin x is (−1, 1) by (a) and (b) in the proposition, and also the image
of tan x is (−∞,+∞), again by (a) and (b). Application of the proposition in
Section A3 of Appendix A yields all the conclusions of the corollary except the
formula for

R 1
−1 (1+ x2)−1 dx . This integral is given by arctan 1− arctan(−1) by

Theorem1.32. Since tan(π/4) = sin(π/4)/ cos(π/4), (c) in the propositiongives
tan(π/4) = 1, and hence arctan 1 = π/4. In addition, tan(−π/4) = sin(−π/4)

cos(−π/4) =

− sin(π/4)
cos(π/4) = −1, and hence arctan(−1) = −π/4. Therefore

R 1
−1 (1+ x2)−1 dx =

(π/4) − (−π/4) = π/2. §

A power series, even a Taylor series, may have any radius of convergence in
[0,+∞]. Even if the radius of convergence is > 0, the series may not converge
to the given function. For example, Problems 20–22 at the end of the chapter ask
one to verify that the function

f (x) =

Ω
e−1/x2 if x 6= 0,
0 if x = 0,

is infinitely differentiable, even at x = 0, and has f (n)(0) = 0 for all n. Thus its
infinite Taylor series is identically 0, and the series evidently converges to f (x)
only for x = 0.
Because of Corollary 1.38, one is not restricted to a rote use of Taylor’s formula

in order to compute Taylor series. If we are interested in the Taylor expansion
of f about x = 0, any power series with a positive radius of convergence that
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converges to f on some open interval about x has to be the Taylor expansion of
f . A simple example is ex2 , whose derivatives at x = 0 are a chore to compute.
However, eu =

P∞
n=0

un
n! for all u. If we put u = x2, we obtain ex2 =

P∞
n=0

x2n
n!

for all x . Therefore this series must be the infinite Taylor series of ex2 . Here is a
more complicated example.

EXAMPLE. Binomial series. Let p be any complex number, and put F(x) =
(1+ x)p for−1 < x < 1. We can compute the nth derivative of F by inspection,
and we obtain F (n)(x) = p(p − 1) · · · (p − n + 1)(1 + x)p−n . Therefore the
infinite Taylor series of F about x = 0 is

∞X

n=0

p(p − 1) · · · (p − n + 1)
n!

xn.

This series reduces to a polynomial if p is a nonnegative integer, and the series
is genuinely infinite otherwise. The ratio test shows that the series converges for
|x | < 1; let f (x) be its sum for x real. The remainder term Rn(0, x) is difficult to
estimate, and thus the relationship between the sum f (x) and the original function
(1 + x)p is not immediately apparent. However, we can use Corollary 1.38 to
obtain

f 0(x) =
∞X

n=1

np(p − 1) · · · (p − n + 1)
n!

xn−1 =
∞X

n=0

p(p − 1) · · · (p − n)
n!

xn

for |x | < 1. We compute (1 + x) f 0(x) by multiplying the first series by x , the
second series by 1, and adding. If we write the constant term separately, the result
is

(1+ x) f 0(x) = p +
∞X

n=1

p(p − 1) · · · (p − n + 1)[n + (p − n)]
n!

xn = p f (x).

Therefore
d
dx

£
(1+ x)−p f (x)

§
= −p(1+ x)−p−1 f (x) + (1+ x)−p f 0(x)

= (1+ x)−p−1[−p f (x) + (1+ x) f 0(x)] = 0,

and (1+ x)−p f (x) has to be constant for |x | < 1. From the series whose sum is
f (x), we see that f (0) = 1, and hence the constant is 1. Thus f (x) = (1+ x)p,
and we have established the binomial series expansion

(1+ x)p =
∞X

n=0

p(p − 1) · · · (p − n + 1)
n!

xn

for −1 < x < 1.
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8. Summability

Summability refers to an operation on a sequence of complex numbers to make it
more likely that the sequence will converge. The subject is of interest particularly
with Fourier series, where the ordinary partial sums may not converge even at
points where the given function is continuous.
Let {sn}n∏0 be a sequence in C, and define its sequence of Cesàro sums, or

arithmetic means, to be given by

σn =
s0 + s1 + · · · + sn

n + 1

for n ∏ 0. If limn σn = σ exists inC, we say that {sn} isCesàro summable to the
limit σ . For example the sequence with sn = (−1)n for n ∏ 0 is not convergent,
but it is Cesàro summable to the limit 0 because σn is 0 for all odd n and is 1

n+1
for all even n.

Theorem 1.47. If a complex sequence {sn}n∏0 is convergent in C to the limit
s, then {sn} is Cesàro summable to the limit s.

REMARK. The argument is a 2≤ proof, and two things are affecting σn . For k
small and fixed, the contribution of sk to σn is sk/(n+ 1) and is tending to 0. For
k large, any sk is close to s, and the average of such terms is close to s.

PROOF. Let ≤ > 0 be given, and choose N1 such that k ∏ N1 implies |sk−s| <
≤. If n ∏ N1, then

σn − s =
(s0 − s) + · · · + (sN1 − s)

n + 1
+

(sN1+1 − s) + · · · + (sn − s)
n + 1

,

so that

|σn − s| ≤
|s0| + · · · + |sN1 | + (N1 + 1)|s|

n + 1
+
n − N1
n + 1

≤

≤
|s0| + · · · + |sN1 | + (N1 + 1)|s|

n + 1
+ ≤.

The numerator of the first term is fixed, and thus we can choose N ∏ N1 large
enough so that the first term is < ≤ whenever n ∏ N . If n ∏ N , then we see that
|σn − s| < 2≤. Since ≤ is arbitrary, the theorem follows. §

Next let {an}n∏0 be a complex sequence, and let {sn}n∏0 be the sequence of
partial sums with sn =

Pn
k=0 ak . Form the power series σr =

P∞
n=0 anrn . We

say that the sequence {sn} of partial sums is Abel summable to the limit s in C
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if limr↑1 σr = s, i.e., if for each ≤ > 0, there is some r0 such that r0 ≤ r < 1
implies that |σr − s| < ≤. For example, take ak = (−1)k , so that sn equals 1 if n
is even and equals 0 if n is odd. The sequence {sn} of partial sums is divergent.
The r th Abel sum σr is given by the geometric series

P∞
k=0 (−1)krk with sum

1/(1+r). Letting r increase to 1, we see that {sn} is Abel summable with limit 12 .

Theorem 1.48 (Abel’s Theorem). Let {an}n∏0 be a complex sequence, and
let {sn}n∏0 be the sequence of partial sums with sn =

Pn
k=0 ak . If {sn}n∏0 is

convergent in C to the limit s, then {sn} is Abel summable to the limit s.
REMARK. The proof will proceed along the same lines as in the previous case.

It is first necessary to express the Abel sums σr in terms of the sk’s.
PROOF. Since {sn} converges, {sn} and {an} are bounded, and thus

P∞
n=0 snrn

and
P∞

k=0 akrk are absolutely convergent for 0 ≤ r < 1. With s−1 = 0, write

σr =
∞X

n=0
anrn =

∞X

n=0
(sn − sn−1)rn =

∞X

n=0
snrn −

∞X

n=0
snrn+1

= (1− r)
∞X

n=0
snrn = (1− r)

NX

k=0
rksk +

∞X

k=N+1
(1− r)rksk .

Let ≤ > 0 be given, and choose N such that k ∏ N implies |sk − s| < ≤. Then

|σr − s| ≤ (1− r)
NX

k=0
(|sk | + |s|) +

∞X

k=N+1
(1− r)rk |sk − s|

≤ (1− r)
NX

k=0
(|sk | + |s|) +

≥
(1− r)

∞X

k=N+1
rk

¥
≤

≤ (1− r)
NX

k=0
(|sk | + |s|) + ≤.

With N fixed, the coefficient of (1− r) in the first term is fixed, and thus we can
choose r0 close enough to 1 so that the first term is < ≤ whenever r0 ≤ r < 1. If
r0 ≤ r < 1, we see that |σr−s| < 2≤. Since ≤ is arbitrary, the theorem follows. §

EXAMPLE. For |x | < 1, the geometric series
P∞

n=0(−1)nxn converges and
has sum (1+ x)−1. The Fundamental Theorem of Calculus gives log(1+ x) =R x
0

1
1+t dt =

R x
0

P∞
n=0 (−1)ntn dt for |x | < 1, and Theorem 1.31 allows us to

interchange sum and integral as long as |x | < 1. Consequently

log(1+ x) =
∞X

n=0

(−1)nxn+1

n + 1
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for |x | < 1. The sequence of partial sums on the right converges for x = 1 by
the Leibniz test, and Theorem 1.48 says that the Abel sums must converge to
the same limit. But the Abel sums have limit limx↑1 log(1 + x) = log 2, since
log(1+ x) is continuous for x > 0. Thus Abel’s Theorem has given us a rigorous
proof of the familiar identity

∞X

n=0

(−1)n

n + 1
= log 2.

Theorems 1.47 and 1.48, which say that one kind of convergence always
implies another, are called Abelian theorems. Converse results, saying that the
second kind of convergence implies the first under an additional hypothesis, are
called Tauberian theorems. These tend to be harder to prove. We give two
examples of Tauberian theorems; the first one will be applied immediately to
yield an important special case of the main theorem of Section 9; the second one
will be used in Chapter VI to prove a deep theorem about pointwise convergence
of Fourier series.

Proposition 1.49. Let {an}n∏0 be a numerical sequence with all terms ∏ 0,
and let {sn}n∏0 be the sequence of partial sums with sn =

Pn
k=0 ak . If {sn}n∏0 is

Abel summable in R to the limit s, then {sn} is convergent to the limit s.

PROOF. Let {rj }j∏0 be a sequence increasing to the limit 1. Since anrnj ∏ 0 is
nonnegative and since it is monotone increasing in j for each n, Corollary 1.14
applies and gives limj

P∞
n=0 anr

n
j =

P∞
n=0 limj anrnj , the limits existing in R∗.

The left side is the (finite) limit s of the Abel sums, and the right side is lim sn ,
which Corollary 1.14 is asserting exists. §

EXAMPLE. The binomial series expansion in Section 7 shows, for any complex
p, that (1− r)p is given for −1 < r < 1 by the absolutely convergent series

(1− r)p = 1+
∞X

n=1
(−1)n

p(p − 1) · · · (p − n + 1)
n!

rn.

For p real with 0 < p < 1, inspection shows that all the coefficients in the sum
on the right are ≤ 0. Therefore

1− (1− r)p =
∞X

n=1
(−1)n+1

p(p − 1) · · · (p − n + 1)
n!

rn (∗)

has all coefficients ∏ 0 if 0 < p < 1. For 0 ≤ r < 1, the sum of the series is
1− (1− r)p and is ∏ 0. The fact that limr↑1 [1− (1− r)p] = 1 means that the
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sequence of partial sums sn =
Pn

k=1 (−1)k+1 p(p−1)···(p−k+1)
k! is Abel summable

to 1. Proposition 1.49 shows that the series (∗) is convergent with sum 1 at r = 1,
and the Weierstrass M test shows that (∗) converges uniformly for −1 ≤ r ≤ 1
to 1− (1− r)p. If we now take p = 1

2 , we have

(1− r)1/2 = 1−
∞X

n=1
(−1)n+1

1
2 (−

1
2 )(−

3
2 ) · · · ( 32 − n)
n!

rn

=
∞X

n=1
(−1)n+1

1
2 (−

1
2 )(−

3
2 ) · · · ( 32 − n)
n!

−
∞X

n=1
(−1)n+1

1
2 (−

1
2 )(−

3
2 ) · · · ( 32 − n)
n!

rn

=
∞X

n=1
(−1)n+1

1
2 (−

1
2 )(−

3
2 ) · · · ( 32 − n)
n!

(1− rn),

the series on the right being uniformly convergent for −1 ≤ r ≤ 1. Putting
r = 1− x2 therefore gives

|x | =
p
x2 =

∞X

n=1
(−1)n+1

1
2 (−

1
2 )(−

3
2 ) · · · ( 32 − n)
n!

°
1− (1− x2)n

¢
,

the series on the right being uniformly convergent for−1 ≤ x ≤ 1. Consequently
|x | is the uniform limit of a sequence of polynomials on [−1, 1], and all these
polynomials are in fact 0 at x = 0.

Proposition 1.50. Let {an}n∏0 be a complex sequence, and let {sn}n∏0 be the
sequence of partial sums with sn =

Pn
k=0 ak . If {sn} is Cesàro summable to the

limit s in C and if the sequence {nan} is bounded, then {sn} is convergent and the
limit is s. The rate of convergence depends only on the bound for {nan} and the
rate of convergence of the Cesàro sums.

REMARK. In our application in ChapterVI to pointwise convergence of Fourier
series, the sequence of partial sums will be of the form {sn(x)}, depending on a
parameter x , and the statement about the rate of convergence will enable us to
see that the convergence of {sn(x)} is uniform in x under suitable hypotheses.

PROOF. Let {sn} be the sequence of partial sums of {an}, and choose M such
that |nan| ≤ M for all n. The first step is to establish a useful formula for
sn − σn . Let m be any integer with 0 ≤ m < n. We start from the trivial identity
−(n−m)σn = (m+ 1)σn − (n+ 1)σn , add (n−m)sn to both sides, and regroup
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as

(n−m)(sn − σn) = (m+1)σn − s0 − · · · − sm + (n−m)sn − sm+1 − · · · − sn

= (m+1)(σn − σm) +
nX

j=m+1
(sn − sj ).

Dividing by (n − m) yields

sn − σn =
m + 1
n − m

(σn − σm) +
1

n − m

nX

j=m+1
(sn − sj ),

which is the identity from which the estimates begin.
For m + 1 ≤ j ≤ n, we have

|sn − sj | ≤ |an| + |an−1| + · · · + |aj+1| ≤
M
n

+
M

n − 1
+ · · · +

M
j + 1

≤
M
j + 1

+
M
j + 1

+ · · · +
M
j + 1

=
(n − j)M
j + 1

≤
(n − m − 1)M

m + 2
.

Substituting into our identity yields

|sn − σn| ≤
m + 1
n − m

Ø
Øσn − σm

Ø
Ø +

(n − m − 1)M
m + 2

.

Let ≤ > 0 be given, and choose N such that |σk − s| ≤ ≤2 whenever k ∏ N .
We may assume that ≤ < 1

2 and N ∏ 4. With ≤ fixed and with n fixed to be
∏ 2N , define m to be the unique integer with

m ≤
n − ≤

1+ ≤
< m + 1.

Then 0 ≤ m < n, and our inequality for |sn−σn| applies. From the left inequality
m ≤ n−≤

1+≤
defining m, we obtain m + m≤ ≤ n − ≤ and hence (m + 1)≤ ≤ n − m

and m+1
n−m ≤ ≤−1. From the right inequality n−≤

1+≤
< m + 1 defining m, we obtain

n − ≤ < m + 1 + ≤m + ≤ and hence n − m − 1 < ≤(m + 2) and n−m−1
m+2 < ≤.

Thus our main inequality becomes

|sn − σn| ≤ ≤−1|σn − σm | + M≤.

To handle σm , we need to bound m below. We have seen that n − m − 1 <
≤(m + 2), and we have assumed that ≤ < 1

2 . Then n − m − 1 < 1
2 (m + 2), and

this simplifies to m > 2n
3 − 4

3 , which is ∏ n
2 if n ∏ 8, thus certainly if N ∏ 4. In

other words, N ∏ 4 and n ∏ 2N makes m ∏ n
2 ∏ N . Therefore |σm − s| < ≤2,

and |σn − σm | < 2≤2. Substituting into our main inequality, we obtain

|sn − σn| < ≤−12≤2 + M≤ = (M + 2)≤.

Since ≤ is arbitrary, the proof is complete. §
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9. Weierstrass Approximation Theorem

We saw as an application of Proposition 1.49 that the function |x | on [−1, 1] is the
uniform limit of an explicit sequence {Pn} of polynomials with Pn(0) = 0. This
is a special case of a theorem of Weierstrass that any continuous complex-valued
function on a bounded interval [a, b] is the uniform limit of polynomials on the
interval.
The device for proving the Weierstrass theorem for a general continuous

complex-valued function is to construct the approximating polynomials as the
result of a smoothing process, known as the use of an “approximate identity.”
The idea of an approximate identity is an important one in analysis and will occur
several times in this book. If f is the given function, the smoothing is achieved
by “convolution”

Z
f (x − t)ϕ(t) dt

of f with some functionϕ, the integrals being taken over someparticular intervals.
The resulting function of x from the convolution turns out to be as “smooth” as
the smoother of f and ϕ. In the case of the Weierstrass theorem, the function
ϕ will be a polynomial, and we shall arrange parameters so that the convolution
will automatically be a polynomial.
To see how a polynomial

R
f (x − t)ϕ(t) dt might approximate f , one can

think of ϕ as some kind of mass distribution; the mass is all nonnegative if
ϕ ∏ 0. The integration produces a function of x that is the “average” of translates
x 7→ f (x−t) of f , the average being computed according to themass distribution
ϕ. If ϕ has total mass 1, i.e., total integral 1, and most of the mass is concentrated
near t = 0, then f is being replaced essentially by an average of its translates,
most of the translates being rather close to f , and we can expect the result to be
close to f .
For the Weierstrass theorem, we use a single starting ϕ1 at stage 1, namely

c1(1− x2) on [−1, 1] with c1 chosen so that the total integral is 1. The graph of
ϕ1 is a familiar inverted parabola, with the appearance of a bump centered at the
origin. The function at stage n is cn(1 − x2)n , with cn chosen so that the total
integral is 1. Graphs for n = 3 and n = 30 appear in Figure 1.1. The bump near
the origin appears to be more pronounced at n increases, and what we need to do
is to translate the above motivation into a proof.

Lemma 1.51. If cn is chosen so that cn
R 1
−1 (1− x2)n dx = 1, then cn ≤ e

p
n

for n sufficiently large.
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PROOF. We have

c−1
n =

R 1
−1 (1− x2)n dx ∏

R 1/pn
−1/

p
n (1− x2)n dx = 2

R 1/pn
0 (1− x2)n dx

∏ 2
R 1/pn
0 (1− 1

n )
n dx = 2(1− 1

n )
n±p

n.

Since (1 − 1
n )

n → e−1, we have (1 − 1
n )

n ∏ 1
2e

−1 for n large enough (actually
for n ∏ 2). Therefore c−1

n ∏ e−1/
p
n for n large enough, and hence cn ≤ e

p
n

for n large enough. This proves the lemma. §

n = 3 n = 30

FIGURE 1.1. Approximate identity. Graphs of cn(1− x2)n for n = 3
and n = 30 with different scales used on the vertical axes.

Let ϕn(x) = cn(1−x2)n on [−1, 1], with cn as in the lemma. The polynomials
ϕn have the following properties:

(i) ϕn(x) ∏ 0,
(ii)

R 1
−1 ϕn(x) dx = 1,

(iii) for any δ > 0, sup {ϕn(x) | δ ≤ x ≤ 1} tends to 0 as n tends to infinity.
Lemma 1.51 is used to verify (iii): the quantity

sup {ϕn(x) | δ ≤ x ≤ 1} = cn(1− δ2)n

tends to 0 because limn
p
n(1 − δ2)n = 0. A function with the above three

properties will be called an approximate identity on [−1, 1].

Theorem 1.52 (Weierstrass Approximation Theorem). Any complex-valued
continuous function on a bounded interval [a, b] is the uniform limit of a sequence
of polynomials.

PROOF. In order to arrange for the convolution to be a polynomial, we need
to make some preliminary normalizations. Approximating f (x) on [a, b] by
P(x) uniformly within ≤ is the same as approximating f (x + a) on [0, b − a]
by P(x + a) uniformly within ≤, and approximating g(x) on [0, c] uniformly by
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Q(x) is the same as approximating g(cx) uniformly by Q(cx). Thus we may
assume without loss of generality that [a, b] = [0, 1].
If h : [0, 1] → C is continuous and if r is the function defined by r(x) =

h(x) − h(0) − [h(1) − h(0)]x , then r is continuous with r(0) = r(1) = 0.
Approximating h(x) on [0, 1] uniformly by R(x) is the same as approximating
r(x) on [0, 1] uniformly by R(x)− h(0)− [h(1)− h(0)]x . Thus we may assume
without loss of generality that the function to be approximated has value 0 at 0
and 1.
Let f : [0, 1] → C be a given continuous function with f (0) = f (1) = 0; the

function f is uniformly continuous by Theorem 1.10. We extend f to the whole
line by making it be 0 outside [0, 1], and the uniform continuity is maintained.
Now let ϕn be the polynomial above, and put Pn(x) =

R 1
−1 f (x − t)ϕn(t) dt .

Let us see that Pn is a polynomial. By our definition of the extended f , the
integrand is 0 for a particular x ∈ [0, 1] unless t is in [x−1, x] as well as [−1, 1].
We change variables, replacing t by s + x and making use of Theorem 1.34, and
the integral becomes Pn(x) =

R
f (−s)ϕn(s + x) ds, the integral being taken for

s in [−1, 0]∩ [−1− x, 1− x]. Since x is in [0, 1], the condition on s is that s is in
[−1, 0]. Thus Pn(x) =

R 0
−1 f (−s)ϕn(s+ x) ds. In this integral, ϕn(x) is a linear

combination of monomials xk , and xk itself contributes
R 0
−1 f (−s)(x + s)k ds,

which expands out to be a polynomial in x . Thus Pn(x) is a polynomial in x .
By property (ii) of ϕn , we have

Pn(x)− f (x) =
Z 1

−1
f (x− t)ϕn(t) dt− f (x) =

Z 1

−1
[ f (x− t)− f (x)]ϕn(t) dt.

Then property (i) gives

|Pn(x) − f (x)| ≤
Z 1

−1
| f (x − t) − f (x)|ϕn(t) dt

=
Z δ

−δ

| f (x−t) − f (x)|ϕn(t) dt +
≥ Z −δ

−1
+

Z 1

δ

¥
| f (x−t) − f (x)|ϕn(t) dt,

and two further uses of property (ii) show that this is

≤ sup
|t |≤δ

| f (x − t) − f (x)| + 4
≥
sup
y∈[0,1]

| f (y)|
¥≥

sup
δ≤|t |≤1

ϕn(t)
¥
.

Given ≤ > 0, we choose some δ of uniform continuity for f and ≤, and then the
first term is ≤ ≤. With δ fixed, we use property (iii) of ϕn and the boundedness
of f , given by Theorem 1.11, to produce an integer N such that the second term
is < ≤ for n ∏ N . Then n ∏ N implies that the displayed expression is < 2≤.
Since ≤ is arbitrary, Pn converges uniformly to f . §
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10. Fourier Series

A trigonometric series is a series of the form
P∞

n=−∞ cneinx with complex coef-
ficients. The individual terms of the series thus form a doubly infinite sequence,
but the sequence of partial sums is always understood to be the sequence {sN }∞N=0
with sN (x) =

PN
n=−N cneinx . Such a series may also be written as

a0
2

+
∞X

n=1
(an cos nx + bn sin nx)

by putting
einx = cos nx + i sin nx

e−inx = cos nx − i sin nx

)

for n > 0,

c0 = 1
2a0, cn = 1

2 (an − ibn), and c−n = 1
2 (an + ibn) for n > 0.

Historically the notation with the an’s and bn’s was introduced first, but the use of
complex exponentials has become quite common. Nowadays the notation with
an’s and bn’s tends to be used only when a function f under investigation is
real-valued or when all the cosine terms are absent (i.e., f is odd) or all the sine
terms are absent (i.e., f is even).
Power series enable us to enlarge our repertory of explicit functions, and the

same thing is true of trigonometric series. Just as the coefficients of a power
series whose sum is a function f have to be those arising from Taylor’s formula
for f , the coefficients of a trigonometric series formed from a function have to
arise from specific formulas. Let us run through the relevant formal computation:
First we observe that the partial sums have to be periodic with period 2π . The
question then is the extent to which a complex-valued periodic function f on the
real line can be given by a trigonometric series. Suppose that

f (x) =
∞X

n=−∞

cneinx .

Multiply by e−ikx and integrate to get

1
2π

Z π

−π

f (x)e−ikx dx =
1
2π

Z π

−π

∞X

n=−∞

cneinxe−ikx dx .

If we can interchange the order of the integration and the infinite sum, e.g., if the
trigonometric series is uniformly convergent to f (x), the right side is

=
∞X

n=−∞

cn
1
2π

Z π

−π

einxe−ikx dx =
∞X

n=−∞

cn
1
2π

Z π

−π

ei(n−k)x dx = ck
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because
1
2π

Z π

−π

eimx dx =

Ω 1 if m = 0,
0 if m 6= 0.

Let f be Riemann integrable on [−π, π], and regard f as periodic on R. The
trigonometric series

P∞
n=−∞ cneinx with

cn =
1
2π

Z π

−π

f (x)e−inx dx

is called the Fourier series of f . We write

f (x) ∼
∞X

n=−∞

cneinx and sN ( f ; x) =
NX

n=−N
cneinx .

The numbers cn are the Fourier coefficients of f , and the functions sN ( f ; x) are
the partial sums of the Fourier series. The symbol∼ is to be read as “has Fourier
series,” nothing more, at least initially. The formulas for the coefficients when
the Fourier series is written with sines and cosines are

an =
1
π

Z π

−π

f (x) cos nx dx for n ∏ 0,

bn =
1
π

Z π

−π

f (x) sin nx dx for n ∏ 1.

In applications one encounters periodic functions of periods other than 2π . If
f is periodic of period 2l, then the Fourier series of f is f (x) ∼

P∞
n=−∞ cneinπx/ l

with cn = (2l)−1
R l
−l f (x)e

−inπx/ l dx . The formula for the series written with
sines and cosines is f (x) ∼ a0/2+

P∞
n=1 (an cos(nπx/ l)+bn sin(nπx/ l))with

an = l−1
R l
−l f (x) cos(nπx/ l) dx and bn = l−1

R l
−l f (x) sin(nπx/ l) dx . In the

present section of the text, we shall assume that our periodic functions have period
2π .
The result implicit in the formal computation above is that if f (x) is the sum

of a uniformly convergent trigonometric series, then the trigonometric series is
the Fourier series of f , by Theorem 1.31.
We ask two questions: When does a general Fourier series converge? If the

Fourier series converges, to what extent does the sum represent f ? We begin
with an illuminating example that brings together a number of techniques from
this chapter.
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EXAMPLE. As in the example following Theorem 1.48, we have

log
≥ 1
1− x

¥
= x + 1

2 x
2 + 1

3 x
3 + · · · for − 1 < x < 1.

We would like to extend this identity to complex z with |z| < 1 but do not want
just now to attack the problem of making sense out of log as a function of a
complex variable. What we do is apply exp to both sides and obtain an identity
for which both sides make sense when the real x is replaced by a complex z:

exp
°
z + 1

2 z
2 + 1

3 z
3 + · · ·

¢
=

1
1− z

for |z| < 1.

In fact, this identity is valid for z complex with |z| < 1, and Problems 30–35 at
the end of the chapter lead to a proof of it using only real analysis.3 Corollary
1.45 allows us to write z = reiθ and z + 1

2 z
2 + 1

3 z
3 + · · · = ρeiϕ . Equating real

and imaginary parts of the latter equation gives us

ρ cosϕ =
∞X

n=1

rn cos nθ
n

and ρ sinϕ =
∞X

n=1

rn sin nθ
n

.

We shall compute the left sides of these displayed equations in another way. We
have

eρ cosϕeiρ sinϕ = exp(ρ cosϕ + iρ sinϕ) = exp(ρeiϕ) = (1− z)−1

and therefore also eρ cosϕe−iρ sinϕ = (1− z̄)−1. Thus

e2ρ cosϕ = (1−z)−1(1−z̄)−1 = (1−reiθ )−1(1−re−iθ )−1 = (1−2r cos θ+r2)−1.

Taking log of both sides gives 2ρ cosϕ = log
°
(1− 2r cos θ + r2)−1

¢
, and thus

we have
1
2 log

≥ 1
1− 2r cos θ + r2

¥
=

∞X

n=1

rn cos nθ
n

. (∗)

Handling ρ sinϕ is a little harder. From eρ cosϕeiρ sinϕ = (1 − z)−1, we have
eiρ sinϕ = (1− z)−1/|1− z|−1 = (1− z̄)/|1− z| = 1−r cos θ

|1−z| + i r sin θ
|1−z| , and hence

cos(ρ sinϕ) = (1− r cos θ)/|1− z| and sin(ρ sinϕ) = (r sin θ)/|1− z|.

Thus tan(ρ sinϕ) = r sin θ/(1−r cos θ). Since 1−r cos θ is> 0, cos(ρ sinϕ) is
> 0, and ρ sinϕ = arctan

°
(r sin θ)/(1− r cos θ)

¢
+ 2πN (r, θ) for some integer

3A proof using elementary complex analysis appears as an example in Section B8 of Appendix
B and is considerably shorter.
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N (r, θ) depending on r and θ . Hence

arctan
°
(r sin θ)/(1− r cos θ)

¢
+ 2πN (r, θ) =

∞X

n=1

rn sin nθ
n

.

For fixed r , the first term on the left is continuous in θ , and the series on the
right is uniformly convergent by the Weierstrass M test. By Theorem 1.21 the
right side is continuous in θ . Thus N (r, θ) is continuous in θ for fixed r ; since
N (r, 0) = 0, N (r, θ) = 0 for all r and θ . We conclude that

arctan
≥ r sin θ

1− r cos θ

¥
=

∞X

n=1

rn sin nθ
n

. (∗∗)

Problem 15 at the end of the chapter observes that the partial sums
PN

n=1 cos nθ
and

PN
n=1 sin nθ are uniformly bounded on any set ≤ ≤ θ < π − ≤ if ≤ > 0.

Corollary 1.19 therefore shows that the series
∞X

n=1

cos nθ
n

and
∞X

n=1

sin nθ
n

are uniformly convergent for ≤ ≤ θ < π −≤ if ≤ > 0. Abel’s Theorem (Theorem
1.48) shows that each of these series is therefore Abel summable with the same
limit. We can tell what the latter limits are from (∗) and (∗∗), and thus we
conclude that

1
2 log

≥ 1
2− 2 cos θ

¥
=

∞X

n=1

cos nθ
n

arctan
≥ sin θ

1− cos θ

¥
=

∞X

n=1

sin nθ
n

,and

The sum of the series with the cosine terms is unbounded near θ = 0, and
Riemann integration is not meaningful with it. We shall not be able to analyze
this series further until we can treat the left side in Chapter VI by means of
Lebesgue integration. The sum of the series with the sine terms is written in a
way that stresses its periodicity. On the interval [−π, π], we can rewrite its left
side as 12 (−π − θ) for −π ≤ θ < 0, 0 for θ = 0, and 1

2 (π − θ) for 0 < θ ≤ π .
The expression for the left side is nicer on the interval (0, 2π), and there we have

1
2 (π − θ) =

∞X

n=1

sin nθ
n

for 0 < θ < 2π.

The function 1
2 (π − θ) is bounded on (0, 2π), and we can readily compute its

Fourier coefficients from the formula bn = π−1 R 2π
0

1
2 (π − θ) sin nθ dθ , using

integration by parts (Corollary 1.33). The result is that bn = 1/n. Hence the
displayed series is the Fourier series. Graphs of some of the partial sums appear
in Figure 1.2.
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n = 3 n = 5

n = 10 n = 30

FIGURE 1.2. Fourier series of sawtooth function. Graphs ofPn
k=1(sin kx)/k for n = 3, 5, 10, 30.

The sawtooth function in the above example has a discontinuity, and yet its
Fourier series converges to it pointwise. The recognition of the remarkable
potential that Fourier series have for representing discontinuous functions dates
to Joseph Fourier himself and caused many of Fourier’s contemporaries to doubt
the validity of his work.
Although the above Fourier series converges to the function, it cannot do so

uniformly, as a consequence of Theorem 1.21. In any such situation the Fourier
coefficients cannot decrease rapidly, and a decrease of order 1/n is the best that
one gets for a nice function with a jump discontinuity.
This example points to a general heuristic principle contrasting how power

series and trigonometric series behave: whereas Taylor series converge very
rapidly and may not converge to the function, Fourier series are inclined to
converge rather slowly and they are more likely to converge to the function.
We come to convergence results in a moment. First we establish some ele-

mentary properties of them. Taking the absolute value of cn in the definition of
Fourier coefficient, we obtain the trivial bound |cn| ≤ 1

2π
R π

−π | f (x)| dx .

Theorem 1.53. Let f be in R[−π, π]. Among all choices of d−N , . . . , dN ,
the expression

1
2π

Z π

−π

Ø
Ø
Ø f (x) −

NX

n=−N
dneinx

Ø
Ø
Ø
2
dx

is minimized uniquely by choosing dn , for all n with |n| ≤ N , to be the Fourier
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coefficient cn = 1
2π

R π

−π f (x)e−inx dx . The minimum value is

1
2π

Z π

−π

| f (x)|2 dx −
NX

n=−N
|cn|2.

PROOF. Put dn = cn + εn . Then
1
2π

R π

−π

Ø
Ø f (x) −

PN
n=−N dneinx

Ø
Ø2 dx

= 1
2π

R π

−π | f (x)|2 dx − 1
2π 2Re

PN
n=−N dn

R π

−π f (x)e−inx dx

+ 1
2π

R π

−π

PN
m,n=−N dmdnei(m−n)x dx

= 1
2π

R π

−π | f (x)|2 dx − 2Re
PN

n=−N cndn +
PN

n=−N |dn|2

=
° 1
2π

R π

−π | f (x)|2 dx
¢
−

°
2
PN

n=−N |cn|2 + 2Re
PN

n=−N cnεn
¢

+
°PN

n=−N |cn|2 + 2Re
PN

n=−N cnεn +
PN

n=−N |εn|2
¢

= 1
2π

R π

−π | f (x)|2 −
PN

n=−N |cn|2 +
PN

n=−N |εn|2.

The result follows. §

Corollary 1.54 (Bessel’s inequality). Let f be in R[−π, π], and let f (x) ∼P∞
n=−∞ cneinx . Then

∞X

n=−∞

|cn|2 ≤
1
2π

Z π

−π

| f (x)|2 dx .

In particular,
P∞

n=−∞ |cn|2 is finite.
REMARK. In terms of the coefficients an and bn , the corresponding result is

|a0|2

2
+

∞X

n=1

°
|an|2 + |bn|2

¢
≤
1
π

Z π

−π

| f (x)|2 dx .

PROOF. Theorem 1.53 shows that the minimum value of a certain nonnegative
quantity depending on N is 1

2π
R π

−π | f (x)|2 dx−
PN

n=−N |cn|2. Thus, for any N ,PN
n=−N |cn|2 ≤ 1

2π
R π

−π | f (x)|2 dx . Letting N tend to infinity, we obtain the
corollary. §

Corollary 1.55 (Riemann–Lebesgue Lemma). If f is in R[−π, π] and has
Fourier coefficients {cn}∞n=−∞, then lim|n|→∞ cn = 0.

REMARK. This improves on the inequality |cn| ≤ 1
2π

R π

−π | f (x)| dx observed
above, which shows, by means of an explicit estimate, that {cn} is a bounded
sequence.
PROOF. This is immediate from Corollary 1.54. §
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We now turn to convergence results. First it is necessary to clarify terms like
“continuous” and “differentiable” in the context of Fourier series of functions
on [−π, π]. Each term of a Fourier series is defined on all of R and is periodic
with period 2π and is really given as the restriction to [−π, π] of this periodic
function. Thus it makes sense to regard a general function in the same way if
one wants to form its Fourier series: a function f is extended to all of R so as
to be periodic with period 2π , and if we consider f on [−π, π], it is really the
restriction to [−π, π] that we are considering.
In particular, it makes sense to insist that f (−π) = f (π); if f does not

have this property initially, one or both of these endpoint values will have to be
adjusted, but that adjustment will not affect any Fourier coefficients. Similarly
continuity of f will refer to continuity of the extended function on all of R, and
similarly for differentiability.
That being said, let us take up thematter of integration by parts for the functions

weare considering. The scopeof integrationbyparts inCorollary1.33was limited
to a pair of functions f and g that have a continuous first derivative. In the context
of Fourier series, it is the periodic extensions that are to have these properties,
and then the integration-by-parts formula simplifies. Namely,

Z π

−π

f (x)g0(x) dx =
h
f (x)g(x)

iπ

−π
−

Z π

−π

f 0(x)g(x) dx

= −
Z π

−π

f 0(x)g(x) dx,

i.e., the integrated term drops out because of the assumed periodicity.
The simplest convergence result for Fourier series is that a periodic function (of

period 2π) with two continuous derivatives has a uniformly convergent Fourier
series. To prove this, we take n 6= 0 and use the above integration-by-parts
formula twice to obtain

cn =
1
2π

Z π

−π

f (x)e−inx dx = −
1
2π

≥ 1
−in

¥ Z π

−π

f 0(x)e−inx dx

=
1
2π

≥ 1
−in

¥2 Z π

−π

f 00(x)e−inx dx .

Then |cneinx | = |cn| ≤ C/n2, where C = 1
2π

R π

−π | f 00(x)| dx , and the Fourier
series converges uniformly by theWeierstrass M test. The argument does not say
that the convergence is to f , but that fact will be proved in Theorem 1.57 below.
Adjusting the proof just given, we can prove a sharper convergence result.

Proposition 1.56 . If f is periodic (of period 2π) and has one continuous
derivative, then the Fourier series of f converges uniformly.
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PROOF. As in the above argument, cn = − 1
2π

° 1
−in

¢ R π

−π f 0(x)e−inx dx , and
this equals 1

in dn , where dn is the n
th Fourier coefficient of the continuous function

f 0. In the computation that follows, we use the classical Schwarz inequality (as
in Section A5 of Appendix A) for finite sums and pass to the limit in order to get
the first inequality, and then we use Bessel’s inequality (Corollary 1.54) to get
the second inequality:

X

n 6=0
|cn| =

X

n 6=0
|incn|

1
|n|

=
X

n 6=0

1
|n|

|dn| ≤
≥X

n 6=0

1
n2

¥1/2≥X

n 6=0
|dn|2

¥1/2

≤
≥X

n 6=0

1
n2

¥1/2≥ 1
2π

Z π

−π

| f 0(x)|2 dx
¥1/2

.

The right side is finite, and the proposition follows from the Weierstrass
M test. §

The fact that the convergence in Proposition 1.56 is actually to f will follow
from Dini’s test, which is Theorem 1.57 below. We first derive some simple
formulas. The Dirichlet kernel is the periodic function of period 2π defined by

DN (x) =
NX

n=−N
einx =

sin
°
(N + 1

2 )x
¢

sin 12 x
,

the second equality following from the formula for the sum of a geometric series.
For a periodic function f of period 2π , the partial sums of the Fourier series of
f are given by

sN ( f ; x) =
NX

n=−N

≥ 1
2π

Z π

−π

f (t)e−int dt
¥
einx

=
1
2π

Z π

−π

f (t)
NX

n=−N
ein(x−t) dt

=
1
2π

Z π

−π

f (t)DN (x − t) dt

=
1
2π

Z x+π

x−π

f (x − s)DN (s) ds

=
1
2π

Z π

−π

f (x − t)DN (t) dt,

the last two steps following from the changes of variables t 7→ x + s (Theorem
1.34) and s 7→ −s (Proposition 1.30h) and from the periodicity of f and DN .
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FIGURE 1.3. Dirichlet kernel. Graph of DN for N = 30.

This is the kind of convolution integral that occurred in the previous section.
Term-by-term integration shows that 1

2π
R π

−π DN (x) dx = 1. However, DN is not
an approximate identity, not being everywhere ∏ 0. Figure 1.3 shows the graph
of DN for N = 30. Although DN (x) looks small in the graph away from x = 0,
it is small only as a percentage of DN (0); DN (x) does not have limN DN (x) equal
to 0 for x 6= 0. Thus DN (x) fails in a second way to be an approximate identity.
The failure of DN to be an approximate identity is what makes the subject of
convergence of Fourier series so subtle.

Theorem 1.57 (Dini’s test). Let f : R → C be periodic of period 2π and
Riemann integrable on [−π, π]. Fix x in [−π, π]. If there are constants δ > 0
and M < +∞ such that

| f (x + t) − f (x)| ≤ M|t | for |t | < δ,

then limN sN ( f ; x) = f (x).

REMARK. This condition is satisfied if f is differentiable at x . Thus the
convergence of the Fourier series in Proposition 1.56 is to the original function
f . By contrast, the Dini condition is not satisfied at x = 0 for the continuous
periodic extension of the function f (x) = |x |1/2 defined on (−π, π].

PROOF. With x fixed, let

g(t) =

( f (x − t) − f (x)
sin t/2

for 0 < |t | ≤ π,

0 for t = 0.

Proposition 1.30d shows that (sin t/2)−1 is Riemann integrable on ≤ ≤ |t | ≤ π for
any ≤ > 0, and hence so is g(t). Since g(t) is bounded near t = 0, Lemma 1.28
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shows that g(t) is Riemann integrable on [−π, π]. Since 1
2π

R π

−π DN (x) dx = 1,
we have

sN ( f ;x) − f (x)

=
1
2π

Z π

−π

f (x−t)
sin

°
(N + 1

2 )t
¢

sin 12 t
dt −

1
2π

Z π

−π

f (x)
sin

°
(N + 1

2 )t
¢

sin 12 t
dt

=
1
2π

Z π

−π

g(t) sin
°
(N + 1

2 )t
¢
dt

=
1
2π

Z π

−π

£
g(t) cos t2

§
sin Nt dt +

1
2π

Z π

−π

£
g(t) sin t

2
§
cos Nt dt,

and both terms on the right side tend to 0 with N by the Riemann–Lebesgue
Lemma (Corollary 1.55). §

Dini’s test (Theorem 1.57) has implications for “localization” of the conver-
gence of Fourier series. Suppose that f = g on an open interval I , and suppose
that the Fourier series of f converges to f on I . Then Dini’s test shows that
the Fourier series of f − g converges to 0 on I , and hence the Fourier series of
g converges to g on I . For example, f could be a function with a continuous
derivative everywhere, and g could have discontinuities outside the open interval
I . For f , the proof of Proposition 1.56 shows that

P
|cn| < +∞. But for g,

the Fourier series cannot converge so rapidly because the sum of a uniformly
convergent series of continuous functions has to be continuous. Thus the two
series locally have the same sum, but their qualitative behavior is quite different.
Next let us address the question of the extent to which the Fourier series of f

uniquely determines f . Our first result in this direction will be that if f and g
are Riemann integrable and have the same respective Fourier coefficients, then
f (x) = g(x) at every point of continuity of both f and g. It may look as if some
sharpening of Dini’s test might apply just under the assumption of continuity of
the function, and then this uniqueness result would be trivial. However, as we
shall see in Chapter XII, the Fourier series of a continuous function need not
converge to the function at particular points, and there can be no such sharpening
of Dini’s test. Instead, we shall handle the uniqueness question in a more indirect
fashion.
The technique is to use an approximate identity, as in the proof of the Weier-

strass Approximation Theorem in Section 9. Although the partial sums of the
Fourier series of a continuous function need not converge at every point, the
Cesàro sums do converge. To get at this fact, we shall examine the Fejér kernel

KN (x) =
1

N + 1

NX

n=0
Dn(x).
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The N th Cesàro sum of sn( f ; x) is given by 1
2π

R π

−π KN (x − t) f (t) dt because

1
N + 1

NX

n=0
sn( f ; x) =

1
N + 1

NX

n=0

1
2π

Z π

−π

Dn(x − t) f (t) dt

=
1
2π

Z π

−π

KN (x − t) f (t) dt.

The remarkable fact is that the Fejér kernel is an approximate identity even though
the Dirichlet kernel is not, and the result will be that the Cesàro sums of a Fourier
series converge in every way that they have any hope of converging.

Lemma 1.58. The Fejér kernel is given by

KN (x) =
1

N + 1
1− cos(N + 1)x

1− cos x
.

PROOF. We show by induction on N that the values of KN (x) in the definition
and in the lemma are equal. For N = 0, we have K0(x) = D0(x) = 1 = 1−cos 1x

1−cos x
as required. Assume the equality for N − 1. Then

(N + 1)KN (x) =
NX

n=0
Dn(x) = NKN−1(x) + DN (x)

=
1− cos Nx
1− cos x

+
sin

°
(N + 1

2 )x
¢

sin 12 x
·
sin 12 x
sin 12 x

by induction

=
1− cos Nx + 2 sin

°
(N + 1

2 )x
¢
sin 12 x

1− cos x

=
1− cos Nx −

£
cos

°
(N+ 1

2 )x+ 1
2 x

¢
− cos

°
(N+ 1

2 )x− 1
2 x

¢§

1− cos x

=
1− cos(N + 1)x

1− cos x
,

as required. §

In line with the definition of approximate identity in Section 9, we are to show
that KN (x) has the following properties:

(i) KN (x) ∏ 0,
(ii) 1

2π
R π

−π KN (x) dx = 1,
(iii) for any δ > 0, supδ≤|x |≤π KN (x) tends to 0 as N tends to infinity.

Property (i) follows from Lemma 1.58, since cos x ≤ 1 everywhere; prop-
erty (ii) follows from the definition of KN (x) and the linearity of the integral,
since 1

2π
R π

−π Dn(x) dx = 1 for all n; and property (iii) follows fromLemma 1.58,
since 1− cos(N +1)x ≤ 2 everywhere and 1− cos x ∏ 1− cos δ if δ ≤ |x | ≤ π .



10. Fourier Series 73

Theorem 1.59 (Fejér’s Theorem). Let f : R → C be periodic of period 2π
and Riemann integrable on [−π, π]. If f is continuous at a point x0 in [−π, π],
then

lim
N→∞

1
2π

Z π

−π

f (x)KN (x0 − x) dx = f (x0).

If f is uniformly continuous on a subset E of [−π, π], then the convergence is
uniform for x0 in E .
PROOF. Choose M such that | f (x)| ≤ M for all x . By (ii) and then (i),

Ø
Ø
Ø
1
2π

Z π

−π

f (x)KN (x0 − x) dx − f (x0)
Ø
Ø
Ø

=
Ø
Ø
Ø
1
2π

Z π

−π

[ f (x) − f (x0)]KN (x0 − x) dx
Ø
Ø
Ø

≤
1
2π

Z π

−π

| f (x) − f (x0)|KN (x0 − x) dx

≤
1
2π

Z

|x−x0|≤δ

| f (x) − f (x0)|KN (x0 − x) dx

+
1
2π

Z

δ≤|x−x0|≤π

2M
≥
sup

δ≤|t |≤π

KN (t)
¥
dx

≤
1
2π

Z

|x−x0|≤δ

| f (x) − f (x0)|KN (x0 − x) dx + 2M sup
δ≤|t |≤π

KN (t).

Given ≤ > 0, choose some δ for ≤ and continuity of f at x0 or for ≤ and
uniform continuity of f on E . In the first term on the right side, we then have
| f (x) − f (x0)| ≤ ≤ on the set where |x − x0| ≤ δ. Thus use of (i) and (ii) shows
that the above expression is

≤ ≤ + 2M sup
δ≤|t |≤π

KN (t).

With δ fixed, property (iii) shows that the right side is < 2≤ if N is sufficiently
large, and the theorem follows. §

Corollary 1.60 (uniqueness theorem). Let f : R → C and g : R → C
be periodic of period 2π and Riemann integrable on [−π, π]. If f and g have
the same respective Fourier coefficients, then f (x) = g(x) at every point of
continuity of both f and g.
REMARK. The fact that f and g have the same Fourier coefficients means that

sn( f ; x) = sn(g; x) for all n, hence that
1
2π

Z π

−π

Dn(x − t) f (t) dt =
1
2π

Z π

−π

Dn(x − t)g(t) dt
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for all n. Then the same formula applies with Dn replaced by its Cesàro sums
KN .

PROOF. Apply Theorem 1.59 to f − g at a point x0 of continuity of both f
and g. §

Our second result about uniqueness will improve on Corollary 1.60, saying
that any Riemann integrable function with all Fourier coefficients 0 is basically
the 0 function—at least in the sense that any definite integral in which it is a factor
of the integrand is 0. We shall prove this improved result as a consequence of
Parseval’s Theorem, which says that equality holds in Bessel’s inequality. The
proof of Parseval’s Theorem will be preceded by an example and some lemmas.

Theorem 1.61 (Parseval’s Theorem). Let f : R → C be periodic of period
2π and Riemann integrable on [−π, π]. If f (x) ∼

P∞
−∞ cneinx , then

lim
N→∞

1
2π

Z π

−π

| f (x) − sN ( f ; x)|2 dx = 0

and
1
2π

Z π

−π

| f (x)|2 dx =
∞X

n=−∞

|cn|2.

REMARK. In terms of the coefficients an and bn , the corresponding result is

1
π

Z π

−π

| f (x)|2 dx =
|a0|2

2
+

∞X

n=1

°
|an|2 + |bn|2

¢
.

EXAMPLE. We saw near the beginning of this section that the periodic function

f given by f (x) = 1
2 (π −x) on (0, 2π) has f (x) ∼

∞P

n=1

sin nx
n

. The formulation

of Parseval’s Theorem as in the remark, but with the interval (0, 2π) replacing
the interval (−π, π), says that

P∞
n=1

1
n2 = 1

π

R 2π
0

Ø
Ø 1
2 (π − x)

Ø
Ø2 dx . The right side

is = 1
4π

R π

−π x
2 dx = 2π3/3

4π = π2

6 . Thus

∞X

n=1

1
n2

=
π2

6
.

This formula was discovered by Euler by other means before the work of Fourier.
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For the purposes of the lemmas and the proof of Parseval’s Theorem, let us
introduce a “Hermitian inner product”4 onR[−π, π] by the definition

( f, g)2 =
1
2π

Z π

−π

f (x)g(x) dx,

as well as a “norm” defined by

k f k2 = ( f, f )1/22 =
≥ 1
2π

Z π

−π

| f (x)|2 dx
¥1/2

and a “distance function” defined by

d2( f, g) = k f − gk2 =
≥ 1
2π

Z π

−π

| f (x) − g(x)|2 dx
¥1/2

.

The role of the function d2 will become clearer in Chapter II, where “distance
functions” of this kind will be studied extensively.

Lemma 1.62. If f is in R[−π, π] and
R π

−π | f (x)|2 dx = 0, then
R π

−π | f (x)| dx = 0 and also
R π

−π f (x)g(x) dx = 0 for all g ∈ R[−π, π].

PROOF. Write M = supx∈[−π,π] | f (x)|, and let ≤ > 0 be given. Choose a
partition P = {xi }ni=0 with U(P, | f |2) < ≤3, i.e.,

nX

i=1

≥
sup

x∈[xi−1,xi ]
| f (x)|2

¥
1xi ≤ ≤3.

Divide the indices from 1 to n into two subsets, A and B, with

A =
n
i
Ø
Ø sup
x∈[xi−1,xi ]

| f (x)| ∏ ≤
o

and B =
©
i
Ø
Ø
Ø sup
x∈[xi−1,xi ]

| f (x)| < ≤
o
.

The sum of the contributions from indices i ∈ A toU
°
P, | f |2

¢
is∏ ≤2

P
i∈A 1xi ,

and thus
P

i∈A 1xi ≤ ≤. Hence
P

i∈A
°
supx∈[xi−1,xi ] | f (x)|

¢
1xi ≤ M≤. Also,

P
i∈B

°
supx∈[xi−1,xi ] | f (x)|

¢
1xi ≤ 2π≤. Therefore U(P, | f |) ≤ (2π + M)≤.

Since ≤ is arbitrary,
R π

−π | f (x)| dx = 0. This proves the first conclusion.
For the second conclusion it follows from the boundedness of |g|, say by M 0,

that
Ø
Ø R π

−π f (x)g(x) dx
Ø
Ø ≤ 1

2π
R π

−π | f (x)||g(x)| dx ≤ M 0
R π

−π | f (x)| dx = 0. §

4The term “Hermitian inner product” will be defined precisely in Section II.1. The form ( f, g)2
comes close to being one, but it fails to meet all the conditions because ( f, f )2 = 0 is possible
without f = 0.
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Lemma 1.63 (Schwarz inequality). If f and g are inR[−π, π], then

|( f, g)2| ≤ k f k2kgk2.

REMARK. Compare this result with the version of the Schwarz inequality in
Section A5 of Appendix A. This kind of inequality is put into a broader setting
in Section II.1.

PROOF. If kgk2 = 0, then Lemma 1.62 shows that ( f, g)2 = 0 for all f . Thus
the lemma is valid in this case. If kgk2 6= 0, then we have

0 ≤
∞
∞ f − kgk−2

2 ( f, g)2 g
∞
∞2
2 =

°
f − kgk−2

2 ( f, g)2 g, f − kgk−2
2 ( f, g)2 g

¢
2

= k f k22−2kgk
−2
2 |( f, g)2|

2+kgk−4
2 |( f, g)2|

2 kgk22 = k f k22−kgk−2
2 |( f, g)2|

2,

and the lemma follows in this case as well. §

Lemma 1.64 (triangle inequality). If f , g, and h are in R[−π, π], then
d2( f, h) ≤ d2( f, g) + d2(g, h).

PROOF. For any two such functions F and G, Lemma 1.63 gives

kF + Gk22 = (F + G, F + G)2 = (F, F)2 + (F,G)2 + (G, F)2 + (G,G)2

= kFk22 + 2Re(F,G)2 + kGk22

≤ kFk22 + 2kFk2kGk2 + kGk22 = (kFk2 + kGk2)
2.

Taking the square root of both sides and substituting F = f − g and G = g− h,
we obtain the lemma. §

Lemma1.65. Let f : R → Cbeperiodicof period2π andRiemann integrable
on [−π, π], and let ≤ > 0 be given. Then there exists a continuous periodic
g : R → C of period 2π such that k f − gk2 < ≤.

PROOF. Because of Lemma 1.64, we may assume that f is real-valued and is
not identically 0. Define M = supt∈[−π,π] | f (t)| > 0, let ≤ > 0 be given, and
let P = {xi }ni=0 be a partition to be specified. Using P , we form the function g
defined by

g(t) =
xi − t
1xi

f (xi−1) +
t − xi−1

1xi
f (xi ) for xi−1 ≤ t ≤ xi .

The graph of g interpolates the points (xi , f (xi )), 0 ≤ i ≤ n, by line segments.
Fix attention on a particular [xi−1, xi ], and let I = inft∈[xi−1,xi ] f (t) and S =
supt∈[xi−1,xi ] f (t). For t ∈ [xi−1, xi ], we have I ≤ g(t) ≤ S. At a single
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point t in this interval, f (t) ∏ g(t) implies I ≤ g(t) ≤ f (t) ≤ S, while
g(t) ∏ f (t) implies I ≤ f (t) ≤ g(t) ≤ S. Thus in either case we have
| f (t) − g(t)| ≤ S− I . Taking the supremum over t in the interval and summing
on i , we obtain U(P, | f − g|) ≤ U(P, f ) − L(P, f ).
Since | f − g|2 = | f − g|| f − g|, we have

sup
t∈[xi−1,xi ]

| f (t) − g(t)|2 ≤ sup
t∈[xi−1,xi ]

| f (t) − g(t)| sup
t∈[xi−1,xi ]

| f (t) − g(t)|

≤ 2M sup
t∈[xi−1,xi ]

| f (t) − g(t)|

for 1 ≤ i ≤ n. Summing on i givesU
°
P, | f −g|2

¢
≤ 2M(U(P, f )− L(P, f )).

Nowwe can specify P; it is to be any partition forwhichU(P, f )−L(P, f ) ≤
≤2/(2M) and no 1xi is 0. Then

0 ≤ 1
2π

R π

−π | f (t) − g(t)|2 dt ≤ 1
2π U

°
P, | f − g|2

¢

≤ 2M
2π (U(P, f ) − L(P, f )) ≤ ≤2/(2π) < ≤2,

as required. §

PROOF OF THEOREM 1.61. Given ≤ > 0, choose by Lemma 1.65 a con-
tinuous periodic g with k f − gk2 < ≤. Write g(x) ∼

P∞
n=−∞ c0

neinx , and
put gN (x) = 1

2π
R π

−π KN (x − t)g(t) dt , where KN is the Fejér kernel. Fejér’s
Theorem (Theorem1.59) gives supx∈[−π,π] |g(x)−gN (x)| < ≤ for N sufficiently
large. Since any Riemann integrable h has khk2 ≤ supx∈[−π,π] |h(x)|, we obtain
kg − gNk2 < ≤ for N sufficiently large. Fixing such an N and substituting from
the definition of KN , we have

gN (x) =
1

N + 1
NP

n=0

1
2π

Z π

−π

Dn(x − t)g(t) dt

=
1

N + 1
NP

n=0

nP

k=−n
c0
ke
ikx =

NP

n=−N
dneinx

for suitable constants dn . Theorem 1.53 and Lemma 1.64 then give
≥ 1
2π

Z π

−π

| f (x)|2 dx −
NP

n=−N
|cn|2

¥1/2
=

∞
∞
∞ f −

NP

n=−N
cneinx

∞
∞
∞
2

≤
∞
∞
∞ f −

NP

n=−N
dneinx

∞
∞
∞
2

= k f − gNk2

≤ k f − gk2 + kg − gNk2 < ≤ + ≤ = 2≤,

and the result follows. §
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Corollary 1.66 (uniqueness theorem). Let f : R → C be periodic of period
2π and Riemann integrable on [−π, π]. If f has all Fourier coefficients 0, thenR π

−π | f (x)| dx = 0 and
R π

−π f (x)g(x) dx = 0 for every member g ofR[−π, π].

PROOF. If f has all Fourier coefficients 0, then
R π

−π | f (x)|2 dx = 0 by
Theorem 1.61. Application of Lemma 1.62 completes the proof of the corollary.

§

It is natural to askwhich sequences {cn}with
P

|cn|2 finite are the sequences of
Fourier coefficients of some f ∈ R[−π, π]. To see that this is a difficult question,
one has only to compare the two series

P∞
n=1 n−1 sin nx and

P∞
n=1 n−1 cos nx

studied at the beginning of this section. The first series comes from a function in
R[−π, π], but a little argument shows that the second does not. It was an early
triumph of Lebesgue integration that this question has a elegant answer when
the Riemann integral is replaced by the Lebesgue integral: the answer when the
Lebesgue integral is used is given by the Riesz–Fischer Theorem in Chapter VI,
namely, any sequence with

P
|cn|2 finite is the sequence of Fourier coefficients

of a square-integrable function.

11. Problems

1. (a) Derive the archimedean property (Corollary 1.3) from the convergence of
bounded monotone increasing sequences (Corollary 1.6).

(b) Using (a), derive the least-upper-bound property (Theorem 1.1) from the
convergence of bounded monotone increasing sequences (Corollary 1.6).

2. According to Newton’s method, to find numerical approximations to
p
a when

a > 0, one can set x0 = 1 and define xn+1 = 1
2 (x

2
n + a)/xn for n ∏ 0. Prove

that {xn} converges and that the limit is
p
a.

3. Find lim sup an and lim inf an when an is defined by a1 = 0, a2n = 1
2a2n−1,

a2n+1 = 1
2 + a2n . Prove that your answers are correct.

4. For any two sequences {an} and {bn} in R, prove that lim sup(an + bn) ≤
lim sup an + lim sup bn , provided the two terms on the right side are not+∞ and
−∞ in some order.

5. Which of the following limits exist uniformly for 0 ≤ x ≤ 1: (i) limn→∞ xn ,
(ii) limn→∞ xn/n, (iii) limn→∞

Pn
k=1 xk/k ? Supply proofs for those that do

converge uniformly. For the other ones, prove anyway that there is uniform
convergence on any interval 0 ≤ x ≤ 1− ≤, where ≤ > 0.

6. Let an(x) = (−1)nxn(1 − x) on [0, 1]. Show that
P∞

n=0 an(x) converges
uniformly and that

P∞
n=0 |an(x)| converges pointwise but not uniformly.
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7. (Dini’s Theorem) Suppose that fn : [a, b] → R is continuous and that
f1 ≤ f2 ≤ f3 ≤ · · · . Suppose also that f (x) = lim fn(x) is continuous and
is nowhere +∞. Use the Bolzano–Weierstrass Theorem (Theorem 1.8) to
prove that fn converges to f uniformly for a ≤ x ≤ b.

8. Prove that

x −
x3

3!
+
x5

5!
−
x7

7!
+
x9

9!
−
x11

11!
+
x13

13!
−
x15

15!
< sin x

for all x > 0.
9. Let f : (−∞,+∞) → R be infinitely differentiable with | f (n)(x)| ≤ 1 for all

n and x . Use Taylor’s Theorem (Theorem 1.36) to prove that

f (x) =
∞X

n=0

f (n)(0)
n!

xn

for all x .
10. (Helly’s Selection Principle) Suppose that {Fn} is a sequence of nonde-

creasing functions on [−1, 1] with 0 ≤ Fn(x) ≤ 1 for all n and x . Using a
diagonal process twice, prove that there is a subsequence {Fnk } that converges
pointwise on [−1, 1].

11. Prove that the radius of convergence of
P∞

n=0 anxn is 1/ lim sup n
p

|an| .
12. Find a power series expansion for each of the following functions, and find the

radius of convergence:
(a) 1/(1− x)2 = d

dx (1− x)−1,
(b) log(1− x) = −

R x
0

dt
1−t ,

(c) 1/(1+ x2),
(d) arctan x =

R x
0

dt
1+t2 .

13. Prove, along the lines of the proof of Corollary 1.46a, that cos x has an inverse
function arccos x defined for −1 < x < 1 and that the inverse function is
differentiable. Find an explicit formula for the derivative of arccos x . Relate
arccos x to arcsin x when −1 < x < 1.

14. State and prove uniform versions of Abel’s Theorem (Theorem 1.48) and of the
corresponding theorem about Cesàro sums (Theorem 1.47), the uniformity being
with respect to a parameter x .

15. Prove that the partial sums
PN

n=1 cos nθ and
PN

n=1 sin nθ are uniformly bounded
on any set ≤ ≤ θ < 2π − ≤ if ≤ > 0.

16. Verify the following calculations of Fourier series:

(a) f (x) =

Ω
+1 for 0 < x < π

−1 for − π < x < 0

æ
has f (x) ∼

4
π

∞X

n=1

sin(2n − 1)x
2n − 1

.
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(b) f (x) = e−iαx on (0, 2π)has f (x) ∼
e−iπα sinπα

π

∞X

n=−∞

einx

n + α
, provided

α is not an integer.
17. Combining Parseval’s Theorem (Theorem 1.61) with the results of Problem 16,

prove the following identities:

(a)
∞X

n=1

1
(2n − 1)2

=
π2

8
, (b)

∞X

n=−∞

1
|n + α|2

=
π2

sin2 πα
.

Problems 18–19 identify the continuous functions f : R → C with f (x) f (y) =
f (x + y) for all x and y as the 0 function and the functions f (x) = ecx , using two
different kinds of techniques from the chapter.
18. Put F(x) =

R x
0 f (t) dt . Find an equation satisfied by F , and use it to show that

f is differentiable everywhere. Then show that f 0(y) = f 0(0) f (y), and deduce
the form of f .

19. Proceed without using integration. Using continuity, find x0 > 0 such that the
expression | f (x) − 1| is suitably small when |x | ≤ |x0|. Show that f (2−k x0) is
then uniquely determined in terms of f (x0) for all k ∏ 0. If f is not identically
0, use x0 to define c. Then verify that f (x) = ecx for all x .

Problems 20–22 construct a nonzero infinitely differentiable function f : R → R
having all derivatives equal to 0 at one point.
20. Let P(x) and Q(x) be two polynomials with Q not the zero polynomial. Prove

that
lim
x→0

P(x)
Q(x) e

−1/x2 = 0.

21. With P and Q as in the previous problem, use the Mean Value Theorem to prove
that the function g : R → R with

g(x) =

Ω P(x)
Q(x) e

−1/x2 for x 6= 0,
0 for x = 0,

has g0(0) = 0 and that g0 is continuous.
22. Prove that the function f : R → R with

f (x) =

Ω
e−1/x2 for x 6= 0,
0 for x = 0,

is infinitely differentiable with derivatives of all orders equal to 0 at x = 0.
Problems 23–26 concern a generalization of Cesàro and Abel summability. A
Silverman–Toeplitz summabilitymethod refers to the following construction: One
starts with a system {Mi j }i, j∏0 of nonnegative real numbers with the two properties
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that (i)
P

j Mi j = 1 for all i and (ii) limi→∞ Mi j = 0 for all j . Themethod associates
to a complex sequence {sn}n∏0 the complex sequence {tn}n∏0 with ti =

P
j∏0 Mi j sj

as if the process were multiplication by the infinite square matrix {Mi j } on infinite
column vectors.
23. Prove that if {sn} is a convergent sequence with limit s, then the corresponding

sequence {tn} produced by a Silverman–Toeplitz summability method converges
and has limit s.

24. Exhibit specific matrices {Mi j } that produce the effects of Cesàro and Abel
summability, the latter along a sequence ri increasing to 1.

25. Let ri be a sequence increasing to 1, and define Mi j = ( j + 1)(ri ) j (1 − ri )2.
Show that {Mi j } defines a Silverman–Toeplitz summability method.

26. Using the system {Mi j } in thepreviousproblem, prove the following: if a bounded
sequence {sn} is not necessarily convergent but is Cesàro summable to a limit σ ,
then {sn} is Abel summable to the same limit σ .

Problems 27–29 concern the Poisson kernel, which plays the same role for Abel sums
of Fourier series that the Fejér kernel plays for Cesàro sums. For 0 ≤ r < 1, define
the Poisson kernel Pr (θ) to be the r th Abel sum of the Dirichlet kernel Dn(θ) =
1+

Pn
k=1 (eikθ + e−ikθ ). In the terminology of Section 8 this means that a0 = 1 and

ak = eikθ + e−ikθ for k ∏ 1, so that the sequence of partial sums
Pn

k=0 ak is exactly
the sequence whose nth term is Dn(θ). The r th Abel sum

P∞
n=0 anrn is therefore the

expression

Pr (θ) =
∞P

n=−∞
r |n|einθ .

27. For f in R[−π, π], verify that the r th Abel sum of sn( f ; θ) is given by the
expression 1

2π
R π
−π Pr (θ − ϕ) f (ϕ) dϕ.

28. Verify that Pr (θ) =
1− r2

1− 2r cos θ + r2
. Deduce that Pr (θ) has the following

properties:
(i) Pr (θ) ∏ 0,
(ii) 1

2π
R π
−π Pr (θ) dθ = 1,

(iii) for any δ > 0, supδ≤|θ |≤π Pr (θ) tends to 0 as r increases to 1.

29. Let f : R → C be periodic of period 2π and Riemann integrable on [−π, π].
(a) Prove that if f is continuous at a point θ0 in [−π, π], then

lim
r↑1

1
2π

Z π

−π
Pr (θ0 − θ) f (θ) dθ = f (θ0).

(b) Prove that if f is uniformly continuous on a subset E of [−π, π], then the
convergence in (a) is uniform for θ0 in E .
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Problems 30–35 lead to a proof without complex analysis (and in particular without
the complex logarithm) that exp

°
z + 1

2 z
2 + 1

3 z
3 + · · ·

¢
= 1/(1− z) for all complex

z with |z| < 1. (For the easy proof via elementary complex analysis, see Section B8
of Appendix B.)
30. Suppose that R > 0, that fk(x) =

P∞
n=0 cn,k xn is convergent for |x | < R, that

cn,k ∏ 0 for all n and k, and that limk→∞ fk(x) = f (x) uniformly for |x | ≤ r
whenever r < R. Prove for each r < R that some subsequence { fkl } of { fk} has
liml→∞ f 0

kl (x) existing uniformly for |x | ≤ r .

31. In the setting of the previous problem, prove that f is infinitely differentiable for
|x | < R.

32. In the setting of the previous two problems, use Taylor’s Theorem to show that
f (x) is the sum of its infinite Taylor series for |x | < R.

33. If 0 ≤ r < 1, prove for |z| ≤ r that
Ø
Ø 1
N z

N + 1
N+1 z

N+1+· · ·
Ø
Ø ≤ r N/(1− r), and

deduce that exp
° 1
N z

N + 1
N+1 z

N+1 + · · ·
¢
converges to 1 uniformly for |z| ≤ r .

34. Why is it true that if a power series
P∞

n=0 cnzn with complex coefficients sums
to 0 for all real z with |z| < R, then it sums to 0 for all complex z with |z| < R?

35. Prove that exp
°
z+ 1

2 z
2+ 1

3 z
3+· · ·

¢
= 1/(1− z) for all complex z with |z| < 1.



CHAPTER II

Metric Spaces

Abstract. This chapter is about metric spaces, an abstract generalization of the real line that allows
discussion of open and closed sets, limits, convergence, continuity, and similar properties. The usual
distance function for the real line becomes an example of a metric. The other notions are defined in
terms of the metric. The advantage of the generalization is that proofs of certain properties of the
real line immediately go over to all other examples.
Section 1 gives the definition of metric space and open set, and it lists a number of important

examples, including Euclidean spaces and certain spaces of functions.
Sections 2 through 4 develop properties of open and closed sets, continuity, and convergence of

sequences that are simple generalizations of known facts about R.
Section 5 shows how a subset of a metric space can be made into a metric space so that the

restriction of a continuous function from the whole space to the subset remains continuous. It also
shows that three natural metrics for the product of two metric spaces lead to the same open sets,
continuous functions, and convergent sequences.
Section 6 shows that any metric space is “Hausdorff,” “regular,” and “normal,” and it goes on to

exhibit three different countability hypotheses about a metric space as equivalent. A metric space
with these properties is called “separable.”
Section 7 concerns compactness and completeness. A metric space is defined to be “compact”

if every open cover has a finite subcover. This property is equivalent to the condition that every
sequence has a convergent subsequence. The Heine–Borel Theorem says that the compact sets of
Rn are exactly the closed bounded sets. A number of the results early in Chapter I that were proved
by the Bolzano–Weierstrass Theorem in the context of the real line are seen to extend to any compact
metric space. A metric space is “complete” if every Cauchy sequence is convergent. A metric space
is compact if and only if it is complete and “totally bounded.”
Section 8 concerns connectedness, which is an abstraction of the property of an interval of the

line that accounts for the Intermediate Value Theorem.
Section 9 proves a fundamental result known as the Baire Category Theorem. A sample con-

sequence of the theorem is that the pointwise limit of a sequence of continuous complex-valued
functions on a complete metric space must have points where it is continuous.
Section 10 studies the spaces of real-valued and complex-valued continuous functions on a

compact metric space. A generalization of Ascoli’s Theorem from the setting of Chapter I provides a
characterizationof compact sets in either of these spaces of continuous functions. A generalizationof
theWeierstrass Approximation Theorem, known as the Stone–Weierstrass Theorem, gives sufficient
conditions for a subalgebra of either of these spaces of continuous functions to be dense. One
consequence is that these spaces of continuous functions are separable.
Section 11 constructs the “completion” of a metric space out of Cauchy sequences in the given

space. The result is a complete metric space and a distance-preservingmap of the given metric space
into the completion such that the image is dense.
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1. Definition and Examples

Let X be a nonempty set. A function d from X × X , the set of ordered pairs of
members of X , to the real numbers is ametric, or distance function, if

(i) d(x, y) ∏ 0 always, with equality if and only if x = y,
(ii) d(x, y) = d(y, x) for all x and y in X ,
(iii) d(x, y) ≤ d(x, z) + d(z, y) for all x , y, and z, the triangle inequality.

In this case the pair (X, d) is called ametric space.
The real line R1 with metric d(x, y) = |x − y| is the motivating example.

Properties (i) and (ii) are apparent, and property (iii) is readily verified one case
at a time according as z is less than both x and y, z is between x and y, or z is
greater than both x and y.
We come to further examples in a moment. Particularly in the case that X is

a space of functions, a space may turn out to be almost a metric space but not to
satisfy the condition that d(x, y) = 0 implies x = y. Accordingly we introduce
a weakened version of (i) as

(i0) d(x, y) ∏ 0 and d(x, x) = 0 always,
and we say that a function d from X × X to the real numbers is a pseudometric
if (i0), (ii), and (iii) hold. In this case, (X, d) is called a pseudometric space.
Let (X, d) be a pseudometric space. If r > 0, the open ball of radius r and

center x , denoted by B(r; x), is the set of points at distance less than r from x ,
namely

B(r; x) = {y ∈ X | d(x, y) < r}.

The name “ball” will be appropriate in Euclidean space in dimension three, which
is part of the Example 1 below, and “ball” is adopted for the corresponding notion
in a general pseudometric space.
A subsetU of X is open if for each x inU and some sufficiently small r > 0,

the open ball B(r; x) is contained in U . For the line the open balls in the above
sense are just the bounded open intervals, and the open sets in the above sense
are the usual open sets in the sense of Chapter I.

Lemma 2.1. In any pseudometric space (X, d), every open ball is an open set.
The open sets are exactly all possible unions of open balls.

PROOF. Let an open ball B(r; x) be given. If y is in B(r; x), then the open ball
B(r − d(x, y), y) has center y and positive radius; we show that it is contained
in B(r; x). In fact, if z is in B(r − d(x, y), y), then the triangle inequality gives

d(x, z) ≤ d(x, y) + d(y, z) < d(x, y) + (r − d(x, y)) = r,

and the containment follows.
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For the second assertion it follows from the definition of open set that every
open set is the union of open balls. In the reverse direction, let U be a union of
open balls. If y is inU , then y lies in one of these balls, say in B(r; x). We have
just shown that some open ball B(s; y) is contained in B(r; x), and B(r; x) is
contained in U . Thus B(s; y) is contained in U , and U is open. §

EXAMPLES.
(1) Euclidean space Rn . Fix an integer n > 0. Let Rn be the space of

all n-tuples of real numbers x = (x1, . . . , xn). We define addition of n-tuples
componentwise, and we define scalar multiplication by cx = (cx1, . . . , cxn) for
real c. Following the normal convention in linear algebra, we identify this space
with the real vector space, also denoted byRn , of all n-component column vectors

of real numbers x =




x1
...
xn



. Generalizing the notion of absolute value when

n = 1, we let |x | =
°Pn

j=1 x2j
¢1/2 for x = (x1, . . . , xn) in Rn . The quantity |x |

is the Euclidean norm of x . The Euclidean norm satisfies the properties
(a) |x | ∏ 0 always, with equality if and only if x equals the zero tuple

0 = (0, . . . , 0),
(b) |cx | = |c||x | for all x and for all real c,
(c) |x + y| ≤ |x | + |y| for all x and y.

Properties (a) and (b) are apparent, but (c) requires proof. The proof makes use
of the familiar dot product, given by x · y =

Pn
j=1 xj yj if x = (x1, . . . , xn)

and y = (y1, . . . , yn). In terms of dot product, the Euclidean norm is nothing
more than |x | = (x · x)1/2. The dot product satisfies the important inequality
|x · y| ≤ |x ||y|, known as the Schwarz inequality and proved for this context in
Section A5 of Appendix A at the end of the book. A more general version of the
Schwarz inequality will be stated and proved in Lemma 2.2 below. The Schwarz
inequality implies (c) above because we then have

|x + y|2 = (x + y) · (x + y) = x · x + 2(x · y) + y · y

= |x |2 + 2(x · y) + |y|2 ≤ |x |2 + 2|x ||y| + |y|2 = (|x | + |y|)2.

We make X = Rn into a metric space (X, d) by defining

d(x, y) = |x − y|.

Properties (i) and (ii) of a metric are immediate from (a) and (b), respectively;
property (iii) follows from (c) in the form |a + b| ≤ |a| + |b| if we substitute
a = x − z and b = z − y. For n = 1, this example reduces to the line as
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discussed above. For n = 2, open balls are geometric open disks, while for
n = 3, open balls are geometric open balls. For any n, the open sets in the metric
space coincide with the open sets as defined in calculus of several variables.
(2) Complex Euclidean space Cn . The space C of complex numbers, with

distance function d(z, w) = |z− w| as in Section I.5, can be seen in two ways to
be a metric space. One way was carried out in Section I.5 and directly uses the
properties of the absolute value function |z| in Section A4 of Appendix A. The
other way is to identify z = x + iy with the member (x, y) of R2, and then the
absolute value |z| equals the Euclidean norm |(x, y)| in the sense of Example 1;
hence the construction of Example 1 makes the set of complex numbers into a
metric space. More generally the complex vector space Cn of n-tuples

z = (z1, . . . , zn) = (x1, . . . , xn) + i(y1, . . . , yn) = x + iy

becomes a metric space in two equivalent ways. One way is to define the norm
|z| =

°Pn
j=1 |zj |2

¢1/2 as a generalization of the Euclidean norm for Rn; then we
put d(z, w) = |z − w|. The argument that d satisfies the triangle inequality is a
variant of the one for Rn: The object for Cn that generalizes the dot product for
Rn is the Hermitian inner product

(z, w) =
°
(z1, . . . , zn), (w1, . . . , wn)

¢
=

nX

j=1
zjwj .

TheEuclideannorm is given in termsof this expressionby |z| = (z, z)1/2, and the
version of the Schwarz inequality in Section A5 of Appendix A is general enough
to show that |(z, w)| ≤ |z||w|. The sameargument as forExample1 shows that the
normsatisfies the triangle inequality, and then it follows thatd satisfies the triangle
inequality. The other way to viewCn as a metric space is to identifyCn withR2n
by (z1, . . . , zn) 7→ (x1, . . . , xn, y1, . . . , yn) and then to use themetric onR2n from
Example 1. This is the same metric, since

Pn
j=1 |zj |2 =

Pn
j=1 x2j +

Pn
j=1 y2j .

We still get the same metric if we instead use the identification (z1, . . . , zn) 7→
(x1, y1, . . . , xn, yn). With either identification the Hermitian inner product (z, w)
for Cn corresponds to the ordinary dot product for R2n .
(3) System R∗ of extended real numbers. The function f (x) = x/(1 + x)

carries [0,+∞) into [0,+1) and has g(y) = y/(1 − y) as a two-sided inverse.
Therefore f is one-one and onto. We can extend f so that it carries (−∞,+∞)
one-one onto (−1,+1) by putting f (x) = x/(1+ |x |). We can extend f further
by putting f (−∞) = −1 and f (+∞) = +1, and then f carries [−∞,+∞],
i.e., all of R∗, one-one onto [−1,+1]. The function f is nondecreasing on
[−∞,+∞]. For x and x 0 in R∗, let

d(x, x 0) = | f (x) − f (x 0)|.
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We shall show that d is a metric. By inspection, d satisfies properties (i) and (ii)
of a metric, and we are to prove the triangle inequality (iii), namely that

d(x, x 0) ≤ d(x, x 00) + d(x 00, x 0).

The critical fact is that f is nondecreasing. Since d satisfies (ii), we may assume
that x ≤ x 0, and then

d(x, x 0) = f (x 0) − f (x).

We divide the proof into three cases, depending on the location of x 00 relative to
x and x 0. The first case is that x 00 ≤ x , and then

d(x, x 00) + d(x 00, x 0) = f (x) − f (x 00) + f (x 0) − f (x 00).

Thus the question is whether

f (x 0) − f (x)
?
≤ f (x) − f (x 00) + f (x 0) − f (x 00),

hence whether
2 f (x 00)

?
≤ 2 f (x).

This inequality holds, since f is nondecreasing. The second case is that x ≤
x 00 ≤ x 0, and then

d(x, x 00) + d(x 00, x 0) = f (x 00) − f (x) + f (x 0) − f (x 00) = f (x 0) − f (x).

Hence equality holds in the triangle inequality. The third case is that x 0 ≤ x 00,
and then

d(x, x 00) + d(x 00, x 0) = f (x 00) − f (x) + f (x 00) − f (x 0).

The triangle inequality comes down to the question whether

2 f (x 0)
?
≤ 2 f (x 00).

This inequality holds, since f is nondecreasing. We conclude that (R∗, d) is a
metric space. It is not hard to see that the open balls in R∗ are all intervals (a, b),
[−∞, b), (a,+∞], and [−∞,+∞] with −∞ ≤ a < b ≤ +∞. Each of these
open balls inR∗ intersectsR in an ordinary open interval, bounded or unbounded.
The open sets in R therefore coincide with the intersections of R with the open
sets of R∗.
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(4) Bounded functions in the uniform metric. Let S be a nonempty set, and
let X = B(S) be the set of all “scalar”-valued functions f on S that are bounded
in the sense that | f (s)| ≤ M for all s ∈ S and for a constant M depending on
f . The scalars are allowed to be the members of R or the members of C, and
it will ordinarily make no difference which one is understood. If it does make a
difference, we shall write B(S, R) or B(S, C) to be explicit about the range. For
f and g in B(S), let

d( f, g) = sup
s∈S

| f (s) − g(s)|.

It is easy to verify that (X, d) is a metric space. Let us not lose sight of the fact
that the members of X are functions. When we discuss convergence of sequences
in a metric space, we shall see that a sequence of functions in this X converges if
and only if the sequence of functions converges uniformly on S.
(5) Generalization of Example 4. We can replace the range R or C of the

functions in Example 4 by any metric space (R, ρ). Fix a point r0 in the range
R. A function f : S → R is bounded if ρ( f (s), r0) ≤ M for all s and for some
M depending on f . This definition is independent of the choice of r0 because ρ
is assumed to satisfy the triangle inequality. If we let X be the space of all such
bounded functions from S to R, we can make X into a metric space by defining
d( f, g) = sups∈S ρ( f (s), g(s)).
(6) Sequence space `2. This is the space of all sequences {cn}∞n=−∞ of scalars

with
P

|cn|2 < ∞. A metric is given by

d({cn}, {dn}) =
≥ ∞X

n=−∞

|cn − dn|2
¥1/2

.

In the case of complex scalars, this example arises as a natural space containing
all systems of Fourier coefficients of Riemann integrable functions on [−π, π],
in the sense of Chapter I. Proving the triangle inequality involves arguing as in
Examples 1 and 2 above and then letting the number of terms tend to infinity.
The role of the dot product is played by ({cn}, {dn}) =

P∞
n=−∞ cndn .

(7) Indiscrete space. If X is any nonempty set and if d(x, y) = 0 for all x
and y, then d is a pseudometric and the only open sets are X and the empty set
∅. If X contains more than one element, then d is not a metric.
(8) Discrete metric. If X is any nonempty set and if

d(x, y) =

Ω 1 if x 6= y,
0 if x = y,

then d is a metric, and every subset of X is open.
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(9) Let S be a nonempty set, fix an integer n > 0, and let X be the set of
n-tuples of members of S. For n-tuples x = (x1, . . . , xn) and y = (y1, . . . , yn),
define

d(x, y) = #{ j | xj 6= yj },
the number of components in which x and y differ. Then (X, d) is a metric space.
The proof of the triangle inequality requires a little argument, but we leave that
for Problem 1 at the end of the chapter. Every subset of X is open, just as with
the discrete metric in Example 8.
(10) Hedgehog space. Let X be R2, and single out the origin for special

attention. Let d be the metric of Euclidean space, and define

ρ(x, y) =

Ω d(x, y) if x and y are on the same ray from 0,
d(x, 0) + d(0, y) otherwise.

Then ρ is a metric. Every open set in (X, d) is open in (X, ρ), but a set like the
one in Figure 2.1 is open in (X, ρ) but not in (X, d).

FIGURE 2.1. An open set centered at the origin in the hedgehog space.

(11)Hilbert cube. Let X be the set of all sequences {xm}m∏1 of real numbers
satisfying 0 ≤ xm ≤ 1 for all m, and put

d({xm}, {ym}) =
∞X

m=1
2−m |xm − ym |.

Then (X, d) is a metric space. To verify the triangle inequality, we can argue as
follows: Let {xm}, {ym}, and {zm} be in X . For each m, we have

2−m |xm − ym | ≤ 2−m |xm − zm | + 2−m |zm − ym |.

Thus
NX

m=1
2−m |xm − ym | ≤

NX

m=1
2−m |xm − zm | +

NX

m=1
2−m |zm − ym |

≤
∞X

m=1
2−m |xm − zm | +

∞X

m=1
2−m |zm − ym |

for each N . Letting N tend to infinity yields the desired inequality.
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(12) L1 metric on Riemann integrable functions. Fix a nontrivial bounded
interval [a, b] of the line, let X be the set of all Riemann integrable complex-
valued functions on [a, b] in the sense of Chapter I, and define

d1( f, g) =
Z b

a
| f (x) − g(x)| dx

for f and g in X . Then (X, d1) is a pseudometric space. It can happen thatR b
a | f (x) − g(x)| dx = 0 without f = g; for example, f could differ from g at
a single point. Therefore d1 is not a metric.
(13) L2 metric on complex-valued R[−π, π]. This example arose in the

discussion of Fourier series in Section I.10, and it was convenient to include a
factor 1

2π in front of integrals. Let X = R[−π, π], and define

d2( f, g) =
≥ 1
2π

Z π

−π

| f (x) − g(x)|2 dx
¥1/2

.

Then (X, d2) is a pseudometric metric space. The triangle inequality was proved
in Lemma 1.64 using the version of the Schwarz inequality in Lemma 1.63; that
version of the Schwarz inequality needed a special argument given in Lemma
1.62 in order to handle functions f whose norm satisfies k f k2 = 0.

The constructions of metric spaces in Examples 1, 2, 6, and 13 are sufficiently
similar to warrant abstracting what was involved. We start with a real or complex
vector space V , possibly infinite-dimensional, and with a generalization ( · , · )
of dot product. This generalization is a function from V × V to R in the case
that V is real, and it is a function from V × V to C in the case that V is complex.
We shall write the scalars as if they are complex, but only real scalars are to be
used if the vector space is real. The function is written ( · , · ) and is assumed to
satisfy the following properties:

(i) it is linear in the first variable, i.e., (x1 + x2, y) = (x1, y) + (x2, y) and
(cx, y) = c(x, y),

(ii) it is conjugate linear in the second variable, i.e., (x, y1 + y2) =
(x, y1) + (x, y2) and (x, cy) = c̄(x, y),

(iii) it is symmetric in the real case andHermitian symmetric in the complex
case, i.e., (y, x) = (x, y),

(iv) it is definite, i.e., (x, x) > 0 if x 6= 0.
The form ( · , · ) is called an inner product if V is real or complex and is often
called also aHermitian inner product if V is complex; in either case, V with the
form is called an inner-product space. Two vectors x and y with (x, y) = 0 are
said to be orthogonal; the notion of orthogonality generalizes perpendicularity
in the case of the dot product.
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For either kind of scalars, we define kxk = (x, x)1/2, and the function k · k
is called the associated norm. We shall see shortly that a version of the Schwarz
inequality is valid in this generality, the proof being no more complicated than
the one in Section A5 of Appendix A.
In many cases in practice, item (iv) is replaced by the weaker condition that
(iv0) ( · , · ) is semidefinite, i.e., (x, x) ∏ 0 if x 6= 0.

This was what happened in Example 13 above. In order to have a name for
this kind of space, let us call V with the semidefinite form ( · , · ) a pseudo
inner-product space. It is still meaningful to speak of orthogonality. It is still
meaningful also to define kxk = (x, x)1/2, and this is called the pseudonorm for
the space. The Schwarz inequality is still valid, but its proof is more complicated
than for an inner-product space. The extra complication was handled by Lemma
1.62 in the case of Example 13 in order to obtain a little extra information; the
general argument proceeds along different lines.

Lemma 2.2 (Schwarz inequality). Let V be a pseudo inner-product space with
form ( · , · ). If x and y are in V , then |(x, y)| ≤ kxkkyk.

PROOF. First suppose that kyk 6= 0. Then

0 ≤
∞
∞x − kyk−2(x, y)y

∞
∞2 =

°
(x − kyk−2(x, y)y), (x − kyk−2(x, y)y)

¢

= kxk2 − 2kyk−2|(x, y)|2 + kyk−4|(x, y)|2kyk2 = kxk2 − kyk−2|(x, y)|2,

and the inequality follows in this case.
Next suppose that kyk = 0. It is enough to prove that (x, y) = 0 for all x . If

c is a real scalar, we have

kx+cyk2=(x+cy, x+cy)=kxk2+2Re(x, cy)+|c|2kyk2=kxk2+2cRe(x, y).

The left side is ∏ 0 as c varies, but the right side can be < 0 unless Re(x, y) =
0. Thus we must have Re(x, y) = 0 for all x . Replacing x by i x gives us
Im(x, y) = −Re i(x, y) = −Re(i x, y), and this we have just shown is 0 for all
x . Thus Re(x, y) = Im(x, y) = 0, and (x, y) = 0. §

Proposition 2.3 (triangle inequality). If V is a pseudo inner-product space
with form ( · , · ) and pseudonorm k · k, then the pseudonorm satisfies

(a) kxk ∏ 0 for all x ∈ V ,
(b) kcxk = |c|kxk for all scalars c and all x ∈ V ,
(c) kx + yk ≤ kxk + kyk for all x and y in V .

Moreover, the definition d(x, y) = kx − ykmakes V into a pseudometric space.
The spaceV is ametric space if the pseudo inner-product space is an inner-product
space.
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PROOF. Properties (a) and (b) of the pseudonormare immediate, and (c) follows
because

kx + yk2 = (x + y, x + y) = (x, x) + 2Re(x, y) + (y, y)

= kxk2 + 2Re(x, y) + kyk2 ≤ kxk2 + 2kxkkyk + kyk2 = (kxk + kyk)2.

Putting x = a − c and y = c − b gives d(a, b) ≤ d(a, c) + d(c, b), and
thus d satisfies the triangle inequality for a pseudometric. The other properties
of a pseudometric are immediate from (a) and (b). If the form is definite and
d( f, g) = 0, then ( f −g, f −g) = 0 and hence the definiteness yields f −g = 0.

§

EXAMPLES, CONTINUED.
14) Let us take double integrals of continuous functions of nice subsets of R2

as known. (The detailed study of general Riemann integrals in several variables
occurs in Chapter III.) Let V be the complex vector space of all power series
F(z) =

P∞
n=0 cnzn with infinite radius of convergence. Since any such F(z)

is bounded on the open unit disk D =
©
z ∈ C

Ø
Ø |z| < 1

™
, the form (F,G) =R

D F(z)G(z) dx dy is meaningful and makes V into an inner-product space. The
proposition shows that V becomes ametric spacewithmetric given by d(F,G) =° R

D |F(z) − G(z)|2 dx dy
¢1/2.

2. Open Sets and Closed Sets

In this section we generalize the Euclidean notions of open set, closed set,
neighborhood, interior, limit point, and closure so that they make sense for all
pseudometric spaces, and we prove elementary properties relating these metric-
space notions. In working with metric spaces and pseudometric spaces, it is often
helpful to draw pictures as if the space in question were R2, even computing
distances that are right for R2. We shall do that in the case of the first lemma but
not afterward in this section. Let (X, d) be a pseudometric space.

Lemma 2.4. If z is in the intersection of open balls B(r; x) and B(s; y),
then there exists some t > 0 such that the open ball B(t; z) is contained in that
intersection. Consequently the intersection of two open balls is open.
REMARK. Figure 2.2 shows what B(t; z) looks like in the metric space R2.
PROOF. Take t = min{r − d(x, z), s − d(y, z)}. If w is in B(t; z), then the

triangle inequality gives

d(x, w) ≤ d(x, z) + d(z, w) < d(x, z) + t ≤ d(x, z) + (r − d(x, z)) = r,

and hence w is in B(r; x). Similarly w is in B(s; y). §
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FIGURE 2.2. Open ball contained in an intersection of two open balls.

Proposition 2.5. The open sets of X have the properties that
(a) X and the empty set ∅ are open,
(b) an arbitrary union of open sets is open,
(c) any finite intersection of open sets is open.

PROOF. We know from Lemma 2.1 that a set is open if and only if it is the
union of open balls. Then (b) is immediate, and (a) follows, since X is the union
of all open balls and∅ is an empty union. For (c), it is enough to prove thatU ∩V
is open if U and V are open. Write U =

S
α Bα and V =

S
β Bβ as unions of

open balls. Then U ∩ V =
S

α,β (Bα ∩ Bβ), and Lemma 2.4 shows that U ∩ V
is exhibited as the union of open balls. Thus U ∩ V is open. §

A neighborhood of a point in X is any set that contains an open set containing
the point. An open neighborhood is a neighborhood that is an open set.1 A
neighborhood of a subset E of X is a set that is a neighborhood of each point
of E . If A is a subset of X , then the set Ao of all points x in A for which A is
a neighborhood of x is called the interior of A. For example, the interior of the
half-open interval [a, b) of the real line is the open interval (a, b).

Proposition 2.6. The interior of a subset A of X is the union of all open sets
contained in A; that is, it is the largest open set contained in A.

PROOF. Suppose that U ⊆ A is open. If x is in U , then U is an open
neighborhood of x , and hence A is a neighborhood of x . Thus x is in Ao, and Ao
contains the union of all open sets contained in A. For the reverse inclusion, let
x be in Ao. Then A is a neighborhood of x , and there exists an open subsetU of
A containing x . So x is contained in the union of all open sets contained in A. §

Corollary 2.7. A subset A of X is open if and only if A = Ao.

A subset F of X is closed if its complement is open. Every closed interval of
the real line is closed. A half-open interval [a, b) on the real line is neither open
nor closed if a and b are both finite.

1Some authors use the term “neighborhood” to mean what is here called “open neighborhood.”
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Proposition 2.8. The closed sets of X have the properties that
(a) X and the empty set ∅ are closed,
(b) an arbitrary intersection of closed sets is closed,
(c) any finite union of closed sets is closed.

PROOF. This result follows from Proposition 2.5 by taking complements. In
(a), the complements of X and∅ are∅ and X , respectively. For (b) and (c), we use
the formulas

°T
α Fα

¢c
=

S
α Fc

α and
°S

α Fα

¢c
=

T
α Fc

α for the complements
of intersections and unions. §

If A is a subset of X , then x in X is a limit point of A if each neighborhood
of x contains a point of A distinct from x . The closure2 Acl of A is the union of
A with the set of all limit points of A. For example, the limit points of the set
[a, b) ∪ {b + 1} on the real line are the points of the closed interval [a, b], and
the closure of the set is [a, b] ∪ {b + 1}.

Proposition 2.9. A subset A of X is closed if and only if it contains all its
limit points.

PROOF. Suppose A is closed, so that Ac is open. If x is in Ac, then Ac is
an open neighborhood of x disjoint from A, so that x cannot be a limit point of
A. Thus all limit points of A lie in A. In the reverse direction suppose that A
contains all its limit points. If x is in Ac, then x is not a limit point of A, and
hence there exists an open neighborhood of x lying completely in Ac. Since x is
arbitrary, Ac is open, and thus A is closed. §

Proposition 2.10. The closure Acl of a subset A of X is closed. The closure
of A is the intersection of all closed sets containing A; that is, it is the smallest
closed set containing A.

PROOF. We shall apply Proposition 2.9. If x is given as a limit point of Acl,
we are to see that x is in Acl. Assume the contrary. Then x is not in A, and x
is not a limit point of A. Because of the latter condition, there exists an open
neighborhood U of x that does not meet A except possibly in x . Because of the
former condition, U does not meet A at all. Since x is a limit point of Acl, U
contains a point y of Acl. Since U does not meet A, y has to be a limit point of
A. Since U is an open neighborhood of y, U has to contain a point of A, and
we have a contradiction. We conclude that x is in Acl, and Proposition 2.9 shows
that Acl is closed.
Any closed set F containing A contains all its limit points, by Proposition

2.9, and hence contains all the limit points of A. Thus F ⊇ Acl. Since Acl

2Some authors write A instead of Acl for the closure of A.
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itself is a closed set containing A, it follows that Acl is the smallest closed set
containing A. §

Corollary2.11. Asubset A of X is closed if andonly if A = Acl. Consequently
(Acl)cl = Acl for any subset A of X .

Two remarks are in order. The first remark is that the proofs of all the results
from Proposition 2.6 through Corollary 2.11 use only that the family of open
subsets of X satisfies properties (a), (b), and (c) in Proposition 2.5 and do not
actually depend on the precise definition of “open set.” This observation will be
of importance to us in Chapter X, when properties (a), (b), and (c) will be taken
as an axiomatic definition of a “topology” of open sets for X , and then all the
results from Proposition 2.6 through Corollary 2.11 will still be valid.
The second remark is that the mathematics of pseudometric spaces can always

be reduced to the mathematics of metric spaces, and we shall normally therefore
work only with metric spaces. The device for this reduction is given in the
next proposition, which uses the notion of an equivalence relation. Equivalence
relations are taken as known but are reviewed in Section A6 of Appendix A.

Proposition 2.12. Let (X, d) be a pseudometric space. If members x and y of
X are called equivalent whenever d(x, y) = 0, then the result is an equivalence
relation. Denote by [x] the equivalence class of x and by X0 the set of all
equivalence classes. The definition d0([x], [y]) = d(x, y) consistently defines a
function d0 : X0× X0 → R, and (X0, d0) is a metric space. A subset A is open in
X if and only if two conditions are satisfied: A is a union of equivalence classes,
and the set A0 of such classes is an open subset of X0.
PROOF. The reflexive, symmetric, and transitive properties of the relation

“equivalent” are immediate from the defining properties of a metric. Let x and
x 0 be equivalent, and let y and y0 be equivalent. Then
d(x, y) ≤ d(x, x 0) + d(x 0, y0) + d(y0, y) = 0+ d(x 0, y0) + 0 = d(x 0, y0),

and similarly
d(x 0, y0) ≤ d(x, y).

Thus d(x, y) = d(x 0, y0), and d0 is well defined. The properties showing that d0
is a metric are immediate from the corresponding properties for d.
Next let x be in an open set A, and let x 0 be equivalent to x . Since A is open,

some open ball B(r; x) is contained in A. Since x 0 has d(x, x 0) = 0, x 0 lies in
B(r; x). Thus x 0 lies in A, and A is the union of equivalence classes.
Finally let A be any union of equivalence classes, and let A0 be the set of those

classes. If x is in A, then the set of points in some equivalence class lying in
B(r; [x]) is just B(r; x), and it follows that A is open in X if and only if A0 is
open in X0. §
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3. Continuous Functions

Before we discuss continuous functions between metric spaces, let us take note
of some properties of inverse images for abstract functions as listed in Section A1
of Appendix A. If f : X → Y is a function between two sets X and Y and E
is a subset of Y , we denote by f −1(E) the inverse image of E under f , i.e.,
{x ∈ X | f (x) ∈ E}. The properties are that inverse images of functions respect
unions, intersections, and complements.
Let (X, d) and (Y, ρ) be metric spaces. A function f : X → Y is continuous

at a point x ∈ X if for each ≤ > 0, there is a δ > 0 such that ρ( f (x), f (y)) < ≤
whenever d(x, y) < δ. This definition is consistent with the definition when
(X, d) and (Y, ρ) are both equal to R with the usual metric.

Proposition 2.13. If (X, d) and (Y, ρ) are metric spaces, then a function
f : X → Y is continuous at the point x ∈ X if and only if for any open
neighborhoodV of f (x) inY , there is a neighborhoodU of x such that f (U) ⊆ V .
PROOF. Let f be continuous at x and let V be given. Choose ≤ > 0 such that

B(≤; f (x)) is contained in V , and choose δ > 0 such that ρ( f (x), f (y)) < ≤
whenever d(x, y) < δ. Then y ∈ B(δ; x) implies f (y) ∈ B(≤; f (x)) ⊆ V .
Thus U = B(δ; x) has f (U) ⊆ V .
Conversely suppose that f satisfies the condition in the statement of the

proposition. Let ≤ > 0 be given, and choose a neighborhood U of x such
that f (U) ⊆ B(≤; f (x)). Since U is a neighborhood of x , we can find an
open ball B(δ; x) lying in U . Then f (B(δ; x)) ⊆ B(≤; f (x)), and hence
ρ( f (x), f (y)) < ≤ whenever d(x, y) < δ. §

Corollary 2.14. Let f : X → Y and g : Y → Z be functions between metric
spaces. If f is continuous at x and g is continuous at f (x), then the composition
g ◦ f , given by (g ◦ f )(y) = g( f (y)), is continuous at x .
PROOF. Let W be an open neighborhood of g( f (x)). By continuity of g at

f (x), we can choose a neighborhood V of f (x) such that g(V ) ⊆ W . Possibly
by passing to a subset of V , we may assume that V is an open neighborhood of
f (x). By continuity of f at x , we can choose a neighborhood U of x such that
f (U) ⊆ V . Then g( f (U)) ⊆ W . Taking Proposition 2.13 into account, we see
that g ◦ f is continuous at x . §

Proposition 2.15. If (X, d) and (Y, ρ) are metric spaces and f is a function
from X into Y , then the following are equivalent:

(a) the function f is continuous at every point of X ,
(b) the inverse image under f of every open set in Y is open in X ,
(c) the inverse image under f of every closed set in Y is closed in X .
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PROOF. Suppose (a) holds. If V is open in Y and x is in f −1(V ), then f (x) is
in V . Since f is continuous at x by (a), Proposition 2.13 gives us a neighborhood
U of x , which we may take to be open, such that f (U) ⊆ V . Then we have
x ∈ U ⊆ f −1(V ). Since x is arbitrary in f −1(V ), f −1(V ) is open. Thus (b)
holds. In the reverse direction, suppose (b) holds. Let x in X be given, and let V
be an open neighborhood of f (x). By (b),U = f −1(V ) is open, andU is then an
open neighborhood of x mapping into V . This proves (a), and thus (a) and (b) are
equivalent. Conditions (b) and (c) are equivalent, since f −1(V )c = f −1(V c). §

A function f : X → Y that is continuous at every point of X , as in Proposition
2.15, will simply be said to be continuous. A function f : X → Y is a homeo-
morphism if f is continuous, if f is one-one and onto, and if f −1 : Y → X
is continuous. The relation “is homeomorphic to” is an equivalence relation.
Namely, the identity function shows that the relation is reflexive, the symmetry of
the relation is built into the definition, and the transitivity follows from Corollary
2.14.
If (X, d) is ametric space and if A is a nonempty subset of X , then the distance

from x to A, denoted by D(x, A), is defined by

D(x, A) = inf
y∈A

d(x, y).

Proposition 2.16. Let A be a fixed nonempty subset of a metric space (X, d).
Then the real-valued function f defined on X by f (x) = D(x, A) is continuous.

PROOF. If x and y are in X and z is in A, then the triangle inequality gives

D(x, A) ≤ d(x, z) ≤ d(x, y) + d(y, z).

Taking the infimum over z gives D(x, A) ≤ d(x, y) + D(y, A). Reversing the
roles of x and y, we obtain D(y, A) ≤ d(x, y) + D(x, A), since d(y, x) =
d(x, y). Therefore

| f (x) − f (y)| = |D(x, A) − D(y, A)| ≤ d(x, y).

Fix x , let ≤ > 0 be given, and take δ = ≤. If d(x, y) < δ = ≤, then our inequality
gives us | f (x) − f (y)| < ≤. Hence f is continuous at x . Since x is arbitrary, f
is continuous. §

Corollary 2.17. If (X, d) is a metric space, then the real-valued function
d(x, y) for fixed y is continuous in x .

PROOF. This is the special case of the proposition in which A is the set {y}. §



98 II. Metric Spaces

Corollary 2.18. Let (X, d) be a metric space, and let x be in X . Then the
closed ball {y ∈ X | d(x, y) ≤ r} is a closed set.

REMARK. Nevertheless, the closed ball is not necessarily the closure of the
open ball B(r; x) = {y ∈ X | d(x, y) < r}. A counterexample is provided by
any open ball of radius 1 in a space with the discrete metric.

PROOF. If f (y) = d(x, y), the set in question is f −1([0, r]). Corollary 2.17
says that f is continuous, and the equivalence of (a) and (c) in Proposition 2.15
shows that the set in question is closed. §

Proposition 2.19. If A is a nonempty subset of a metric space (X, d), then
Acl = {x | D(x, A) = 0}.

PROOF. The set {x | D(x, A) = 0} is closed by Propositions 2.16 and 2.15,
and it contains A. By Proposition 2.10 it contains Acl. For the reverse inclusion,
suppose x is not in Acl, hence that x is not in A and x is not a limit point of A.
These conditions imply that there is some ≤ > 0 such that B(≤; x) is disjoint
from A, hence that d(x, y) ∏ ≤ for all y in A. Taking the infimum over y gives
D(x, A) ∏ ≤ > 0. Hence D(x, A) 6= 0. §

4. Sequences and Convergence

For a set S, we have already defined in Section I.1 the notion of a sequence in S
as a function from a certain kind of subset of integers into S. In this section we
work with sequences in metric spaces.
A sequence {xn} in a metric space (X, d) is eventually in a subset A of X if

there is an integer N such that xn is in A whenever n ∏ N . The sequence {xn}
converges to a point x in X if the sequence is eventually in each neighborhood
of x . It is apparent that if {xn} converges to x , then so does every subsequence
{xnk }.

Proposition 2.20. If (X, d) is a metric space, then no sequence in X can
converge to more than one point.

PROOF. Suppose on the contrary that {xn} converges to distinct points x and
y. The number m = d(x, y) is then > 0. By the assumed convergence, xn lies
in both open balls B(m2 ; x) and B(m2 ; y) if n is large enough. Thus xn lies in the
intersection of these balls. But this intersection is empty, since the presence of a
point z in both balls would mean that d(x, y) ≤ d(x, z)+d(z, y) < m

2 + m
2 = m,

contradiction. §
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If a sequence {xn} in a metric space (X, d) converges to x , we shall call x the
limit of the sequence and write limn→∞ xn = x or limn xn = x or lim xn = x or
xn → x . A sequence has at most one limit, by Proposition 2.20. If the definition
of convergence is extended to pseudometric spaces, then sequences need not have
unique limits.
Let us identify convergent sequences in some of the examples of metric spaces

in Section 1.

EXAMPLES OF CONVERGENCE IN METRIC SPACES.
(0) The real line. On R with the usual metric, the convergent sequences are

the sequences convergent in the usual sense of Section I.1.
(1) Euclidean space Rn . Here the metric is given by

d(x, y) =
≥ nX

k=1
(xk − yk)2

¥1/2

if x = (x1, . . . , xn) and y = (y1, . . . , yn). Another metric d 0(x, y) is given by

d 0(x, y) = max
1≤k≤n

|xk − yk |,

and we readily check that

d 0(x, y) ≤ d(x, y) ≤
p
n d 0(x, y).

From this inequality it follows that the convergent sequences in (Rn, d) are the
same as the convergent sequences in (Rn, d 0). On the other hand, the definition
of d 0 as a maximum means that we have convergence in (Rn, d 0) if and only if
we have ordinary convergence in each entry. Thus convergence of a sequence of
vectors in (Rn, d) means convergence in the kth entry for all k with 1 ≤ k ≤ n.
(2) Complex Euclidean space Cn . As a metric space, Cn gets identified with

R2n . Thus a sequence of vectors in Cn converges if and only if it converges entry
by entry.
(3) Extended real lineR∗. Here themetric is given by d(x, y) = | f (x)− f (y)|

with f (x) = x/(1 + |x |) if x is in R, f (−∞) = −1, and f (+∞) = +1. We
saw in Section 1 that the intersections with R of the open balls of R∗ are the
open intervals in R. Thus convergence of a sequence in R∗ to a point x in R
means that the sequence is eventually in (−∞,+∞) and thereafter is an ordinary
convergent sequence inR. Convergence to+∞ of a sequence {xn}means that for
each real number M , there is an integer N such that xn ∏ M whenever n ∏ N .
Convergence to −∞ is analogous.
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(4) Bounded scalar-valued functions on S in the uniform metric. A sequence
{ fn} in B(S) converges in the uniformmetric on B(S) if and only if { fn} converges
uniformly, in the sense below, to some member f of B(S). The definition of
uniform convergence here is the natural generalization of the one in Section I.3:
{ fn} converges to f uniformly if for each ≤ > 0, there is an integer N such that
n ∏ N implies | fn(s) − f (s)| < ≤ for all s simultaneously. An important fact
in this case is that the sequence { fn} is uniformly bounded, i.e., that there exists
a real number M such that | fn(s)| ≤ M for all n and s. In fact, choose some
integer N for ≤ = 1. Then the triangle inequality gives

| fn(s)| ≤ | fn(s) − f (s)| + | f (s) − fN (s)| + | fN (s)| ≤ 2+ | fN (s)|

for all s if n ∏ N , so that M can be taken to be max1≤n≤N
©
sups∈S | fn(s)|

™
+ 2.

(5) Bounded functions from S into a metric space (R, ρ). Convergence here
is the expected generalization of uniform convergence: { fn} converges to f
uniformly if for each ≤ > 0, there is an integer N such that n ∏ N implies
ρ( fn(s), f (s)) < ≤ for all s simultaneously. As in Example 4, a uniformly
convergent sequence of bounded functions is uniformly bounded in the sense
that ρ( fn(s), r0) ≤ M for all n and s, M being some real number. Here r0 is any
fixed member of R.
(7) Indiscrete space X . The function d(x, y) in this case is a pseudometric, not

a metric, unless X has only one point. Every sequence in X converges to every
point in X .
(8) Discrete metric. Convergence of a sequence {xn} in a space X with the

discrete metric means that {xn} is eventually constant.
(11) Hilbert cube. For each n, let ({xm}∞m=1)n be a member of the Hilbert cube,

and write xmn for the mth term of the nth sequence. As n varies, the sequence of
sequences converges if and only if limn xmn exists for each m.
(12) L1 metric on Riemann integrable functions. The function d( f, g) defined

in this case is a pseudometric, not a metric. Convergence in the corresponding
metric space as in Proposition 2.12 therefore really means a certain kind of con-
vergence of equivalence classes: If { fn} and f are given, the sequence of classes
{[ fn]} converges to the class [ f ] if and only if limn

R b
a | fn(x) − f (x)| dx = 0.

The use of classes in the notation is rather cumbersome and not very helpful, and
consequently it is common practice to treat the L1 space as a metric space and to
work with its members as if they were functions rather than equivalence classes.
We return to this point in Chapter V.

Let us elaborate a little on Examples 4 and 5, concerning the space B(S)
of bounded scalar-valued functions on a set S or, more generally, the space
of bounded functions from S into a metric space (R, ρ). Suppose that S has
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the additional structure of a metric space (S, d). We let C(S) be the subset of
B(S) consisting of bounded continuous functions on S, and we write C(S, R) or
C(S, C) if we want to be explicit about the range. More generally we consider
the space of bounded continuous functions from S into the metric space R. All
of these are metric spaces in their own right.

Proposition 2.21. Let (S, d) and (R, ρ) be metric spaces, let x0 be in S, and
let fn : S → R be a sequence of bounded functions from S into R that converge
uniformly to f : S → R and are continuous at x0. Then f is continuous at x0.
In particular, the uniform limit of continuous functions is continuous.

PROOF. For x in S, we write

ρ( f (x), f (x0)) ≤ ρ( f (x), fn(x)) + ρ( fn(x), fn(x0)) + ρ( fn(x0), f (x0)).

Given ≤ > 0, we choose an integer N by the uniform convergence such that the
first and third terms on the right side are< ≤ for n ∏ N . With N fixed, we choose
δ > 0 by the continuity of fN at x0 such that ρ( fN (x), fN (x0)) < ≤ whenever
d(x, x0) < δ. Then the displayed inequality shows that d(x, x0) < δ implies
ρ( f (x), f (x0)) < 3≤, and the proposition follows. §

We conclude this section with some elementary results involving convergence
of sequences in metric spaces.

Proposition 2.22. If (X, d) is a metric space, then
(a) for any subset A of X and limit point x of A, there exists a sequence in

A − {x} converging to x ,
(b) any convergent sequence in X with limit x ∈ X either has infinite image,

with x as a limit point of the image, or else is eventually constantly equal
to x .

REMARK. This result and the first corollary below are used frequently—and
often without specific reference.

PROOFOF (a). For eachn ∏ 1, the openball B(1/n; x) is an openneighborhood
of x and must contain a point xn of A distinct from the limit point x . Then
d(xn, x) < 1/n, and thus lim xn = x . Hence {xn} is the required sequence. §

PROOF OF (b). Suppose that {xn} converges to x and has infinite image. By
discarding the terms equal to x , we obtain a subsequence {xnk } with limit x . If
U is an open neighborhood of x , then {xnk } is eventually in U , by the assumed
convergence. Since no term of the subsequence equals x , U contains a member
of the image of {xn} different from x . Thus x is a limit point of the image of {xn}.
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Now suppose that {xn} converges to x and has finite image {p1, . . . , pr }. If
xn is equal to some particular pj0 for infinitely many n, then {xn} has an infinite
subsequence converging to pj0 . Since {xn} converges to x , every convergent
subsequence converges to x . Therefore pj0 = x . For j 6= j0, only finitely many
xn can then equal pj , and it follows that {xn} is eventually constantly equal to
pj0 = x . §

Corollary 2.23. If (X, d) is a metric space, then a subset F of X is closed if
and only if every convergent sequence in F has its limit in F .

PROOF. Suppose that F is closed and {xn} is a convergent sequence in F with
limit x . By Proposition 2.22b, either x is in the image of the sequence or x is
a limit point of the sequence. In either case, x is in F ; thus the limit of any
convergent sequence in F is in F .
Conversely suppose every convergent sequence in F has its limit in F . If x

is a limit point of F , then Proposition 2.22a produces a sequence in F − {x}
converging to x . By assumption, the limit x is in F . Therefore F contains all its
limit points and is closed. §

Corollary 2.24. If (S, d) is a metric space, then the set C(S) of bounded
continuous scalar-valued functions on S is a closed subset of the metric space
B(S) of all bounded scalar-valued functions on S.

PROOF. Proposition 2.21 shows for any sequence in C(S) convergent in B(S)
that the limit is actually in C(S). By Corollary 2.23, C(S) is closed in B(S). §

Proposition 2.25. Let f : X → Y be a function between metric spaces. Then
f is continuous at a point x in X if and only if whenever {xn} is a convergent
sequence in X with limit x , then { f (xn)} is convergent in Y with limit f (x).

REMARK. In the special case of domain and rangeR, this result was mentioned
in Section I.1 after the definitionof continuity. Wedeferred the proof of the special
case until now to avoid repetition.

PROOF. Suppose that f is continuousat x and that {xn} is a convergent sequence
in X with limit x . Let V be any open neighborhood of f (x). By continuity, there
exists an open neighborhood U of x such that f (U) ⊆ V . Since xn → x , there
exists N such that xn is in U whenever n ∏ N . Then f (xn) is in f (U) ⊆ V
whenever n ∏ N . Hence { f (xn)} converges to f (x).
Conversely suppose that xn → x always implies f (xn) → f (x). We are to

show that f is continuous. Let V be an open neighborhood of f (x). We are to
show that some open neighborhood of x maps into V under f . Assuming the
contrary, we can find, for each n ∏ 1, some xn in B(1/n; x) such that f (xn) is
not in V . Then xn → x , but the distance of f (xn) from f (x) is bounded away
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from 0. Thus f (xn) cannot converge to f (x). This is a contradiction, and we
conclude that some B(1/n; x) maps into V under f ; since V is arbitrary, f is
continuous. §

5. Subspaces and Products

When working with functions on the real line, one frequently has to address
situations in which the domain of the function is just an open interval or a closed
interval, rather than thewhole line. When one uses the ≤-δ definition of continuity,
the subject does not become much more cumbersome, but it can become more
cumbersome if one uses some other definition, such as one involving limits. The
theory of metric spaces has a device for addressing smaller domains than the
whole space—the notion of a subspace—and then the theory of functions on a
subspace stands on an equal footing with the theory of functions on the whole
space.
Let (X, d) be a metric space, and let A be a nonempty subset of X . There is

a natural way of making A into a metric space, namely by taking the restriction
d
Ø
Ø
A×A as a metric for A. When we do so, we speak of A as a subspace of X .

When there is a need to be more specific, we may say that A is ametric subspace
of X . If A is an open subset of X , we may say that A is an open subspace; if A
is a closed subset of X , we may say that A is a closed subspace.

Proposition 2.26. If A is a subspace of a metric space (X, d), then the open
sets of A are exactly all setsU ∩ A, whereU is open in X , and the closed sets of
A are all sets F ∩ A, where F is closed in X .

PROOF. The open balls in A are the intersections with A of the open balls of
X , and the statement about open sets follows by taking unions. The closed sets
of A are the complements within A of all the open sets of A, thus all sets of the
form A− (U ∩ A)withU open in X . Since A− (U ∩ A) = A∩Uc, the statement
about closed sets follows. §

Corollary 2.27. If A is a subspace of (X, d) and if f : X → Y is continuous
at a point a of A, then the restriction f

Ø
Ø
A, mapping A into Y , is continuous at a.

Also, f is continuous at a if and only if the function f0 : X → f (X) obtained
by redefining the range to be the image is continuous at a.

PROOF. Let V be an open neighborhood of f (a) in Y . By continuity of f at a
as a function on X , choose an open neighborhood U of a in X with f (U) ⊆ V .
ThenU ∩ A is an open neighborhood of a in A, and f (U ∩ A) ⊆ V . Hence f

Ø
Ø
A

is continuous at a.
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Themost general open neighborhood of f (a) in f (X) is of the form V ∩ f (X)

with V an open neighborhood of f (a) in Y . Since f −1(V ) = f −1
0 (V ∩ f (X)),

the condition for continuity of f0 at a is the same as the condition for continuity
of f at a. §

We now turn our attention to product spaces. Product spaces are a convenient
device for considering functions of several variables.
If (X, d) and (Y, d 0) aremetric spaces, there are several naturalways ofmaking

the product set X × Y , the set of ordered pairs with the first member from X and
the second from Y , into a metric space, but all such ways lead to the same class
of open sets and therefore also the same class of convergent sequences. We
discussed an instance of this phenomenon in Example 1 of Section 4. For general
X and Y , three such metrics on X × Y are

ρ1
°
(x1, y1), (x2, y2)

¢
= d(x1, x2) + d 0(y1, y2),

ρ2
°
(x1, y1), (x2, y2)

¢
=

°
d(x1, x2)2 + d 0(y1, y2)2

¢1/2
,

ρ∞
°
(x1, y1), (x2, y2)

¢
= max{d(x1, x2), d 0(y1, y2)}.

Each satisfies the defining properties of a metric. Simple algebra gives

max{a, b} ≤ (a2 + b2)1/2 ≤ a + b ≤ 2max{a, b}

whenever a and b are nonnegative reals, and therefore

ρ∞ ≤ ρ2 ≤ ρ1 ≤ 2ρ∞.

Let us check that this chain of inequalities implies that the neighborhoods of
a point (x0, y0) are the same in all three metrics, hence that the open sets are the
same in all three metrics. For any r > 0, the open balls about (x0, y0) in the three
metrics satisfy

B1(r; (x0, y0)) ⊆ B2(r; (x0, y0)) ⊆ B∞(r; (x0, y0)) ⊆ B1(2r; (x0, y0)).

The first and second inclusions show that open balls about (x0, y0) in the metrics
ρ2 andρ∞ are neighborhoodsof (x0, y0) in themetricρ1. Similarly the second and
third inclusions show that open balls in the metrics ρ∞ and ρ1 are neighborhoods
in the metric ρ2, and the third and first inclusions show that open balls in the
metrics ρ1 and ρ2 are neighborhoods in the metric ρ∞.
We shall refer to the metric ρ∞ as the product metric for X × Y . If X × Y is

being regarded as a metric space and no metric has been mentioned, ρ∞ is to be
understood. But it is worth keeping in mind that ρ1 and ρ2 yield the same open
sets. In the case of Euclidean space, it is the metric ρ2 on Rm × Rn that gives the



5. Subspaces and Products 105

Euclidean metric on Rm+n; thus the product metric and the Euclidean metric are
distinct but yield the same open sets.
A sequence {(xn, yn)} in the product metric converges to (x0, y0) in X × Y if

and only if {xn} converges to x0 and {yn} converges to y0. Since the three metrics
on X × Y yield the same convergent sequences, this statement is valid in the
metrics ρ1 and ρ2 as well.
It is an elementary property of the arithmetic operations in R that if {xn}

converges to x0 and {yn} converges to y0, then {xn + yn} converges to x0 + y0.
Similar statements apply to subtraction,multiplication,maximum, andminimum,
and then to absolute value and to division except where division by 0 is involved.
Further similar statements apply to those operations on vectors that make sense.
Applying Proposition 2.25, we obtain (a) through (e) in the following proposition.
Conclusions (a0) through (e0) are proved similarly.

Proposition 2.28. The following operations are continuous:
(a) addition and subtraction from Rn × Rn into Rn ,
(b) scalar multiplication from R × Rn into Rn ,
(c) the map x 7→ x−1 from R − {0} to R − {0},
(d) the map x 7→ |x | from Rn to R,
(e) the operations from R2 to R of taking the maximum of two real numbers

and taking the minimum of two real numbers,
(a0) addition and subtraction from Cn × Cn into Cn ,
(b0) scalar multiplication from C × Cn into Cn ,
(c0) the map x 7→ x−1 from C − {0} to C − {0},
(d0) the map x 7→ |x | from Cn to R,
(e0) the map x 7→ x̄ from C to C.

Corollary 2.29. Let (X, d) be a metric space, and let f and g be continuous
functions from X intoRn orCn . If c is a scalar, then f +g, c f , f −g, and | f | are
continuous. If n = 1, then the product f g is continuous, and the function 1/ f is
continuous on the set where f is not zero. If n = 1 and the functions take values
in R, then max{ f, g} and min{ f, g} are continuous. If n = 1 and the functions
take values in C, then the complex conjugate f̄ is continuous.
REMARKS. If (S, d) is a metric space, then it follows that the metric space

C(S) of bounded continuous scalar-valued functions on S is a vector space. As
such, it is a vector subspace of the metric space B(S) of bounded scalar-valued
functions on S, and it is a metric subspace as well.3

3The word “subspace” can now be used in two senses, that of a metric subspace of a metric space
and that of a vector subspace of a vector space. The latter kind of subspace we shall always refer to
as a “vector subspace,” retaining the word “vector” for clarity. A “closed vector subspace” of B(S)
then has to mean a closed metric subspace that is also a vector subspace.
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PROOF. The argument for f + g and for functions with values inRn will illus-
trate matters sufficiently. We set up x 7→ f (x) + g(x) as a suitable composition,
expressing the composition in a diagram:

X x 7→(x,x)
−−−−−−→ X × X

(x,y)7→( f (x),g(y))
−−−−−−−−−−−→ Rn × Rn (u,v)7→u+v

−−−−−−−→ Rn.
Each function in the diagram is continuous, the last of them by Proposition 2.28a,
and then the composition is continuous by Corollary 2.14. §

We conclude this section with one further remark. When (X, d) is a metric
space,we saw inCorollary2.17 that x 7→ d(x, y) and y 7→ d(x, y) are continuous
functions from X to R. Actually, (x, y) 7→ d(x, y) is a continuous function
from X × X into R if we use the product metric. In fact, if ρ∞ denotes the
product metric with ρ∞

°
(x, y), (x0, y0)

¢
= max{d(x, x0), d(y, y0)}, then we

have d(x, y) ≤ d(x, x0) + d(x0, y0) + d(y0, y) and therefore
d(x, y) − d(x0, y0) ≤ d(x, x0) + d(y, y0).

Reversing the roles of (x, y) and (x0, y0), we see that
|d(x, y) − d(x0, y0)| ≤ d(x, x0) + d(y, y0)

≤ 2max{d(x, x0), d(y, y0)}
= 2ρ∞

°
(x, y), (x0, y0)

¢
.

From this chain of inequalities, it follows that d is continuous with δ = ≤/2.

6. Properties of Metric Spaces

This section contains two results about metric spaces. One lists a number of
“separation properties” of sets within any metric space. The other concerns the
completely different property of “separability,” which is satisfied by some metric
spaces and not by others, and it says that separability may be defined in any of
three equivalent ways.

Proposition 2.30 (separation properties). Let (X, d) be a metric space. Then
(a) every one-point subset of X is a closed set, i.e., X is T1,
(b) for any two distinct points x and y of X , there are disjoint open sets U

and V with x ∈ U and y ∈ V , i.e., X is Hausdorff,
(c) for any point x ∈ X and any closed set F ⊆ X with x /∈ F , there are

disjoint open sets U and V with x ∈ U and F ⊆ V , i.e., X is regular,
(d) for any two disjoint closed subsets E and F of X , there are disjoint open

sets U and V such that E ⊆ U and F ⊆ V , i.e., X is normal,
(e) for any two disjoint closed subsets E and F of X , there is a continuous

function f : X → [0, 1] such that f is 0 exactly on E and f is 1 exactly
on F .
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PROOF. For (a), the set {x} is the intersection of all closed balls B(r; x) for
r > 0 and hence is closed by Corollary 2.18 and Proposition 2.8b. For (e), the
function f (x) = D(x; E)/(D(x; E) + D(x; F)) is continuous by Proposition
2.16 and Corollary 2.29 and takes on the values 0 and 1 exactly on E and F ,
respectively, by Proposition 2.19.
For (d), weneedonlyapply (e) andProposition2.15bwithU = f −1°(−∞, 12 )

¢

and V = f −1°( 12 ,+∞)
¢
. Conclusions (a) and (d) imply (c), and conclusions (a)

and (c) imply (b). This completes the proof. §

A base B for a metric space (X, d) is a family of open sets such that every
open set is a union of members of B. The family of all open balls is an example
of a base.

Proposition 2.31. If (X, d) is a metric space, then a family B of subsets of X
is a base for (X, d) if and only if

(a) every member of B is open and
(b) for each x ∈ X and open neighborhoodU of x , there is some member B

of B such that x is in B and B is contained in U .

PROOF. If B is a base, then (a) holds by definition of base. If U is open in X ,
then U =

S
α Bα for some members Bα of B, and any such Bα containing x can

be taken as the set B in (b).
Conversely suppose that B satisfies (a) and (b). By (a), each member of B is

open in X . If U is open in X , we are to show thatU is a union of members of B.
For each x ∈ U , choose some set B = Bx as in (b). Then U =

S
x∈U Bx , and

hence each open set in X is a union of members of B. Thus B is a base. §

This book uses the word countable to mean finite or countably infinite. It is
then meaningful to ask whether a particular metric space (X, d) has a countable
base. On the real line R, the open intervals with rational endpoints form a
countable base.
A subset D of X is dense in a subset A of X if Dcl ⊇ A; D is dense, or

everywhere dense, if D is dense in X . A set D is dense if and only if there is
some point of D in each nonempty open set of X .
A family U of open sets is an open cover of X if the union of the sets in U is

X . An open subcover of U is a subfamily of U that is itself an open cover.

Proposition 2.32. The following three conditions are equivalent for a metric
space (X, d):

(a) X has a countable base,
(b) every open cover of X has a countable open subcover,
(c) X has a countable dense subset.
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PROOF. If (a) holds, let B = {Bn}n∏1 be a countable base, and let U be an
open cover of X . Any U ∈ U is the union of the Bn ∈ B with Bn ⊆ U . If B0 =
{Bn ∈ B | Bn ⊆ U for some U ∈ U }, then it follows that

S
Bn∈B0 =

S
U∈U =

X . For each Bn in B0, select some Un in U with Bn ⊆ Un . Then
S

n Un ⊇S
Bn∈B0 = X , and {Un} is a countable open subcover of U. Thus (b) holds.
If (b) holds, form, for each fixed n ∏ 1, the open cover of X consisting of

all open balls B(1/n; x). For that n, let {B(1/n; xmn)}m∏1 be a countable open
subcover. We shall prove that the set D of all xmn , withm and n arbitrary, is dense
in X . It is enough to prove that each nonempty open set in X contains a member
of D, hence to prove, for each n, that each open ball of radius 1/n contains a
member of D. Thus consider B(1/n; x). Since the open balls B(1/n; xmn) with
m ∏ 1 cover X , x is in some B(1/n; xmn). Then that xmn has d(xmn, x) < 1/n,
and hence xmn is in B(1/n; x). Thus D is dense, and (c) holds.
If (c) holds, let {xn}n∏1 be a countable dense set. Form the collection of all open

balls centered at some xn and having rational radius. Let us use Proposition 2.31
to see that this collection of open sets, which is certainly countable, is a base. Let
U be an open neighborhoodof x . We are to see that there is somemember B of our
collection such that x is in B and B is contained inU . SinceU is a neighborhood
of x , we can find an open ball B(r; x) such that B(r; x) ⊆ U ; we may assume
that r is rational. The given set {xn}n∏1 being dense, some xn lies in B(r/2; x).
If y is in B(r/2; xn), then d(x, y) ≤ d(x, xn) + d(xn, y) < r

2 + r
2 = r . Hence

x lies in B(r/2; xn) and B(r/2; xn) ⊆ B(r; x) ⊆ U . Since r/2 is rational, the
open ball B(r/2; xn) is in our countable collection, and our countable collection
is a base. This proves (a). §

A metric space satisfying the equivalent conditions of Proposition 2.32 is
said to be separable. Among the examples of metric spaces in Section 1, the
ones in Examples 1, 2, 3, 6, 8 if X is countable, 9, 11, 12, 13, and 14 are
separable. A countable dense set in Examples 1, 2, and 3 is given by all points
with all coordinates rational. In Example 6, one countable dense set consists
of all sequences with only finitely many nonzero entries, those being rational,
and in Examples 8 and 9, X itself is a countable dense set. In Example 11, the
sequences that are 0 in all but finitely many entries, those being rational, form
a countable dense set. In Example 13, the set of finite linear combinations of
exponentials einx using scalars in Q + iQ is dense as a consequence of Par-
seval’s equality. In Example 12, when [a, b] = [−π, π], the same countable
set as for Example 13 is dense by Proposition 2.25 because the sets of func-
tions in Examples 12 and 13 coincide and the inclusion of R[−π, π] relative
to L2 into R[−π, π] relative to L1 is continuous. In Example 14, the set of
polynomialswith coefficients inQ+iQ is countable and can be shown to be dense.
Example 10 is not separable, and Example 8 is not separable if X is uncount-

able.
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7. Compactness and Completeness

In Section 6 we introduced the notions of open cover and subcover for a metric
space. We call a metric space compact if every open cover of the space has a
finite subcover. A subset E of a metric space (X, d) is compact if it is compact
as a subspace of the whole space, i.e., if every collection of open sets in X whose
union contains E has a finite subcollection whose union contains E .
Historically this notion was embodied in the Heine–Borel Theorem, which

says that any closed bounded subset of Euclidean space has the property that
has just been defined to be compactness. As we shall see in Theorem 2.36 and
Corollary 2.37 below, theHeine–BorelTheoremcan be proved from theBolzano–
WeierstrassTheorem(Theorem1.8) and leads to faster, more transparent proofs of
some of the consequences of the Bolzano–Weierstrass Theorem. Even more im-
portant is that it generalizesbeyondmetric spaces andproducesuseful conclusions
about certain spaces of functions when statements about pointwise convergence
of a sequence of functions are inadequate.
Easily established examples of compact sets are hard to come by. For one

example, consider in a metric space (X, d) a convergent sequence {xn} along
with its limit x . The subset E = {x} ∪

S
n{xn} of X is compact. In fact, if U is

an open cover of E , some member U of U has x as an element, and then all but
finitely many elements of the sequence must be inU as well. Say thatU contains
x and all xn with n ∏ N . For 1 ≤ n < N , let Un be a member of U containing
xn . Then {U,U1, . . . ,UN−1} is a finite subcover of U.
It is easier to exhibit noncompact sets. The open interval (0, 1) is not compact,

as is seen from the open cover {( 1n , 1)}. Nor is an infinite discrete space, since
one-point sets form an open cover. A subtle dramatic example is the closed unit
ballC of the hedgehog space X , Example 10 in Section 1; this set is not compact.
In fact, the open ball of radius 1/2 about the origin is an open set in X , and so
is each open ray from the origin out to infinity. Let U be this collection of open
sets. Then U is an open cover of C . However, no member of U is superfluous,
since for eachU in U, there is some point x in C such that x is in C but x is in no
other member of U. Thus U does not contain even a countable subcover.
Let us now work directly toward a proof of the equivalence of compactness

and the Bolzano–Weierstrass property in a metric space.

Proposition 2.33. A compact metric space is separable.

PROOF. This is immediate from equivalent condition (b) for the definition of
separability in Proposition 2.32. §

Proposition 2.34. In any metric space (X, d),
(a) every compact subset is closed and bounded and
(b) any closed subset of a compact set is compact.
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PROOF. For (a), let E be a compact subset of X , fix x0 in X , and let Un for
n ∏ 1 be the open ball {x ∈ X | d(x0, x) < n}. Then {Un} is an open cover of E .
Since the Un’s are nested, the compactness of E implies that E is contained in a
single UN for some N . Then every member of E is at distance at most N from
x0, and E is bounded.
To see that E is closed, we argue by contradiction. Let x 0

0 be a limit point of E
that is not in E . By the Hausdorff property (Proposition 2.30b), we can find, for
each x ∈ E , open sets Ux and Vx with x ∈ Ux , x 0

0 ∈ Vx , and Ux ∩ Vx = ∅. The
sets Ux form an open cover of E . By compactness let {Ux1, . . . ,Uxn } be a finite
subcover. Then E ⊆ Ux1 ∪ · · · ∪ Uxn , which is disjoint from the neighborhood
Vx1 ∩ · · · ∩ Vxn of x 0

0. Thus x 0
0 cannot be a limit point of E , and we have arrived

at a contradiction. This proves (a).
For (b), let E be compact, and let F be a closed subset of E . Because of (a), F

is a closed subset of X . Let U be an open cover of F . Then U ∪ {Fc} is an open
cover of E . Passing to a finite subcover and discarding Fc, we obtain a finite
subcover of F . Thus F is compact. §

A collection of subsets of a nonempty set is said to have the finite-intersection
property if each intersection of finitely many of the subsets is nonempty.

Proposition 2.35. A metric space (X, d) is compact if and only if each col-
lection of closed subsets of X with the finite-intersection property has nonempty
intersection.

PROOF. Closed sets with the finite-intersection property have complements
that are open sets, no finite subcollection of which is an open cover. §

Theorem 2.36. Ametric space (X, d) is compact if and only if every sequence
has a convergent subsequence.

PROOF. Suppose that X is compact. Arguing by contradiction, suppose that
{xn}n∏1 is a sequence in X with no convergent subsequence. Put F =

S∞
n=1{xn}.

The subset F of X is closed by Corollary 2.23, hence compact by Proposition
2.34b. Since no xn is a limit point of F , there exists an open setUn in X containing
xn but no other member of F . Then {Un}n∏1 is an open cover of F with no finite
subcover, and we have arrived at a contradiction.
Conversely suppose that every sequence has a convergent subsequence. We

first show that X is separable. Fix an integer n. There cannot be infinitely many
disjoint open balls of radius 1/n, since otherwise we could find a sequence from
among their centers with no convergent subsequence. Thuswe can choose a finite
disjoint collection of these open balls that is not contained in a larger such finite
collection. Let their centers be x1, . . . , xN . The claim is that every point of X is
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at distance < 2/n from one of these finitely many centers. In fact, if x ∈ X is
given, form B( 1n ; x). This must meet some B( 1n ; xi ) at a point y, and then

d(x, xi ) ≤ d(x, y) + d(y, xi ) < 1
n + 1

n = 2
n .

Thus x is at distance < 2/n from one of the finitely many centers, as asserted.
Now let n vary, and let D be the set of all these centers for all n. Then every point
of X has members of D arbitrarily close to it, and hence D is a countable dense
set in X . Thus X is separable.
Let U be an open cover of X having no finite subcover. By the separability

and condition (b) in Proposition 2.32, we may assume that U is countable, say
U = {U1,U2, . . . }. Since U1 ∪U2 ∪ · · · ∪Un is not a cover, there exists a point
xn not in the union of the first n sets. By hypothesis the sequence {xn} has a
convergent subsequence {xnk }, say with limit x . Since U is a cover, somemember
UN of U contains x . Then {xnk } is eventually in UN , and some nk with nk > N
has xnk in UN . But xnk is not in U1 ∪ · · · ∪ Unk by construction, and this union
containsUN , since nk > N . We have arrived at a contradiction, and we conclude
that U must have had a finite subcover. §

Corollary 2.37 (Heine–Borel Theorem) In Euclidean space Rn , every closed
bounded set is compact.
REMARK. Conversely we saw in Proposition 2.34a that every compact subset

of any metric space is closed and bounded.

PROOF. LetC be a closed rectangular solid inRn , and let x (k) = (x (k)
1 , . . . , x (k)

n )
be the members of a sequence in C . By the Bolzano–Weierstrass Theorem
(Theorem1.8) forR1, we canfinda subsequenceconvergent in thefirst coordinate,
a subsequence of that convergent in the second coordinate, and so on. Thus {x (k)}
has a subsequence convergent in Rn . By Corollary 2.23 the limit is in C . By
Theorem 2.36,C is compact. Applying Corollary 2.34b, we see that every closed
bounded subset of Rn is compact. §

The next few results will show how the use of compactness both simplifies and
generalizes some of the theorems proved in Section I.1.

Proposition 2.38. Let (X, d) and (Y, ρ) be metric spaces with X compact. If
f : X → Y is continuous, then f (X) is a compact subset of Y .
PROOF. If {Uα} is an open cover of f (X), then { f −1(Uα)} is an open cover of

X . Let { f −1(Uj )}nj=1 be a finite subcover. Then {Uj }nj=1 is a finite subcover of
f (X). §

Corollary 2.39. Let (X, d) be a compact metric space, and let f : X → R be
a continuous function. Then f attains its maximum and minimum values.
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REMARK. Theorem 1.11 was the special case of this result with X = [a, b].
This particular space X is compact by theHeine–Borel Theorem (Corollary 2.37),
and the corollary applies to yield exactly the conclusion of Theorem 1.11.
PROOF. By Proposition 2.38, f (X) is a compact subset of R. By Proposition

2.34a, f (X) is closed and bounded. The supremum and infimum of the members
of f (X) inR∗ lie inR, since f (X) is bounded, and they are limits of sequences in
f (X). Since f (X) is closed, Proposition 2.23 shows that they must lie in f (X).

§

Corollary 2.40. Let (X, d) and (Y, ρ) be metric spaces with X compact. If
f : X → Y is continuous, one-one, and onto, then f is a homeomorphism.
REMARK. In the hypotheses of the change of variables formula for integrals

in R1 (Theorem 1.34), a function ϕ : [A, B] → [a, b] was given as strictly
increasing, continuous, and onto. Another hypothesis of the theorem was that
ϕ−1 was continuous. Corollary2.40 shows that this last hypothesiswas redundant.
PROOF. Let E be a closed subset of X , and consider ( f −1)−1(E) = f (E).

The set E is compact by Proposition 2.34b, f (E) is compact by Proposition 2.38,
and f (E) is closed by Proposition 2.34a. Proposition 2.15b thus shows that f −1

is continuous. §

If (X, d) and (Y, ρ) are metric spaces, a function f : X → Y is uniformly
continuous if for each ≤ > 0, there is some δ > 0 such that d(x1, x2) < δ
implies ρ( f (x1), f (x2)) < ≤. This is the natural generalization of the definition
in Section I.1 for the special case of a real-valued function of a real variable.

Proposition 2.41. Let (X, d) and (Y, ρ) be metric spaces with X compact. If
f : X → Y is continuous, then f is uniformly continuous.
REMARK. This result generalizes Theorem 1.10, which is the special case

X = [a, b] and Y = R.
PROOF. Let ≤ > 0 be given. For each x ∈ X , choose δx > 0 such

that d(x 0, x) < δx implies ρ( f (x 0), f (x)) < ≤/2. The open balls B( 12δx ; x)
cover X ; let the balls with centers x1, . . . , xn be a finite subcover. Put δ =
1
2 min{δx1, . . . , δxn }. Now suppose that d(x 0, x) < δ. The point x is in some ball
in the finite subcover; suppose x is in B( 12δxj ; xj ). Then d(x, xj ) < 1

2δxj , so that

d(x 0, xj ) ≤ d(x 0, x) + d(x, xj ) < δ + 1
2δxj ≤ δxj .

By definition of δxj , ρ( f (x 0), f (xj )) < ≤/2 and ρ( f (xj ), f (x)) < ≤/2. There-
fore

ρ( f (x 0), f (x)) ≤ ρ( f (x 0), f (xj )) + ρ( f (xj ), f (x)) < ≤
2 + ≤

2 = ≤,

and the proof is complete. §
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One final application of compactness is the Fundamental Theorem of Algebra,
which is discussed in Section A8 of Appendix A in the context of properties of
polynomials.

Theorem 2.42 (Fundamental Theorem of Algebra). Every polynomial with
complex coefficients and degree ∏ 1 has a complex root.

PROOF. Let P : C → C be the function P(z) =
Pn

j=0 aj z j , where a0, . . . , an
are in C with an 6= 0 and with n ∏ 1. We may assume that an = 1. Let m =
infz∈C |P(z)|. Since P(z) = zn

°
1+an−1z−1+· · ·+a1z−(n−1) +a0z−n

¢
, we have

limz→∞ P(z)/zn = 1. Thus there exists an R such that |P(z)| ∏ 1
2 |z|

n whenever
|z| ∏ R. Choosing R = R0 such that 12 R

n
0 ∏ 2m, we see that |P(z)| ∏ 2m for

|z| ∏ R0. Consequently m = inf|z|≤R0 |P(z)|. The set S =
©
z ∈ C

Ø
Ø |z| ≤ R0

™

is compact by the Heine–Borel Theorem (Corollary 2.37), and Corollary 2.39
shows that |P(z)| attains its minimum on S at some point z0 in S. Then |P(z)|
attains its minimum on C at z0. We shall show that this minimum value m is 0.
Assuming the contrary, define Q(z) = P(z + z0)/P(z0), so that Q(z) is a

polynomial of degree n ∏ 1 with Q(0) = 1 and |Q(z)| ∏ 1 for all z. Write

Q(z) = 1+ bkzk + bk+1zk+1 + · · · + bnzn with bk 6= 0.

Corollary 1.45 produces a real number θ such that eikθbk = −|bk |. For any r > 0
with rk |bk | < 1, we then have

Ø
Ø1+ bkrkeikθ

Ø
Ø = 1− rk |bk |.

For such r and that θ , this equality implies that

|Q(reiθ )| ≤
Ø
Ø1+ bkrkeikθ

Ø
Ø + rk+1|bk+1| + · · · + rn|bn|

≤ 1− rk
°
|bk | − r |bk+1| − · · · − rn−k |bn|

¢
.

For sufficiently small r > 0, the expression in parentheses on the right side is
positive, and then |Q(reiθ )| < 1, in contradiction to hypothesis. Thus we must
have had m = 0, and we obtain P(z0) = 0. §

Another theme discussed in Section I.1 is that Cauchy sequences in R1 are
convergent. This convergence was proved in Theorem 1.9 as a consequence of
the Bolzano–Weierstrass Theorem. Actually, many sequences in metric spaces of
importance in analysis are shown to converge without one’s knowing the limit in
advance and without using any compactness, and we therefore isolate the forced
convergence of Cauchy sequences as a definition. In a metric space (X, d), a
sequence {xn} is a Cauchy sequence if for any ≤ > 0, there is some integer N
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such that d(xm, xn) < ≤ whenever m and n are ∏ N . A familiar 2≤ argument
shows that convergent sequences are Cauchy. Other familiar arguments show
that any Cauchy sequence with a convergent subsequence is convergent and that
any Cauchy sequence is bounded.
We say that the metric space (X, d) is complete if every Cauchy sequence in

X converges to a point in X . We know that the lineR1 is complete. It follows that
Rn is complete because a Cauchy sequence in Rn is Cauchy in each coordinate.
A nonempty subset E of X is complete if E as a subspace is a complete metric
space. The next two propositions and corollary give three examples of complete
metric spaces.

Proposition 2.43. A subset E of a complete metric space X is complete if and
only if it is closed.
REMARK. In particular every closed subset of Rn is a complete metric space.
PROOF. Suppose E is closed. Let {xn} be a Cauchy sequence in E . Then {xn}

is Cauchy in X , and the completeness of X implies that {xn} converges, say to
some x ∈ X . By Corollary 2.23, x is in E . Thus {xn} is convergent in E . The
converse is immediate from Corollary 2.23. §

Proposition 2.44. If S is a nonempty set, then the vector space B(S) of
bounded scalar-valued functions on S, with the uniform metric, is a complete
metric space.
PROOF. Let { fn} be a Cauchy sequence in B(S). Then { fn(x)} is a Cauchy

sequence in C for each x in S. Define f (x) = limn fn(x). For any ≤ > 0,
we know that there is an integer N such that | fn(x) − fm(x)| < ≤ whenever
n and m are ∏ N . Taking into account the continuity of the distance function
on C, i.e., the continuity of absolute value, we let m tend to infinity and obtain
| fn(x) − f (x)| ≤ ≤ for n ∏ N . Thus { fn} converges to f in B(S). §

Corollary 2.45. Let (S, d) be a metric space. Then the vector space C(S) of
bounded continuous scalar-valued functions on S, with the uniform metric, is a
complete metric space.
REMARK. C(S) was observed to be a vector subspace in the remarks with

Corollary 2.29.
PROOF. The space B(S) is complete by Proposition 2.44, and C(S) is a closed

metric subspace by Corollary 2.24. Then C(S) is complete by Proposition 2.43.
§

Now we shall relate compactness and completeness. A metric space (X, d) is
said to be totally bounded if for any ≤ > 0, finitely many open balls of radius ≤
cover X .
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Theorem 2.46. A metric space (X, d) is compact if and only if it is totally
bounded and complete.

PROOF. Let (X, d) be compact. If ≤ > 0 is given, the open balls B(≤; x)
cover X . By compactness some finite number of the balls cover X . Therefore
X is totally bounded. Next let a Cauchy sequence {xn} be given. By Theorem
2.36, {xn} has a convergent subsequence. A Cauchy sequence with a convergent
subsequence is necessarily convergent, and it follows that X is complete.
In the reverse direction, let X be totally bounded and complete. Theorem 2.36

shows that it is enough to prove that any sequence {xn} in X has a convergent
subsequence. By total boundedness, find finitely many open balls of radius 1
covering X . Then infinitely many of the xn’s have to lie in one of these balls,
and hence there is a subsequence {xnk } that lies in a single one of these balls of
radius 1. Next finitely many open balls of radius 1/2 cover X . In the same way
there is a subsequence {xnkl } of {xnk } that lies in a single one of these balls of
radius 1/2. Continuing in this way, we can find successive subsequences, the mth
of which lies in a single ball of radius 1/m. The Cantor diagonal process, used in
the proof of Theorem 1.22, allows us to form a single subsequence {xji } of {xn}
such that for eachm, {xji } is eventually in a ball of radius 1/m. If ≤ > 0 is given,
find m such that 1/m < ≤, and let cm be the center of the ball of radius 1/m.
Choose an integer N such that xji lies in B(1/m; cm)whenever ji ∏ N . If ji ∏ N
and ji 0 ∏ N , then d(cm, xji ) < ≤ and d(cm, xji 0 ) < ≤, whence d(xji , xji 0 ) < 2≤.
Therefore the subsequence {xji } is Cauchy. By completeness it converges. Hence
{xn} has a convergent subsequence, and the theorem is proved. §

Let (X, d) and (Y, ρ) be metric spaces, and let f : X → Y be uniformly
continuous. Then f carries Cauchy sequences to Cauchy sequences. In fact, if
{xn} is Cauchy in X and if ≤ > 0 is given, choose some δ of uniform continuity
for f and ≤, and find an integer N such that d(xn, xn0) < δ whenever n and n0 are
∏ N . Then ρ( f (xn), f (xn0)) < ≤ for the same n’s and n0’s, and hence { f (xn)}
is Cauchy.

Proposition 2.47. Let (X, d) and (Y, ρ) be metric spaces with Y complete,
let D be a dense subset of X , and let f : D → Y be uniformly continuous. Then
f extends uniquely to a continuous function F : X → Y , and F is uniformly
continuous.

PROOF OF UNIQUENESS. If x is in X , apply Proposition 2.22a to choose a
sequence {xn} in D with xn → x . Continuity of F forces F(xn) → F(x). But
F(xn) = f (xn) for all n. Thus F(x) = limn f (xn) is forced. §

PROOF OF EXISTENCE. If x is in X , choose xn ∈ D with xn → x . Since
{xn} is convergent, it is Cauchy. Since f is uniformly continuous, { f (xn)} is
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Cauchy. The completeness of Y then allows us to define F(x) = lim f (xn), but
we must see that F is well defined. For this purpose, suppose also that {yn} is a
sequence in D that converges to x . Let {zn} be the sequence x1, y1, x2, y2, . . . .
This sequence is Cauchy, and {xn} and {yn} are subsequences of it. Therefore
lim f (yn) = lim f (zn) = lim f (xn), and F(x) is well defined.
For the uniform continuity of F , let ≤ > 0 be given, and choose some δ

of uniform continuity for f and ≤/3. Suppose that x and x 0 are in X with
d(x, x 0) < δ/3. Choose xn in D with d(xn, x) < δ/3 and ρ( f (xn), F(x)) < ≤/3,
and choose x 0

n in D with d(x 0
n, x 0) < δ/3 and ρ( f (x 0

n), F(x 0)) < ≤/3. Then
d(xn, x 0

n) < δ by the triangle inequality, and hence ρ( f (xn), f (x 0
n)) < ≤/3.

Thus ρ(F(x), F(x 0)) < ≤ by the triangle inequality. §

8. Connectedness

Although the Intermediate Value Theorem (Theorem 1.12) in Section I.1 was
derived from the Bolzano–Weierstrass Theorem, the IntermediateValue Theorem
is not to be regarded as a consequence of compactness. Instead, the relevant
property is “connectedness,” which we discuss in this section.
A metric space (X, d) is connected if X cannot be written as X = U ∪ V

with U and V open, disjoint, and nonempty. A subset E of X is connected if E
is connected as a subspace of X , i.e., if E cannot be written as a disjoint union
(E ∩ U) ∪ (E ∩ V ) with U and V open in X and with E ∩ U and E ∩ V both
nonempty. The disjointness in this definition is of E ∩ U and E ∩ V ; the open
sets U and V may have nonempty intersection.

Proposition 2.48. The connected subsets ofR are the intervals—open, closed,
and half open.

PROOF. Let E be a connected subset of R, and suppose that there are real
numbers a, b, c such that a < c < b, a and b are in E , and c is not in E . Forming
the open setsU = (−∞, c) and V = (c,+∞) in R, we see that E is the disjoint
union of E ∩U and E ∩ V and that these two sets are nonempty. Thus E is not
connected.
Conversely suppose that I is an open, closed, or half-open interval of R from

a to b, with a 6= b but with a or b or both allowed to be infinite. Arguing
by contradiction, suppose that I is not connected. Choose open sets U and
V in R such that I is the disjoint union of I ∩ U and I ∩ V and these two
sets are nonempty. Without loss of generality, there exist members c and c0 of
I ∩ U and I ∩ V , respectively, with c < c0. Since U is open and c has to be
< b, all real numbers c + ≤ with ≤ > 0 sufficiently small are in I ∩ U . Let
d = sup

©
x

Ø
Ø [c, x) ⊆ I ∩U

™
, so that d > c.
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If d < b, then the fact that U is open implies that d is not in I ∩U . Thus d is
in I ∩ V . Since V is open and d > a, d − ≤ is in I ∩ V if ≤ > 0 is sufficiently
small. But then d − ≤ is in both I ∩U and I ∩ V for ≤ sufficiently small. This is
a contradiction, and we conclude that d = b.
If d = b is in I ∩ V , then the same argument shows that b− ≤ is in both I ∩U

and I ∩V for ≤ positive and sufficiently small, and we again have a contradiction.
Consequently all points from c to the right end of I are in I ∩U . This is again a
contradiction, since c0 is known to be in I ∩ V . §

Proposition 2.49. The continuous image of a connected metric space is
connected.

PROOF. Let (X, d) and (Y, ρ) be metric spaces with X connected, and let
f : X → Y be continuous. We are to prove that f (X) is connected. Corollary
2.27 shows that there is no loss of generality in assuming that f (X) = Y , i.e.,
f is onto. Arguing by contradiction, suppose that Y is the union Y = U ∪ V
of disjoint nonempty open sets. Then X = f −1(U) ∪ f −1(V ) exhibits X as
the disjoint union of nonempty sets, and these sets are open as a consequence of
Proposition 2.15a. Thus X is not connected. §

Corollary 2.50 (Intermediate Value Theorem). For real-valued functions of a
real variable, the continuous image of any interval is an interval.

PROOF. This is immediate from Propositions 2.48 and 2.49. §

Further connected sets beyond those in R are typically built from other con-
nected sets. One tool is a path in X , which is a continuous function from a closed
bounded interval [a, b] into X . The image of a path is connected by Propositions
2.48 and 2.49. Ametric space (X, d) is pathwise connected if for any two points
x1 and x2 in X , there is some path p from x1 to x2, i.e., if there is some continuous
p : [a, b] → X with p(a) = x1 and p(b) = x2.
A pathwise-connected metric space (X, d) is necessarily connected. In fact,

otherwise we could write X as a disjoint union of two nonempty open setsU and
V . Let x1 be in U and x2 be in V , and let p : [a, b] → X be a path from x1 to
x2. Then p([a, b]) = (p([a, b]) ∩ U) ∪ (p([a, b]) ∩ V ) exhibits p([a, b]) as a
disjoint union of relatively open sets, and these sets are nonempty, since x1 is in
the first set and x2 is in the second set. Consequently p([a, b]) is not connected,
in contradiction to the fact that the image of any path is connected.
We can view a pathwise-connected metric space as the union of images of

paths from a single point to all other points, and such a union is then connected.
The following proposition generalizes this construction.
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Proposition 2.51. If (X, d) is ametric space and {Eα} is a system of connected
subsets of X with a point x0 in common, then

S
α Eα is connected.

PROOF. Assuming the contrary, find open setsU and V in X such that
S

α Eα

is the disjoint union of its intersections withU and V and these two intersections
are both nonempty. Say that x0 is inU . Since Eα is connected and x0 is in Eα ∩U ,
the decomposition Eα = (Eα ∩U) ∪ (Eα ∩ V ) forces Eα ∩ V to be empty. Then°S

α Eα) ∩ V =
S

α (Eα ∩ V ) is empty, and we have arrived at a contradiction.
§

It follows from Proposition 2.51 that the union of all connected subsets of X
that contain x0 is connected. This set is called the connected component of x0
in X . The metric space X is the disjoint union of its connected components. The
next result implies that these connected components are closed sets.

Proposition 2.52. If (X, d) is a metric space and E is a connected subset of
X , then the closure Ecl is connected.

PROOF. Suppose that U and V are open sets in X such that Ecl is contained
in U ∪ V and Ecl ∩U ∩ V is empty. We are to prove that Ecl ∩U and Ecl ∩ V
cannot both be nonempty. Arguing by contradiction, let x be in Ecl∩U and let y
be in Ecl∩V . Since E is connected, E ∩U and E ∩V cannot both be nonempty,
and thus x and y cannot both be in E . Thus at least one of them, say x , is a limit
point of E . Since U is a neighborhood of x , U contains a point e of E different
from x . Thus e is in E ∩U . Since y cannot then be in E ∩ V , y is a limit point
of E . Since V is a neighborhood of y, V contains a point f of E different from
y. Thus f is in E ∩ V , and we have arrived at a contradiction. §

EXAMPLE. The graph in R2 of sin(1/x) for 0 < x ≤ 1 is pathwise connected,
and we have seen that pathwise-connected sets are connected. The closure of this
graph consists of the graph together with all points (0, t) for −1 ≤ t ≤ 1, and
this closure is connected by Proposition 2.52. One can show, however, that this
closure is not pathwise connected. Thus we obtain an example of a connected set
in R2 that is not pathwise connected.

9. Baire Category Theorem

Anumber of deep results in analysis depend critically on the fact that somemetric
space is complete. Already we have seen that the metric space C(S) of bounded
continuous scalar-valued functions on a metric space is complete, and we shall
see as not too hard a consequence in Chapter XII that there exists a continuous
periodic function whose Fourier series diverges at a point. One of the features
of the Lebesgue integral in Chapter V will be that the metric spaces of integrable
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functions and of square-integrable functions,with their naturalmetrics, are further
examples of complete metric spaces. Thus these spaces too are available for
applications that make use of completeness.
The main device through which completeness is transformed into a powerful

hypothesis is the Baire Category Theorem below. A closed set in a metric space
is nowhere dense if its interior is empty. Its complement is an open dense set,
and conversely the complement of any open dense set is closed nowhere dense.

EXAMPLE. A nontrivial example of a closed nowhere dense set is aCantor set4
in R. This is a set constructed from a closed bounded interval of R by removing
an open interval in the middle of length a fraction r1 of the total length with
0 < r1 < 1, removing from each of the 2 remaining closed subintervals an open
interval in the middle of length a fraction r2 of the total length of the subinterval,
removing from each of the 4 remaining closed subintervals an open interval in
the middle of length a fraction r3 of the total length of the interval, and so on
indefinitely. The Cantor set is obtained as the intersection of the approximating
sets. It is closed, being the intersection of closed sets, and it is nowhere dense
because it contains no interval of more than one point. For the standard Cantor
set, the starting interval is [0, 1], and the fractions are given by r1 = r2 = · · · = 1

3
at every stage. In general, the “length” of the resulting set5 is the product of the
length of the starting interval and

Q∞
n=1 (1− rn).

Theorem 2.53 (Baire Category Theorem). If (X, d) is a complete metric
space, then

(a) the intersection of countably many open dense sets is nonempty,
(b) X is not the union of countably many closed nowhere dense sets.

PROOF. Conclusions (a) and (b) are equivalent by taking complements. Let us
prove (a). Suppose that Un is open and dense for n ∏ 1. Since U1 is nonempty
and open, let E1 be an open ball B(r1; x1)whose closure is inU1 andwhose radius
is r1 ≤ 1. We construct inductively open balls En = B(rn; xn) with rn ≤ 1

n such
that En ⊆ U1 ∩ · · · ∩ Un and Ecln ⊆ En−1. Suppose En with n ∏ 1 has been
constructed. Since Un+1 is dense and En is nonempty and open, Un+1 ∩ En is
not empty. Let xn+1 be a point in Un+1 ∩ En . Since Un+1 ∩ En is open, we can
find an open ball En+1 = B(rn+1; xn+1) with radius rn+1 ≤ 1

n+1 and center a
point xn+1 in Un+1 such that Ecln+1 ⊆ Un+1 ∩ En . Then En+1 has the required
properties, and the inductive construction is complete. The sequence {xn} is

4Often a mathematician who refers to “the” Cantor set is referring to what is called the “standard
Cantor set” later in the present paragraph.

5To be precise, the length is the “Lebesgue measure” of the set in the sense to be defined in
Chapter V.
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Cauchy because whenever n ∏ m, the points xn and xm are both in Em and thus
have d(xn, xm) < 1

m . Since X is by assumption complete, let xn → x . For any
integer N , the inequality n > N implies that xn is in EN+1. Thus the limit x is in
EclN+1 ⊆ EN ⊆ U1 ∩ · · · ∩UN . Since N is arbitrary, x is in

T∞
n=1Un . §

REMARK. In (a), the intersection in question is dense, not merely nonempty.
To see this, we observe in the first part of the proof that sinceU1 is dense, E1 can
be chosen to be arbitrarily close to any member of X and to have arbitrarily small
radius. Following through the construction, we see that x is in E1 and hence can
be arranged to be as close as we want to any member of X . The corresponding
conclusion in (b) is that a nonempty open subset of X is never contained in the
countable union of closed nowhere dense sets.

EXAMPLES.
(1) The subset Q of rationals in R is not the countable intersection of open

sets. In fact, assume the contrary, and write Q =
T∞

n=1Un with Un open. Each
set Un contains Q and hence is dense in R. Also, for q ∈ Q, the set R − {q} is
open and dense. Thus the equality Q =

T∞
n=1Un implies that

≥ ∞\

n=1
Un

¥
∩

≥ \

q∈Q
(R − {q})

¥

is empty, in contradiction to Theorem 2.53.
(2) Let us start with a Cantor set as at the beginning of this section. The total

interval is to be [0, 1], and the set is to be built with middle segments of fractions
r1, r2, . . . . Within the closure of each removed open interval, we insert a Cantor
set for that interval, possibly with different fractions r1, r2, . . . for each inserted
Cantor set. This insertion involves further removed open intervals, and we insert
a Cantor set into each of these. We continue this process indefinitely. The union
of the constructed sets is dense. Can it be the entire interval [0, 1]? The answer
is “no” because each of the Cantor sets is closed nowhere dense and because by
Theorem 2.53, the interval [0, 1] is not the countable union of closed nowhere
dense sets.

A subset E of a metric space is said to be of the first category if it is contained
in the countable union of closed nowhere dense sets. Theorem 2.53 and the
remark after it together imply that no nonempty open set in a complete metric
space is of the first category.

Theorem 2.54. Let (X, d) be a complete metric space, and let U be an open
subset of X . Suppose for n ∏ 1 that fn : U → C is a continuous function and that
fn converges pointwise to a function f : U → C. Then the set of discontinuities
of f is of the first category.
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The proof will make use of the notion of the oscillation of a complex-valued
function on a metric space U . For any function g : U → C, define

oscg(x0) = lim
δ↓0

sup
x∈B(δ;x0)

|g(x) − g(x0)|,

so that g is continuous at x0 if and only if oscg(x0) = 0. At first glance it
might seem that the sets

©
x

Ø
Ø oscg(x) ∏ r

™
are always closed, no matter what

discontinuities g has. Actually, these sets need not be closed. Take, for example,
the function g : R → R that is 1 at every nonzero rational, 0 at every irrational,
and 1/2 at 0. Then oscg(x) is 1 at every x in R except for x = 0, where it is 1/2.
Thus, in this example, the set

©
x

Ø
Ø oscg(x) ∏ 1

™
is R − {0} and is not closed.

Lemma 2.55. Let (U, d) be a metric space. If g : U → C is a function and
≤ > 0 is a positive number, then

©
x ∈ U

Ø
Ø oscg(x) ∏ 2≤

™cl
⊆

©
x ∈ U

Ø
Ø oscg(x) ∏ ≤

2
™
.

PROOF. We need to see that the limit points of the set on the left are in the
set on the right. Thus suppose that oscg(xn) ∏ 2≤ for all n and that xn → x0.
For each n, choose xn,m such that limm xn,m = xn and |g(xn,m) − g(xn)| ∏ ≤ for
all m. Because of the convergence of xn,m to xn , we may choose, for each n, an
integer m = mn such that d(xn,mn , xn) < d(x0, xn), and then limn xn,mn = x0
by the triangle inequality. From |g(xn,mn ) − g(xn)| ∏ ≤, the triangle inequality
forces

|g(xn,mn ) − g(x0)| ∏ ≤
2 or |g(xn) − g(x0)| ∏ ≤

2 . (∗)
Defining yn to be xn,mn or xn according as the first or second inequality is the case
in (∗), we have yn → x0 and |g(yn) − g(x0)| ∏ ≤

2 . This proves the lemma. §

PROOF OF THEOREM 2.54. In view of Lemma 2.55 and the fact thatU is open,
it is enough to prove for each ≤ > 0 that

©
x

Ø
Ø osc f (x) ∏ ≤

™
does not contain a

nonempty open subset of X . Assuming the contrary, suppose that it contains the
nonempty open set V . Define

Amn =
©
x ∈ V

Ø
Ø | fm(x) − fn(x)| ≤ ≤

4
™
.

This is a relatively closed subset of V . Then Am =
T

n∏m Amn is closed in V . If
x is in V , the fact that { fn(x)} is a Cauchy sequence implies that there is some m
such that x is in Amn for all n ∏ m. Hence

S∞
m=1 Am = V . Since V is open in a

complete metric space, Theorem 2.53 and the remark after it show that some Am
has nonempty interior. Fix that m, and let W be its nonempty interior. Since

Am ⊆
©
x ∈ V

Ø
Ø | fm(x) − f (x)| ≤ ≤

4
™
,

every point of W has | fm(x) − f (x)| ≤ ≤
4 and osc f (x) ∏ ≤. Let x0 be in W and

choose xn tending to x0 with | f (xn) − f (x0)| ∏ 3≤
4 . From | fm(xn) − f (xn)| ≤ ≤

4
and | fm(x0)− f (x0)| ≤ ≤

4 , we obtain | fm(xn)− fm(x0)| ∏ ≤
4 . Since xn converges

to x0, this inequality contradicts the continuity of fm at x0. §
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10. Properties of C(S) for Compact Metric S

If (S, d) is a metric space, then we saw in Proposition 2.44 that the vector space
B(S)of bounded scalar-valued functionson S, in the uniformmetric, is a complete
metric space. We saw also in Corollary 2.45 that the vector subspace C(S) of
bounded continuous functions is a complete subspace. In this section we shall
study the spaceC(S) further under the assumption that S is compact. In this case
Propositions 2.38 and 2.34 tell us that every continuous scalar-valued function
on S is automatically bounded and hence is in C(S).
The first result about C(S) for S compact is a generalization of Ascoli’s

Theorem from its setting in Theorem 1.22 for real-valued functions on a bounded
interval [a, b]. The generalized theorem provides an insight that is not so obvious
from the special case that S is a closed bounded interval of R. The insight is a
characterization of the compact subsets of C(S) when S is compact, and it is
stated precisely in Corollary 2.57 below. The relevant definitions for Ascoli’s
Theorem are generalized in the expected way. Let F = { fα | α ∈ A} be a
set of scalar-valued functions on the compact metric space S. We say that F
is equicontinuous at x ∈ S if for each ≤ > 0, there is some δ > 0 such that
d(t, x) < δ implies | f (t) − f (x)| < ≤ for all f ∈ F. The set F of functions
is pointwise bounded if for each t ∈ S, there exists a number Mt such that
| f (t)| ≤ Mt for all f ∈ F. The set is uniformly equicontinuous on S if it is
equicontinuous at each point x ∈ S and if the δ can be taken independent of x .
The set is uniformly bounded on S if it is pointwise bounded at each t ∈ S and
the bound Mt can be taken independent of t ; this last definition is consistent with
the definition of a uniformly bounded sequence of functions given in Section 4.

Theorem 2.56 (Ascoli’s Theorem). Let (S, d) be a compact metric space. If
{ fn} is a sequence of scalar-valued functions on S that is equicontinuous at each
point of S and pointwise bounded on S, then

(a) { fn} is uniformly equicontinuous and uniformly bounded on S,
(b) { fn} has a uniformly convergent subsequence.

REMARKS. The proof involves only notational changes from the special case
Theorem 1.22; there are enough such changes, however, so that it is worth writing
out the details. Inspection of this proof shows also that the range R or C may be
replaced by any compact metric space. We shall see a further generalization of
this theorem in Chapter X, and the proof at that time will look quite different.

PROOF. Since each fn is continuous at each point, we know from Propositions
2.38, 2.34a, and 2.41 that each fn is uniformly continuous and bounded. The
proof of (a) amounts to an argument that the estimates in those theorems can be
arranged to apply simultaneously for all n.
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First consider the question of uniform boundedness. Choose, by Corollary
2.39, some xn in S with | fn(xn)| equal to Kn = supx∈S | fn(x)|. Then choose
a subsequence on which the numbers Kn tend to supn Kn in R∗. There will be
no loss of generality in assuming that this subsequence is our whole sequence.
By compactness of S, apply the Bolzano–Weierstrass property given in Theorem
2.36 to find a convergent subsequence {xnk } of {xn}, and let x0 be the limit of this
subsequence. By pointwise boundedness, find Mx0 with | fn(x0)| ≤ Mx0 for all
n. Then choose some δ of equicontinuity at x0 for ≤ = 1. As soon as k is large
enough so that d(xnk , x0) < δ, we have

Knk = | fnk (xnk )| ≤ | fnk (xnk ) − fnk (x0)| + | fnk (x0)| < 1+ Mx0 .

Thus 1+ Mx0 is a uniform bound for the functions fn .
For the uniform equicontinuity, fix ≤ > 0. The uniform continuity of fn for

each n, as given in Proposition 2.41, means that it makes sense to define

δn(≤) = min
Ω
1, sup

Ω
δ0 > 0

Ø
Ø
Ø
Ø
| fn(x) − fn(y)| < ≤ whenever
d(x, y) < δ0 and x and y are in S

ææ
.

If d(x, y) < δn(≤), then | fn(x) − fn(y)| < ≤. Put δ(≤) = infn δn(≤). Let us see
that it is enough to prove that δ(≤) > 0: If x and y are in S with d(x, y) < δ(≤),
then d(x, y) < δ(≤) ≤ δn(≤). Hence | fn(x) − fn(y)| < ≤ as required.
Thus we are to prove that δ(≤) > 0. If δ(≤) = 0, then we first choose a strictly

increasing sequence {nk} of positive integers such that δnk (≤) < 1
k , and we next

choose xk and yk in S with d(xk, yk) < 1/k and | fnk (xk) − fnk (yk)| ∏ ≤. Using
the Bolzano–Weierstrass property again, we obtain a subsequence {xkl } of {xk}
such that {xkl } converges, say to a limit x0. Then

lim sup
l

d(ykl , x0) ≤ lim sup
l

d(ykl , xkl ) + lim sup
l

d(xkl , x0) = 0+ 0 = 0,

so that {ykl } converges to x0. Now choose, by equicontinuity at x0, a number
δ0 > 0 such that | fn(x) − fn(x0)| < ≤

2 for all n whenever d(x, x0) < δ0. The
convergence of {xkl } and {ykl } to x0 implies that for large enough l, we have
d(xkl , x0) < δ0 and d(ykl , x0) < δ0. Therefore | fnkl (xkl ) − fnkl (x0)| < ≤

2 and
| fnkl (ykl )− fnkl (x0)| < ≤

2 , fromwhichwe conclude that | fnkl (xkl )− fnkl (ykl )| < ≤.
But we saw that | fnk (xk) − fnk (yk)| ∏ ≤ for all k, and thus we have arrived at a
contradiction. This proves the uniform equicontinuity and completes the proof
of (a).
To prove (b), let R be a compact set containing all sets image( fn). Choose

a countable dense set D in S by Proposition 2.33. Using the Cantor diagonal
process and the Bolzano–Weierstrass property of R, we construct a subsequence
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{ fnk } of { fn} that is convergent at every point in D. Let us prove that { fnk }
is uniformly Cauchy. Redefining our indices, we may assume that nk = k for
all k. Let ≤ > 0 be given, and let δ be some corresponding number exhibiting
equicontinuity. The balls B(δ; r) centered at the members r of D cover S, and
the compactness of S gives us finitely many of their centers r1, . . . , rl such that
any member of S is within δ of at least one of r1, . . . , rl . Then choose N with
| fn(rj ) − fm(rj )| < ≤ for 1 ≤ j ≤ l whenever n and m are ∏ N . If x is in S,
let r(x) be an rj with d(x, r(x)) < δ. Whenever n and m are ∏ N , we then have

| fn(x) − fm(x)|
≤ | fn(x) − fn(r(x))| + | fn(r(x)) − fm(r(x))| + | fm(r(x)) − fm(x)|
< ≤ + ≤ + ≤ = 3≤.

Hence { fnk } is uniformly Cauchy, and (b) follows since the metric space C(S) is
complete. §

Corollary 2.57. If (S, d) is a compact metric space, then a subset E of C(S)
in the uniform metric has compact closure if and only if E is uniformly bounded
and uniformly equicontinuous.

PROOF. First let us see that if E is uniformly bounded and uniformly equicon-
tinuous, then so is Ecl. In fact, if | f (x)| ≤ M for f ∈ E , then the same thing is
true of any uniform limit of such functions. Hence Ecl is uniformly bounded. For
the uniformequicontinuity of Ecl, let ≤ be given, and find some δ of equicontinuity
for ≤ and the members of E . If f is a limit point of E , we can find a sequence
{ fn} in E converging uniformly to f . If d(x, y) < δ, then the inequality

| f (x) − f (y)| ≤ | f (x) − fn(x)| + | fn(x) − fn(y)| + | fn(y) − f (y)|

and the uniform convergence show that we obtain | f (x) − f (y)| < 3≤ by fixing
any sufficiently large n. Thus Ecl is uniformly equicontinuous.
Now suppose that E is a closed subset of C(S) that is uniformly bounded

and equicontinuous. Then Theorem 2.56 shows that any sequence in E has
a subsequence that is convergent in C(S). Since E is closed, the sequence is
convergent in E . Theorem 2.36 then shows that E is compact.
Conversely suppose that E is compact in C(S). Distance from 0 in C(S) is a

continuous real-valued function by Corollary 2.17, and this continuous function
has to be bounded on the compact set E . Thus E is uniformly bounded. For the
uniform equicontinuity, let ≤ > 0 be given. Theorem 2.46 shows that E is totally
bounded. Hence we can find a finite set f1, . . . , fl in E such that each member f
of E has supx∈S | f (x) − f j (x)| < ≤ for some j . By uniform continuity of each
fi , choose some number δ > 0 such that d(x, y) < δ implies | fi (x)− fi (y)| < ≤
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for 1 ≤ i ≤ l. If f j is the member of the finite set associated with f , then
d(x, y) < δ implies

| f (x) − f (y)| ≤ | f (x) − f j (x)| + | f j (x) − f j (y)| + | f j (y) − f (y)| < 3≤.

Hence E is uniformly equicontinuous. §

The second result about C(S) when S is compact generalizes the Weierstrass
Approximation Theorem (Theorem 1.52) of Section I.9. We shall make use of a
special case of the Weierstrass theorem in the proof—that |x | is the uniform limit
on [−1, 1] of polynomials Pn(x) with Pn(0) = 0. This special case was proved
also by a direct argument in Section I.8.
Let us distinguish the case of real-valued functions from that of complex-

valued functions, writing C(S, R) and C(S, C) in the two cases. The theorem in
question gives a sufficient condition for a “subalgebra” of C(S, R) or C(S, C) to
be dense in the whole space in the uniform metric. Pointwise addition and scalar
multiplication make C(S, R) into a real vector space and C(S, C) into a complex
vector space, and each space has also the operation of pointwisemultiplication; all
of these operations on functions preserve continuity as a consequenceofCorollary
2.29. By a subalgebraofC(S, R) orC(S, C), wemean any nonempty subset that
is closed under all these operations. The space C(S, C) has also the operation
of complex conjugation; this again preserves continuity by Corollary 2.29.
We shall work with a subalgebra of C(S, R) or of C(S, C), and we shall

assume that the subalgebra is closed under complex conjugation in the case of
complex scalars. The closure of such a subalgebra in the uniform metric is again
a subalgebra. To see that this closure is a subalgebra requires checking each
operation separately, and we confine our attention to pointwise multiplication. If
sequences { fn} and {gn} converge uniformly to f and g, then { fngn} converges
uniformly to f g because

sup
x∈S

| fn(x)gn(x) − f (x)g(x)|

≤ sup
x∈S

| fn(x)(gn(x) − g(x))| + sup
x∈S

|( fn(x) − f (x))g(x)|

≤
≥
sup
x∈S

| fn(x)|
¥≥
sup
x∈S

|gn(x)−g(x)|
¥
+

≥
sup
x∈S

|g(x)|
¥≥
sup
x∈S

| fn(x)− f (x)|
¥

with supx∈S |g(x)| finite and supx∈S | fn(x)| convergent to supx∈S | f (x)|.
We say that a subalgebra of C(S, R) or C(S, C) separates points if for each

pair of distinct points x1 and x2 in S, there is some f in the subalgebra with
f (x1) 6= f (x2).
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Theorem 2.58 (Stone–Weierstrass Theorem). Let (S, d) be a compact metric
space.

(a) If A is a subalgebra of C(S, R) that separates points and contains the
constant functions, then A is dense in C(S, R) in the uniform metric.

(b) IfA is a subalgebra ofC(S, C) that separates points, contains the constant
functions, and is closed under complex conjugation, then A is dense in
C(S, C) in the uniform metric.

PROOF OF (a). Let Acl be the closure of A in the uniform metric. We recalled
above from Chapter I that |t | is the limit of polynomials t 7→ Pn(t) uniformly on
[−1, 1]. It follows that |t | is the limit of polynomials t 7→ Qn(t) = MPn(M−1t)
uniformly on [−M,M]. Taking M = supx∈S | f (x)|, we see that | f | is in Acl
whenever f is in A.
Since Acl is a subalgebra closed under addition and scalar multiplication as

well, the formulas

max{ f, g} = 1
2 ( f + g) + 1

2 | f − g|,

min{ f, g} = 1
2 ( f + g) − 1

2 | f − g|,

show that Acl is closed under pointwise maximum and pointwise minimum for
two functions. Iterating, we see thatAcl is closed under pointwise maximum and
pointwise minimum for n functions for any integer n ∏ 2.
The heart of the proof is an argument that if f ∈ C(S, R), x ∈ S, and ≤ > 0

are given, then there exists gx in Acl such that gx(x) = f (x) and

gx(s) > f (s) − ≤

for all s ∈ S. The argument is as follows: For each y ∈ S other than x , there exists
a function inA taking distinct values at x and y. Some linear combination of this
function and the constant function 1 is a function hy in A with hy(x) = f (x)
and hy(y) = f (y). To complete the definition of hy for all y ∈ S, we set
hx equal to the constant function f (x)1. The continuity of hy and the equality
hy(y) = f (y) imply that there exists an open neighborhood Uy of y such that
hy(s) > f (s) − ≤ for all s ∈ Uy . As y varies, these open neighborhoods cover
S, and by compactness of S, finitely many suffice, say Uy1, . . .Uyk . Then the
function gx = max{hy1, . . . , hyk } has gx(s) > f (s) − ≤ for all s ∈ S. Also, it
has gx(x) = f (x), and it is in Acl, since Acl is closed under pointwise maxima.
To complete the proof of (a), we continue with f ∈ C(S, R) and ≤ > 0 as

above. We shall produce a member h of Acl such that |h(s) − f (s)| < ≤ for all
s ∈ S. For each x , the continuity of gx and the equality gx(x) = f (x) imply
that there is an open neighborhood Vx of x such that gx(s) < f (s) + ≤ for all
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s ∈ Vx . As x varies, these open neighborhoods cover S, and by compactness of
S, finitely many suffice, say Vx1, . . . Vxl . The function h = min{gx1, . . . , gxl } has
h(s) < f (s) + ≤ for all s ∈ S, and it is in (Acl)cl = Acl, since each gxj is in Acl.
Since each gxj has gxj (s) > f (s) − ≤ for all s ∈ S, we have h(s) > f (s) − ≤ as
well. Thus |h(s) − f (s)| < ≤ for all s ∈ S.
Since ≤ is arbitrary, we conclude that f is a limit point of Acl. But Acl is

closed, and hence f is in Acl. ThereforeAcl = C(S, R). §

PROOF OF (b). Let AR be the subset of members of A that take values in R.
Then AR is certainly closed under addition, multiplication by real scalars, and
pointwise multiplication, and the real-valued constant functions are in AR. If
f = u + iv is in A and has real and imaginary parts u and v, then f̄ is in A
by assumption, and hence so are u = 1

2 ( f + f̄ ) and v = 1
2i ( f − f̄ ). We are

given that A separates points of S. If x1 and x2 are distinct points of S with
f (x1) 6= f (x2), then either u(x1) 6= u(x2) or v(x1) 6= v(x2), and it follows that
AR separates points. By (a), AR is dense in C(S, R). Finally let f = u + iv be
in C(S, C), and let {un} and {vn} be sequences in AR converging uniformly to u
and v, respectively. Then {un + ivn} is a sequence inA converging uniformly to
f . Hence A is dense in C(S, C). §

EXAMPLES.
(1) On a closed bounded interval [a, b] of the line, the scalar-valued polyno-

mials form an algebra that separates points, contains the constants, and is closed
under conjugation. The Stone–Weierstrass Theorem in this case reduces to the
Weierstrass Theorem (Theorem 1.52), saying that the polynomials are dense in
C([a, b]).
(2) Consider the algebra of continuous complex-valued periodic functions

on [−π, π] and the subalgebra of complex-valued trigonometric polynomialsPN
n=−N cneinx ; here N depends on the trigonometric polynomial. Neither the

algebra nor the subalgebra separates points, since all functions in question have
f (−π) = f (π). To make the theorem applicable, we consider the domain of
these functions to be the unit circle of C, parametrized by eix ; this parametriza-
tion is permissible by Corollary 1.45, and continuity is preserved. The Stone–
Weierstrass Theorem then applies and gives a new proof that the trigonometric
polynomials are dense in the space of complex-valued continuous periodic func-
tions; our earlier proof was constructive, deducing the result as part of Fejér’s
Theorem (Theorem 1.59).
(3) Let Sn−1 be the unit sphere

©
x ∈ Rn

Ø
Ø |x | = 1

™
in Rn . The restrictions

to Sn−1 of all scalar-valued polynomials P(x1, . . . , xn) in n variables form a
subalgebra of C(Sn−1) that separates points, contains the constants, and is closed
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under conjugation. The Stone–Weierstrass Theorem says that this subalgebra is
dense in C(Sn−1).
(4) Let S be the closed unit disk

©
z
Ø
Ø |z| ≤ 1

™
inC. The setA of restrictions to

S of sums of power series having infinite radius of convergence is a subalgebra of
C(S, C) that separates points and contains the constants. However, the continuous
function z̄ is not in the closure, because it has integral 0 over S with everymember
ofA and also with uniform limits on S of members ofA. This example shows the
need for some hypothesis like “closed under complex conjugation” in Theorem
2.58b.

Corollary 2.59. If (S, d) is a compact metric space, then C(S) is separable as
a metric space.

PROOF. It is enough to consider C(S, C), since C(S, R) is a metric subspace
of C(S, C). Being compact metric, S is separable by Proposition 2.33. Let B be
a countable base of S. The number of pairs (U, V ) of members of B such that
U cl ⊆ V is countable. By Proposition 2.30e, there exists a continuous function
fUV : S → R such that fUV is 1 on U cl and fUV is 0 on V c. Let us show that
the system of functions fUV separates points of S.
If x1 and x2 are given, theT1 property of S (Proposition 2.30a), when combined

with Proposition 2.31, gives us a member V of B such that x1 is in V and V ⊆
{x2}c. Since the set V c is closed and does not contain x1, the property that S is
regular (Proposition 2.30c) gives us disjoint open sets U1 and V1 with x1 ∈ U1
and V c ⊆ V1. The latter condition means that V ⊇ V c

1 . By Proposition 2.31
let U be a basic open set with x1 ∈ U and U ⊆ U1. Then we have x1 ∈ U ⊆
U1 ⊆ U cl

1 ⊆ V c
1 ⊆ V and hence also x1 ∈ U ⊆ U cl ⊆ V . The function fUV is

therefore 1 on x1 and 0 on x2, and the system of functions fUV separates points.
The set of all finite products of functions fUV and the constant function 1

is countable, and so is the set D of linear combinations of all these functions
with coefficients of the form q1 + iq2 with q1 and q2 rational. The claim is that
this countable set D is dense in C(S, C). The closure of D certainly contains the
algebraA of all complex linear combinations of the function 1 and arbitrary finite
products of functions fUV , and A is closed under complex conjugation. By the
Stone–Weierstrass Theorem (Theorem 2.58),Acl = C(S, C). Since Dcl contains
A, we have C(S, C) = Acl ⊆ (Dcl)cl = Dcl. In other words, D is dense. §

11. Completion

If (X, d) and (Y, ρ) are two metric spaces, an isometry of X into Y is a function
ϕ : X → Y that preserves distances: ρ(ϕ(x1), ϕ(x2)) = d(x1, x2) for all x1 and
x2 in X . For example, a rotation (x, y) 7→ (x cos θ − y sin θ, x sin θ + y cos θ) is
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an isometry ofR2 with itself. An isometry is necessarily continuous (with δ = ≤).
However, an isometry need not have the whole range as image. For example, the
map x 7→ (x, 0) of R1 into R2 is an isometry that is not onto R2. In the case that
there exists an isometry of X onto Y , we say that X and Y are isometric.

Theorem 2.60. If (X, d) is a metric space, then there exist a complete metric
space (X∗,1) and an isometry ϕ : X → X∗ such that the image of X in X∗ is
dense.

REMARK. It is observed in Problems 25–26 at the end of the chapter that
(X∗,1) and ϕ : X → X∗ are essentially unique. The metric space (X∗,1) is
called a completion of (X, d), or sometimes “the” completion because of the
essential uniqueness. There is more than one construction of X∗, and the proof
belowwill use a construction by Cauchy sequences that is immediately suggested
if X is the set of rationals and X∗ is the set of reals.

PROOF. Let Cauchy(X) be the set of all Cauchy sequences in X . Define a
relation ∼ on Cauchy(X) as follows: if {pn} and {qn} are in Cauchy(X), then
{pn} ∼ {qn} means lim d(pn, qn) = 0.
Let us prove that ∼ is an equivalence relation. It is reflexive, i.e., has {pn} ∼

{pn}, because d(pn, pn) = 0 for all n. It is symmetric, i.e., has the property that
{pn} ∼ {qn} implies {qn} ∼ {pn}, because d(pn, qn) = d(qn, pn). It is transitive,
i.e., has the property that {pn} ∼ {qn} and {qn} ∼ {rn} together imply {pn} ∼ {rn},
because

0 ≤ d(pn, rn) ≤ d(pn, qn) + d(qn, rn)

and each term on the right side is tending to 0. Thus∼ is an equivalence relation.
Let X∗ be the set of equivalence classes. If P and Q are two equivalence

classes, we set
1(P, Q) = lim d(pn, qn), (∗)

where {pn} is a member of the class P and {qn} is a member of the class Q. We
have to prove that the limit in (∗) exists inR and then that the limit is independent
of the choice of representatives of P and Q.
For the existence of the limit (∗), it is enough to prove that the sequence

{d(pn, qn)} is Cauchy. The triangle inequality gives

d(pn, qn) ≤ d(pn, pm) + d(pm, qm) + d(qm, qn)

and hence d(pn, qn) − d(pm, qm) ≤ d(pn, pm) + d(qm, qn). Reversing the roles
of m and n, we obtain

|d(pn, qn) − d(pm, qm)| ≤ d(pn, pm) + d(qm, qn).
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The two terms on the right side tend to 0, since {pk} and {qk} are Cauchy, and
hence {d(pn, qn)} is Cauchy. Thus the limit (∗) exists.
We have also to show that the limit (∗) is independent of the choice of repre-

sentatives. Let {pn} and {p0
n} be in P , and let {qn} and {q 0

n} be in Q. Then

d(pn, qn) ≤ d(pn, p0
n) + d(p0

n, q
0
n) + d(q 0

n, qn).

Since the first and third terms on the right side tend to 0 and the other terms in
the inequality have limits, we obtain limn d(pn, qn) ≤ limn d(p0

n, q 0
n). Revers-

ing the roles of the primed and unprimed symbols, we obtain lim d(p0
n, q 0

n) ≤
lim d(pn, qn). Therefore lim d(pn, qn) = lim d(p0

n, q 0
n), and 1(P, Q) is well

defined.
Let us see that (X∗,1) is a metric space. Certainly 1(P, P) = 0 and

1(P, Q) = 1(Q, P). To prove the triangle inequality

1(P, Q) ≤ 1(P, R) + 1(R, Q), (∗∗)

let {pn} be in P , {qn} be in Q, and {rn} be in R. Since

d(pn, qn) ≤ d(pn, rn) + d(rn, qn),

we obtain (∗∗) by passing to the limit. Finally if two unequal classes P and Q
are given, and if {pn} and {qn} are representatives, then lim d(pn, qn) 6= 0 by
definition of ∼. Therefore1(P, Q) > 0. Thus (X∗,1) is a metric space.
Now we can define the isometry ϕ : X → X∗. If x is in X , then ϕ(x) is the

equivalence class of the constant sequence {pn} in which pn = x for all n. To
see that ϕ is an isometry, let x and y be in X , let pn = x for all n, and let qn = y
for all n. Then 1(ϕ(x), ϕ(y)) = lim d(pn, qn) = lim d(x, y) = d(x, y), and ϕ
is an isometry.
Let us prove that ϕ(X) is dense in X∗. In fact, if P is in X∗ and {pn} is

a representative, we show that ϕ(pn) → P . If ϕ(pn) = P for all sufficiently
large n, then P is in ϕ(X); otherwise this limit relation will exhibit P as a limit
point of ϕ(X), and we can conclude that P is in ϕ(X)cl in any case. In other
words, ϕ(pn) → P implies that ϕ(X) is dense. To prove that we actually do
have ϕ(pn) → P , let ≤ > 0 be given. Choose N such that k ∏ m ∏ N implies
d(pm, pk) < ≤. Then 1(ϕ(pm), P) = limk d(pm, pk) ≤ ≤ for m ∏ N . Hence
limm 1(ϕ(pm), P) = 0 as required.
Finally let us prove that X∗ is complete by showing directly that any Cauchy

sequence {Pn} converges. Since ϕ(X) is dense in X∗, we can choose xn ∈ X with
1(ϕ(xn), Pn) < 1/n. First let us prove that {xn} is Cauchy in X . Let ≤ > 0 be
given, and choose N large enough so that 1(Pn, Pn0) < ≤/3 when n and n0 are
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∏ N . Possibly by taking N still larger, we may assume that 1/N < ≤/3. Then
whenever n and n0 are ∏ N , we have

d(xn, xn0) = 1(ϕ(xn), ϕ(xn0))

≤ 1(ϕ(xn), Pn) + 1(Pn, Pn0) + 1(Pn0, ϕ(xn0))

≤ 1
n + ≤

3 + 1
n0 ≤ 1

N + ≤
3 + 1

N < ≤
3 + ≤

3 + ≤
3 = ≤.

Thus {xn} is Cauchy in X . Let P ∈ X∗ be the equivalence class to which {xr }
belongs. We prove completeness by showing that Pn → P . Let ≤ > 0 be given,
and choose N large enough so that r ∏ n ∏ N implies d(xn, xr ) < ≤/2. Possibly
by taking N still larger, we may assume that 1N < ≤

2 . Then r ∏ n ∏ N implies

1(Pn, P) ≤ 1(Pn, ϕ(xn)) + 1(ϕ(xn), P) < 1
n + lim

r
d(xn, xr ) < ≤

2 + ≤
2 = ≤.

Thus Pn → P . Hence every Cauchy sequence in X∗ converges, and X∗ is
complete. §

An important application of Theorem 2.60 for algebraic number theory is
to the construction of the p-adic numbers, p being prime. The metric space
that is completed is the set of rationals with a certain nonstandard metric. This
application appears in Problems 27–31 at the end of this chapter.

12. Problems

1. As in Example 9 of Section 1, let S be a nonempty set, fix an integer n > 0, and
let X be the set of n-tuples of members of S. For n-tuples x = (x1, . . . , xn) and
y = (y1, . . . , yn), define d(x, y) = #{ j | xj 6= yj }, the number of components in
which x and y differ. Prove that d satisfies the triangle inequality, so that (X, d)

is a metric space.
2. Prove that a separable metric space is the disjoint union of a countable open set

and a closed set in which every point is a limit point.
3. Give an example of a function f : [0, 1] → R for which the graph of f , given

by
©
(x, f (x))

Ø
Ø 0 ≤ x ≤ 1

™
, is a closed subset ofR2 and yet f is not continuous.

4. If A is a dense subset of a metric space (X, d) and U is open in X , prove that
U ⊆ (A ∩U)cl.

5. Let (X, d) be a metric space, let U be an open set, and let E1 ⊇ E2 ⊇ · · · be a
decreasing sequence of closed bounded sets with

T∞
n=1 En ⊆ U .

(a) For X equal to Rn , show that EN ⊆ U for some N .
(b) For X equal to the subspace Q of rationals in R1, give an example to show

that EN ⊆ U can fail for every N .
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6. Let F : X × Y → Z be a function from the product of two metric spaces into a
metric space.
(a) Suppose that (x, y) 7→ F(x, y) is continuous and that Y is compact. Prove

that F(x, · ) tends to F(x0, · ) uniformly on Y as x tends to x0.
(b) Conversely suppose 7→ F(x, y) is continuous except possibly at points

(x, y) = (x0, y), and suppose that F(x, · ) → F(x0, · ) uniformly. Prove
that F is continuous everywhere.

7. Give an example of a continuous function between two metric spaces that fails
to carry some Cauchy sequence to a Cauchy sequence.

8. (Contraction mapping principle) Let (X, d) be a complete metric space, let
r be a number with 0 ≤ r < 1, and let f : X → X be a contractionmapping,
i.e., a function such that d( f (x), f (y)) ≤ rd(x, y) for all x and y in X . Prove
that there exists a unique x0 in X such that f (x0) = x0.

9. Prove that a countable complete metric space has an isolated point.
10. A metric space (X, d) is called locally connected if each point has arbitrarily

small open neighborhoods that are connected. Let C be a Cantor set in [0, 1], as
described in Section 9, and let X ⊂ R2 be the union of the three sets C × [0, 1],
[0, 1]× {0}, and [0, 1]× {1}. Prove that X is compact and connected but is not
locally connected.

Problems 11–13 concern the relationship between connected and pathwise connected.
It was observed in Section 8 that pathwise connected implies connected. A metric
space is called locally pathwise connected if each point has arbitrarily small open
neighborhoods that are pathwise connected.
11. Prove that a metric space (X, d) that is connected and locally pathwise connected

is pathwise connected.
12. Deduce from the previous problem that for an open subset of Rn , connected

implies pathwise connected.
13. Prove that any open subset ofR1 is uniquely the disjoint union of open intervals.

Problems 14–17 concern almost periodic functions. Let f : R1 → C be a bounded
uniformly continuous function. If ≤ > 0, an ≤ almost period for f is a number t such
that | f (x + t)− f (x)| ≤ ≤ for all real x . A subset E of R1 is called relatively dense
if there is some L > 0 such that any interval of length ∏ L contains a member of E .
The function f is Bohr almost periodic if for every ≤ > 0, its set of ≤ almost periods
is relatively dense. The function f is Bochner almost periodic if every sequence of
translates { ftn }, where ft (x) = f (x + t), has a uniformly convergent subsequence.
Any function x 7→ eicx with c real is an example.
14. As usual, let B(R1, C) be the metric space of bounded complex-valued functions

on R1 in the uniform metric. Show that the subspace of bounded uniformly
continuous functions is closed, hence complete.
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15. Show that a bounded uniformly continuous function f : R1 → C is Bohr almost
periodic if and only if the set

©
ft

Ø
Ø t ∈ R1

™
is totally bounded in B(R1, C).

16. Prove that a bounded uniformly continuous function f : R1 → C is Bohr almost
periodic if and only if it is Bochner almost periodic. Thus the names Bohr and
Bochner can be dropped.

17. Prove that the set of almost periodic functions on R1 is an algebra closed under
complex conjugation and containing the constants. Prove also that it is closed
under uniform limits.

Problems 18–20 concern the special case whose proof precedes that of the Stone–
Weierstrass Theorem (Theorem 2.58). In the text in Section 10, this preliminary
special case was the function |x | on [−1, 1], and it was handled in two ways—in
Section I.8 by the binomial expansion and Abel’s Theorem and in Section I.9 as a
special case of theWeierstrass Approximation Theorem. The problems in the present
group handle an alternative preliminary special case, the function

p
x on [0, 1]. This

is just as good because |x | =
p
x2.

18. (Dini’sTheorem) Let X be a compactmetric space. Suppose that fn : X → R
is continuous, that f1 ≤ f2 ≤ f3 ≤ · · · , and that f (x) = lim fn(x) is
continuous and is nowhere +∞. Use the defining property of compactness
to prove that fn converges to f uniformly on X .

19. Define a sequence of polynomial functions Pn : [0, 1] → R by P0(x) = 0 and
Pn+1(x) = Pn(x) + 1

2 (x − Pn(x)2). Prove that 0 = P0 ≤ P1 ≤ P2 ≤ · · · ≤
p
x ≤ 1 and that limn Pn(x) =

p
x for all x in [0, 1].

20. Combine the previous two problems to prove that
p
x is the uniform limit of

polynomial functions on [0, 1].

Problems 21–24 concern the effect of removing from the Stone–Weierstrass Theorem
(Theorem2.58) the hypothesis that the given algebra contains the constants. Let (S, d)

be a compact metric space, and letA be a subalgebra ofC(S, R) that separates points.
There can be no pair of points {x, y} such that all members of A vanish at x and y.
21. If for each s ∈ S, there is some member of A that is nonzero at s, prove in the

following way that A is still dense in C(S, R): Observe that the only place in
the proof of Theorem 2.58a that the presence of constant functions is used is in
the construction of the function hy in the third paragraph. Show that a function
hy still exists in A with hy(x) = f (x) and hy(y) = f (y) under the weaker
hypothesis that for each s ∈ S, there is some member of A that is nonzero at s.

22. Suppose that the members of A all vanish at some s0 in S. Let B = A + R1,
so that Theorem 2.58a applies to B. Use the linear function L : C(S, R) → R
given by L( f ) = f (s0), together with the fact that B cl = C(S, R), to prove that
A is uniformly dense in the subalgebra of all members of C(S, R) that vanish
at s0.
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23. Adapt the above arguments to prove corresponding results about the algebra
C(S, C) of complex-valued continuous functions.

24. Let C0([0,+∞), R) be the algebra of continuous functions from [0,+∞) into
R that have limit 0 at +∞.
(a) Prove that the set of all finite linear combinations of functions e−nx for

positive integers n is dense in C0([0,+∞), R).
(b) Suppose that f is in C0([0,+∞), R), that f (x) = 0 for x ∏ b, and that

R b
0 f (x)e−nx dx = 0 for all integers n > 0. Prove that f is the 0 function.

Problems 25–26 concern completions of a metric space. They use the notation of
Theorem 2.60. The first problem says that the completion is essentially unique, and
the second problem addresses the question of what happens if the original space is
already complete; in particular it shows that the completion of the completion is the
completion.
25. Suppose that (X, d) is a metric space, that (X∗

1,11) and (X∗
2,12) are complete

metric spaces, and that ϕ1 : X → X∗
1 and ϕ2 : X → X∗

2 are isometries such that
ϕ1(X) is dense in X∗

1 and ϕ2(X) is dense in X∗
2 . Prove that there exists a unique

isometry √ of X∗
1 onto X

∗
2 such that ϕ2 = √ ◦ ϕ1.

26. Prove that a metric space X is complete if and only if X∗ = X , i.e., if and only
if the standard isometry ϕ of X into its completion X∗ is onto.

Problems 27–31 concern the field Qp of p-adic numbers. The problems assume
knowledge of unique factorization for the integers; the last problem in addition
assumes knowledge of rings, ideals, and quotient rings. Let Q be the set of rational
numbers with their usual arithmetic, and fix a prime number p. Each nonzero rational
number r can be written, via unique factorization of integers, as r = mpk/n with p
not dividing m or n and with k a well-defined integer (positive, negative, or zero).
Define |r |p = p−k . For r = 0, define |0|p = 0. The function | · |p plays a role in
the relationship betweenQ andQp similar to the role played by absolute value in the
relationship between Q and R.
27. Prove that | · |p on Q satisfies (i) |r |p ∏ 0 with equality if and only if r = 0,

(ii) | − r |p = |r |p, (iii) |rs|p = |r |p|s|p, and (iv) |r + s|p ≤ max{|r |p, |s|p}.
Property (iv) is called the ultrametric inequality.

28. Show that (Q, d) is a metric space under the definition d(r, s) = |r − s|p.
29. Let (Qp, d) be the completion of the metric space (Q, d). Since |r |p can be

recovered from the metric by |r |p = d(r, 0), the function | · |p extends to a
continuous function | · |p : Qp → R.
(a) Using Proposition 2.47, show that addition, as a function fromQ×Q toQp,

extends to a continuous function fromQp × Qp toQp. Argue similarly that
the operation of passing to the negative, as a function fromQ toQp, extends
to a continuous function from Qp to Qp. Then prove that Qp is an abelian
group under addition.
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(b) Show that multiplication, as a function from Q × Q to Qp, extends to a
continuous function from Qp × Qp to Qp. (This part is subtler than (a)
because multiplication is not uniformly continuous as a function of two
variables.)

(c) Let Q× = Q − {0} and Q×
p = Qp − {0}. Show that the operation of

taking the reciprocal, as a function fromQ× toQ×
p , extends to a continuous

function from Q×
p to itself. Then prove that Q×

p is an abelian group under
multiplication.

(d) Complete the proof that Qp is a field by establishing the distributive law
t (r + s) = tr + ts within Qp.

30. (a) Prove that the subset
©
t ∈ Qp

Ø
Ø |t |p ≤ 1

™
of Qp is totally bounded.

(b) Prove that a subset ofQp is compact if and only if it is closed and bounded.
31. Prove that the subsetZp ofQp with |x |p ≤ 1 is a commutative ring with identity,

that the subset P with |x |p ≤ p−1 is an ideal in Zp, and that the quotient Zp/P
is a field of p elements.



CHAPTER III

Theory of Calculus in Several Real Variables

Abstract. This chapter gives a rigorous treatment of parts of the calculus of several variables.
Sections1–3handle themore elementaryparts of the differential calculus. Section1 introduces an

operator norm that makes the space of linear functions fromRn toRm or fromCn toCm into a metric
space. Section 2 goes through the definitions and elementary facts about differentiation in several
variables in terms of linear transformations and matrices. The chain rule and Taylor’s Theoremwith
integral remainder are two of the results of the section. Section 3 supplements Section 2 in order to
allow vector-valued and complex-valued extensions of all the results.
Sections 4–5 are digressions. The material in these sections uses the techniques of the present

chapter but is not needed until later. Section 4 develops the exponential function on complex square
matrices and establishes its properties; it will be applied in Chapter IV. Section 5 establishes the
existence of partitions of unity in Euclidean space; this result will be applied at the end of Section 10.
Section 6 returns to the development in Section 2 and proves two important theorems about

differential calculus. The Inverse Function Theorem gives sufficient conditions under which a
differentiable function from an open set in Rn into Rn has a locally defined differentiable inverse,
and the Implicit Function Theorem gives sufficient conditions for the local solvability ofm nonlinear
equations in n + m variables for m of the variables in terms of the other n. The Inverse Function
Theorem is proved on its own, and the Implicit Function Theorem is derived from it.
Sections 7–10 treat Riemann integration in several variables. Elementary properties analogous

to those in the one-variable case are in Section 7, a useful necessary and sufficient condition for
Riemann integrability is established in Section 8, Fubini’s Theorem for interchanging the order of
integration is in Section 9, and a preliminary change-of-variables theorem for multiple integrals is
in Section 10.
Sections 11–13 give a careful treatment of integrals of scalar-valued and vector-valued functions

on simple arcs and other curves in Rn . The main theorem, proved in Section 13, is Green’s Theorem
for the plane, which for a suitably nice region of R2 relates a line integral over the boundary to a
double integral over the region. Section 13 concludes with some remarks about higher-dimensional
generalizations.

1. Operator Norm

This sectionworkswith linear functions from n-dimensional column-vector space
to m-dimensional column-vector space. It will have applications within this
chapter both when the scalars are real and when the scalars are complex. To
be neutral let us therefore write F for R or C. Material on the correspondence
between linear functions andmatricesmay be found in SectionA7ofAppendixA.

136
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Specifically for m > 0 and n > 0, let L(Fn, Fm) be the vector space of all
linear functions from Fn into Fm . This space corresponds to the vector space
of m-by-n matrices with entries in F, as follows: In the notation in Section A7
of Appendix A, we let (e1, . . . , en) be the standard ordered basis of Fn , and
(u1, . . . , um) the standard ordered basis of Fm . We define a dot product in Fm by

(a1, . . . , am) · (b1, . . . , bm) = a1b1 + · · · + ambm

with no complex conjugations involved. The correspondence of a linear function
T in L(Fn, Fm) to a matrix A with entries in F is then given by Ai j = T (ej ) · ui .
Let | · | denote the Euclidean norm on Fn or Fm , given as in Section II.1 by

the square root of the sum of the absolute values squared of the entries. The
Euclidean norm makes Fn and Fm into metric spaces, the distance between two
points being the Euclidean norm of the difference.

Proposition 3.1. If T is a member of the space L(Fn, Fm) of linear functions
from Fn to Fm , then there exists a finite M such that |T (x)| ≤ M|x | for all x in
Fn . Consequently T is uniformly continuous on Fn .
PROOF. Each x in Fn has x =

Pn
j=1 (x · ej )ej , and linearity gives T (x) =Pn

j=1 (x · ej )T (ej ). Thus

|T (x)| =
Ø
Ø
Ø

nX

j=1
(x · ej )T (ej )

Ø
Ø
Ø ≤

nX

j=1
|T (ej )||x · ej |.

The expression x · ej is just the j th entry of x , and hence |x · ej | ≤ |x |. Therefore
|T (x)| ≤

°Pn
j=1 |T (ej )|

¢
|x |, and the first conclusion has been proved with

M =
Pn

j=1 |T (ej )|. Replacing x by x − y gives

|T (x) − T (y)| = |T (x − y)| ≤ M|x − y|,

and uniform continuity of T follows with δ = ≤/M . §

Let T be in L(Fn, Fm). Using Proposition 3.1, we define the operator norm
kTk of T to be the nonnegative number

kTk = inf
M∏0

©
M

Ø
Ø |T (x)| ≤ M|x | for all x ∈ Fn

™
.

|T (x)| ≤ kTk |x | for all x ∈ Fn.Then

Since |T (cx)| = |c||T (x)| for any scalar c, the inequality |T (x)| ≤ M|x | holds
for all x 6= 0 if and only if it holds for all x with 0 < |x | ≤ 1, if and only if it
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holds for all x with |x | = 1. Also, we have T (0) = 0. It follows that two other
expressions for kTk are

kTk = sup
|x |≤1

|T (x)| = sup
|x |=1

|T (x)|.

Proposition 3.2. The operator norm on L(Fn, Fm) satisfies
(a) kTk ∏ 0 with equality if and only if T = 0,
(b) kcTk = |c| kTk for c in F,
(c) kT + Sk ≤ kTk + kSk,
(d) kT Sk ≤ kTkkSk if S is in L(Fn, Fm) and T is in L(Fm, Fk),
(e) k1k = 1 if n = m and 1 denotes the identity function on Fn .

PROOF. All the properties but (d) are immediate. For (d), we have

|(T S)(x)| = |T (S(x))| ≤ kTk |S(x)| ≤ kTkkSk |x |.

Taking the supremum for |x | ≤ 1 yields kT Sk ≤ kTkkSk. §

Corollary 3.3. The space L(Fn, Fm) becomes a metric space when a metric
d is defined by d(T, S) = kT − Sk.

PROOF. Conclusion (a) of Proposition3.2 shows thatd(T, S) ∏ 0with equality
if andonly ifT = S, conclusion (b) shows thatd(T, S) = d(S, T ), andconclusion
(c) yields the triangle inequality because substitution of T = T 0 − V 0 and S =
V 0 −U 0 into (c) yields d(T 0,U 0) ≤ d(T 0, V 0) + d(V 0,U 0). §

Suppose that F = C. If the matrix A that corresponds to some T in L(Cn, Cm)
has real entries, we can regard T as a member of L(Rn, Rm), as well as a member
of L(Cn, Cm). Two different definitions of kTk are in force. Let us check that
they yield the same value for kTk.

Proposition 3.4. Let T be in L(Cn, Cm), and suppose that the vector T (ej )
lies in Rm for 1 ≤ j ≤ n. Then T carries Rn into Rm , and kTk is consistently
defined in the sense that

kTk = sup
x∈Rn, |x |≤1

|T (x)| = sup
z∈Cn, |z|≤1

|T (z)|.

PROOF. The first conclusion follows since T is R linear. For the second
conclusion, let kTkR and kTkC be the middle and right expressions, respectively,
in the displayed equation above. Certainly we have kTkR ≤ kTkC . If z is in Cn ,
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write z = x + iy with x and y in Rn . Since T (x) and T (y) are in Rn and T is C
linear,

|T (z)|2 = |T (x) + iT (y)|2 = |T (x)|2 + |T (y)|2

≤ (kTkR |x |)2 + (kTkR |y|2) = kTk2
R
(|x |2 + |y|2) = kTk2

R
|z|2.

Hence |T (z)| ≤ kTkR |z|, and it follows that kTkC ≤ kTkR . The second
conclusion follows. §

We shall encounter limits of linear functions in the metric d given in Corollary
3.3, and it is worth knowing just what these limits mean. For this purpose, let T
be in L(Fn, Fm), and define the Hilbert–Schmidt norm of T to be

|T | =
≥ nX

j=1
|T (ej )|2

¥1/2
.

This quantity has an interpretation in terms of the m-by-n matrix A that is asso-
ciated to the linear function T by the above formula Ai j = T (ej ) · ui . Namely,
|T | equals

°P
i, j |Ai j |2

¢1/2, which is just the Euclidean norm of the matrix A
if we think of A as lying in Fnm . This correspondence provides the license for
using the notation of a Euclidean norm for the Hilbert–Schmidt norm of T . The
Hilbert–Schmidt norm has the same three properties as the operator norm that
allow us to use it to define a metric:

(i) |T | ∏ 0 with equality if and only if T = 0,
(ii) |cT | = |c| |T | for c in F,
(iii) |T + S| ≤ |T | + |S|.

Let us write d2(T, S) = |T − S| for the associated metric. Parenthetically we
might mention that the analogs of (d) and (e) for the Hilbert–Schmidt norm are
(iv) |T S| ≤ |T | |S| if S is in L(Fn, Fm) and T is in L(Fm, Fk),
(v) |1| =

p
n if n = m and 1 denotes the identity function on Fn .

We shall have no need for these last two properties, and their proofs are left to be
done in Problem 1 at the end of the chapter.

Proposition 3.5. The operator norm and Hilbert–Schmidt norm on L(Fn, Fm)
are related by

kTk ≤ |T | ≤
p
n kTk.

Consequently the associated metrics are related by

d ≤ d2 ≤
p
n d.
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PROOF. If |x | ≤ 1, then the triangle inequality and the classical Schwarz
inequality of Section A5 give

|T (x)| =
Ø
Ø
Ø

nX

j=1
(x · ej )T (ej )

Ø
Ø
Ø ≤

nX

j=1
|x · ej | |T (ej )|

≤
≥ nX

j=1
|x · ej |2

¥1/2≥ nX

j=1
|T (ej )|2

¥1/2
= |x |

≥ nX

j=1
|T (ej )|2

¥1/2
≤ |T |.

Taking the supremum over x yields kTk ≤ |T |. In addition,

|T |2 =
nX

j=1
|T (ej )|2 ≤

nX

j=1
kTk2|ej |2 = nkTk2,

and the second asserted inequality follows. §

Proposition 3.5 implies that the identity map between the two metric spaces
(L(Fn, Fm) , d) and (L(Fn, Fm), d2) is uniformly continuous and has a uniformly
continuous inverse. Therefore open sets, convergent sequences, and even Cauchy
sequences are the same in the two metrics. Briefly said, convergence in the
operator norm means entry-by-entry convergence of the associated matrices, and
similarly for Cauchy sequences.

2. Nonlinear Functions and Differentiation

We begin a discussion of more general functions between Euclidean spaces by
defining the multivariable derivative for such a function and giving conditions
for its existence. Let E be an open set in Rn , and let f : E → Rm be a

function. We can write f (x) =

√ f1(x)
...

fm(x)

!

, where fi (x) = f (x) · ui . Then

f (x) =
Pm

i=1 fi (x)ui . The functions fi : E → R are called the components of
f . The associated partial derivatives are given by

@ fi
@xj

(x) =
d
dt

fi (x + tej )
Ø
Ø
t=0.

We say that f is differentiable at x in E if there is some T in L(Rn, Rm) with

lim
h→0

| f (x + h) − f (x) − T (h)|
|h|

= 0.
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The linear function T is unique if it exists. In fact, if T1 and T2 both serve as
T in this limit relation, then we write

T2(h) − T1(h) =
°
f (x + h) − f (x) − T1(h)

¢
−

°
f (x + h) − f (x) − T2(h)

¢

and find that

|T1(h) − T2(h)|
|h|

≤
| f (x + h) − f (x) − T1(h)|

|h|
+

| f (x + h) − f (x) − T2(h)|
|h|

−→ 0.

If T1 6= T2, choose some v ∈ Rn with |v| = 1 and T1(v) 6= T2(v). As a nonzero
real parameter t tends to 0, we must have

|T1(v) − T2(v)|

= |tv|−1
Ø
Ø° f (x + tv) − f (x) − T1(tv)

¢
−

°
f (x + tv) − f (x) − T2(tv)

¢ØØ

−→ 0.

Since t does not appear on the left side but the right side tends to 0, the result is a
contradiction. Thus T1 = T2, and T is unique in the definition of “differentiable.”
If T exists, we write f 0(x) for it and call f 0(x) the derivative of f at x .

If f is differentiable at every point x in E , then x 7→ f 0(x) defines a function
f 0 : E → L(Rn, Rm). Wedealwith thedifferentiabilityof this functionpresently.
A differentiable function is necessarily continuous. In fact, differentiability at

x implies that | f (x + h) − f (x) − T (h)| → 0 as h → 0. Since T is continuous,
T (h) → 0 also. Thus f (x + h) → f (x), and f is continuous at x .

Proposition 3.6. Let E be an open set of Rn , and let f : E → Rm be a

function. If f 0(x) exists, then
@ fi
@xj

(x) exists for all i and j , and

@ fi
@xj

(x) = f 0(x)(ej ) · ui .

REMARKS. In other words, if f 0(x) exists at some point x , then it has to be

the linear function whose matrix is
h @ fi
@xj

(x)
i
. This matrix is called the Jacobian

matrix of f at x . We shall denote it by [ f 0(x)].

PROOF. We are given that

lim
h→0

| f (x + h) − f (x) − f 0(x)(h)|
|h|

= 0.
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Dot product with a particular vector is continuous by Proposition 3.1. Take
h = tej with t real in the displayed equation, and form the dot product with ui .
Then we obtain

lim
t→0

| fi (x + tej ) − fi (x) − t f 0(x)(ej ) · ui |
|t |

= 0.

The result follows. §

The natural converse to Proposition 3.6 is false: the first partial derivatives of
a function may all exist at a point, and it can still happen that f is discontinuous.
If f 0(x) exists at all points of the open set E in Rn , then we obtain a function

f 0 : E → L(Rn, Rm), and we have seen that we can regard L(Rn, Rm) as a
Euclidean space by means of the Hilbert–Schmidt norm. Let us examine what
continuity of f 0 means and then what differentiability of f 0 means.

Theorem 3.7. Let E be an open set of Rn , and let f : E → Rm be a function.
If f 0(x) exists for all x in E and x 7→ f 0(x) is continuous at some x0, then
x 7→

@ fi
@xj

(x) is continuous at x0 for all i and j . Conversely if each
@ fi
@xj

(x) exists

at every point of E and is continuous at a point x0, then f 0(x0) exists. If all
@ fi
@xj

are continuous on E , then x 7→ f 0(x) is continuous on E .

PROOF OF DIRECT PART. The partial derivative
@ fi
@xj

(x) is one of the entries of

f 0(x), regarded as a matrix, and has to be continuous if f 0(x) is continuous. §

PROOF OF CONVERSE PART. For the moment, let x be fixed. Regard h as
(h1, . . . , hn), and for 1 ≤ j ≤ n, put h( j) = (h1, . . . , hj , 0, . . . , 0). Define T

to be the member of L(Rn, Rm) with matrix
h @ fi
@xj

(x)
i
. Use of the Mean Value

Theorem gives

[ f (x + h) − f (x)]i =
nX

j=1
[ f (x + h( j)) − f (x + h( j−1))]i

=
nX

j=1
hj

d
dt

fi (x + h( j−1) + thj ej )
Ø
Ø
t=ti j

with 0 < ti j < 1

=
nX

j=1
hj

@ fi
@xj

(x + h( j−1) + ti j h j ej )

=
nX

j=1
hj

@ fi
@xj

(x) +
nX

j=1
hj

h @ fi
@xj

(x + h( j−1) + ti j h j ej ) −
@ fi
@xj

(x)
i
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and hence
[ f (x + h) − f (x) − T (h)]i

|h|
=

nX

j=1

hj
|h|

h @ fi
@xj

(x + h( j−1) + ti j h j ej ) −
@ fi
@xj

(x)
i
.

Consequently
| f (x + h) − f (x) − T (h)|

|h|
≤

mX

i=1

nX

j=1

Ø
Ø
Ø
@ fi
@xj

(x + h( j−1) + ti j h j ej ) −
@ fi
@xj

(x)
Ø
Ø
Ø.

Let ≤ > 0 be given, and recall that the partial derivatives are assumed to be
continuous at x0. If δ > 0 is chosen such that |h| < δ implies

Ø
Ø
Ø
@ fi
@xj

(x0 + h) −
@ fi
@xj

(x0)
Ø
Ø
Ø <

≤

mn
,

then we see that |h| < δ implies
| f (x0 + h) − f (x0) − T (h)|

|h|
< ≤.

Thus f 0(x0) exists.
Now assume that all the partial derivatives are continuous on E . Since

L(Rn, Rm) is identified with Rnm , the continuity of the entries
@ fi
@xj

(x) of the

matrix of [ f 0(x)] of f 0(x) implies the continuity of f 0(x) itself. This completes
the proof. §

If x 7→ f 0(x) is continuous on E , we say that f is of class C1 on E or is a C1
function on E . Let us iterate the above construction: Suppose that E is open in
Rn and that f : E → Rm is of class C1, so that x 7→ f 0(x) is continuous from E
into L(Rn, Rm). We introduce second partial derivatives of f and the derivative
of f 0. Namely, define

@2 fi
@xk@xj

=
@

@xk

≥ @ fi
@xj

¥
.

Since the entries of the matrix of f 0(x) are
@ fi
@xj

(x) = f 0(x)ej · ui , the expression

@2 fi
@xk@xj

is the partial derivative with respect to xk of an entry of the matrix of

f 0(x). Thus we can say that f is of class C2 from E into Rm if f 0(x) is of class
C1, and so on. We say that f is of class C∞ or is a C∞ function if it is of class
Ck for all k. A C∞ function is also said to be smooth.1 We write Ck(E) and
C∞(E) for the sets of Ck functions and C∞ functions on E .

1Warning: Many authors use the word “smooth” in the context of curves to mean something
less than C∞, but we shall be careful to avoid this practice. The curves in question arise in Sections
11–13 and also in Appendix B.
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Corollary 3.8. Let E be an open set ofRn , and let f : E → Rm be a function.
The function f is of class Ck on E if and only if all l th-order partial derivatives
of each fi exist and are continuous on E for l ≤ k.

This is immediate from Theorem 3.7 and the intervening definitions. The
definition of a second partial derivative was given in a careful way that stresses
the order in which the partial derivatives are to be computed. Reversing the order
of two partial derivatives is a problem involving an interchange of limits. In
addressing sufficient conditions for this interchange to be valid, it is enough to
consider a function of two variables, since n−2 variables will remain fixed when
we consider a mixed second partial derivative. The different components of the
function do not interfere with each other for these purposes, and thus we may
assume that the range is R1.

Proposition 3.9. Let E be an open set in R2. Suppose that f : E → R1 is

a function such that
@ f
@x
,

@ f
@y
, and

@2 f
@y@x

exist in E and
@2 f

@y@x
is continuous at

(x, y) = (a, b). Then
@2 f

@x@y
(a, b) exists and equals

@2 f
@y@x

(a, b).

PROOF. Put

1(h, k) =
f (a + h, b + k) − f (a + h, b) − f (a, b + k) + f (a, b)

hk
,

and let u(t) = f (t, b+ k)− f (t, b). The function u is a function of one variable
t whose derivative is @ f

@x (t, b + k) − @ f
@x (t, b). Use of the Mean Value Theorem

produces ξ between a and a + h, as well as η between b and b + k, such that

1(h, k) =
u(a + h) − u(a)

hk
=
u0(ξ)

k

=
@ f
@x (ξ, b + k) − @ f

@x (ξ, b)
k

=
@2 f

@y@x
(ξ, η).

(∗)

Let ≤ > 0 be given. By the assumed continuity of @2 f
±
@y@x at (a, b), choose

δ > 0 such that |(h, k)| < δ implies
Ø
Ø
Ø

@2 f
@y@x

(a + h, b + k) −
@2 f

@y@x
(a, b)

Ø
Ø
Ø < ≤.

Then (∗) shows that |(h, k)| < δ implies
Ø
Ø
Ø1(h, k) −

@2 f
@y@x

(a, b)
Ø
Ø
Ø < ≤.
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Letting k tend to 0 shows, for |h| < δ/2, that
Ø
Ø
Ø

@ f
@y (a + h, b) − @ f

@y (a, b)
h

−
@2 f

@y@x
(a, b)

Ø
Ø
Ø ≤ ≤.

Since ≤ is arbitrary,
@2 f

@x@y
(a, b) exists and equals

@2 f
@y@x

(a, b). §

Now that the order of partial derivatives up through order k can be interchanged
arbitrarily in the case of a scalar-valued Ck function, we can introduce the usual

notation
@k f

@xk11 · · · @xknn
to indicate the result of differentiating f a total of k

times, namely k1 times with respect to x1, etc., through kn times with respect
to xn . Simpler notation will be introduced later to indicate such iterated partial
derivatives.

Theorem 3.10 (chain rule). Let E be an open set in Rn , and let f : E → Rm

be a function differentiable at a point x in E . Suppose that g is a function with
range Rk whose domain contains f (E) and is a neighborhood of f (x). Suppose
further that g is differentiable at f (x). Then the composition g ◦ f : E → Rk is
differentiable at x , and (g ◦ f )0(x) = g0( f (x)) f 0(x).
PROOF. With x fixed, define y = f (x), T = f 0(x), S = g0(y), and also
u(h) = f (x + h) − f (x) − T (h) and v(k) = g(y + k) − g(y) − S(k).

Continuity of f at x and of g at y implies that
|u(h)| = ε(h)|h| and |v(k)| = η(k)|k|

with ε(h) tending to 0 as h tends to 0 and with η(k) tending to 0 as k tends to 0.
Given h 6= 0, put k = f (x + h) − f (x). Then

|k| = |T (h) + u(h)| ≤ [kTk + ε(h)]|h| (∗)

g( f (x + h)) − g( f (x)) − (ST )(h) = g(y + k) − g(y) − S(T (h))
and

= v(k) + S(k) − S(T (h))
= S(k − T (h)) + v(k)
= S(u(h)) + v(k).

Therefore
|h|−1|g( f (x + h)) − g( f (x)) − (ST )(h)| ≤ kSk |u(h)|/|h| + |v(k)|/|h|

≤ kSk ε(h) + η(k)|k|/|h|
≤ kSk ε(h) + η(k)[kTk + ε(h)],

the last inequality following from the upper bound obtained in (∗) for |k|. As h
tends to 0, k tends to 0, by that same bound. Thus ε(h) and η(k) tend to 0. The
theorem follows. §
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Let us clarify in the context of a simple example how the notation in Theorem
3.10 corresponds to the traditional notation for the chain rule. Let f and g be
given by

µ
x
y

∂
= f

µ
r
θ

∂
=

µ
r cos θ
r sin θ

∂
and z = g

µ
x
y

∂
= x2 − y2.

In traditional notation one of the partial derivatives of the composite function is
computed by starting from

@z
@r

=
@z
@x

@x
@r

+
@z
@y

@y
@r

= 2x cos θ − 2y sin θ

and then substituting for x and y in terms of r and θ . In notation closer to that of
the theorem, we replace derivatives by Jacobian matrices and obtain

≥
@(g ◦ f )

@r
@(g ◦ f )

@θ

¥
=

≥ @g
@x

@g
@y

¥ Ø
Ø
Ø
Øµ x

y

∂
= f

≥ r
θ

¥






@ f1
@r

@ f1
@θ

@ f2
@r

@ f2
@θ






= ( 2x −2y )
Ø
Ø
Øx=r cos θ,
y=r sin θ

µ
cos θ −r sin θ
sin θ r cos θ

∂
.

The formula above for @z/@r is just the first entry of this matrix equation.
The chain rule in several variables is a much more powerful result than its

one-variable prototype, permitting one to handle differentiations when a partic-
ular variable occurs in several different ways within a function. For example,
consider the rule for differentiating a product in one-variable calculus. The
function x 7→ f (x)g(x) can be regarded as a composition if we recognize that
one of the ingredients is the multiplication function from R2 to R1. Thus let

u = f (x) and v = g(x). If we define F(x) =

µ
f (x)
g(x)

∂
and G

µ
u
v

∂
= uv, then

(G ◦ F)(x) = f (x)g(x). Theorem 3.10 therefore gives

d
dx

(G ◦ F)(x) =
≥ @G

@u
@G
@v

¥µ
f 0(x)
g0(x)

∂
= ( v u )

Ø
Ø
Ø≥ u

v

¥
=F(x)

µ
f 0(x)
g0(x)

∂

= ( g(x) f (x) )

µ
f 0(x)
g0(x)

∂
= g(x) f 0(x) + f (x)g0(x).
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Theorem 3.11 (Taylor’s Theorem). Let N be an integer ∏ 0, and let E be an
open set in Rn . Suppose that F : E → R1 is a function of class CN+1 on E and
that the line segment from x = (x1, . . . , xn) to x + h, where h = (h1, . . . , hn),
lies in E . Then

F(x + h) = F(x) +
NX

K=1

X

k1+···+kn=K ,
all kj∏0

(k1! · · · kn!)−1
@K F(x)

@xk11 · · · xknn
hk11 · · · hknn

+
X

l1+···+ln=N+1,
all lj∏0

N + 1
l1! · · · ln!

hl11 · · · hlnn
Z 1

0
(1− s)N

@N+1F(x + sh)
@xl11 · · · xlnn

ds.

PROOF. Define a function f of one variable by f (t) = F(x + th). Taylor’s
Theorem in one variable (Theorem 1.36) gives

f (t) = f (0) +
NX

K=1
(K !)−1 f (K )(0) t K +

1
N !

Z t

0
(t − s)N f (N+1)(s) ds,

and we put t = 1 in this formula. If g(t) = G(x + th), the function g is the
composition of t 7→ x + th followed by G, and the chain rule (Theorem 3.10)
allows us to compute its derivative as

g0(t) =
≥ @G

@x1
· · ·

@G
@xn

¥ Ø
Ø
Ø
Ø
x+th




h1
...
hn



 =
nX

j=1
hj

@G
@xj

(x + th).

Taking G equal to any of various iterated partial derivatives of F and doing an
easy induction, we obtain

f (K )(s) =
X

k1+···+kn=K ,
all kj∏0

µ
K

k1, . . . , kn

∂
hk11 · · · hknn

@K F(x + sh)
@xk11 · · · @xknn

,

where
° K
k1,...,kn

¢
is the multinomial coefficient K !

(k1)!···(kn)! . Substitution of this
expression into the one-variable expansion with t = 1 yields the theorem. §

3. Vector-Valued Partial Derivatives and Riemann Integrals

It is useful to extend the results of Section 2 so that they becomevalid for functions
f : E → Cm , where E is an open set in Rn . Up to the chain rule in Theorem
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3.10, these extensions are consequences of what has been proved in Section 2
if we identify Cm with R2m . Achieving the extensions by this identification is
preferable to trying to modify the original proofs because of the use of the Mean
Value Theorem in the proofs of Theorem 3.7 and Proposition 3.9.
The chain rule extends in the same fashion, once we specify what kinds of

functions are to be involved in the composition. We always want the domain to
be a subset of some Rl , and thus in a composition g ◦ f , we can allow g to have
values in some Ck , but we insist as in Theorem 3.10 that f have values in Rm .
Now let us turn our attention to Taylor’s Theorem as in Theorem 3.11. The

statement of Theorem 3.11 allows R1 as range but not a general Rm . Thus the
above extension procedure is not immediately applicable. However, if we allow
the given F to take values inRm , a vector-valued version of Taylor’s Theoremwill
be valid if we adapt our definitions so that the formula remains true component by
component. For this purpose we need to enlarge two definitions—that of partial
derivatives of any order and that of 1-dimensional Riemann integration—so that
both can operate on vector-valued functions. There is no difficulty in doing so,
and we may take it that our definitions have been extended in this way.
In the case of vector-valued partial derivatives, let f : E → Rm be given. Then

@ f
@xj

is now defined without passing to components. The entries of this vector-

valued partial derivative are exactly the entries of the j th column of the Jacobian
matrix of f . Thus the Jacobianmatrix consists of the various vector-valued partial
derivatives of f , lined up as the columns of the matrix.
Riemann integration is being extended so that the integrand can have values

inRm orCm , rather than justR1. Among the expected properties of the extended
version of the Riemann integral, one inequality needs proof because it involves
interactions among the various components of the function, namely

Ø
Ø
Ø
Z b

a
F(t) dt

Ø
Ø
Ø ≤

Z b

a
|F(t)| dt.

The Riemann integral on the left side is that of a vector-valued function, while
the one on the right side is that of a real-valued function. To prove this inequality,
let ( · , · ) be the usual inner product for the range space—the dot product if the
range is Euclidean space Rm or the usual Hermitian inner product as in Section
II.1 if the range is complex Euclidean space Cm . If u is any vector in the range
space with |u| = 1, then linearity gives

≥ Z b

a
F(t) dt, u

¥
=

Z b

a
(F(t), u) dt.

Hence
Ø
Ø
Ø
≥ Z b

a
F(t) dt, u

¥Ø
Ø
Ø =

Ø
Ø
Ø
Z b

a
(F(t), u) dt

Ø
Ø
Ø ≤

Z b

a
|(F(t), u)| dt ≤

Z b

a
|F(t)| dt,
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the two inequalities following from the known scalar-valued version of our in-
equality and from the Schwarz inequality. If

R b
a F(t) dt is the 0 vector, then our

desired inequality is trivial. Otherwise, we specialize the above computation to
u =

Ø
Ø R b

a F(t) dt
Ø
Ø−1 R b

a F(t) dt , and we obtain our desired inequality.

4. Exponential of a Matrix

In Chapter IV, we shall make use of the exponential of a matrix in connection
with ordinary differential equations. If A is an n-by-n complex matrix, then we
define

exp A = eA =
∞X

N=0

1
N !

AN .

This definition makes sense, according to the following proposition.

Proposition 3.12. For any n-by-n complex matrix A, eA is given by a con-
vergent series entry by entry. Moreover, the series X 7→ eX and every partial
derivative of an entry of it is uniformly convergent on any bounded subset of
matrix space (= R2n2 ), and therefore X 7→ eX is a C∞ function.

REMARK. The proofwill be tidier if we use derivatives of n-by-nmatrix-valued
functions. If F and G are two such functions, the same argument as for the usual
product rule shows that d

dt (F(t)G(t)) = F 0(t)G(t) + F(t)G 0(t).

PROOF. Let us define kAk for an n-by-nmatrix A to be the operator normof the
member of L(Cn, Cn) with matrix A. Fix M ∏ 1. On the set where kAk ≤ M ,
we have

∞
∞
∞

N2X

N=N1

1
N !

AN
∞
∞
∞ ≤

N2X

N=N1

1
N !

kANk ≤
N2X

N=N1

1
N !

kAkN ≤
N2X

N=N1

1
N !

MN ,

and the right side tends to 0 as N1 and N2 tend to infinity. Hence for kAk ≤ M ,
the series for eA is uniformly Cauchy in the metric built from the operator norm
and therefore, by Proposition 3.5, uniformly Cauchy in the metric built from the
Hilbert–Schmidt norm. Uniformly Cauchy in the latter metric means that the
series is uniformly Cauchy entry by entry, and hence it is uniformly convergent.
The matrices that are 1 or i in one entry and 0 in all other entries form a

2n2 member basis over R of the n-by-n complex matrices. Call these matrices
by the names Ej , 1 ≤ j ≤ 2n2. To compute the kth partial derivative of
AN in a succession of not necessarily distinct directions E1, . . . , Ek , we form

@k

@t1...@tk (A +
P
tj Ej ) · · · (A +

P
tj Ej ) with N factors, evaluated with all tj = 0.
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We apply each derivative in turn, using the product rule in the remark. Each
differentiation replaces a product of N factors with a sum of N products of N
factors. The new factors are each the full expression A+

P
tj Ej or else a single

Ej or else 0, the 0 occurring when the factor to differentiate is some Ej 0 . When
all k differentiations have been computed, we evaluate the resulting expression
at t1 = · · · = tk = 0. The result is a sum of Nk terms, and each nonzero term is
the product of N factors equal to A or some Ej .
For a factor Ej , Proposition 3.5 gives kEjk ≤ |Ej | = 1 ≤ M . For a factor of

A, we have kAk ≤ M . Thus the operator norm of one such product is ≤ MN .
The operator norm of the sum of all Nk terms for a kth-order partial derivative is
therefore ≤ NkMN . Taking into account the coefficient 1/(N !) for the original
AN , we see that the operator norm of terms N1 through N2 of the term-by-term
k-times differentiated series is

≤
N2X

N=N1

NkMN

N !
.

We see as a consequence that the term-by-term k-times differentiated series
obtained from

P
(N !)−1AN is uniformly convergent entry by entry. By the

complex-valued version of Theorem 1.23, applied recursively to handle kth order
partial derivatives, we conclude that exp A is of class Ck and that the partial
derivatives can be computed term by term. Since k is arbitrary, the proof is
complete. §

Proposition 3.13. The exponential function for matrices satisfies
(a) eXeY = eX+Y if X and Y commute,
(b) eX is nonsingular,
(c) d

dt (e
t X ) = XetX ,

(d) eW−1XW = W−1eXW if W is nonsingular,
(e) det eX = eTr X , where the trace Tr X is the sum of the diagonal entries

of X .
REMARKS. The conclusion of (a) fails for general X and Y , as one sees by

taking X =
≥
0 1
0 0

¥
and Y =

≥
1 0
0 0

¥
. Relevant properties of the determinant

function det that appears in the statement of (e) are summarized in Section A7 of
Appendix A.

PROOF. The rate of convergencedetermined inProposition3.12 is good enough
to justify the manipulations that follow. For (a), we have
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eXeY =
≥ ∞X

r=0

1
r!
Xr

¥≥ ∞X

s=0

1
s!
Y s

¥
=

X

r,s∏0

1
r!s!

XrY s

=
∞X

N=0

NX

k=0

XkY N−k

k!(N − k)!
=

∞X

N=0

1
N !

NX

k=0

µ
N
k

∂
XkY N−k

=
∞X

N=0

1
N !

(X + Y )N = eX+Y .

Conclusion (b) follows by taking Y = −X in (a) and using e0 = 1. For (c), we
have

d
dt

°
et X

¢
=

d
dt

∞X

N=0

1
N !

(t X)N =
∞X

N=0

d
dt

h 1
N !

(t X)N
i

=
∞X

N=0

N
N !

t N−1XN = X
∞X

N=1

1
(N − 1)!

(t X)N−1 = XetX .

Conclusion (d) follows from the computation

eW
−1XW =

∞X

N=0

1
N !

(W−1XW )N =
∞X

N=0

1
N !

W−1XNW = W−1eXW.

For conclusion (e), define a complex-valued function f of one variable by
f (t) = det et X . By (a), we have

f 0(t) =
d
ds
det e(t+s)X Ø

Ø
s=0 =

d
ds
det(et XesX )

Ø
Ø
s=0 =

d
ds

(det et X )(det esX )
Ø
Ø
s=0

= (det et X )
d
ds

(det esX )
Ø
Ø
s=0 = f (t)

d
ds

(det esX )
Ø
Ø
s=0.

Now esX = 1 + sX + 1
2s
2X2 + · · · = 1 + sX + s2F(s) for some smooth

matrix-valued function F with entries Fi j . If X has entries Xi j , then

det esX = det




1+ sX11 + s2F11(s) sX12 + s2F12(s) · · ·
sX21 + s2F21(s) 1+ sX22 + s2F22(s) · · ·

...
...

. . .





= 1+ s Tr X + s2G(s)

for some smooth function G. Thus d
ds (det esX )

Ø
Ø
s=0 = Tr X , and we obtain

f 0(t) = (Tr X) f (t) for all t . Consequently
d
dt

°
e−(Tr X)t f (t)

¢
= e−(Tr X)t f 0(t) − (Tr X)e−(Tr X)t f (t) = 0

for all t , and e−(Tr X)t f (t) is a constant. The constant is seen to be 1 by putting
t = 0. Therefore f (t) = e(Tr X)t . Conclusion (e) follows by taking t = 1. §
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5. Partitions of Unity

In Section 10 we shall use a “partition of unity” in proving a change-of-variables
formula for multiple integrals. As a general matter in analysis, a partition of unity
serves as a tool for localizing analysis problems to a neighborhood of each point.
The result we shall use in Section 10 is as follows.

Proposition 3.14. Let K be a compact subset of Rn , and let {U1, . . . ,Uk} be
a finite open cover of K . Then there exist continuous functions ϕ1, . . . , ϕk onRn

with values in [0, 1] such that
(a) each ϕi is 0 outside of some compact set contained in Ui ,
(b)

Pk
i=1 ϕi is identically 1 on K .

REMARKS. The system {ϕ1, . . . ϕk} is an instance of a “partition of unity.”
For a general metric space X , a partition of unity is a family 8 of continuous
functions from X into [0, 1] with sum identically 1 such that for each point x in
X , there is a neighborhood of x where only finitely many of the functions are
not identically 0. The side condition about neighborhoods ensures that the sumP

ϕ∈8 ϕ(x) has only finitely many nonzero terms at each point and that arbitrary
partial sums are well-defined continuous functions on X . If U is an open cover of
X , the partition of unity is said to be subordinate to the cover U if each member
of8 vanishes outside somemember ofU. Further discussion of partitions of unity
beyond the present setting appears in the problems at the end of Chapter X. The
use of partitions of unity involving continuous functions tends to be good enough
for applications to integration problems, but applications to partial differential
equations and smooth manifolds are often aided by partitions of unity involving
smooth functions, rather than just continuous functions.2

We require a lemma.

Lemma 3.15. In RN ,
(a) if L is a compact set and U is an open set with L ⊆ U , then there exists

an open set V with V cl compact and L ⊆ V ⊆ V cl ⊆ U ,
(b) if K is a compact set and {U1, . . . ,Un} is a finite open cover of K , then

there exists an open cover {V1, . . . , Vn} of K such that V cli is a compact
subset of Ui for each i .

2Partitions of unity involving smooth functions play no role in the present volume, but they occur
in several places in the companion volume, Advanced Real Analysis, and their existence is addressed
there.
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PROOF. In (a), if L = ∅, we can take V = ∅. If L 6= ∅, then the continuous
function x 7→ D(x,Uc) on RN is everywhere positive on L since L ⊆ U .
Corollary 2.39 and the compactness of L show that this function attains a positive
minimum c on L . If R is chosen large enough so that L ⊆ B(R; 0) and if we
take V =

©
x ∈ U | D(x,Uc) > 1

2c
™

∩ B(R; 0), then L ⊆ V , V cl is compact
(being closed and bounded), and V cl ⊆

©
x ∈ RN | D(x,Uc) ∏ 1

2c
™

⊆ U .
For (b), since {U1, . . . ,Un} is a cover of K , we have K−(U2∪· · ·∪Un) ⊆ U1.

Part (a) produces an open set V1 with V cl1 compact such that

K − (U2 ∪ · · · ∪Un) ⊆ V1 ⊆ V cl1 ⊆ U1.

The first inclusion shows that {V1,U2, . . . ,Un} is an open cover of K . Proceeding
inductively, let Vi be an open set with

K − (V1 ∪ · · · ∪ Vi−1 ∪Ui+1 ∪ · · · ∪Un) ⊆ Vi ⊆ V cli ⊆ Ui .

At each stage, {V1, . . . , Vi ,Ui+1, . . . ,Un} is an open cover of K , and V cli ⊆ Ui .
Thus {V1, . . . , Vn} is an open cover of K , and V cli ⊆ Ui for all i . §

PROOF OF PROPOSITION 3.14. Apply Lemma 3.15b to produce an open cover
{W1, . . . ,Wk} of K such that W cl

i is compact and W cl
i ⊆ Ui for each i . Then

apply it a second time to produce an open cover {V1, . . . , Vk} of K such that V cli
is compact and V cli ⊆ Wi for each i . Proposition 2.30e produces a continuous
function gi ∏ 0 that is 1 on V cli and is 0 off Wi . Then g =

Pn
i=1 gi is continuous

and∏ 0 onRn and is> 0 everywhere on K . A second application of Proposition
2.30e produces a continuous function h ∏ 0 that is 1 on the set where g is 0
and is 0 on K . Then g + h is everywhere positive on Rn , and the functions
ϕi = gi/(g + h) have the required properties. §

6. Inverse and Implicit Function Theorems

The Inverse Function Theorem and the Implicit Function Theorem are results for
working with coordinate systems and for defining functions by means of solving
equations. Let us use the latter application as a device for getting at the statements
of both the theorems.
In the one-variable situation we are given some equation, such as x2 + y2 =

a2, and we are to think of solving for y in terms of x , choosing one of the possible
y’s for each x . For example, one solution is y = −

p
a2 − x2, −a < x < a;

unless some requirement like continuity is imposed, there are infinitely many
such solutions. In one-variable calculus the terminology is that this solution is
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“defined implicitly” by the given equation. In terms of functions, the functions
F(x, y) = x2 + y2 − a2 and y = f (x) = −

p
a2 − x2 are such that F(x, f (x))

is identically 0. It is then possible to compute dy/dx for this solution in two
ways. Only one of these methods remains within the subject of one-variable
calculus, namely to compute the “total differential” of x2+ y2−a2, however that
is defined, and to set the result equal to 0. One obtains 2x dx + 2y dy = 0 with
x and y playing symmetric roles. The declaration that x is to be an independent
variable and y is to be dependent means that we solve for dy/dx , obtaining
dy/dx = −x/y. The other way is more transparent conceptually but makes
use of multivariable calculus: it uses the chain rule in two-variable calculus to
compute d/dx of F(x, f (x)) as the derivative of a composition, the result being
set equal to 0 because (d/dx)F(x, f (x)) is the derivative of the 0 function. This

second method gives
@F
@x

+
@F
@y

f 0(x) = 0, with the partial derivatives evaluated

where (x, y) = (x, f (x)). Then we can solve for f 0(x) provided @F
±
@y is not

zero at a point of interest, again obtaining f 0(x) = −x/y. It is an essential feature
of both methods that the answer involves both x and y; the reason is that there
is more than one choice of y for some x’s, and thus specifying x alone does not
determine all possibilities for f 0(x).
In the general situation we have m equations in n + m variables. Some n of

the variables are regarded as independent, and we think in terms of solving for
the other m. An example is

z3x + w2y3 + 2xy = 0,
xyzw − 1 = 0,

with x and y regarded as the independent variables.
The classical method of implicit differentiation, which is a version of the first

method above, is again to form “total differentials”

2wy3 dw + 3z2x dz + (z3 + 2y) dx + (3w2y2 + 2x) dy = 0,
xyz dw + xyw dz + yzw dx + xzw dy = 0,

and then to solve the resulting system of equations for dw and dz in terms of dx
and dy. The system is

µ
2wy3 3z2x
xyz xyw

∂µ
dw
dz

∂
=

µ
−(z3 + 2y) dx − (3w2y2 + 2x) dy

−(yzw) dx − (xzw) dy

∂
,

and the solution is of the form

dw = coefficient dx + coefficient dy,
dz = coefficient dx + coefficient dy.
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Here the coefficients are the various partial derivatives of interest. Specifically

dw =
@w

@x
dx +

@w

@y
dy,

dz =
@z
@x

dx +
@z
@y

dy.

The analog of the second method above is to set up matters as a computation
of the derivative of a composition. Namely, we write

F






x
y
w
z




 =

µ
z3x + w2y3 + 2xy

xyzw − 1

∂
and

µ
w
z

∂
= f

µ
x
y

∂
.

We view the given equations as saying that a composition of

µ
x
y

∂
7→






x
y

f
≥ x
y

¥






followed by F is the 0 function, i.e.,

F






x
y

f
≥
x
y

¥




 = 0.

We apply the chain rule and compute Jacobian matrices throughout, keeping the
variables in the same order x, y, w, z. The Jacobian matrix of the 0 function is a
0 matrix of the appropriate size, and the other side of the differentiated equation
is the product of two matrices. Thus

µ
0 0
0 0

∂
=

µ
z3 + 2y 3w2y2 + 2x 2wy3 3z2x
yzw xzw xyz xyw

∂






1 0
0 1
@w
@x

@w
@y

@z
@x

@z
@y







=

µ
z3 + 2y 3w2y2 + 2x
yzw xzw

∂
+

µ
2wy3 3z2x
xyz xyw

∂µ @w
@x

@w
@y

@z
@x

@z
@y

∂
.

In other words,
µ
2wy3 3z2x
xyz xyw

∂µ @w
@x

@w
@y

@z
@x

@z
@y

∂
= −

µ
z3 + 2y 3w2y2 + 2x
yzw xzw

∂
,
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and we have the same system of linear equations as before. Comparing the two
methods, we see that we have computed the same things in both methods, merely
giving them different names; thus the two methods will lead to the same result in
general, not merely in this one example.
The theoretical question is whether the given system of equations, which was

F(x, y, w, z) = 0 above, can in principle be solved to give a differentiable
function; the latter was

° w

x
¢

= f
≥
x
y

¥
above. The two computational methods

show what the partial derivatives are if the equations can be solved, but these
methods by themselves give no information about the theoretical question. The
theoretical question is answered by the Implicit Function Theorem, which says
that there is no problem if the coefficient matrix of our system of linear equations,
namely

≥
2wy3 3z2x
xyz xyw

¥
in the above example, is invertible at a point of interest.

Theorem 3.16 (Implicit Function Theorem). Suppose that F is a C1 function
from an open set E in Rn+m into Rm and that F(a, b) = 0 for some (a, b) in
E , with a understood to be in Rn and b understood to be in Rm . If the matrixh@Fi
@yj

iØØ
Ø
x=a, y=b

is invertible, then there exist open sets U ⊆ Rn+m and W ⊆ Rn

with (a, b) in U and a in W with this property: to each x in W corresponds a
unique y in Rm such that (x, y) is in U and F(x, y) = 0. If this y is defined as
f (x), then f is aC1 function fromW intoRm such that f (a) = b, the expression
F(x, f (x)) is identically 0 for x in W , and the Jacobian matrix of f at x is

[ f 0(x)] = −
h@Fi
@yj

i−1h@Fi
@xj

i
at (x, y) = (x, f (x)).

We shall come to the proof shortly. In the example above, [ f 0(x)] is the matrixµ
@w
@x

@w
@y

@z
@x

@z
@y

∂
,
h

@Fi
@yj

i
is

≥
2wy3 3z2x
xyz xyw

¥
, and

h
@Fi
@xj

i
is

≥
z3+2y 3w2y2+2x
yzw xzw

¥
.

Let us use the same approach to the question of introducing a new coordinate
system in place of an old one. For example, we start with ordinary Euclidean
coordinates (u, v) for R2, and we want to know whether polar coordinates (r, θ)
define a legitimate coordinate system in their place. The formula for passing from
one system to the other is

° u
v

¢
=

≥
r cos θ
r sin θ

¥
, but this formula does not really define

r and θ . Defining r and θ entails solving for r and θ in terms of u and v. Thus
let us set up the system

r cos θ − u = 0,
r sin θ − v = 0.

This is a system of the kind in the Implicit Function Theorem, and the con-
siderations in that theorem apply. The independent vector variable is to be
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x =
° u

v

¢
, and the dependent vector variable is to be y =

° r
θ

¢
. The system

itself is F(u, v, r, θ) = 0, where

F(u, v, r, θ) =

µ
F1(u, v, r, θ)
F2(u, v, r, θ)

∂
=

µ
r cos θ − u
r sin θ − v

∂
.

The sufficient condition for solving the equations locally is that the matrix
h

@Fi
@yj

i

be invertible at a point of interest. This is just the matrix
µ
cos θ −r sin θ
sin θ r cos θ

∂
.

The determinant is r , and hence the matrix is invertible except where r = 0. The
Implicit Function Theorem is therefore telling us in this special case that r and θ
give us good local coordinates for R2 except possibly where r = 0. The Implicit
Function Theorem gives no information about what happens when r = 0.
The general result about introducing a new coordinate system in place of an

old one is as follows.

Theorem 3.17 (Inverse Function Theorem). Suppose that ϕ is a C1 function
from an open set E of Rn into Rn , and suppose that ϕ0(a) is invertible for some
a in E . Put b = ϕ(a). Then

(a) there exist open sets U ⊆ E ⊆ Rn and V ⊆ Rn such that a is in U , b is
in V , ϕ is one-one from U onto V , and

(b) the inverse f : V → U is of class C1.
Consequently, f 0(ϕ(x)) = ϕ0(x)−1 for x in U .

REMARKS. Theorems 3.16 and 3.17 are closely related. We saw in the con-
text of polar coordinates that the Implicit Function Theorem implies the Inverse
Function Theorem, and Problem 6 at the end of the chapter points out that this
implication is valid in complete generality. Actually, the implication goes both
ways, and within this section we shall follow the more standard approach of
deriving the Implicit Function Theorem from the Inverse Function Theorem and
subsequently proving the Inverse Function Theorem on its own.

PROOF OF THEOREM 3.16 IF THEOREM 3.17 IS KNOWN. Let n, m, E , F ,
and (a, b) be given as in the statement of Theorem 3.16. We define a function
ϕ : Rn+m → Rn+m to which we shall apply Theorem 3.17 in dimension n + m.
The function is

ϕ(x, y) = (x, F(x, y)) for (x, y) in E .



158 III. Theory of Calculus in Several Real Variables

This satisfies ϕ(a, b) = (a, F(a, b)) = (a, 0), and its Jacobian matrix at (a, b)
is

[ϕ0(a, b)] =










1 · · · 0
...

. . .
...

0 · · · 1
0

h@Fi
@xj

iØØ
Ø
x=a,
y=b

h@Fi
@yj

iØØ
Ø
x=a,
y=b










.

The upper left block of [ϕ0(a, b)] is the n-by-n identitymatrix, and the lower right

block is of size m-by-m. Since Theorem 3.16 has assumed that
h@Fi
@yj

iØØ
Ø
x=a, y=b

is invertible, [ϕ0(a, b)] is invertible. Theorem 3.17 therefore applies to ϕ and
produces an open neighborhood W 0 of ϕ(a, b) = (a, 0) such that ϕ−1 exists
on W 0 and carries W 0 to an open set. Let U = ϕ−1(W 0). Define W to be the
open neighborhood W 0 ∩ (Rn × {0}) of a in Rn , and define f (x) for x in W by
(x, f (x)) = ϕ−1(x, 0). Then f is of class C1 on W , and f (a) = b because
(a, f (a)) = ϕ−1(a, 0) = (a, b). The identity

(x, 0) = ϕ(ϕ−1(x, 0)) = ϕ(x, f (x)) = (x, F(x, f (x)))

shows that F(x, f (x)) = 0 for x in W . The latter equation and the chain rule
(Theorem 3.10) give the formula for [ f 0(x)].
Finally we are to see that y = f (x) is the unique y inRm for which (x, y) is in

U and F(x, y) = 0. Thus suppose that x is inW and that y1 and y2 are inRm with
(x, y1) and (x, y2) inU and F(x, y1) = F(x, y2) = 0. Then we have ϕ(x, y1) =
(x, F(x, y1)) = (x, 0) = (x, F(x, y2)) = ϕ(x, y2). Since (x, y1) and (x, y2) are
in U , we can apply ϕ−1 to this equation and obtain (x, y1) = (x, y2). Therefore
y1 = y2. This completes the proof of Theorem 3.16 if Theorem 3.17 is known.

§

Let us turn our attention to a direct proof of the Inverse Function Theorem
(Theorem 3.17). When the dimension n is 1, a nonzero derivative at a point
yields monotonicity, and the theorem is greatly simplified; this special case is the
subject of Section A3 of Appendix A.
For general dimension n, it may be helpful to begin with an outline of the

proof. The first step is to show that ϕ is one-one near the point a in question;
this is relatively easy. The hard step is to prove that ϕ is locally onto some
open set; this uses either the compactness of closed balls or else their complete-
ness, and we return to a discussion of this step in a moment. The argument
for differentiability of the inverse function depends on the continuity of the
inverse function; this dependence was already seen in the 1-dimensional case
in Section A3 of Appendix A. Continuity of the inverse function amounts to the
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fact that small open neighborhoods of a get carried to open sets, and this is part
of the proof that ϕ is locally onto some open set. Finally the chain rule gives
(ϕ−1)0(x) =

°
ϕ0(ϕ−1(x))

¢−1, and the continuity of (ϕ−1)0 follows. Thus ϕ−1 is
of class C1.
In carrying out the hard step, one has a choice of using either the compactness

of closed balls or else their completeness. The argument using completeness
lends itself to certain infinite-dimensional generalizations that are well beyond
the scope of this book. Since the argument using compactness is the easier one,
we shall use that.
The first step and the hard step mentioned above will be carried out in three

lemmas below. After them we address the continuity and differentiability of the
inverse function, and the proof of the Inverse Function Theoremwill be complete.

Lemma 3.18. If L : Rn → Rn is a linear function that is invertible, then there
exists a real number m > 0 such that |L(y)| ∏ m|y| for all y in Rn .

REMARK. We shall apply this lemma in Lemma 3.19 with L = ϕ0(a).

PROOF. The linear inverse function L−1 : Rn → Rn is one-one and onto. Thus
if y is given, there exists x with y = L−1(x), and we have |y| = |L−1(x)| ≤
kL−1k|x | ≤ kL−1k|L(y)|. The lemma follows with m = kL−1k−1. §

Lemma 3.19. In the notation of Theorem 3.17 and Lemma 3.18, choose
m > 0 such that |ϕ0(a)(y)| ∏ m|y| for all y ∈ Rn , and choose, by continuity
of ϕ0, any δ > 0 for which x ∈ B(δ; a) implies kϕ0(x) − ϕ0(a)k ≤ m

2
p
n . Then

|ϕ(x 0) − ϕ(x)| ∏ m
2
p
n |x 0 − x | whenever x 0 and x are both in B(δ; a).

REMARKS. This proves immediately that ϕ is one-one on B(δ; a), and it gives
an estimate that will establish that ϕ−1 is continuous, once ϕ−1 is known to exist.
It proves also that the linear function ϕ0(x) is invertible for x ∈ B(δ; a) because

m|y| ≤ |ϕ0(a)(y)|
≤ |ϕ0(x)(y)| + |ϕ0(x)(y) − ϕ0(a)(y)|
≤ |ϕ0(x)(y)| + kϕ0(x) − ϕ0(a)k |y|

≤ |ϕ0(x)(y)| +
m|y|
2
p
n

;

if ϕ0(x) were not invertible, then any nonzero y in the kernel of ϕ0(x) would
contradict this chain of inequalities.

PROOF. The line segment from x to x 0 lies within B(δ; a). Put z = x 0 − x ,
write this line segment as t 7→ x + t z for 0 ≤ t ≤ 1, and apply the Mean Value
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Theorem to each component ϕk of ϕ to obtain

ϕk(x 0) − ϕk(x) = ϕk(x + t z)
Ø
Ø
t=1 − ϕk(x + t z)

Ø
Ø
t=0

= ϕ0(x + tk z)(z) · ek with 0 < tk < 1
= ϕ0(a)(z) · ek + (ϕ0(x + tk z) − ϕ0(a))(z) · ek .

Taking the absolute value of both sides allows us to write

|ϕ(x 0) − ϕ(x)| ∏ |ϕk(x 0) − ϕk(x)|
∏ |ϕ0(a)(z) · ek | − |(ϕ0(x + tk z) − ϕ0(a))(z)|

∏ |ϕ0(a)(z) · ek | −
m
2
p
n

|x 0 − x |.

Therefore

|ϕ(x 0) − ϕ(x)| ∏
1

p
n

|ϕ0(a)(z)| −
m
2
p
n

|x 0 − x |

∏
m
p
n

|x 0 − x | −
m
2
p
n

|x 0 − x |

=
m
2
p
n

|x 0 − x |. §

Lemma 3.20. With notation as in Lemma 3.19, ϕ(B(δ; a)) is open in Rn .

PROOF. Let c = m
±
(2

p
n ) be the constant in the statement of Lemma 3.19.

Fix x0 in B(δ; a) and let y0 = ϕ(x0), so that y0 is the most general element of
ϕ(B(δ; a)). Find δ1 > 0 such that B(δ1; x0)cl ⊆ B(δ; a). It is enough to prove
that B(cδ1/2; y0) ⊆ ϕ(B(δ; a)). Even better, we prove that B(cδ1/2; y0) ⊆
ϕ(B(δ1; x0)cl).
Thus let y1 have |y1 − y0| < cδ1/2. Choose, by compactness of B(δ1; x0)cl,

a member x = x1 of B(δ1; x0)cl for which |ϕ(x) − y1|2 is minimized. Let us
show that x1 is not on the edge of B(δ1; x0)cl, i.e., that |x1 − x0| < δ1. In fact, if
|x1 − x0| = δ1, then Lemma 3.19 gives

|ϕ(x1) − y1| ∏ |ϕ(x1) − y0| − |y1 − y0|
> |ϕ(x1) − ϕ(x0)| − cδ1/2
∏ c|x1 − x0| − cδ1/2
= cδ1/2
> |y1 − y0|
= |ϕ(x0) − y1|,
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in contradiction to the fact that |ϕ(x)− y1|2 is minimized on B(δ1; x0)cl at x = x1.
Thus |x1−x0| < δ1. In this case the scalar-valued function (ϕ(x)−y1)·(ϕ(x)−y1)
is minimized at an interior point of B(δ1; x0)cl, and all its partial derivatives must
be 0. Therefore ϕ0(x1)(z) · (ϕ(x1) − y1) = 0 for all z in Rn . Since the linear
function ϕ0(x1) is onto Rn , we conclude that ϕ(x1) − y1 = 0, and the lemma
follows. §

COMPLETION OF PROOF OF THEOREM 3.17. Lemma 3.19 showed that the
restriction of ϕ to B(δ; a) is one-one, and Lemma 3.20 showed that the image is
an open set in Rn . Let f : ϕ(B(δ; a)) → B(δ; a) be the inverse function. To
complete the proof of Theorem 3.17, we need to see that f is differentiable on
ϕ(B(δ; a)). Fix x in B(δ; a), and suppose that x + h is in B(δ; a) with h 6= 0.
Define y and k by y = ϕ(x) and y + k = ϕ(x + h). Since ϕ is one-one on
B(δ; a), k is not 0. in fact, Lemma 3.19 gives

|k| ∏ c|h|, (∗)

where c = m
±
(2

p
n ). The definitions give

f (y + k) − f (y) − ϕ0(x)−1(k) = (x + h) − x − ϕ0(x)−1(k)

= h − ϕ0(x)−1
°
ϕ(x + h) − ϕ(x)

¢

= −ϕ0(x)−1
°
ϕ(x + h) − ϕ(x) − ϕ0(x)(h)

¢
.

Combining this identity with (∗) gives

| f (y + k) − f (y) − ϕ0(x)−1(k)|
|k|

≤
kϕ0(x)−1k

c
|ϕ(x + h) − ϕ(x) − ϕ0(x)(h)|

|h|
.

If ≤ > 0 is given, choose η > 0 small enough so that

kϕ0(x)−1k
c

|ϕ(x + h) − ϕ(x) − ϕ0(x)h|
|h|

< ≤

as long as |h| < η. If |k| < cη, then |h| < η by (∗) and hence

| f (y + k) − f (y) − ϕ0(x)−1(k)|
|k|

< ≤.

In other words, f is differentiable at y, and f 0(y) = ϕ0(x)−1. §
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Suppose that the given function ϕ in the Inverse Function Theorem is better
than a C1 function. What can be said about the inverse function f ? The answer
is carried by the formula f 0(ϕ(x)) = ϕ0(x)−1 for the derivative of the inverse
function f . This formula implies that the partial derivatives of f are quotients
of polynomials in partial derivatives of ϕ by a nonvanishing polynomial (the
determinant) in partial derivatives of ϕ. Thus the iterated partial derivatives of f
can be computed harmlessly in terms of the iterated partial derivatives of ϕ and
this same determinant polynomial. Consequently if ϕ is of class Ck with k ∏ 1,
then so is f . If ϕ is smooth, so is f . In the case that ϕ and f are both smooth,
we say that ϕ is a diffeomorphism. Let us summarize these facts in a corollary.

Corollary 3.21. Suppose, for some k ∏ 1, that ϕ is a Ck function from an
open set E of Rn into Rn , and suppose that ϕ0(a) is invertible for some a in E .
Put b = ϕ(a). Let U and V be open subsets of Rn as in the Inverse Function
Theorem such that a is in U , b is in V , and ϕ is one-one from U onto V . Then
the inverse function f : V → U is of class Ck . If ϕ is smooth, then ϕ is a
diffeomorphism of U onto V .

7. Definition and Properties of Riemann Integral

Section I.4 contained a careful but limited development of the Riemann integral in
one variable. The present section extends that development to several variables.
A certain amount of the theory parallelswhat happened in one variable, and proofs
for that part of the theory can be obtained by adjusting the notation and words of
Section I.4 in simple ways. Results of that kind are much of the subject matter
of this section.
In later sections we shall take up results having no close analog in Section I.4.

The main results of this kind are
(i) a necessary and sufficient condition for a function to be Riemann inte-
grable,

(ii) Fubini’s Theorem, concerning the relationship betweenmultiple integrals
and iterated integrals in the various possible orders,

(iii) a change-of-variables formula for multiple integrals.
We begin a discussion of these in the next section.
The one-variable theoryworkedwith a bounded function f : [a, b] → R, with

domain a closed bounded interval, and we now work with a bounded function
f : A → R with domain A a “closed rectangle” in Rn . For this purpose a closed
rectangle (or “closed geometric rectangle”) in Rn is a bounded set of the form

A = [a1, b1]× · · · × [an, bn]
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with aj ≤ bj for all j . Let us abbreviate [aj , bj ] as Aj . In geometric terms
the sides or faces are assumed parallel to the axes or coordinate hyperplanes.
We shall use the notion of open rectangle in later sections and chapters, an open
rectanglebeing a similar product of boundedopen intervals (aj , bj ) for 1 ≤ j ≤ n.
However, in this section the term “rectangle” will always mean closed rectangle.
If Pj is a one-variable partition of Aj , thenwe can form an n-variable partition

P = (P1, . . . , Pn) of the given rectangle A into component rectangles [c1, d1]×
· · ·× [cn, dn], where cj and dj are consecutive subdivision points of Pj . A typical
component rectangle is denotedby R, and itsn-dimensionalvolume

Qn
j=1(dj−cj )

is denoted by |R|. The mesh µ(P) of the partition P is the maximum of the
meshes of the one-dimensional partitions Pj , hence the largest length of a side of
all component rectangles of P .
Relative to our given function f and a given partition P , define MR( f ) =

supx∈R f (x) and mR( f ) = infx∈R f (x) for each component rectangle R of P .
Put

U(P, f ) =
X

R
MR( f ) |R| = upper Riemann sum for P,

L(P, f ) =
X

R
mR( f ) |R| = lower Riemann sum for P,

Z

A
f dx = inf

P
U(P, f ) = upper Riemann integral of f,

Z

A
f dx = sup

P
L(P, f ) = lower Riemann integral of f.

We say that f is Riemann integrable on A if
R
A f dx =

R
A
f dx , and in this

case we write
R
A f dx for the common value of these two numbers. We write

R(A) for the set of Riemann integrable functions on A. The following lemma is
proved in the same way as Lemma 1.24.

Lemma 3.22. Suppose that f : A → R has m ≤ f (x) ≤ M for all x in A.
Then for any partition P of A,

m|A| ≤ L(P, f ) ≤ U(P, f ) ≤ M|A|,

m|A| ≤
Z

A
f dx ≤ M|A|,

m|A| ≤
Z

A
f dx ≤ M|A|.

A refinement of a partition P of A is a partition P∗ such that every component
rectangle for P∗ is a subset of a component rectangle for P . If P = (P1, . . . , Pn)
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and P 0 = (P 0
1, . . . , P 0

n) are two partitions of A, then P and P 0 have at least one
common refinement P∗ = (P∗

1 , . . . , P∗
n ); specifically, for each j , we can take

P∗
j to be a common refinement of Pj and P 0

j . Arguing as in Lemma 1.25 and
Theorem 1.26, we obtain the following two results. The key to the second one of
these is the uniform continuity of any continuous function f : A → R; for the
uniform continuity we appeal to the Heine–Borel Theorem (Corollary 2.37) and
Proposition 2.41 in several variables, the corresponding one-variable result being
Theorem 1.10.

Lemma 3.23. Let f : A → R satisfy m ≤ f (x) ≤ M for all x in A. Then
(a) L(P, f ) ≤ L(P∗, f ) and U(P∗, f ) ≤ U(P, f ) whenever P is a parti-

tion of A and P∗ is a refinement,
(b) L(P1, f ) ≤ U(P2, f ) whenever P1 and P2 are partitions of A,
(c)

R
A
f dx ≤

R
A f dx ,

(d)
R
A f dx −

R
A
f dx ≤ (M − m)|A|,

(e) the function f is Riemann integrable on A if and only if for each ≤ > 0,
there exists a partition P of A with U(P, f ) − L(P, f ) < ≤.

Theorem 3.24. If f : A → R is continuous on A, then f is Riemann
integrable on A.

Next we argue as in Proposition 1.30 and Theorem 1.31 to obtain two more
generalizations to several variables. The several-variable version of uniform
continuity is needed in the proof of Proposition 3.25d.

Proposition 3.25. If f1 and f2 are Riemann integrable on A, then
(a) f1 + f2 is inR(A) and

R
A ( f1 + f2) dx =

R
A f1 dx +

R
A f2 dx ,

(b) c f1 is inR(A) and
R
A c f1 dx = c

R
A f1 dx for any real number c,

(c) f1 ≤ f2 on A implies
R
A f1 dx ≤

R
A f2 dx ,

(d) m ≤ f1 ≤ M on A and ϕ : [m,M] → R continuous imply that ϕ ◦ f1 is
inR(A),

(e) | f1| is inR(A), and
Ø
Ø R

A f1 dx
Ø
Ø ≤

R
A | f1| dx ,

(f) f 21 and f1 f2 are inR(A),
(g)

p
f1 is inR(A) if f1 ∏ 0 on A.

Theorem 3.26. If { fn} is a sequence of Riemann integrable functions on A
and if { fn} converges uniformly to f on A, then f is Riemann integrable on A,
and limn

R
A fn dx =

R
A f dx .



7. Definition and Properties of Riemann Integral 165

There is also a several-variable version of Theorem 1.35, which says that Rie-
mann integrability can be detected by convergence of Riemann sums as the mesh
of the partition gets small. Relative to our standard partition P = (P1, . . . , Pn),
select a member tR of each component rectangle R relative to P , and define

S(P, {tR}, f ) =
X

R
f (tR)|R|.

This is called a Riemann sum of f .

Theorem 3.27. If f is Riemann integrable on A, then

lim
µ(P)→0

S(P, {tR}, f ) =
Z

A
f dx .

Conversely if f is bounded on A and if there exists a real number r such that for
any ≤ > 0, there exists some δ > 0 for which |S(P, {tR}, f ) − r | < ≤ whenever
µ(P) < δ, then f is Riemann integrable on A.
REMARK. The proof of the direct part is more subtle in the several-variable

case than in the one-variable case, and we therefore include it. The proof of the
converse part closely imitates the proof of the converse part of Theorem 1.35, and
we omit that.
PROOF. For the direct part the function f is assumed bounded; suppose

| f (x)| ≤ M on A. Let ≤ > 0 be given. Choose a partition P∗ = (P∗
1 , . . . , P∗

n )
of A with U(P∗, f ) ≤

R
A f dx + ≤. Fix an integer k such that the number of

component intervals of P∗
j is ≤ k for 1 ≤ j ≤ n. Put

δ1 =
≤

Mk
Pn

j=1
Q

i 6= j |Ai |
,

and suppose that P = (P1, . . . , Pn) is any partition of A = A1 × · · · × An with
µ(P) ≤ δ1. For each j with 1 ≤ j ≤ n, we separate the component intervals
of Pj into two kinds, the ones in F ( j) being the component intervals of Pj that
do not lie completely within a single component interval of P∗

j and the ones in
G( j) being the rest. Similarly we separate the component rectangles of P into two
kinds, the ones in F being the component rectangles that do not lie completely
within a single component rectangle of P∗ and the ones in G being the rest.
If R = R1 × · · · × Rn is a member of F, then Rj is in F ( j) for some j with

1 ≤ j ≤ n; let j = j (R) be the first such index. Let Fj be the subset of R’s in
F with j (R) = j , so that F =

Sn
j=1Fj disjointly. Then we have

U(P, f ) =
nX

j=1

X

R∈Fj

MR( f ) |R| +
X

R∈G
MR( f ) |R|. (∗)
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For the first term on the right side,

Ø
Ø
Ø

nX

j=1

X

R∈Fj

MR( f ) |R|
Ø
Ø
Ø ≤ M

nX

j=1

X

R∈Fj

|R|

= M
nX

j=1

X

R1×···×Rn∈Fj

|R1| × · · · × |Rn|

≤ M
nX

j=1

X

Rj∈F ( j)

|Rj |
Q

i 6= j |Ai |.

Each member Rj of F ( j) contains some point of the partition P∗
j in its interior,

and two distinct Rj ’s cannot contain the same point. Thus the number of Rj ’s in
F ( j) is ≤ k. Also, |Rj | ≤ µ(P). Consequently we have

Ø
Ø
Ø

nX

j=1

X

R∈Fj

MR( f ) |R|
Ø
Ø
Ø ≤ Mkµ(P)

nX

j=1

Q
i 6= j |Ai | ≤ Mkδ1

Pn
j=1

Q
i 6= j |Ai | = ≤.

The contribution to U(P, f ) of the second term on the right side of (∗) is
X

R∈G
MR( f )|R| =

X

R∗

X

R⊆R∗

MR∗( f )|R| ≤
X

R∗

MR∗( f )|R∗| ≤ U(P∗, f ).

Thus
U(P, f ) ≤ ≤ +U(P∗, f ) ≤

Z

A
f dx + 2≤.

Similarly we can define δ2 such that µ(P) ≤ δ2 implies

L(P, f ) ∏
Z

A
f dx − 2≤.

If δ = min{δ1, δ2} and µ(P) ≤ δ, then
Z

A
f dx − 2≤ ≤ L(P, f ) ≤ S(P, {tR}, f ) ≤ U(P, f ) ≤

Z

A
f dx + 2≤

for any choice of points tR , and hence
Ø
ØS(P, {tR}, f ) −

R
A f dx

Ø
Ø ≤ 2≤. This

completes the proof of the direct part of the theorem. §

Finally we include one simple interchange-of-limits result that is handy in
working with integrals involving derivatives.
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Proposition 3.28. Let f be a complex-valued C1 function defined on an open
set U in Rm , and let K be a compact subset of U . Then

(a) the convergence of 1h [ f (x + hej ) − f (x)] to @ f
@xj (x), as h tends to 0, is

uniform for x in K ,
(b) the function g(x2, . . . , xn) =

R b
a f (x1, . . . , xn) dx1 is of class C1 on

the set of all points y = (x2, . . . , xn) for which [a, b] × {y} lies in
U , and @

@xj

R b
a f (x) dx1 =

R b
a

@ f
@xj (x) dx1 for j 6= 1 as long as the set

[a, b]× {(x2, . . . , xn)} lies in U .

PROOF. In (a), wemay assume that f is real-valued. TheMeanValue Theorem
gives

1
h

£
f (x + hej ) − f (x)

§
−

@ f
@xj

(x) =
@ f
@xj

(x + tej ) −
@ f
@xj

(x)

for some t between 0 and h, and then (a) follows from the uniform continuity of
@ f

±
@xj on K . Conclusion (b) follows by combining (a) and Theorem 1.31. §

As we did in the one-variable case in Sections 3 and I.5, we can extend our
results concerning integration in several variables to functions with values in Rm

or Cm ∼= R2m . Integration of a vector-valued function is defined entry by entry,
and then all the results from Theorem 3.24 through Proposition 3.28 extend. The
one thing that needs separate proof is the inequality

Ø
Ø R

A f1 dx
Ø
Ø ≤

R
A | f1| dx of

Proposition 3.25e, and a proof can be carried out in the same way as at the end
of Section 3 in the one-variable case.

8. Riemann Integrable Functions

Let E be a subset of Rn . We say that E is of measure 0 if for any ≤ > 0, E can
be covered by a finite or countably infinite set of closed rectangles in the sense
of Section 7 of total volume less than ≤. It is equivalent to require that E can be
covered by a finite or countably infinite set of open rectangles of total volume
less than ≤. In fact, if a system of open rectangles covers E , then the system of
closures covers E and has the same total volume; conversely if a system of closed
rectangles covers E , then the system of open rectangles with the same centers
and with sides expanded by a factor 1+ δ covers E as long as δ > 0.
Several properties of sets of measure 0 are evident: a set consisting of one

point is of measure 0, a face of a closed rectangle is a set of measure 0, and any
subset of a set of measure 0 is of measure 0. Less evident is the fact that the
countable union of sets of measure 0 is of measure 0. In fact, if ≤ > 0 is given
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and if E1, E2, . . . are sets of measure 0, find finite or countably infinite systems
Rj of closed rectangles for j ∏ 1 such that the total volume of the members of
Rj is< ≤/2n . ThenR =

S
j Rj is a system of closed rectangles covering

S
j Ej

and having total volume < ≤.
The goal of this section is to prove the following theorem, which gives a

useful necessary and sufficient condition for a function of several variables to be
Riemann integrable. The theorem immediately extends from the scalar-valued
case as stated to the case that f has values in Rm or Cm .

Theorem 3.29. Let A be a finite closed rectangle in Rn of positive volume,
and let f : A → R be a bounded function. Then f is Riemann integrable if and
only if the set

B =
©
x

Ø
Ø f is not continuous at x

™

has measure 0.

Theorem 3.29 supplies the reassurance that a finite closed rectangle of positive
volume cannot havemeasure 0. In fact, the function f on A that is 1 at every point
with all coordinates rational and is 0 elsewhere is discontinuous everywhere on
A. By inspection everyU(P, f ) is |A| for this f , and every L(P, f ) is 0; thus f
is not Riemann integrable. The theorem then implies that A is not of measure 0.
The proof of the theorem will make use of an auxiliary notion, that of “con-

tent 0,” in order to simplify the process of checking whether a given compact
set has measure 0. A subset E of Rn has content 0 if for any ≤ > 0, E can
be covered by a finite set of closed rectangles in the sense of Section 7 of total
volume less than ≤. It is equivalent to require that E can be covered by a finite
set of open rectangles of total volume less than ≤. A set consisting of one point
is of content 0, a face of a closed rectangle is a set of content 0, any subset of a
set of content 0 is of content 0, and the union of finitelymany sets of content 0 is
of content 0.
Every set of content 0 is certainly ofmeasure 0, but the question of any converse

relationship is more subtle. Consider the set E of rationals in [0, 1] as a subset
of R1. Since this set is a countable union of one-point sets, it has measure 0.
However, it does not have content 0. In fact, if we were to have E ⊆

SN
n=1[aj , bj ]

with
PN

n=1 (bj −aj ) < ≤, then wewould have Ecl ⊆
SN

n=1[aj , bj ] by Proposition
2.10, since

SN
n=1[aj , bj ] is closed. Then Ecl would have content 0 and necessarily

measure 0. This contradicts the fact observed after the statement of the theorem—
that a closed rectangle of positive volume, such as Ecl = [0, 1] inR1, cannot have
measure 0. We conclude that a bounded set of measure 0 need not have content 0.

Lemma 3.30. If E is a compact subset of Rn of measure 0, then E is of
content 0.
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PROOF. Let E be ofmeasure 0, and let ≤ > 0 be given. Choose open rectangles
Ej with E ⊆

S∞
j=1 Ej and

P∞
j=1 |Ej | < ≤. By compactness, E ⊆

SN
j=1 Ej for

some N . Then
PN

j=1 |Ej | < ≤. Since ≤ is arbitrary, E has content 0. §

Recall from Section II.9 that the oscillation at x0 of a function f : A → R is
given by

osc f (x0) = lim
δ↓0

sup
x∈B(δ;x0)

| f (x) − f (x0)|.

The oscillation is 0 at x0 if and only if f is continuous there. Lemma 2.55 tells
us that ©

x ∈ U
Ø
Ø oscg(x) ∏ 2≤

™cl
⊆

©
x ∈ U

Ø
Ø oscg(x) ∏ ≤

2
™

for any ≤ > 0.

Lemma 3.31. Let A be a nontrivial closed rectangle inRn , and let f : A → R
be a bounded function with osc f (x) < ≤ for all x in A. Then there is a partition
P of A with U(P, f ) − L(P, f ) ≤ 2≤|A|.

PROOF. For each x0 in A, there is an open rectangle Ux0 centered at x0 such
that | f (x)− f (x0)| ≤ ≤ on A∩U cl

x0 . ThenMU cl
x0
( f )−mU cl

x0
( f ) ≤ 2≤. These open

rectangles cover A. By compactness a finite number of them suffice to cover A.
Write A ⊆ Ux1 ∪ · · · ∪Uxm accordingly. Let P be the partition of A generated by
the endpoints in each coordinate of A and the endpoints of the closed rectangles
U cl
xj ; we discard endpoints that lie outside A. Each component rectangle R of P

then lies completely within some U cl
xj , and we have MR( f ) − mR( f ) ≤ 2≤ for

each component rectangle R of P . Therefore

U(P, f ) − L(P, f ) =
X

R

°
MR( f ) − mR( f )

¢
|R| ≤ 2≤

X

R
|R| = 2≤|A|. §

PROOF OF THEOREM 3.29. Define B≤ =
©
x

Ø
Ø osc f (x) ∏ ≤

™
for each ≤ > 0,

so that B =
S∞

n=1 B1/n . For the easy direction of the proof, suppose that f is
Riemann integrable. We show that B1/n has content 0 for all n. Since content 0
implies measure 0, Bn will have measure 0 for all n. So will the countable union,
and therefore B will have measure 0.
Given ≤ > 0 and n, use Lemma 3.23e to choose a partition P of A with

U(P, f ) − L(P, f ) ≤ ≤/n. Let

R =
©
component rectangles R of P

Ø
Ø Ro ∩ B1/n 6= ∅

™
,

where Ro is the interior of R. Then B1/n is covered by the closed rectangles inR
and the boundaries of the component rectangles of P . The latter are of content 0.
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For R inR, let us see that MR( f ) −mR( f ) ∏ 1/n. In fact, if x0 is in Ro ∩ B1/n ,
then osc f (x0) ∏ 1/n, so that lim

δ↓0 sup|x−x0|<δ | f (x) − f (x0)| ∏ 1/n and

sup
|x−x0|<δ,
x∈Ro

| f (x) − f (x0)| ∏ 1/n for all δ > 0.

Therefore MR( f ) − mR( f ) ∏ 1/n. Summing on R ∈ R gives

1
n

X

R∈R
|R| ≤

X

R∈R

°
MR( f ) − mR( f )

¢
|R| ≤

X

all R

°
MR( f ) − mR( f )

¢
|R|

= U(P, f ) − L(P, f ) ≤ ≤/n,

and thus
P

R∈R |R| ≤ ≤. Consequently B1/n has content 0, as asserted.
For the converse direction of the proof, suppose that B has measure 0. We

are to prove that f is Riemann integrable. Let ≤ > 0 be given. The inclusion
of Lemma 2.55 gives Bcl≤ ⊆ B≤/4 ⊆ B, and thus Bcl≤ has measure 0. The set
Bcl≤ is compact, and Lemma 3.30 shows that it has content 0. Hence the subset
B≤ has content 0. Choose open rectangles U1, . . . ,Um such that B≤ ⊆

Sm
j=1Uj

and
Pm

j=1 |Uj | < ≤. Form the partition P of A generated by the endpoints in
each coordinate of A and the endpoints of the closed rectangles U cl

xj ; we discard
endpoints that lie outside A.
Then every component closed rectangle R of P is in one of the two classes

R1 =
©
R

Ø
Ø R ⊆ U cl

j for some j
™
,

R2 =
©
R

Ø
Ø R ∩ B≤ = ∅

™
.

In fact, our definition is such that R ∩Uj 6= ∅ implies R ⊆ U cl
j . If R ∩ B≤ 6= ∅,

let x0 be in R ∩ B≤ . Then x0 is in someUj , and R ∩Uj 6= ∅ for that j . Hence R
is inR1.
We shall construct a particular refinement P 0 of P in a moment. Let R0 be a

typical component rectangle of P 0. For any refinement P 0 of P , we have

U(P 0, f ) − L(P 0, f )

≤
X

R∈R1

X

R0⊆R

°
MR0( f ) − mR0( f )

¢
|R0| +

X

R∈R2

X

R0⊆R

°
MR0( f ) − mR0( f )

¢
|R0|

≤ 2
°
sup
A

| f |
¢ X

R∈R1

X

R0⊆R
|R0| +

X

R∈R2

X

R0⊆R

°
MR0( f ) − mR0( f )

¢
|R0|

≤ 2
°
sup
A

| f |
¢
≤ +

X

R∈R2

X

R0⊆R

°
MR0( f ) − mR0( f )

¢
|R0|
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since
Pm

j=1 |Uj | < ≤. For R inR2, we have osc f (x) < ≤ for all x in R. Lemma
3.31 shows that there is a partition PR of R such that U(PR, f ) − L(PR, f ) ≤
2≤|R|. In other words,

P
R0⊆R

°
MR0( f ) − mR0( f )

¢
|R0| ≤ 2≤|R| if P 0 is fine

enough to include all the n-tuples of PR . If P 0 is fine enough so that this happens
for all R inR2, then we obtain

U(P 0, f ) − L(P 0, f ) ≤ 2
°
sup
A

| f |
¢
≤ +

X

R∈R2

2≤|R| ≤ 2≤
°
sup
A

| f | + |A|
¢
,

and the theorem follows. §

9. Fubini’s Theorem for the Riemann Integral

Fubini’s Theorem is a result asserting that a double integral is equal to an iterated
integral in either order. An unfortunate feature of the Riemann integral is that
when an integrable function f (x, y) is restricted to one of the two variables,
then the resulting function of that variable need not be integrable. Thus a certain
amount of checking is often necessary in using the theorem. This feature is
corrected in the Lebesgue integral, and that, as we shall see in Chapter V, is one
of the strengths of the Lebesgue integral.

Theorem 3.32 (Fubini’s Theorem). Let A ⊆ Rn and B ⊆ Rm be closed
rectangles, and let f : A × B → R be Riemann integrable. For x in A let fx be
the function y 7→ f (x, y) for y in B, and define

L(x) =
Z

B
fx(y) dy =

Z

B
f (x, y) dy,

U(x) =
Z

B
fx(y) dy =

Z

B
f (x, y) dy,

as functions on A. Then L and U are Riemann integrable on A and
Z

A×B
f dx dy =

Z

A
L(x) dx =

Z

A

hZ

B
f (x, y) dy

i
dx,

Z

A×B
f dx dy =

Z

A
U(x) dx =

Z

A

hZ

B
f (x, y) dy

i
dx .

PROOF. Let P be a partition of the form (PA, PB), and let R = RA × RB be a
typical component rectangle of P . Then

L(P, f ) =
X

R
mR( f ) |R| =

X

RA

≥X

RB

mRA×RB ( f ) |RB |
¥
|RA|.
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For x in RA, mRA×RB ( f ) ≤ mRB ( fx). Hence x in RA implies

X

RB

mRA×RB ( f ) |RB | ≤
X

RB

mRB ( fx) |RB | ≤
Z

B
fx dy = L(x).

Taking the infimum over x in RA and summing over RA gives

L(P, f ) =
X

RA

≥X

RB

mRA×RB ( f ) |RB |
¥
|RA| ≤

X

RA

mRA(L) |RA| = L(PA,L).

Similarly
U(PA,U ) ≤ U(P, f ).

Thus

L(P, f ) ≤ L(PA,L) ≤ U(PA,L) ≤ U(PA,U ) ≤ U(P, f ).

Since f is Riemann integrable, the ends of the above display can be made close
together by choosing P appropriately. The second and third members of the
display will then be close, and hence

Z

A×B
f dx dy =

Z

A
L dx =

Z

A
L dx .

The result for L follows. The result for U follows in similar fashion immediately
from the inequalities

L(P, f ) ≤ L(PA,L) ≤ L(PA,U ) ≤ U(PA,U ) ≤ U(P, f ).

This proves the theorem. §

REMARKS.
(1) Equality of the double integral with the iterated integral in the other order

is the same theorem. Thus the iterated integrals in the two orders are equal.
(2) If f is continuous on A× B, then fx is continuous on B as a consequence

of Corollary 2.27, so that
R

B
f (x, y) dy =

R
B f (x, y) dy. Hence

Z

A×B
f dx dy =

Z

A

h Z

B
f (x, y) dy

i
dx

when f is continuous on A× B. This result is isolated as Corollary 3.33 below.
Evidently it immediately extends to continuous functions with values in Rk or
Ck .
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(3) In practice one often considers integrals of the form
R
U f (x, y) dx dy

for some open set U , where f is continuous on some closed rectangle A × B
containing U . Then the double integral equals

R
A×B f (x, y)IU (x, y) dx dy,

where IU is the indicator function3 of U equal to 1 on U and 0 off U . In
many applications the functions (IU )x have harmless discontinuities for each x ,
and ( f IU )x is therefore Riemann integrable as a function of y. In this case, the
upper and lower integrals can again be dropped in the statement of Theorem 3.32.

Corollary 3.33 (Fubini’s Theorem for continuous integrand). Let A ⊆ Rn

and B ⊆ Rm be closed rectangles, and let f : A × B → R be continuous. Then
Z

A×B
f dx dy =

Z

A

h Z

B
f (x, y) dy

i
dx =

Z

B

h Z

A
f (x, y) dx

i
dy.

10. Change of Variables for the Riemann Integral

The goal in this section is to prove a several-variables generalization of the one-
variable formula Z b

a
f (x) dx =

Z B

A
f (ϕ(y))ϕ0(y) dy

given in Theorem 1.34. In the one-variable case we assumed in effect that ϕ
was a strictly increasing function of class C1 on [A, B] and that f was merely
Riemann integrable. The several-variables theorem in this section will be only
a preliminary result, with a final version stated and proved in Chapter VI in the
context of the Lebesgue integral. In particular we shall assume in the present
section that f is continuous and that it vanishes near the boundary of the domain,
and we shall make strong assumptions about ϕ. To capture succinctly the notion
that f vanishes near the boundary of its domain, we introduce the notion of the
support of f , which is the closure of the set where f is nonzero.

Theorem 3.34 (change-of-variables formula). Let ϕ be a one-one function of
class C1 from an open subsetU of Rn onto an open subset ϕ(U) of Rn such that
detϕ0(x) is nowhere 0. Then

Z

ϕ(U)

f (y) dy =
Z

U
f (ϕ(x))| detϕ0(x)| dx

for every continuous function f : ϕ(U) → R whose support is a compact subset
of ϕ(U).

3Indicator functions are called “characteristic functions” by many authors, but the term “charac-
teristic function” has another meaning in probability theory and is best avoided as a substitute for
“indicator function” in any context where probability might play a role.
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Before a discussion of the sense in which this result has to regarded as pre-
liminary, a few remarks are in order. The function ϕ0 is the usual derivative of
ϕ, and ϕ0(x) is therefore a linear function from Rn to Rn that depends on x .
The matrix of the linear function ϕ0(x) is the Jacobian matrix [@ϕi/@xj ], and
detϕ0(x) is the determinant of this matrix. In classical notation, this determinant
is often written as

@(y1, . . . , yn)
@(x1, . . . , xn)

, and then the effect on the integral of changing

variables can be summarized by the formula dy =
Ø
Ø
Ø
@(y1, . . . , yn)
@(x1, . . . , xn)

Ø
Ø
Ø dx . The

absolute value signs did not appear in the one-variable formula in Theorem 1.34,
but the assumption that ϕ was strictly increasing made them unnecessary, ϕ0(x)
being > 0. Had we worked with strictly decreasing ϕ, we would have assumed
ϕ0(x) < 0 everywhere, and the limits of integration on one side of the formula
would have been reversed from their natural order. The minus sign introduced
by putting the limits of integration in their natural order would have compensated
for a minus sign introduced in changing ϕ0(x) to |ϕ0(x)|.
The hypotheses on ϕ make the Inverse Function Theorem (Theorem 3.17)

applicable at every x in U . Consequently ϕ(U) is automatically open, and ϕ has
a locally defined C1 inverse function about each point ϕ(x) of the image. Since
ϕ has been assumed to be one-one, ϕ : U → ϕ(U) has a global inverse function
ϕ−1 of class C1.
We can use ϕ−1 to verify that f ◦ϕ has compact support inU : To the equality

ϕ
°©
x ∈ U

Ø
Ø f (ϕ(x)) 6= 0

™¢
=

©
y ∈ ϕ(U)

Ø
Ø f (y) 6= 0

™
, we apply ϕ−1 and obtain©

x ∈ U
Ø
Ø f (ϕ(x)) 6= 0

™
= ϕ−1°©y ∈ ϕ(U)

Ø
Ø f (y) 6= 0

™¢
. Hence

©
x ∈ U

Ø
Ø f (ϕ(x)) 6= 0

™cl
=

°
ϕ−1°©y ∈ ϕ(U)

Ø
Ø f (y) 6= 0

™¢¢cl
.

The identity F(Ecl) ⊆ (F(E))cl holds whenever F is a continuous function
between two metric spaces, by Proposition 2.25. When Ecl is compact, equality
actually holds. The reason is that Propositions 2.34 and 2.38 show F(Ecl) to
be closed; since F(Ecl) is a closed set containing F(E), it contains (F(E))cl.
Applying this fact to the displayed equation above, we obtain

©
x ∈ U

Ø
Ø f (ϕ(x)) 6= 0

™cl
= ϕ−1°©y ∈ ϕ(U)

Ø
Ø f (y) 6= 0

™cl¢
.

In other words,
support( f ◦ ϕ) = ϕ−1(support( f )).

Applying Proposition 2.38 a second time, we see that f ◦ϕ has compact support.
As a result, we can rewrite the formula to be proved in Theorem 3.34 as

Z

Rn
f (y) dy =

Z

Rn
f (ϕ(x))| detϕ0(x)| dx,



10. Change of Variables for the Riemann Integral 175

and the supports will take care of themselves in the proof.
The result of Theorem 3.34 has to be regarded as preliminary. To understand

the sense in which the result is limited, consider the case of polar coordinates in
R2. In this case we can take

U =

Ωµ
r
θ

∂ Ø
Ø
Ø
Ø 0 < r < +∞ and 0 < θ < 2π

æ
,

ϕ

µ
r
θ

∂
=

µ
r cos θ
r sin θ

∂
=

µ
x
y

∂
,

and we have
ϕ(U) = R2 −

Ωµ
x
0

∂ Ø
Ø
Ø x ∏ 0

æ
.

We readily compute that detϕ0
° r

θ

¢
= r , and the desired formula is

Z

R2
f (x, y) dx dy =

Z

0≤r<∞, 0≤θ<2π
f (r cos θ, r sin θ) r dr dθ.

At first glance this formula seems fine. But if we refer to the precise hypotheses,
we see that f is assumed to vanish in a neighborhoodof the set of points (x, 0)with
x ∏ 0, as well as when (x, y) is sufficiently far from the origin. Without some
sort of passage to the limit, the theorem therefore settles few cases of interest.
This passage to the limit will be accomplished easily with the Lebesgue integral,
and we therefore postpone the final form of the change-of-variables formula to
Chapter VI.
In any event, we shall use Theorem 3.34 in proving the final change-of-

variables formula, and thus a proof is warranted now. Before coming to the
formal proof, it is well to understand the mechanism of the theorem. The proof
will then flow easily from the analysis that is done for motivation.
The motivation for the theorem comes from taking f to be the constant func-

tion 1 and from thinking of ϕ as of the form ϕ(y) = y0+ L(y− y0)with L linear.
In R3, if we take U to be the cube

©
y = (y1, y2, y3)

Ø
Ø 0 ≤ yi ≤ 1 for all i

™
,

along with f = 1, the formula asserts that ϕ(U) has volume | det L|. This is just
the well-known fact about 3-by-3 matrices that the volume of the parallelepiped
with sides u, v,w is the scalar |(u × v) · w|. For a corresponding result in Rn ,
where vector product is not available, the relationship between the determinant
and a volume has to be argued differently. One way of proceeding in Rn is to use
row or column reduction to write the given matrix as the product of elementary
matrices (those corresponding to the effect of a single step in the reduction), to
check the change of variables for each factor, and to use themultiplication formula
det(AB) = det A det B to obtain the result. This argument can be adjusted so as
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to work with a function f in place; the elementary matrices that interchange two
variables are handled by Fubini’s Theorem (Theorem3.32 or Corollary 3.33), and
the other elementarymatrices are handledby the one-variable change-of-variables
formula (Theorem 1.34).
That being the case, one can envision a proof of Theorem 3.34 that proceeds

by approximation, using Taylor’s Theorem (Theorem 3.11), at least if f is of
class C2. The contribution to the integrand from the integral remainder term in
the Taylor expansion of ϕ is to be estimated as an error term. The approximation
generates an additional error term because the image of U under ϕ does not
match the image of U under the approximating first-order expansion of ϕ. Of
course, one cannot expect the approximation to be very good far away from the
point where the Taylor expansion is centered, and thus the argument needs to be
carried out locally. The local contributions can then be pieced together by using a
partition of unity. Such an argument can actually be carried out, but the argument
is lengthy.
A more economical argument comes by finding a nonlinear analog of row or

column reduction. The Inverse Function Theorem will allow us to prove that a
generalϕ decomposes into suitablydefinednonlinear elementary transformations,
but the decomposition is valid only locally. A partition of unity is used to piece
together the local results and obtain the theorem. We introduce two kinds of
nonlinear elementary transformations:

(i) a flip β, which interchanges two coordinates. This is a linear function,
and it satisfies | detβ 0(x)| = 1 for all x . Application of Fubini’s Theorem
in the form of Corollary 3.33 shows that Theorem 3.34 is valid when ϕ
is a flip.

(ii) a primitive mapping

√(x1, . . . , xn) =














x1
...

xi−1
g(x1, . . . , xn)

xi+1
...
xn














,

where g is real-valued and occurs in a single entry. If that entry is the i th
entry, then the Jacobian matrix of √ is the identity matrix except in the
i th row, where the entries are @g

@x1 , . . . ,
@g
@xn . Hence | det√ 0(x)| =

Ø
Ø @g
@xi

Ø
Ø.

To prove Theorem 3.34 for a primitive mapping as in (ii), it is enough to handle
i = 1. If we write x = (x1, x 0) and y = (y1, x 0) with x 0 in Rn−1, Fubini’s
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Theorem (Corollary 3.33) reduces matters to showing that
Z

Rn−1

h Z

R
f (y1, x 0) dy1

i
dx 0

=
Z

Rn−1

h Z

R
f (g(x1, x 0), x 0)

Ø
Ø
Ø
@g
@x1

(x1, x 0)
Ø
Ø
Ø dx1

i
dx 0

under suitable hypotheses on g, and it is enough to prove that the inner integrals
are equal for all x 0. Theorem 1.34 yields the equality of the inner integrals if g is
a C1 function for which g(x1, x 0) is defined for x1 in an interval for any relevant
x 0, and if

Ø
Ø @g
@x1 (x1, x

0)
Ø
Ø is everywhere positive at the points in question.

In the linear case a primitive mapping √ for which g(x) appears in the i th
entry is given by a matrix that is the identity except in the i th row. For √ 0 to be
nonvanishing, the diagonal entry in the i th row must be nonzero. This kind of
matrix is not always elementary but is the product of n elementary matrices.
What needs to be proved for Theorem 3.34 is that apart from translations, any

nonlinear ϕ as in Theorem 3.34 can be decomposed into the product of primitive
transformations and flips, at least locally. The argument will peel primitive
mappings from the right side of ϕ and flips from the left side. In that sense
it will be a nonlinear version of column reduction with primitive mappings and
row reduction with flips. The decomposition will be forced to be local because it
uses the Inverse Function Theorem, which guarantees the existence of an inverse
function only locally.

Lemma 3.35. Suppose that E is an open neighborhood of 0 in Rn and that
ϕ : E → Rn is a C1 function such that ϕ(0) = 0 and ϕ0(0)−1 exists. Then there
is a subneighborhood of 0 in Rn in which ϕ factors as

ϕ = β1 ◦ · · · ◦ βn−1 ◦ √n ◦ · · · ◦ √1,

where each βj is a flip or the identity and each √j is a primitive C1 function in
some open neighborhood of 0 such that √j (0) = 0 and √ 0

j (0)−1 exists.

PROOF. Let us set up an inductive procedure by assuming at the start that

ϕ(x1, . . . , xn) =












x1
...

xi0−1
ϕi0(x1, . . . , xn)

...
ϕn(x1, . . . , xn)












(∗)
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with 1 ≤ i0 ≤ n. We shall make use of the following formula for multiplying two
matrices A and B when B has the property that it is equal to the identity matrix
except possibly in row i0. The formula is

(AB)i j =

Ω Aii0Bi0 j + Ai j Bj j if j 6= i0,
Aii0Bi0i0 if j = i0.

(∗∗)

It will be convenient to identify linear functions like ϕ0(x) with their matrices, so
that the (i, j)th entry ϕ0(x)i j of ϕ0(x) is meaningful.
Let j = j0 be the least row index for which the ( j, i0)th entry of ϕ0(0) is

nonzero. The index j0 exists because ϕ0(0) is nonsingular, and j0 is ∏ i0 since
the top i0 − 1 rows of ϕ0(x)match the corresponding rows of the identity matrix.
Let

βi0 =

Ω identity function if j0 = i0,
flip of entries j0 and i0 if j0 > i0.

Then βi0 ◦ ϕ has the general form of (∗) except that the i th0 and j th0 entries have
been interchanged. By inspection the Jacobian matrix at 0 of βi0 ◦ ϕ equals the
identity matrix in rows 1 through i0 − 1 and has (i0, i0)th entry nonzero.
Thus if we possibly incorporate a composition with a flip into the definition of

ϕ, we may assume that ϕ0(0)i0i0 is nonzero. Put

√(x1, . . . , xn) =














x1
...

xi0−1
ϕi0(x1, . . . , xn)

xi0+1
...
xn














.

Then √ 0(x) is an n-by-n matrix with

√ 0(x)i j =

Ω
δi j if i 6= i0,
ϕ0(x)i0 j if i = i0,

where δi j is the Kronecker delta. Since det√ 0(0) = ϕ0(0)i0i0 6= 0, we can
apply the Inverse Function Theorem (Theorem 3.17) to√ , obtaining aC1 inverse
function √−1 that carries an open neighborhood of 0 onto an open subset of the
domain of ϕ, has √−1(0) = 0, and has derivative (√−1)0(y) = √ 0(x)−1, where
x and y are related by y = √(x) and x = √−1(y). Using (∗∗), we readily verify
that

(√ 0(x)−1)i j =






δi j if i 6= i0,
−(ϕ0(x)i0i0)−1ϕ0(x)i0 j if i = i0 6= j,
(ϕ0(x)i0i0)−1 if i = j = i0.
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Therefore

((√−1)0(y))i j =






δi j if i 6= i0,
−(ϕ0(x)i0i0)−1ϕ0(x)i0 j if i = i0 6= j,
(ϕ0(x)i0i0)−1 if i = j = i0.

Form η = ϕ ◦ √−1. By the chain rule (Theorem 3.10), we have η0(x) =
ϕ0(x)(√−1)0(y), and this is nonsingular for x close enough to 0. Combining
the formula for ((√−1)0(y))i j with the chain rule and (∗∗) gives

η0(x)i j = (ϕ0(x)(√−1)0(y))i j

=

Ω
ϕ0(x)i i0(√−1)0(y))i0 j + ϕ0(x)i j (√−1)0(y))j j if j 6= i0,
ϕ0(x)i i0(√−1)0(y))i0i0 if j = i0,

=

Ω
ϕ0(x)i i0(−(ϕ0(x)i0i0)−1ϕ0(x)i0 j ) + ϕ0(x)i j if j 6= i0,
ϕ0(x)i i0(ϕ0(x)i0i0)−1 if j = i0.

Since ϕ0(x)i i0 is 0 for i < i0, the above formula shows that η0(x)i j = δi j for
i < i0. For i = i0, the formula shows first that η0(x)i0 j is 0 for j 6= i0 and then
that η0(x)i0 j is 1 for j = i0. Thus η0(x)i j = δi j for i ≤ i0. Consequently the i th
entry of η(x) is xi + ci if i ≤ i0, where ci is a constant. Evaluating η at x = 0,
we see that ci = 0. Thus η(x) has the same general shape as (∗) except that the
i th0 entry is now xi0 .
Following this argument inductively for i = 1, . . . , n−1 leads us to a decom-

position
η = βn−1 ◦ · · · ◦ β1 ◦ ϕ ◦ √−1

1 ◦ · · · ◦ √−1
n−1, (†)

where each βj is a flip or the identity andwhere each√j is primitive. The function
η has η(0) = 0 and η0(0) nonsingular, and η has the form

η(x1, . . . , xn) =







x1
...

xn−1
ξ(x1, . . . , xn)





 .

Therefore η is primitive. Solving (†) for ϕ thus exhibits ϕ as decomposed into
the required form. §

PROOF OF THEOREM 3.34. We are to prove that
Z

ϕ(U)

f (y) dy =
Z

U
f (ϕ(x))| detϕ0(x)| dx (∗)
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whenever ϕ : U → ϕ(U) is a C1 function between open sets with a C1 inverse
and f : ϕ(U) → R is continuous and has compact support lying in ϕ(U). In the
argument we shall work with several functions in place of ϕ, and the setU may be
different for each. Wehave seen that (∗) holds ifϕ is a flip or an invertible primitive
function. Let us observe also that (∗) holds if ϕ is a translation ϕ(x) = x + x0 for
some x0 in Rn; the reason is that (∗) in this case can be reduced via successive
uses of Fubini’s Theorem (Corollary 3.33) to the 1-dimensional case, where we
know it to be true by Theorem 1.34.
If (∗) holds when ϕ is either α : U → α(U) or β : α(U) → β(α(U)), then

(∗) holds when ϕ is the composition ∞ = β ◦ α : U → β(α(U)) because
Z

Rn
f (z) dz =

Z

Rn
f (β(y))| detβ 0(y)| dy

=
Z

Rn
f (β(α(x))| detβ 0(α(x))|| detα0(x)| dx

=
Z

Rn
f (∞ (x))| det(β 0(α(x))α0(x))| dx

=
Z

Rn
f (∞ (x))| det ∞ 0(x)| dx,

the last two steps holding by the formula det(BA) = det B det A and the chain
rule (Theorem 3.10).
For any a in the given set U , Lemma 3.35 applies to the function ϕa carrying

U − a to ϕ(U) − ϕ(a) and defined by ϕa(x) = ϕ(x + a) − ϕ(a) because
ϕa(0) = 0 and ϕ0

a(0) = ϕ0(a). The lemma produces an open neighborhood Ea of
0 on which ϕa factors as a composition of flips and invertible primitive functions.
If τx0 denotes the translation τx0(x) = x + x0, then ϕa = τ−ϕ(a) ◦ ϕ ◦ τa shows
that ϕ = τϕ(a) ◦ ϕa ◦ τ−a . Therefore ϕ factors on the open neighborhood Ea + a
as the composition of translations, flips, and invertible primitive functions. From
the previous paragraph we conclude for each a ∈ U that (∗) holds for ϕ if f is
continuous and is compactly supported in the open neighborhood ϕ(Ea + a) of
ϕ(a).
As a varies throughU , the subsetsVa = ϕ(Ea+a) ofϕ(U) form an open cover

of ϕ(U). Fix f continuous with compact support K in ϕ(U). By compactness
a finite subfamily of the family {Va} forms an open cover of K . Applying
Proposition 3.14, we obtain a finite family 9 = {√} of continuous functions
defined on ϕ(U) and taking values in [0, 1] with the properties that

(i) each √ is 0 outside of some compact set contained in some Va ,
(ii)

P
√∈9 √ is identically 1 on K .

Then property (i) and the conclusion of the previous paragraph show that (∗) holds
for √ f . From (ii), we have

P
√ √ f = f on ϕ(U). Since there are only finitely
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many terms in the sum, we can interchange sum and integral and conclude that
(∗) holds for f . This completes the proof. §

One final remark is appropriate: Theorem 3.34 immediately extends from the
scalar-valued case as stated to the case that f takes values in Rm or Cm .

11. Arc Length and Integrals with Respect to Arc Length

This section gives a careful treatment of arc length and of integrals of scalar-
valued functions on simple arcs inRn . Most readers will already have seen some
form of this material in a calculus course, and the point here will be to give precise
definitions and to make the proofs rigorous.
The term “curve” is used in various contexts in mathematics and has not yet

been defined in this book. In this chapter we shall be interested in a paramet-
rically defined curve in Rn , a set given as the image of a continuous function
from a closed bounded interval of the line into Rn . Such a function was called a
“path” in Section II.8, but the term “path” is not commonly used in the present
context.4 Curves can alsobedefined implicitly as the set of simultaneous solutions
to a system of (nonlinear) equations, and this kind of curve will play a role in
Chapter IV.
For parametrically defined curves such as t 7→ c(t), with c(t) in Rn for

each t , the interplay between the function c and its image will be of the utmost
importance in the theory, and we shall pay attention to what notions concerning a
parametrically defined curve are defined by the geometry of the image and what
notions depend on the actual parametrization.

EXAMPLE. The quarter of the unit circle in the first quadrant of the (x, y) plane
is given in three standard ways:

(i) as the image of x 7→ (x,
p
1− x2 ) for 0 ≤ x ≤ 1, i.e., as part of the

graph of y =
p
1− x2 ,

(ii) as the image of y 7→ (
p
1− y2 , y) for 0 ≤ y ≤ 1, i.e., as part of the

graph of x =
p
1− y2 ,

(iii) as the image of t 7→ (cos t, sin t) for 0 ≤ t ≤ π/2, with the angle t as
the parameter.

There are, of course, many other ways that are less standard. When we get to
Green’s Theorem in Section 13, it will be essential to be able to view this set as
given both by (i) and by (ii). In making computations, such as for the length of
the quarter circle, it will often be convenient to view the set as given by (iii).

4This book will resist any temptation to come into conflict with longstanding traditions in
terminology.
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If we think of the function giving a parametrization as tracing out its image as
the domain variable t increases from one endpoint to the other, we realize that we
cannot tell from the image whether particular points have been traced out more
than once. Thus in order to have an easy time isolating useful geometric notions
that are independent of the parametrization, we should assume that this retracing
does not occur. We build that condition into a definition.
A simple arc in Rn is a one-one function ∞ from a closed bounded interval

of the line into Rn . Let ∞1 and ∞2 be simple arcs in Rn with respective domains
[a1, b1] and [a2, b2]. We say that ∞2 is a reparametrization of ∞1 if there exists
a continuous function ϕ : [a1, b1] → [a2, b2] with a continuous inverse such
that ∞1 = ∞2 ◦ ϕ. The relation “is a reparametrization of” is an equivalence
relation. The three parametrizations of the quarter circle in the example above are
reparametrizations of one another; one can check this fact by direct computation,
or one can appeal to Proposition 3.36 below. A reparametrization ϕ must carry
a1 to an endpoint of [a2, b2] because the complement of ϕ(a1) in the image has
to be connected, and we introduce terminology to distinguish these two cases.
A reparametrization is orientation-preserving if ϕ(a1) = a2 and orientation-
reversing if ϕ(a1) = b2.
When two simple arcs are reparametrizations of one another, they have the

same image. The virtue of considering simple arcs is that there is a converse.

Proposition 3.36. If ∞1 and ∞2 are simple arcs in Rn with the same image,
then they are reparametrizations of one another.
PROOF. Let E be the common image of ∞1 and ∞2, and let [a1, b1] and [a2, b2]

be the respective domains. The function ∞2 : [a2, b2] → E is continuous one-one
and onto, and its domain [a2, b2] is compact. Corollary 2.40 shows that it has a
continuous inverseη : E → [a2, b2]. Defineϕ = η◦∞1. Thenϕ is continuous and
one-one from [a1, b1] onto [a2, b2], and it has a continuous inverse and satisfies
∞1 = ∞2 ◦ ϕ because ∞2 ◦ ϕ = ∞2 ◦ (η ◦ ∞1) = (∞2 ◦ η) ◦ ∞1 = ∞1. Thus ∞2 is
exhibited as a reparametrization of ∞1. §

∞ (t0)
∞ (t1)

∞ (t2)

∞ (t3)

∞ (t4)

FIGURE 3.1. Polygonal approximation for estimating arc length.

The arc length of a simple arc is defined to be the least upper bound of the
lengths of all inscribedpolygonal approximations. SeeFigure 3.1. Specifically let
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∞ : [a, b] → Rn be a simple arc. As in Section I.4, let P = {tj }mj=0 be a partition
of [a, b]. We write `(∞ (P)) for the sum of the lengths of the line segments con-
necting the consecutive points ∞ (tj ), namely `(∞ (P)) =

Pm
j=1 |∞ (tj )− ∞ (tj−1)|,

and we put
`(∞ ) = sup

P
`(∞ (P)),

the supremum being taken over all partitions P of [a, b]. We say that ∞ is
rectifiable if `(∞ ) is finite. Simple arcs that are rectifiable will be the ones of
interest to us. Obtaining a usable formula for their length is a question that we
shall address later in this section.
Observe that the length of a simple arc is a geometric property in that it

depends only on the image. In fact, any two simple arcs with the same image are
reparametrizations of one another, according to Proposition 3.36. Thus we may
assume that the two arcs whose lengths are to be compared are ∞ and ∞ ◦ϕ. Then

`(∞ (P)) =
mP

j=1
|∞ (tj ) − ∞ (tj−1)|

=
mP

j=1
|∞ ◦ ϕ(ϕ−1(tj )) − ∞ ◦ ϕ(ϕ−1(tj−1))| = `(∞ ◦ ϕ)(ϕ−1(P)).

Taking the supremum over P , we obtain `(∞ ) = `(∞ ◦ ϕ), as asserted.
A sufficient condition for rectifiability appears in Proposition 3.37. Unfortu-

nately that condition will be too strong for our purposes, as two examples after
the proposition will illustrate.

Proposition 3.37. A sufficient condition for a simple arc ∞ : [a, b] → Rn to
be rectifiable is that the derivative ∞ 0(t) exist for a < t < b and be bounded.

PROOF. LetM be an upper bound for the absolute value of the derivative of each
entry ∞i (t) of ∞ (t), and let a partition P = {ti }mi=0 of [a, b] be given. Applying the
Mean Value Theorem to the i th entry ∞i (tj ) − ∞i (tj−1) of ∞ (tj ) − ∞ (tj−1) shows
that

|∞i (tj ) − ∞i (tj−1)| ≤ M(tj − tj−1).

Squaring both sides, summing on i , and taking the square root gives

|∞ (tj ) − ∞ (tj−1)| ≤ n1/2M(tj − tj−1).

`(∞ (P)) =
mP

j=1
|∞ (tj ) − ∞ (tj−1)| ≤ n1/2M

mP

j=1
(tj − tj−1) = n1/2M(b − a).

Hence

Taking the supremum over all partitions P , we obtain `(∞ ) ≤ n1/2M(b − a). §
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EXAMPLES.
(1) The quarter circle in the example earlier in this section. Here one

parametrization of the arc is ∞ (t) = (t,
p
1− t2 ) for 0 ≤ t ≤ 1. We definitely

want to have this arc fit within our theory, since we know perfectly well that the
length of one quarter of the unit circle ought to be π/2. Yet the derivative of the
second entry is unbounded as t increases to 1. Fortunately the length of a simple
arc does not depend on the parametrization, and we can reparametrize the quarter
circle with angle as the parameter. Then Proposition 3.37 applies and shows the
rectifiablility. Later in this section we shall see that the arc length is indeed π/2
as expected.
(2) The simple arc given by ∞ (0) = 0 and∞ (t) = (t, t2 sin(t−2)) for 0 < t ≤ 1.

The derivative of the second entry exists everywhere. (At t = 0, use of the
definition of derivative shows that the derivative is 0.) A little computation
shows that the derivative is unbounded as t decreases to 0. In this respect this
example is nicer than the previous one because the derivative exists everywhere
this time. But in fact this example is not nice at all: the arc in question is
not rectifiable. To see this, we use a partition that includes as many of the
points t =

p
2/(πk) as we please. The corresponding point in the plane is

pk =
°p
2/(πk), 2 sin(πk/2)/(πk)

¢
, and

|pk+1 − pk | ∏

Ø
Ø
Ø
Ø
2 sin(π(k + 1)/2)

π(k + 1)
−
2 sin(πk/2)

πk

Ø
Ø
Ø
Ø .

The expression on the right collapses to 2/(πk) if k is odd and to 2/(π(k+1)) if k
is even. Since

P
1/k diverges, the sum over k of the expressions on the right can

be made as large as we want by taking enough terms. Thus ∞ is not rectifiable.

Before proceeding, let us make some observations about the definitions of
simple arcs and arc length. Throughout let us suppose that ∞ : [a, b] → Rn is
a simple arc. When a ≤ a0 ≤ b0 ≤ b, we write ∞[a0,b0] for the restriction of ∞ to
the domain [a0, b0]; this too is a simple arc. Also we write −∞ for the reverse
simple arc with domain [−b,−a] and with values given by (−∞ )(t) = ∞ (−t).

(i) If P 0 is a partition obtained by including one additional point in the
partition P , then `(∞ (P)) ≤ `(∞ (P 0)). In fact, if the new point is t 0, what
is happening is that a term of the form |∞ (tj ) − ∞ (tj−1)| in the sum for
`(∞ (P)) gets replaced by an expression |∞ (tj )−∞ (t 0)|+|∞ (t 0)−∞ (tj−1)|
in the sum for `(∞ (P 0)), and the term in the sum for `(∞ (P)) is ≤ the
expression in the sum for is `(∞ (P 0)) by the triangle inequality.

(ii) If a < b, then `(∞ ) > 0. In fact, use of the partition P0 with t0 = a and
t1 = b already has `(∞ (P0)) = |∞ (b) − ∞ (a)|, and this is positive since



11. Arc Length and Integrals with Respect to Arc Length 185

∞ is one-one. Adding further points to the partition cannot decrease the
sum of lengths, by (i), and thus `(∞ ) > 0.

(iii) If a ≤ c ≤ b and if c is a point in a partition P of [a, b], we can
regard P as the union of the set P1 of members of the partition ≤ c
and the set P2 of members of the partition ∏ c, and we evidently have
`(∞ (P)) = `(∞[a,c](P1)) + `(∞[c,b](P2)). Observation (i) implies that
if we are computing lengths, we can disregard partitions of [a, b] not
containing c, and thus

`(∞ ) = `(∞[a,c]) + `(∞[c,b]).

(iv) The simple arc −∞ is an orientation-reversing reparametrization of ∞ ,
and thus `(−∞ ) = `(∞ ).

We shall use these observations to show that any rectifiable simple arc
∞ : [a, b] → Rn can be reparametrized in such away that the new parameter is the
cumulative arc length starting from ∞ (a). For this purpose define a real-valued
function on [a, b] by s(t) = `(∞[a,t]). The function t 7→ s(t) has s(a) = 0 and
s(b) = `(∞ ), and it is strictly increasing by observations (ii) and (iii).

Proposition 3.38. If ∞ : [a, b] → Rn is a rectifiable simple arc, then the
function s : [a, b] → [0, `(∞ )] giving the cumulative arc length starting from
∞ (a) is continuous.

PROOF. We prove continuity from the left, and then we prove continuity from
the right. For continuity from the left, let {tk} be any increasing sequence in [a, b]
with limit t in [a, b]. Since s is an increasing function, we certainly have

lim sup s(tk) ≤ s(t). (∗)

Choose a sequence of partitions Pr of [a, t] with limr `(∞ (Pr )) = `(∞[a,t]).
By observation (i), we may assume that the Pr form an increasing sequence
of partitions. Let the last interval of Pr be [ur , t], and let P[

r be Pr with the last
interval omitted. By observation (i), there is no loss of generality in assuming
that lim ur = t . Then

`(∞[a,t](Pr )) = `(∞[a,ur ](P
[
r )) + |∞ (t) − ∞ (ur )| ≤ s(ur ) + |∞ (t) − ∞ (ur )|.

The lim sup of this inequality on r gives

s(t) ≤ lim sup
r

s(ur ) + lim sup
r

|∞ (t) − ∞ (ur )| = lim sup
r

s(ur ), (∗∗)

the equality holding since ∞ is continuous and {ur } increases to t . Continuity of
s from the left follows by combining (∗) and (∗∗).



186 III. Theory of Calculus in Several Real Variables

For right continuity let {tk} be a decreasing sequence in [a, b] with limit t . We
are to show that lim s(tk) = s(t). To do so, we make use of the reverse arc −∞
and take into account that {−tk} is an increasing sequence in [−b,−a] with limit
−t . The observations before the proposition show that

s(tk) = `(∞[a,tk ]) = `((−∞ )[−tk ,−a]) = `((−∞ )[−b,−a] − `((−∞ )[−b,−tk ]).

The first half of the proof, applied to −∞ , shows that limk `((−∞ )[−b,−tk ]) =
`((−∞ )[−b,−t]). Therefore

lim
k
s(tk) = `((−∞ )[−b,−a]) − `((−∞ )[−b,−t]) = `((−∞ )[−t,−a] = `(∞[a,t]),

as required. §

As a result of Proposition 3.38 and Corollary 2.40, s : [a, b] → [0, `(∞ )] has
a continuous inverse function. Classically this inverse is written as s 7→ t (s),
but let us call it ω in order to be careful. Then e∞ = ∞ ◦ ω is a simple arc with
domain [0, `(∞ )] and with the same image as ∞ ; it is an orientation-preserving
reparametrization of ∞ , and its parameter is s. The result is that ∞ has been
reparametrized so that the new parameter is the cumulative arc length starting
from ∞ (a). With this parameter in place, we can do integration. As in Section
I.4, we define the mesh of the partition P = {tj }mj=0 of [a, b] to be the number
µ(P) = maxmj=1(tj − tj−1).

Theorem 3.39 (Existence Theorem). If ∞ : [a, b] → Rn is a rectifiable simple
arc and f is a continuous complex-valued function on the image of ∞ , then there
exists a unique complex number, denoted

R
∞ f ds, with the following property.

For any ≤ > 0, there exists a δ > 0 such that any partition P = {tj }mj=0 of [a, b]
with µ(P) < δ has

Ø
Ø
Ø
Z

∞

f ds −
mX

j=1
f (∞ (tj−1))

Ø
Ø∞ (tj ) − ∞ (tj−1)

Ø
Ø
Ø
Ø
Ø < ≤.

Moreover, Z

∞

f ds =
Z `(∞ )

0
f (e∞ (s)) ds,

where e∞ is the reparametrization of ∞ by the cumulative arc length starting from
∞ (a).
REMARKS. The number

R
∞ f ds is called the integral of f over ∞ with respect

to arc length. When ∞ is an arc in the plane and when a nonnegative f is graphed
in R3 with the z axis vertical, the number has a geometric interpretation as the
area under the fence determined by the graph. The proof of the theorem will be
completed after two preliminary lemmas.
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Lemma 3.40. Suppose that ∞ : [a, b] → Rn is a rectifiable simple arc.
Let ω : [0, `(∞ )] → [a, b] be the inverse of the cumulative arc length function
t 7→ s(t) from ∞ (a), and define e∞ = ∞ ◦ ω. Whenever s and s0 are members of
[0, `(∞ )] with s < s0, then

|e∞ (s 0) − e∞ (s)| ≤ |s0 − s|.

PROOF. Define t = ω(s) and t 0 = ω(s 0). Then we have

s 0 − s = `(∞[a,t 0]) − `(∞[a,t]) = `(∞[t,t 0])

= `(∞[ω(s),ω(s0)]) = sup
R

`(∞[ω(s),ω(s0)](R)), (∗)

the supremum being taken over all partitions R of [ω(s), ω(s 0)]. The expression
`(∞[ω(s),ω(s0)](R)) is the length of a polygonal path connecting e∞ (s) = ∞ (ω(s))
to e∞ (s0) = ∞ (ω(s0)), and the triangle inequality shows that

|e∞ (s0) − e∞ (s)| ≤ `(∞[ω(s),ω(s0)](R)).

Since (∗) shows that the right side can be made arbitrarily close to |s0 − s| by
choosing R suitably, the inequality |e∞ (s 0) − e∞ (s)| ≤ |s0 − s| follows. §

Lemma 3.41. If ∞ : [a, b] → Rn is a rectifiable simple arc and if ≤ > 0 is
given, then there exists δ > 0 such that any partition P of [a, b] with µ(P) < δ
has |`(∞ ) − `(∞ (P))| < ≤.
REMARK. This lemma is the special case of Theorem 3.39 in which f is the

constant function 1. We shall see that the special case implies the general case
because of Lemma 3.40.
PROOF. Let ω : [0, `(∞ )] → [a, b] be the inverse of the cumulative arc length

function t 7→ s(t) from ∞ (a), and let ≤ > 0 be given. Choose by definition of
`(∞ ) a partition P∗ of [a, b] with the property that |`(∞ ) − `(∞ (P∗))| ≤ ≤/3.
Say that P∗ has k + 1 points and therefore determines k subintervals of [a, b].
We shall say that these subintervals are the “intervals of P∗.” Put η = ≤

6(k+1)2 .
Theorem 1.10 shows that ω is uniformly continuous; choose δ > 0 small enough
so that |s − s0| ≤ δ implies |t − t 0| ≤ η, where t = ω(s) and t 0 = ω(s 0).
Let P be any partition of [a, b] with µ(P) ≤ δ. Then Q = s(P) = ω−1(P) is

a partition of [0, `(∞ )], and the choice of η makes µ(Q) ≤ η. Define e∞ = ∞ ◦ ω
as above. Sincee∞ is a reparametrization of ∞ , `(e∞ ) = `(∞ ). Thus Q is a partition
of [0, `(e∞ )] with µ(Q) ≤ η.
Let Q∗ be the partition of [0, `(e∞ )] given by Q∗ = ω−1(P∗), and let Q# be

the common refinement of Q and Q∗. Since Q# is a refinement of Q∗,

|`(e∞ ) − `(e∞ (Q#))| ≤ |`(e∞ ) − `(e∞ (Q∗))|

= |`(∞ ) − `(∞ (ω(Q∗))| = |`(∞ ) − `(∞ (P∗))| ≤ ≤/3.
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Therefore

|`(e∞ ) − `(e∞ (Q))| ≤ |`(e∞ ) − `(e∞ (Q#))| + |`(e∞ (Q#)) − `(e∞ (Q))|

≤ |`(e∞ (Q#)) − `(e∞ (Q))| + ≤/3. (∗)

Many of the terms that contribute to the polygonal length `(e∞ (Q)) contribute
also to `(e∞ (Q#)) and therefore cancel. Such a cancellation occurs except when
the interval of Q fails to lie in a single interval of Q∗. In the exceptional case
an interval I of Q is the union of two or more intervals I # of Q#, and I contains
a point of Q∗ in its interior. For these exceptional cases we shall regard the
contribution from I to `(e∞ (Q)) as one kind of error term, and we shall regard the
contribution to `(e∞ (Q#)) from the two or more intervals I # as a second kind of
error term.
Since Q∗ has k+1 points, at most k+1 such points are involved in exceptional

intervals. Hence there at most k + 1 such intervals I . Each such is of the form
[s, s 0] and contributes to `(e∞ (Q)) an amount |e∞ (s0) − e∞ (s)| with

|e∞ (s0) − e∞ (s)| ≤ |s0 − s| ≤ µ(Q) ≤ η

by Lemma 3.40. The first error term, coming from their total contribution to
`(e∞ (Q)), is thus ≤ (k + 1)η.
Similarly each of the constituent intervals I # of I contributes to `(e∞ (Q#)) an

amount≤ η. Each such interval I # contains a point of Q∗ at one end or the other
or possibly in its interior. The number of constituent intervals is ≤ 2(k + 1), and
the total contribution to `(e∞ (Q#)) from the constituents of the exceptional I is
≤ 2(k + 1)η. Since at most k + 1 intervals I are exceptional, the second error
term, coming from the total contribution to `(e∞ (Q#)), is ≤ 2(k + 1)2η.
Taking the two error terms into account and using (∗), we see that

|`(e∞ ) − `(e∞ (Q))| ≤ ≤/3+ (k + 1)η + 2(k + 1)2η ≤ ≤/3+ ≤/3+ ≤/3 = ≤.

Since |`(e∞ ) − `(e∞ (Q))| = |`(∞ ) − `(P)|, this inequality proves the lemma. §

PROOF OF THEOREM 3.39. Let M be an upper bound for | f | on the image of
∞ . Let s : [a, b] → [0, `(∞ )] be the cumulative arc length function from ∞ (a)
given by s(t) = `(∞ |[a,t]), and let ω : [0, `(∞ )] → [a, b] be its inverse function.
Define e∞ = ∞ ◦ ω. If P = {tj }mj=0 is a partition of [a, b], then ω−1(P) = {sj }mj=0
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is a partition of [0, `(∞ )], and
Ø
Ø R `(∞ )

0 f (e∞ (s)) ds −
mP

j=1
f (∞ (tj−1))|∞ (tj ) − ∞ (tj−1)|

Ø
Ø

=
Ø
Ø R `(∞ )

0 f (e∞ (s)) ds −
mP

j=1
f (e∞ (sj−1))|e∞ (sj ) − e∞ (sj−1)|

Ø
Ø

≤
Ø
Ø R `(∞ )

0 f (e∞ (s)) ds −
mP

j=1
f (e∞ (sj−1))|sj − sj−1|

Ø
Ø

+
Ø
Ø
mP

j=1
f (e∞ (sj−1))

°
|sj − sj−1| − |e∞ (sj ) − e∞ (sj−1)|

¢ØØ.

The first of the two terms on the right side of the inequality is the error term in
approximating a Riemann integral by a Riemann sum, and Theorem 1.35 shows
that it tends to 0 as the mesh tends to 0. By Lemma 3.40 the second of the two
terms is

≤ M
mP

j=1

°
|sj − sj−1| − |e∞ (sj ) − e∞ (sj−1)|

¢
= M

°
sm − s0 − `(e∞ (ω−1(P)))

¢

= M
°
`(e∞ ) − `(∞ω(ω−1P))

¢
= M

°
`(∞ ) − `(∞ (P))

¢
,

and Lemma 3.41 shows that this expression tends to 0 as the mesh tends to 0. §

Tobeable tomakecalculations,we introduceanicenessconditionon rectifiable
arcs. In Section 2 we said that an Rn valued function on an open set is of class
C1 if it is everywhere differentiable and if its derivative is continuous. We need
to extend this definition to allow the domain to be a closed interval. To do so, we
say that a simple arc ∞ : [a, b] → Rn is tamely behaved if it is of class C1 on
(a, b) and if near each endpoint, each entry of ∞ 0 has the property of being either
bounded below or bounded above (or both).5

Theorem 3.42. If ∞ : [a, b] → Rn is a tamely behaved simple arc, then ∞ is
rectifiable, and

`(∞ ) = lim
a0↓a, b0↑b,
a<a0<b0<b

Z b0

a0
|∞ 0(t)| dt

5Other authors use other concepts here, and the names for them vary. The notion of “tamely
behaved” on [a, b] is emphatically different from the notion of having a continuous derivative on
[a, b] in the sense of Section A2 of Appendix A, and the extra generality here is vital. The exact
notion that is needed is that |∞ 0| is “Lebesgue integrable” on [a, b], as will be shown in Section V.10,
but “tamely behaved” is sufficient for the theory in this chapter. Example 1 following Proposition
3.37 shows that it would be too restrictive to assume as in Section A2 of Appendix A that ∞ is of
classC1 on (a, b) and that the derivative has a finite one-sided limit at each endpoint, and Example 2
shows that we encounter nonrectfiable arcs if we assume instead that ∞ is of class C1 on (a, b) and
extends beyond the endpoints so as to be everywhere differentiable.
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REMARKS. The Riemann integral is well defined for each a0 and b0 since |∞ 0(t)|
is continuous, and the limit indicates that the length is obtained by passing to the
limit as a0 and b0 tend to a and b. The limits as a0 decreases to a and b0 increases
to b can be taken in either order or in any joint fashion, according to Theorem
1.13. One frequently writes this formula in shortcut language as

`(∞ ) =
Z b

a
|∞ 0(t)| dt

even though Riemann integrals are not defined for unbounded functions.6 Recall
that the cumulative arc length function is given by s(t) = `(∞[a,t]). Then the
above formula shows that

s(t) =
Z t

a
|∞ 0(u)| du

PROOF. With a0 and b0 fixed such that a < a0 < b0 < b, Proposition 3.37
shows that ∞[a0,b0] is rectifiable. Let ≤ > 0 be given. Choose δ1 > 0 small
enough by Lemma 3.41 so that any partition P of [a0, b0] with µ(P) < δ has
|`(∞[a0,b0]) − `(∞[a0,b0](P))| < ≤, choose δ2 > 0 small enough by Theorem 1.35

so that
Ø
Ø
mP

j=1
|∞ 0(tj )|(tj − tj−1) −

R b0

a0 |∞ 0(t) dt
Ø
Ø < ≤, and choose δ3 > 0 small

enough by uniform continuity (Theorem 1.10) so that |t 0 − t | < δ3 implies
|∞ 0(t 0) − ∞ 0(t)| < ≤. Put δ = min{δ1, δ2, δ3}. Then any partition P of [a0, b0]
with µ(P) < δ satisfies all three of the following conditions:

|`(∞[a0,b0]) − `(∞[a0,b0](P))| < ≤
Ø
Ø
mP

j=1
|∞ 0(tj )|(tj − tj−1) −

R b0

a0 |∞ 0(t) dt
Ø
Ø < ≤

|∞ 0(t 0) − ∞ 0(t)| < ≤ whenever t and t 0 are in the same interval of P.





(∗)

Let P = {tj }mj=0 be any such partition of [a0, b0]. Then

`(∞[a0,b0](P)) =
mP

j=1
|∞ (tj ) − ∞ (tj−1)| (∗∗)

by definition. By the Mean Value Theorem, to each i and j corresponds a real
number t#i, j with tj−1 < t#i, j < tj such that the i th component of ∞ (tj ) − ∞ (tj−1)

6Lebesgue integrals are introduced in Chapter V. The integral in this theorem can be interpreted
as a Lebesgue integral, and then no limit sign is needed.
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is of the form

∞i (tj ) − ∞i (tj−1) = ∞ 0
i (t

#
i, j )(tj − tj−1)

=
°
∞ 0
i (tj ) + (∞ 0

i (t
#
i, j ) − ∞ 0

i (tj ))
¢
(tj − tj−1)

= (∞ 0
i (tj ) + ϕ

( j)
i )(tj − tj−1),

say, with |ϕ( j)
i | ≤ ≤. If ϕ( j) denotes the vector whose i th entry is ϕ

( j)
i , then the

triangle inequality gives

|∞ (tj ) − ∞ (tj−1) − ∞ 0(tj )(tj − tj−1)| ≤ |ϕ( j)|(tj − tj−1) ≤ n1/2≤(tj − tj−1),

n being the dimension. By the triangle inequality,
Ø
Ø|∞ (tj ) − ∞ (tj−1)| − |∞ 0(tj )|(tj − tj−1)

Ø
Ø ≤ n1/2≤(tj − tj−1). (†)

Summing (†) on j and again using the triangle inequality, we obtain
Ø
Ø

kP

j=1
|∞ (tj ) − ∞ (tj−1)| −

kP

j=1
|∞ 0(tj )|(tj − tj−1)

Ø
Ø

≤
kP

j=1

Ø
Ø|∞ (tj ) − ∞ (tj−1)| − |∞ 0(tj )|(tj − tj−1)

Ø
Ø ≤ n1/2≤(b0 − a0).

(††)

Therefore
Ø
Ø`(∞[a0,b0]) −

R b0

a0 |∞ 0(t) dt
Ø
Ø ≤

Ø
Ø`(∞[a0,b0]) − `(∞[a0,b0](P))|

+
Ø
Ø`(∞[a0,b0](P)) −

mP

j=1
|∞ (tj ) − ∞ (tj−1)|

Ø
Ø

+
Ø
Ø
mP

j=1
|∞ (tj ) − ∞ (tj−1)| −

mP

j=1
|∞ 0(tj )|(tj − tj−1)

Ø
Ø

+
Ø
Ø
mP

j=1
|∞ 0(tj )|(tj − tj−1) −

R b0

a0 |∞ 0(t) dt
Ø
Ø.

The first line on the right side of the above display is≤ ≤ by the first condition in
(∗), the second line is 0 by (∗∗), the third line is≤ n1/2≤(b0−a0) as a consequence
of (††), and the fourth line is ≤ ≤ by the second condition in (∗). Thus the left
side is ≤ (2+ n1/2(b0 − a0))≤, and the proof is complete.
This proves the formula `(∞ |[a0,b0]) =

R b0

a0 |∞ 0(t)| dt . We are left with proving
that ∞ is rectifiable on [a, b] as a consequence of the fact that ∞ is tamely behaved,
since the limit formula for `(∞ )will then follow from Proposition 3.38. Theorem
1.13, which is an interchange-of-limits result, shows that the two endpoints a and
b operate independently of each other, and it will be enough by symmetry to treat
b. Thus we want to see that ∞ is rectifiable on [a0, b], and the relevant assumption
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is that each entry of ∞ 0(t) is bounded below near b, or is bounded above near b,
or both.
Imagine a fixed partition and the computation of the polygonal length from it.

A typical term is of the form |∞ (tj ) − ∞ (tj−1)|, where tj−1 and tj are consecutive
points of the partition. If an entry of the column vector ∞ (t) is replaced by its
negative, the value of the term in the computation of the partition does not change.
Thus we may assume that each entry of ∞ 0(t) is bounded below.
Nextwe can replace∞ by the sumof it and any rectifiable arc ≥(t), and the effect

on the computation will be harmless, as a consequence of the triangle inequality.
The rectifiable arc we choose is one of the form ≥(t) = tc, where c is a vector of
constants. (This is rectifiable by Proposition 3.37, for example.) With the entries
of c chosen large enough, the effect will be to make all the entries of ∞ 0(t) be
everywhere positive on [a0, b]. Choosing the vector of constants suitably, we can
arrange that every entry of ∞ 0(t) is ∏ 0.
Thus we may assume that ∞ 0(t) is continuous on [a0, b) and that every entry

∞i (t) of ∞ (t) is positive there. Hence every entry∞i (t) is a nondecreasing function.
We make use of the inequality

° nP

i=1
|ci |2

¢1/2
≤

nP

i=1
|ci |,

which follows by squaring both sides, canceling the squared terms, and observing
that the left side reduces to 0while the right side reduces to the sumof nonnegative
terms. Using this inequality we compute that

kP

j=1
|∞ (tj ) − ∞ (tj−1)| =

kP

j=1

° nP

i=1
(∞i (tj ) − ∞i (tj−1))2

¢1/2

≤
kP

j=1

nP

i=1
|∞i (tj ) − ∞i (tj−1)|

≤
kP

j=1

nP

i=1
(∞i (tj ) − ∞i (tj−1)) since ∞i is nondecreasing

=
nP

i=1
(∞i (b) − ∞i (a0)),

and this is bounded independently of the partition. Thus ∞ is rectifiable. §

Corollary 3.43. If ∞ : [a, b] → Rn is a tamely behaved simple arc and f is
a continuous complex-valued function on the image of ∞ , then the integral of f
over ∞ with respect to arc length is given by

Z

∞

f ds =
Z b

a
f (∞ (t))|∞ 0(t)| dt.
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PROOF. Theorem 3.39 and the boxed formula in the remarks with Theorem
3.42 give
R
∞ f ds =

R `(∞ )

0 f (e∞ (s)) ds =
R b
a f (e∞ (s(t))) dsdt dt =

R b
a f (∞ (t))|∞ 0(t)| dt. §

EXAMPLE. Cycloid. A cycloid is the locus of points swept out by a point
on the circumference of a circle when the circle rolls without slipping along a
straight line. When the radius of the circle is r and the circle rolls along the x-axis
starting from the origin, the parametric equations are

x = r(t − sin t)
y = r(1− cos t).

Aplot appears in Figure 3.2. The cusps occur on the x-axiswhen y equals 0, hence
when t = 2πm for some integer m, and the corresponding value of x is 2πmr .

y

x

FIGURE 3.2. Cycloid.

Theorem 3.42 says that the length s(t) of the locus swept out from 0 to t satisfies

ds
dt =

q° d
dt (r(t − sin t))

¢2
+

° d
dt (r(1− cos t))

¢2

= r
p
2− 2 cos t

= 2r | sin(t/2)|.

Therefore s(t) = 4r(1− cos(t/2)) for 0 ≤ t ≤ 2π.

The end of the first arch corresponds to t = 2π , and the length of the arch is
s(2π) = 8r . If, say, we build a fence over the first arch of the cycloid with height
(1− cos t) in the z direction above (x(t), y(t)), then Corollary 3.43 allows us to
use the formula ds

dt = 2r sin(t/2) to compute the area of the fence as

area =
R
first
arch

(height) ds =
R 2π
0 (1− cos t)(2r sin(t/2)) dt.

The first cusp occurs at the point (x, y) = (2πr, 0), which corresponds to t = 2π .
Notice that the simultaneousC1 behavior of x(t) and y(t) at t = 2π is insufficient
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to rule out corners and other irregular behavior for the curve. However, there is
a sufficient condition to rule out such irregular behavior: if (x(t), y(t)) is a
parametrically defined C1 curve in R2 and at least one of x 0(t0) and y0(t0) is
nonzero, as is the case here at t = 2π , then irregular behavior can be ruled out
near t = t0. The reason is that the Inverse Function Theorem in principle allows
us locally to solve one of x(t) and y(t) for t near t = t0 and to substitute the result
into the other of x(t) and y(t). The result is that one of x and y is exhibited as a
C1 function of the other.

12. Line Integrals and Conservative Vector Fields

While integrals with respect to arc length are motivated by the geometric problem
of calculating the area under the graph of a numerical-valued function on a
parametrically defined curve in the plane, line integrals are motivated by physical
considerations. In physics thework done (energy expended) by a constant force in
moving an object is the product of the force by the displacement.7 More precisely
force is given as a vector quantity, say F ; the displacement is given by another
vector quantity, say s; and the product in question is the dot product F · s. In
particular, no work is done when the motion is perpendicular to the force.
When the force varies from point to point and the object moves along a curve,

it is natural to think of replacing the product F · s by a sum of contributions
from successive small displacements

P
Fj · (sj − sj−1) and to hope for a realistic

answer in the limit as the displacements tend to 0. This situation arises in the
case of motion in an electrical, gravitational, or magnetic field. Themathematical
object that abstracts this kind of field in physics is a “vector field.”
A vector field on a subset U of Rn is a function F : U → Rn . The vector

field is continuous if F is a continuous function.8 The traditional geometric
interpretation of F , particularly when n = 2 or n = 3, is to attach to each point p
of U the vector F(p) as an arrow based at p. This interpretation is appropriate,
for example, if F represents the velocity vector at each point in space of a time-
independent fluid flow. It is appropriate also for an electrical, gravitational, or
magnetic field. Let an object (or particle) move along a parametrically defined
curve ∞ (t) in Rn , starting at t = a and ending at t = b.
For the moment we suppose that the curve is a simple rectifiable arc. It will

be important eventually to allow for more general parametrically defined curves,
such as ones that retrace themselves and ones whose value at a equals the value at

7The exact wording is important. Careless wording can lead to an answer that differs in a sign
from the usual notion of work.

8In Section IV.4 we shall consider “smooth vector fields.” In this case we shall require U to be
open in Rn , so that the notion of a smooth function is meaningful.
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b. But for now, we stick with rectifiable simple arcs. We think of computing an
approximation to the work done by the force as a sum of amounts involving small
displacements. If P = {tj }mj=1 is a partition of [a, b], the vector F(∞ (tj−1)) plays
the role of Fj in the above formula, and the displacements sj − sj−1 above are the
differences ∞ (tj ) − ∞ (tj−1). Then the work done by the force field in moving the
particle along the curve is to be approximately given by a sum

mP

j=1
F(∞ (tj−1)) · (∞ (tj ) − ∞ (tj−1)).

The hope is that a suitable limit of this quantity exists and can be computed.
One virtue of formulating work as a limit of a sum of this kind is that we can

see by inspection that the answer is independent of the parametrization as long as
a reparametrization is orientation-preserving. In fact, let ∞1 : [a1, b1] → Rn and
∞2 : [a2, b2] → Rn be simple arcs related by ∞1 = ∞2 ◦ ϕ, where ϕ : [a1, b1] →
[a2, b2] is continuous, has a continuous inverse, and has ϕ(a1) = a2. Then the
same kind of computation as for arc length before Proposition 3.37 shows that
the approximating sum for ∞1 using the partition P = {tj }mj=0 is equal to the
approximating sum for ∞2 using the partition ϕ(P) = {uj }kj=0, where uj = ϕ(tj ).
That being said, the existence theorem is as follows.

Theorem 3.44 (Existence Theorem). If ∞ : [a, b] → Rn is a rectifiable simple
arc and F is a continuous vector field on the image of ∞ , then there exists a unique
number, denoted

R
∞ F · ds, with the following property. For any ≤ > 0, there

exists a δ > 0 such that any partition P = {tj }mj=0 of [a, b] with µ(P) < δ has

Ø
Ø
Ø
Z

∞

F · ds−
mX

j=1
F(∞ (tj−1)) ·

°
∞ (tj ) − ∞ (tj−1)

¢ØØ
Ø < ≤.

REMARKS. The number
R
∞ F ·ds is called the line integral of F over ∞ . In this

generality and unlike in the case of integration with respect to arc length, a line
integral is not given in terms of a Riemann integral. Instead it is given in terms
of a generalization of the Riemann integral called a “Stieltjes integral.” Stieltjes
integrals are not developed in this book other than in problems at the end of this
chapter,9 and accordingly we omit the proof of Theorem 3.44.

9The defining properties of “Stieltjes integration” as in the proof are simple enough that they
can be summarized here. The first relevant fact is that for any partition P = {tj }mj=0 of [a, b], each
component ∞i (t) of ∞ (t) satisfies an inequality

Pm
j=1 |∞i (tj )−∞i (tj−1)| ≤

Pm
j=1 |∞ (tj )−∞ (tj−1)| ≤

`(∞ ), a condition summarized in the language of Section VI.9 below by saying that ∞i is of “bounded
variation” on [a, b]. Proposition 6.54 below will show that such a function is the difference of two
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Let us observe from the approximation formula in Theorem 3.44 that if −∞
denotes the reverse simple arc of ∞ , then the line integral of F over −∞ is the
negative of the line integral of F over ∞ .
We turn now to the question of obtaining a useful formula for the value of a

line integral. We make the same assumption as in the case of arc length: that the
simple arc ∞ is tamely behaved. Theorem 3.42 ensures that ∞ is rectifiable.

Theorem 3.45. If ∞ : [a, b] → Rn is a tamely behaved simple arc and if F
is a continuous vector field on the image of ∞ , then the line integral of F over ∞ ,
which exists by Theorem 3.44, is given by

Z

∞

F · ds = lim
a0↓a, b0↑b,
a<a0<b0<b

Z b0

a0
F(∞ (t)) · ∞ 0(t) dt.

REMARKS.
(1) The proof will follow these remarks and an example.
(2) The limit sign is present in the formula because we are allowing ∞ 0(t)

to be unbounded near either endpoint. It is customary to write the integral asR b
a in every case even though Riemann integrals are not defined for unbounded
functions,10 and we shall follow this convention once Theorem 3.45 has been
proved. Then the displayed formula in the theorem becomes

Z

∞

F · ds =
Z b

a
F(∞ (t)) · ∞ 0(t) dt

(3) Before this theorem the expression dswas only symbolic; it meant nothing
mathematically. Now we can see that it provides a handy reminder that equality
in the boxed formula comes by taking ds/dt = ∞ 0(t). (For comparison we know
from Theorem 3.42 that the derivative of the cumulative arc length of a tamely
behaved simple arc is ds/dt = |∞ 0(t)|.)
(4) The Schwarz inequality gives
Ø
Ø
Ø
R b
a F(∞ (t)) · ∞ 0(t) dt

Ø
Ø
Ø ≤

R b
a |F(∞ (t)) · ∞ 0(t)| dt ≤

R b
a |F(∞ (t)||∞ 0(t)| dt,

nondecreasing functions. There is even a natural such decomposition as a difference. (Problem 23
at the end of Chapter VI will show for this case that the two nondecreasing functions are continuous,
and this fact simplifies the relevant theory somewhat.) Stieljes integration is defined relative to a
nondecreasing function α in a way similar to that for Riemann integration. The new ingredient
is that whenever the length of an interval [a0, b0] appears in an argument, it is to be replaced by
α(b0) − α(a0). For more details see Problems 24–26 at the end of this chapter.

10Lebesgue integrals are introduced in Chapter V. The integral in this theorem can be interpreted
as a Lebesgue integral, and then no limit sign is needed.
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which translates into a way of estimating a line integral in terms of an integral
with respect to arc length:

Ø
Ø
Ø
Z

∞

F · ds| ≤
Z

∞

|F | ds

(5) The traditional way of writing the line integral is as
Z

∞

F · ds =
Z

∞

F1 dx1 + · · · + Fn dxn

with just the one integral sign for all n terms. This too is handy notation, since
it points to an evaluation procedure for the line integral that correctly gives the
formula of the theorem. Namely for each argument xi of F , we substitute xi =
∞i (t), and for each dxi we use the formula dxi = dxi

dt dt = ∞ 0
i (t) dt . Here is an

example.

EXAMPLE. To evaluate the line integral of the vector field F(x, y, z) =
(x, x2y2, x3z3) over the simple arc ∞ (t) = (t5, t4, 1), defined for 0 ≤ t ≤ 1,
we use ∞ 0(t) = (5t4, 4t3, 0) and compute

R
∞ x dx + x2y2 dy + x3z3 dz

=
R 1
0 t

5(5t4 dt) + (t5)2(t4)2(4t3 dt) + (t5)3(1)30 dt

=
R 1
0 (5t9 + 4t21 + 0) dt = 5

10 + 4
22 = 1

2 + 2
11 = 15

22 .

PROOF OF THEOREM 3.45. For the moment fix a0 and b0 such that a < a0 <
b0 < b. We prove the formula of the theorem on [a0, b0]. Write the values of F
in terms of the standard basis {ei } of Rn as F(t) =

Pn
i=1 Fi (t)ei . By linearity it

is enough to handle a single Fi . Fix that i .
Let ≤ > 0 be given. Choose δ1 > 0 by Theorem 3.44 to be small enough so

that any partition P = {tj }mj=0 of [a0, b0] with µ(P) < δ1 has

Ø
Ø
Ø
R b0

a0 Fi (∞ (t))∞ 0
i (t) dt −

mP

j=1
Fi (∞ (tj−1))

°
∞i (tj ) − ∞i (tj−1)

¢ØØ
Ø < ≤. (∗)

Choose δ2 > 0 small enough by Theorem 1.35 so that any partition P = {tj }mj=0
of [a0, b0] with µ(P) < δ2 has

Ø
Ø
mP

j=1
Fi (∞ (tj−1))∞ 0

i (tj−1)(tj − tj−1) −
R b0

a0 Fi (∞ (t))∞ 0
i (t) dt

Ø
Ø < ≤. (∗∗)
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Let C be an upper bound for |Fi | on the image of ∞ . Choose δ3 > 0 by
uniform continuity of ∞ 0(t) on [a0, b0] (Theorem 1.10) so that |∞ 0(t 0) − ∞ 0(t)| <
C−1(b0 − a0)−1≤ whenever t 0 and t are members of [a0, b0] with |t 0 − t | < δ3.
Put δ = min{δ1, δ2, δ3}. Then any partition P of [a0, b0] with µ(P) < δ

satisfies (∗), (∗∗), and

|∞ 0
i (t

#
i, j ) − ∞ 0

i (tj−1)| < C−1(b0 − a0)−1≤ whenever tj−1 ≤ t#i, j ≤ tj . (†)

Let P = {tj }mj=0 be any such partition. By the Mean Value Theorem the i th
component of ∞ (tj ) − ∞ (tj−1) is of the form

∞i (tj ) − ∞i (tj−1) = ∞ 0
i (t

#
i, j )(tj − tj−1)

=
°
∞ 0
i (tj−1) + (∞ 0

i (t
#
i, j ) − ∞ 0

i (tj−1))
¢
(tj − tj−1)

= (∞ 0
i (tj−1) + ϕ

( j)
i )(tj − tj−1),

say, and (†) shows that |ϕ( j)
i | ≤ C−1(b0 − a0)−1≤. We estimate

Ø
Ø R

∞[a0,b0]
Fiei · ds−

R b0

a0 Fi (∞ (t))∞ 0
i (t) dt

Ø
Ø

≤
Ø
Ø R

∞[a0,b0]
Fiei · ds−

mP

j=1
Fi (∞ (tj−1))ei ·

°
∞ (tj ) − ∞ (tj−1)

¢ØØ

+
Ø
Ø
mP

j=1
Fi (∞ (tj−1))

°
∞i (tj ) − ∞i (tj−1)

¢
−

mP

j=1
Fi (∞ (tj−1))∞ 0(tj−1)(tj − tj−1)

Ø
Ø

+
Ø
Ø
mP

j=1
Fi (∞ (tj−1))∞ 0(tj−1)(tj − tj−1) −

R b0

a0 Fi (∞ (t))∞ 0
i (t) dt

Ø
Ø.

The first line of the right side of the above inequality is < ≤ by (∗), and the third
line is < ≤ by (∗∗). The second line on the right side is equal to

Ø
Ø
mP

j=1
Fi (∞ (tj−1))

°
∞i (tj ) − ∞i (tj−1) − ∞ 0(tj−1)(tj − tj−1)

¢ØØ

=
Ø
Ø
mP

j=1
Fi (∞ (tj−1))(ϕ

( j)
i )(tj − tj−1)

Ø
Ø

≤
mP

j=1
|Fi (∞ (tj−1))||ϕ

( j)
i |(tj − tj−1)

≤
mP

j=1
C(C−1(b0 − a0)−1≤)(tj − tj−1)

= ≤.
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The whole right side is therefore < 3≤.
Since ≤ is arbitrary,

Ø
Ø R

∞[a0,b0]
Fiei · ds −

R b0

a0 Fi (∞ (t))∞ 0
i (t) dt

Ø
Ø = 0. Hence

R
∞[a0,b0]

Fiei · ds =
R b0

a0 Fi (∞ (t))∞ 0
i (t) dt , and the proof is complete for the interval

[a0, b0].
To complete the proof, we need to consider the effects from near the endpoints.

For the right endpoint it is enough to show that

lim sup
b0↑b

Ø
Ø
Ø

P

1≤ j≤m,
b0≤tj≤b

Fi (∞ (tj−1))ei ·
°
∞ (tj ) − ∞ (tj−1)

¢ØØ
Ø = 0 (††)

and
lim sup
b0↑b, b0≤b00

Ø
Ø
Ø
R b00

b0 Fi (∞ (t))∞ 0
i (t) dt

Ø
Ø
Ø = 0. (‡)

Still with C as an upper bound for |Fi | on the image of ∞ , we have
Ø
Ø
Ø

P

1≤ j≤m,
b0≤tj≤b

Fi (∞ (tj−1))ei ·
°
∞ (tj ) − ∞ (tj−1)

¢ØØ
Ø ≤ C

P

1≤ j≤m,
b0≤tj≤b

Ø
Ø∞ (tj ) − ∞ (tj−1)

Ø
Ø

≤ C`(∞ |[b0,b]),

and the right side has limit 0 as b0 ↑ b by Proposition 3.38. This proves (††). For
(‡) we have Ø

Ø
Ø
R b00

b0 Fi (∞ (t))∞ 0
i (t) dt

Ø
Ø
Ø ≤ C

R b00

b0 |∞ 0(t)| dt,

and Theorem 3.42 shows that the right side is = C`(∞ |[b0,b00]). In turn this is
≤ C`(∞ |[b0,b]), which has limit 0 as b0 ↑ b by Proposition 3.38.
This proves (‡). A similar argument applies to handle the left endpoint of

[a, b] and completes the proof of the theorem. §

Now we enlarge the definition of the kind of parametrically defined curve we
consider, no longer restricting ourselves to simple rectifiable arcs. A continuous
function ∞ : [a, b] → Rn is said to be a piecewiseC1 curve if there is a partition
P0 = {cj }mj=0 of [a, b] such that each ∞ |[cj−1,cj ] for 1 ≤ j ≤ m is a tamely behaved
simple arc in the sense of the previous section. Piecewise C1 curves can cross
themselves and can even retrace their steps. Most parametrically defined curves
that arise in practice are piecewise C1. The piecewise C1 curve ∞ : [a, b] → Rn

is said to be closed if ∞ (a) = ∞ (b). The adjective simple is sometimes used in
connection with closed curves; it means that ∞ (a) = ∞ (b) but that otherwise ∞
is one-one.
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If ∞ : [a, b] → Rn is a piecewise C1 curve given relative to a partition P0 as
above and if F is a vector field on the image of ∞ , then the definition of the line
integral of F over ∞ extends to this situation by the formula

Z

∞

F · ds =
mX

j=1

Z

∞[cj−1,cj ]

F · ds.

As far as line integrals go, the value of a line integral over a single con-
stituent simple arc of the piecewise C1 curve ∞ is unchanged by any orientation-
preserving reparametrization, as we know. However, the value changes in sign
if the reparametrization is orientation-reversing. For this reason it is common
in diagrams of piecewise C1 curves to indicate the direction that such a curve is
traced out.
One often encounters line integrals over piecewiseC1 curves of the kind shown

in Figure 3.3, in which geometrically one of the segments is a reparametrization
of the reverse of another. Then the contributions to the line integral from the two
segments cancel.

FIGURE 3.3. A piecewise C1 curve that retraces part of itself.

In electrostatics the (vector) field resulting from a configuration of charges has
an accompanying potential, a scalar-valued function whose value at a point gives
the change in potential energy of moving a unit charge from infinity to that point.
The existence of that potential imposes a condition on the vector field, and we
now study that condition.
Any connected open subset of Rn is called a region.

Lemma 3.46. Any two points in a region U of Rn can be connected by a
piecewise C1 curve.

PROOF. Fix p inU , and let E be the set E of points inU that can be connected to
p by a piecewiseC1 curve. The set E is nonempty, and it is open since it certainly
contains an open ball about any of its members. To see that it is relatively closed
in U , suppose that {xk} is a sequence in E with a limit point q in U . Choose an
open ball about q that is contained in U . Some xk lies in the ball, and xk can be
connected to q by a line segment within the ball. Since xk can be connected to
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q by a piecewise C1 curve in U , the extension of the curve by the straight line
segment is a piecewise C1 curve connecting p to q. Therefore E is relatively
closed. Since U is connected, E = U . §

If f is aC1 numerical-valued function on an open subsetU ofRn , the gradient
of f , denoted ∇ f , is the vector field given by the transpose of the row vector
[ f 0(x)] for the derivative f 0(x), namely11

∇ f =






@ f
@x1
...

@ f
@xn




 .

Proposition 3.47. If F is a continuous vector field on a region U of Rn , then
F is the gradient of aC1 numerical-valued function onU if and only if the values
of the line integrals

R
∞ F · ds over piecewise C1 curves ∞ : [a, b] → U depend

only on the endpoints ∞ (a) and ∞ (b) and not on the values of ∞ (t) for a < t < b.

REMARKS. Briefly F is a gradient if and only if “line integrals of F in U
are independent of the path.” In this case we say that the vector field F is
conservative.

PROOF OF NECESSITY. Suppose F = ∇ f . We first give the argument under
the assumption that ∞ : [a, b] → Rn is a tamely behaved simple arc. In this case
the chain rule gives

R
∞ F · ds =

R b
a F(∞ (t)) · ∞ 0(t) dt =

R b
a

nP

i=1

@ f
@xi (∞ (t))∞ 0

i (t) dt

=
R b
a

d
dt ( f ◦ ∞ )(t) dt = ( f ◦ ∞ )(b) − ( f ◦ ∞ )(a),

and the right side depends only on ∞ (a) and ∞ (b). For a general piecewise C1
curve ∞ , we write

R
∞ F · ds as a sum of terms

R
∞ |[cj−1,cj ]

F(∞ (t)) · ∞ 0(t) dt and go
through the above argument. The sum of all the terms is then

mP

j=1
[( f ◦ ∞ )(cj ) − ( f ◦ ∞ )(cj−1)] = ( f ◦ ∞ )(b) − ( f ◦ ∞ )(a),

and again the right side depends only on ∞ (a) and ∞ (b). §

PROOF OF SUFFICIENCY. Suppose
R
∞ F · ds depends only on ∞ (a) and ∞ (b),

and fix a point p in U . If x is given in U , define f (x) =
R
∞ F · ds for any

11The symbol ∇ is called “nabla.”
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piecewiseC1 curve ∞ connecting p to x . Let us see that f is of classC1 inU and
that F = ∇ f . Fix attention on points in U in a closed ball centered at x0. On
the closed ball, |F | is bounded, say by M . Such a point x can be connected to x0
by a straight line segment ∞0, and | f (x) − f (x0)| = |

R
∞0
F · ds| ≤

R
∞0

|F | ds ≤
M`(∞0) = M|x − x0|. Hence f is continuous at x0.
Similarly let us connect x0 to x0 + hei by the straight line ∞0(t) = x0 + thei

defined for t in [0, 1]. Then ∞ 0
0(t) = hei , and

f (x0 + hei ) − f (x0) =
R
∞0
F · ds =

R 1
0 F(x0 + thei ) · hei dt.

So

1
h
°
f (x0 + hei ) − f (x0)

¢
− Fi (x0) =

R 1
0 [Fi (x0 + thei ) − Fi (x0)] dt,

and
Ø
Ø 1
h
°
f (x0 + hei ) − f (x0)

¢
− Fi (x0)

Ø
Ø ≤

R 1
0 |Fi (x0 + thei ) − Fi (x0)| dt,

Given ≤ > 0, choose δ > 0 by continuity of Fi at x0 so that |Fi (x) − Fi (x0)| ≤ ≤
whenever |x − x0| ≤ δ. If |h| ≤ δ, then the integrand on the right is ≤ ≤, and
hence so is the integral. Thus @ f

@xi (x0) = Fi (x0), and the sufficiency follows. §

Proposition 3.48. Let F be aC1 vector field on a regionU ofRn , and suppose
that F = ∇ f for some scalar-valued f of class C2 on U . Then

@Fi
@xj

=
@Fj
@xi

for all i and j .

Conversely for U = Rn if F is a C1 vector field such that @Fi
@xj = @Fj

@xi for all i and
j everywhere on Rn , then there exists a C2 scalar-valued function f on Rn with
F = ∇ f .

REMARKS. The converse part depends on the global geometry of the region
where F is defined. It holds for Rn , as is asserted, and it extends to any star-
shaped open set, i.e, a setU having a point p such that for each point x ofU , the
straight line segment from p to x lies completely in U . It fails in dimension two
if U is an annulus, i.e., the open set lying between two concentric circles, as is
shown in Problem 29 at the end of the chapter.

PROOF. We proceed by induction on the dimension n. If n = 1, then a C1
vector field F is just an ordinary scalar-valued function, and the condition on the
partial derivatives of F is vacuous. The function f (x) =

R x
0 F(u) du has the

required property that F = ∇ f = d f
dx .
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Inductively assume that the result holds for dimension n − 1. The functions
Gj (x2, . . . , xn) = Fj (0, x2, . . . , xn) have the property that @Gi

@xj = @Gj
@xi for i ∏ 2

and j ∏ 2, and the inductive hypothesis produces a C2 function g(x2, . . . , xn)
such that @g

@xj = Gj for all j ∏ 2. Define

f (x1, . . . , xn) =
R x1
0 F1(u1, x2, . . . , xn) du1 + g(x2, . . . , xn).

The @ f
@x1 = F1 by Theorem 1.32a. Also for j > 1, we have

@ f
@xj (x1, . . . , xn)

= @
@xj

R x1
0 F1(u1, x2, . . . , xn) du1 + @g

@xj (x2, . . . , xn)

=
R x1
0

@F1
@xj (u1, x2, . . . , xn) du1 + @g

@xj (x2, . . . , xn) by Proposition 3.28b

=
R x1
0

@Fj
@x1 (u1, x2, . . . , xn) du1 + @g

@xj (x2, . . . , xn) by hypothesis
= Fj (x1, x2, . . . , xn) − Fj (0, x2, . . . , xn) + Gj (x2, . . . , xn)
= Fj (x1, x2, . . . , xn),

as required. §

13. Green’s Theorem in the Plane

Green’s Theorem in the plane relates a line integral over the boundary of certain
kinds of regions to a double integral over the region. The core idea is visible in
the case of a closed geometric rectangle, which we discuss in the first example.
There the theorem reduces to the Fundamental Theorem of Calculus.

EXAMPLE 1. Green’s Theorem for a closed rectangle. Suppose we are given
the closed rectangle R with a ≤ x ≤ b and c ≤ y ≤ d. Let P(x, y) and Q(x, y)
be C1 functions on a region containing R, and let ∞ denote the boundary of R
regarded as a piecewise C1 curve that is traversed counterclockwise. Then

Z

∞

P dx + Q dy =
ZZ

R

≥@Q
@x

−
@P
@Y

¥
dx dy.

To see this equality, we start from
R d
c

£ R b
a

@Q
@x dx

§
dy =

R d
c (Q(b, y) − Q(a, y)) dy

and R b
a

£ R d
c

@P
@y dy

§
dx =

R b
a (P(x, d) − P(x, c)) dx .
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The difference of the two left sides equals the double integral by Theorem 3.32,
and the difference of the right sides equals the line integral if we understand ∞ to
consist of four parts: the bottom, parametrized by t 7→ (t, c) for a ≤ t ≤ b; the
right side, parametrized by t 7→ (b, t) for c ≤ t ≤ d; the top, parametrized by
t 7→ (−t, d) for −b ≤ t ≤ −a; and the left side, parametrized by t 7→ (a,−t)
for −d ≤ t ≤ −c.

Notice in Example 1 that we did not actually write ∞ as a single piecewise
C1 curve but instead wrote it as four curves. This is an artificial distinction;
we could have followed the definition literally by merely using a translation of
the parameter for each interval. For example, we could have parametrized the
bottom as (a + t, c) for 0 ≤ t ≤ b − a, the right side as (b, c + t − (b − a)) for
b − a ≤ t ≤ (b − a) + (d − c), and so on.
To adapt our definition to be able to handle these matters automatically, we can

introduce the notion of a piecewise C1 chain. This is a formal sum of piecewise
C1 curves, say ∞ = ∞1 + · · · + ∞r with r ∏ 0, without regard to the order of the
terms. We regard two chains as equal if they can be obtained from each other by
a sequence of operations of the form

(i) subdivision of an arc,
(ii) fusion of subarcs into a single arc,
(iii) reparametrization of an arc,
(iv) cancellation of a pair of opposite arcs,
(v) insertion of a pair of opposite arcs,
(vi) dropping a one-point arc (with domain of the form [a, a]), or
(vii) insertion of a one-point arc.
A line integral over ∞ is defined as the corresponding sum of line integrals

over the constituent piecewise C1 curves:

Z

∞

F · ds =
rX

k=1

Z

∞k

Fds.

If two such chains are equal, then all line integrals defined on both are equal.
We denote the reverse of ∞ by−∞ . If ∞ = ∞1+· · ·+∞r and σ = σ1+· · ·+σs

are chains, let ∞ + σ = ∞1 + · · · + ∞r + σ1 + . . . σs . Then
R
∞+σ F · ds =R

∞ F · ds+
R
σ F · ds. We shall write n∞ for ∞ + · · · + ∞ (n times) and−n(∞ ) =

n(−∞ ) and 0(∞ ) = (empty arc). Then every chain can be written as ∞ =
a1∞1 + · · · + an∞n with the aj positive integers and the ∞j distinct, and if we
allow some coefficients to be 0, then any two chains can be expressed as sums of
the same ∞j ’s.
If we look carefully at Example 1, we see that it admits a generalization.
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EXAMPLE 2. The set between two graphs. A certain amount of the argument
for Example 1 works if the rectangle is replaced by the set between two graphs.
Namely if we replace the y limits c and d in the formula

R b
a

£ R d
c

@P
@y dy

§
dx =

R b
a (P(x, d) − P(x, c)) dx

by two functions f (x) and g(x) with f (x) ≤ g(x), then the integration formula
is still meaningful when written as

R b
a

£ R g(x)
f (x)

@P
@y dy

§
dx =

R b
a (P(x, g(x)) − P(x, f (x))) dx .

At first glance it looks as if the full argument will go through for this more
general situation, but there is a difficulty: the corresponding argument for the Q
term works for the set between two graphs of functions with x given in terms of
y, not y in terms of x . To handle both P and Q this way, the set of integration
must look like the set between two graphs in both directions.12 The closed unit
disk x2+ y2 ≤ 1 inR2 provides an example. This is the set between the graphs of
y = −

p
1− x2 and y = +

p
1− x2, and also it is the set between the graphs of

x = −
p
1− y2 and x = +

p
1− y2. Notice that our ability to get the argument

to go through this way for a disk depends crucially on two points:
(i) Handling the P term and handling the Q term involved two different
parametrizations of the boundary circle x2+ y2 = 1, and it was important
that these two parametrizations were related by an orientation-preserving
reparametrization.

(ii) The functions whose graphs were involved had unbounded first deriva-
tives. This behavior had to show up for a curve with a well-defined
tangent line at every point. Thus the definition of piecewiseC1 curve had
to allow for an unbounded derivative at the endpoints of each piece.

Theorem 3.49 (Green’s Theorem, first form). Suppose that a region U in R2

can be described as the set between two graphs of y as a continuous function
of x and also as the set between two graphs of x as a continuous function of y.
Suppose further that all four graphs are piecewise C1 curves.13 Write ∞ for the
chain consisting of the four graphs, and assume that each piece of ∞ is oriented
so thatU is on the left. If P and Q are C1 functions on an open set containingU
and its boundary, then

Z

∞

P dx + Q dy =
ZZ

U

≥@Q
@x

−
@P
@Y

¥
dx dy.

PROOF. The argument has already been given in Example 1, as amended in
Example 2, and there is no need to repeat it. §

12Some authors refer to such a set as a “Type III region.” We shall not use this term.
13The hypothesis “tamely behaved” has been built into the definition of a piecewise C1 curve.
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The theoremadmits several useful generalizations, andwe say somethingabout
those now. The first such is that we can get more scope from the theorem by
piecing together regions for which it holds. The example of an annulus (washer)
will illustrate.

(a) (b)

(c)

FIGURE 3.4. Green’s Theorem for an annulus.

EXAMPLE 3. Annulus orwasher, the set between two concentric circles. Figure
3.4 showshowwecanhandle this set by applyingTheorem3.49 four times, adding
the results, and canceling contributions from arcs where the curve retraces itself.
A single quarter of the annulus is a set to which Theorem 3.49 applies, provided
the boundary is traversed with the region on the left. The boundary chain is the
sum of four arcs. See Figure 3.4a. But we can equally well handle any other
quarter of the annulus, as in Figure 3.4b. If we look at all the quarters together,
the straight line segments cancel in pairs, as in Figure 3.4c, and the result is a
annulusU with two boundary components, the outer circle ∞1 and the inner circle
∞2. The outer circle is traversed counterclockwise, as it is in a simple application
of the theorem to a disk and its boundary circle. But the inner circle is traversed
clockwise. The formula of Green’s Theorem applies with this understanding of
how the pieces of the boundary are oriented. If P and Q are C1 functions on an
open set containing the annulus and the boundary, then Green’s Theorem applies
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to those functions on each quarter annulus and hence on the whole annulus. For
example, let the outer and inner circles have respective radii 1 and ρ, and let them
becenteredat theorigin. Theouter circle canbeparametrizedby t 7→ (cos t, sin t)
for 0 ≤ t ≤ 2π , and then it is traversed counterclockwise. The inner circle can
be taken as parametrized by t 7→ (ρ cos t,−ρ sin t). The line integral over the
outer circle with clockwise orientation equals

Z 2π

0

≥
P(cos t,sin t)
Q(cos t,sin t)

¥
·
≥

cos t
− sin t

¥
dt.

To this is to be added the line integral over the inner circle with counterclockwise
orientation, which equalsZ 2π

0

≥
P(ρ cos t,−ρ sin t)
Q(ρ cos t,−ρ sin t)

¥
·
≥

ρ cos t
ρ sin t

¥
dt.

The sum equals the double integral, which we can conveniently write in polar
coordinates as Z

ρ≤r≤1,
0≤θ≤2π

≥@Q
@x

−
@P
@y

¥
r dr dθ.

It is fairly clear that the technique of Example 3 applies to more complicated
bounded regions of R2 with finitely many holes in them. Every component of
the boundary has to be taken into account in the line integral. We shall not try to
formulate a general result.
A variation on this technique handles any “simple closed polygon.” By a

simple closed polygon inR2 is meant a piecewiseC1 simple closed curve whose
component arcs are straight line segments. The following result says how the
ingredients of such a polygon fit into the context of Green’s Theorem, and the
formula of Green’s Theorem is a corollary.

Proposition 3.50 (Jordan Curve Theorem for polygons). If ∞ is a simple
closed polygon with image A, then the open complement of A in R2 has exactly
two connected components, A is the boundary of each, and exactly one of the
components is a bounded set.

REMARK. The bounded component is called the inside of the polygon, and the
unbounded component is called the outside.

SKETCH OF PROOF. Since A is a bounded set, all points sufficiently far from the
origin are connected to one another by paths, and there can be only one unbounded
component. Fix a line L in R2 going in a direction not parallel to any edge of
A. We divide the complement of A into two open subsets, U and V . U consists
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of those points p not in A such that the line through p parallel to L intersects A
an odd number of times, and V consists of those points p not in A such that the
line through p parallel to L intersects A an even number of times. In counting
the number of times the line intersects A, one has to take the vertices of A into
account; the vertex is to be counted if the adjacent edges lie on opposite sides of
the line but not if the adjacent edges lie on the same side of the line. ThenU and
V are open and disjoint, andU ∪V equals the complement of A. Some checking
is needed that A is the boundary of U and of V and that U and V are actually
connected, and we omit those steps. §

Corollary 3.51 (Green’s Theorem for a simple closed polygon). Let ∞ be a
simple closed polygon in R2, let A be its image, and let U be its inside. Assume
that ∞ is traversed in such a way that V is always on the left. If P and Q are
scalar-valued C1 functions on an open set containing A and U , then

Z

∞

P dx + Q dy =
ZZ

U

≥@Q
@x

−
@P
@Y

¥
dx dy.

REMARK. The meaning of the phrase “always on the left” is intuitively clear,
but the mathematical meaning is subtle and its details are omitted. Accurate use
of the word “left” depends on having the coordinate axes oriented in the usual
way so that the positive y axis is on the left of the positive x axis. If the x and y
axes are interchanged, for example, then “left” and “right” get interchanged.

SKETCH OF PROOF. The idea is to decompose A into nonoverlapping triangles,
each regarded as a simple closed polygon. For each triangle we apply Theorem
3.49. The sum of the double integrals over the insides of the triangles equals
the double integral over U because the edges of the triangles contribute nothing
to the double integral. In the sum of the line integrals over the triangles, the
contributions from the edges that lie in the inside of A cancel in pairs, and the
contributions from the remaining edges add to the contribution from A. The
formula of Corollary 3.51 therefore results.
What needs proof is that the decomposition into nonoverlapping triangles is

possible. Fix a line L inR2 going in a direction not parallel to any edge of A, and
adjoin to A all lines parallel to L and passing through vertices of A. One readily
checks that U gets decomposed into nonoverlapping triangles and trapezoids.
Each trapezoid decomposes into two nonoverlapping triangles, and the desired
decomposition into triangles results. §

The above techniques amount to the classical method for approaching Green’s
Theorem. Themodern geometric approach uses a partition of unity, first handling
matters locally and referring them to standard sets in R2. Its details are written
out in the book by M. Spivak entitled Calculus on Manifolds. Two notions that
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play a role are those of “C1 manifold-with-boundary” and “singular n-cube.”
Smooth manifolds are not defined in the present volume but instead appear in
Chapter VIII of Advanced Real Analysis. Spivak defines a subset M of Rn to be
a two-dimensional smooth manifold if for each point p of M there exist an open
setU containing p, an open set V ⊂ Rn , and a diffeomorphism h : U → V such
that

h(U ∩ M) = {x ∈ V | xk+1 = · · · = xn = 0}.

He defines a subset M of Rn to be a two-dimensional smooth manifold-with-
boundary if for each point p of M , either the above manifold condition holds or
there exist an open setU containing p, an open set V ⊆ Rn , and a diffeomorphism
h : U → V such that

h(U ∩ M) = {x ∈ V | xk ∏ 0 and xk+1 = · · · = xn = 0}.

He states Green’s Theorem for subsets M of R2 that are smooth manifolds-
with-boundary. The set U of Green’s Theorem will be the manifold part of the
smooth-manifold-with-boundary, and the image of ∞ will be the boundary part of
the smooth manifold-with-boundary. In our situation this assumption will forbid
the “piecewise” aspect of the boundary and insist on no corners. It will also have
the minor effect of replacing the assumption of C1 behavior on the boundary by
C∞. The machinery of singular 2-cubes in effect examines matters locally and
refers local sets to the plane or the upper half plane, where Example 1 applies
directly. The local results are assembled into a final theorembymeans of a smooth
partition of unity.14

This completes our discussion of Green’s Theorem in the plane. We conclude
with some comments about generalizations to other dimensions. In the first place
the idea of computing arc length by taking the supremum of inscribed polygonal
arcs does not generalize well. If one takes a finite part of a right circular cylinder
in R3 and defines the surface area to be the supremum of the sum of the areas of
inscribed filled triangles, the result is infinity. Figure 3.5 illustrates.15 It assumes
that the axis of the cylinder is vertical, that the height is h, and that the radius is
r . One tries to estimate a part of the area by using inscribed triangles. The large
rectangle in the picture has height h and width b, with b less than the horizontal
diameter 2r of the cylinder. Regard the rectangle as placed inside the back half of
the cylinder so that its left and right edges lie in the surface of the cylinder and its
top and bottom edges are chords of the top and bottom circles of the cylinder. One

14As was mentioned earlier, the partitions of unity in use in this chapter involve only continuous
functions, but smooth partitions of unity will be constructed and used in Advanced Real Analysis.

15This figure is based on the one by Spivak on page 129 of Calculus on Manifolds.
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takes a positive integer m, which is 5 in Figure 3.5, and introducesm rectangular
pyramids, each turned on its side so the apex is at the back of the cylinder. The
four triangles in each pyramid are each inscribed in the cyclinder, and we get 4m
triangles in this way. If a limit of the sum of the areas of inscribed triangles is to
have any hope of giving the surface area of the cylinder, then the sum of the areas
of these particular triangles had better be at most the surface area of the cylinder.

FIGURE 3.5. Failure of inscribed triangles to give a useful notion
of surface area.

For each pyramid we can give a lower bound for the areas of the top and
bottom triangles. The top and bottom triangles are isosceles, each with base b,
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and their common height is at least what it would be if the face of the triangle
were perpendicular to the cylinder. A little computation shows that this amount
is r−

p
r2 − b2/4, which is some positive number independent ofm. Since there

are 2m such triangles, the sum of the areas of these triangles is unbounded. The
sum of the areas of them left and right triangles is some number∏ 0, and thus the
sum of the areas of all 4m triangles is∏ m(r−

p
r2 − b2/4), which is unbounded.

Thus surface area cannot be defined by using inscribed polygons. It is worth
examining how the above example defies intuition. For parametrically defined
curves we inscribed line segments, and we were guided by the fact that the length
of each line segment was at most the length of the corresponding part of the curve.
In the above example, we inscribed triangles, and we would have expected the
area of each triangle to be atmost the area of a certain part of the surface. Butwhat
part of the surface is relevant? The difficulty is that our intuition is working with
some projection of the triangle onto the surface, and there is no canonical such
projection in this case. To get something canonical, it would be really helpful to
have a notion of perpendicularity.
For this reason the area of a bounding surface in R3 is defined by taking

advantage of the direction perpendicular to the surface, and good behavior of
the surface becomes essential. A desire to make use of perpendicularity is the
reason Spivak’s book works with smooth manifolds-with-boundary. The notion
of a “normal” to the surface is then available. We shall not elaborate except to
observe that the introduction of normals means that geometry now plays a much
more significant role in the higher-dimensional theory than it did in the theory
for curves.
There is one higher-dimensional situationwhere everything is accessible with-

out a whole new theory, and this particular situation happens to be an especially
useful one for analysis. This is the case of a closed ball in Rn , whose boundary
is a sphere. Section III.3 of Advanced Real Analysis gives a direct proof of a
theorem relating a volume integral over the ball and a surface integral over the
sphere.
Green’s Theorem in the plane admits a generalization for smooth manifolds-

with-boundary of dimension k in Rn for every pair (k, n) with 2 ≤ k ≤ n. The
result is that an integral on the boundary “surface” is related to a “volume” integral
over the set. The results of this kind are collectively known as Stokes’s Theorem.
See Spivak’s book for details. The classical results that fit into this framework are
Green’s Theorem when k = n = 2, the Divergence Theorem16 when k = n = 3,
and Stokes’s Theorem when k = 2 and n = 3.
In the usual modern approach to the general Stokes’s Theorem, the mechanism

of proof is the same as the one in Spivak’s book, using “smooth manifolds-with-

16The Divergence Theorem is known also as Gauss’s Theorem.
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boundary” and “singular n-cubes.”. The reader is referred to that book for the
details.

14. Problems

1. Let F be R or C. Prove that the Hilbert–Schmidt norm satisfies
(a) |T S| ≤ |T | |S| if S is in L(Fn, Fm) and T is in L(Fm, Fk),
(b) |1| =

p
n if n = m and 1 denotes the identity function on Fn .

2. Suppose that f : Rn → Rm is a linear function with Jacobian matrix A. What
is f 0(x0)?

3. Suppose that f : R2 → R1 has | f (x)| ≤ |x |2 for all x . Prove that f is
differentiable at x = 0.

4. Let x = (x1, . . . , xn) and u = (u1, . . . , un) be in Rn . For f : Rn → R
differentiable at x , use the chain rule to derive a formula for d

dt f (x + tu)
Ø
Ø
t=0.

5. Compute exp t X from the definition for X =
≥
1 0
0 −1

¥
,
≥
1 1
0 1

¥
,
≥

0 1
−1 0

¥
,
≥
0 i
i 0

¥
,

and
≥
0 1
1 0

¥
.

6. It was observed in Section 6 in the context of polar coordinates that the Implicit
Function Theorem implies the Inverse Function Theorem. Namely, the pair of
polar-coordinate formulas (u, v) = (r cos θ, r sin θ) was inverted by applying
the Implicit Function Theorem to the system of equations

r cos θ − u = 0, r sin θ − v = 0.

Using this example as a model, derive the Inverse Function Theorem in the
general case from the Implicit Function Theorem in the general case.

7. Define
R ∞
1 to mean limN→∞

R N
1 when the integrand is continuous. Prove or

disprove:

Z 1

0

h Z ∞

1
(e−xy − 2e−2xy) dx

i
dy =

Z ∞

1

h Z 1

0
(e−xy − 2e−2xy) dy

i
dx .

Problems 8–9 use Fubini’s Theorem to supplement the theory of Fourier series as
given in Section I.10.
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8. Let f and g be continuous complex-valued periodic functions of period 2π , and
define their convolution to be the function

f ∗ g(x) =
1
2π

Z π

−π
f (x − t)g(t) dt.

(a) Show that f ∗ g is continuous periodic and that f ∗ g = g ∗ f .
(b) Let f (x) ∼

P∞
n=−∞ cneinx and g(x) ∼

P∞
n=−∞ dneinx . Prove that

( f ∗ g)(x) ∼
P∞

n=−∞ cndneinx .
(c) Prove that the Fourier series of f ∗ g converges uniformly.

9. Let f , g, and h be continuous complex-valued periodic functions of period 2π .
Prove that f ∗ (g ∗ h) = ( f ∗ g) ∗ h.

Problems 10–13 deal with homogeneous functions. If f : Rn−{0} → R is a function
not identically 0 such that f (r x) = rd f (x) for all x inRn −{0} and all r > 0, we say
that f is homogeneous of degree d. For example, the function in the first problem
below is homogeneous of degree 0.
10. On R2, define

f (x, y) =

( xy
x2 + y2

if (x, y) 6= (0, 0),

0 if (x, y) = (0, 0).

Prove that @ f
@x and

@ f
@y exist everywhere in R2 and that f is not continuous at

(0, 0).

11. Let f : Rn − {0} → R be smooth and homogeneous of degree d.
(a) Prove that if d = 0, then f (x) is bounded on Rn − {0} and that f extends

to be continuous at 0 only if it is constant.
(b) Prove that if d > 0, then the definition f (0) = 0 makes f continuous for all

x inRn , while if d < 0, then no definition of f (0)makes f continuous at 0.
(c) Prove that @ f

@xj is homogeneous of degree d − 1 unless it is identically 0.
(d) If f is homogeneous of degree 1 and satisfies f (−x) = − f (x) and f (0) =

0, prove that each @ f
@xj exists at 0 but that

@ f
@xj is not continuous at 0 unless it

is constant.

12. On R2, let f be the function homogeneous of degree 1 given by

f (x, y) =






x3

x2 + y2
if (x, y) 6= (0, 0),

0 if (x, y) = (0, 0).
(a) Prove that f is continuous at (0, 0).
(b) Prove that @ f

@x and
@ f
@y exist at (0, 0) but are not continuous there.
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(c) Calculate d
dt f (t+tu)

Ø
Ø
t=0 for x = 0 and u =

≥
cos θ
sin θ

¥
. Show that the formula

in Problem 4 fails, and conclude that f is not differentiable at (0, 0).

13. On R2, let f be the function homogeneous of degree 2 given by

f (x, y) =






xy(x2 − y2)
x2 + y2

if (x, y) 6= (0, 0),

0 if (x, y) = (0, 0).

(a) Prove that f , @ f
@x , and

@ f
@y are continuous on all of R2.

(b) Prove that @2 f
@x@y and

@2 f
@y@x exist at (0, 0) but are not continuous there.

(c) Prove that @2 f
@x@y (0, 0) = 1 and @2 f

@y@x (0, 0) = −1.

Problems 14–15 concern “harmonic functions” in {(x, y) ∈ R2
Ø
Ø |(x, y)| < 1}, the

open unit disk of the plane. A harmonic function is a complex-valued C2 function
satisfying the Laplace equation 1u(x, y) = 0, where 1 is the Laplacian 1 =
@2

@x2 + @2

@y2 .
14. If (r, θ) are regarded as polar coordinates, prove for all integers n that each

function r |n|einθ is a C∞ function in the open unit disk and is harmonic there.
Deduce that if {cn} is a doubly infinite sequence such that

P∞
n=−∞ cnr |n|einθ

converges absolutely for each r with 0 ≤ r < 1, then the sum is a C∞ function
in the open unit disk and is harmonic there.

15. Prove that if u is harmonic in the unit disk, then so is the function u ◦ R, where
R is the rotation about the origin given by

≥ x
y

¥
7→

≥
cos θ − sin θ

sin θ cos θ

¥ ≥ x
y

¥
.

Problems 16–20 illustrate the Inverse and Implicit Function Theorems.
16. Verify that the equations u = x4y + x and v = x + y3 define a function

from R2 to R2 whose derivative at (1, 1) is given by the matrix
≥
5 1
1 3

¥
. This

matrix being invertible, the Inverse Function Theorem applies. Let the locally
defined C1 inverse function be given by x = F(u, v) and y = G(u, v) in an
open neighborhood of (u, v) = (2, 2), the point (2, 2) having the property that
F(2, 2) = 1 and G(2, 2) = 1. Find @F

@u (2, 2).

17. Show that the equations
x2 − y cos(uv) + z2 = 0,

x2 + y2 − sin(uv) + 2z2 = 2,
xy − sin u cos v + z = 0,

implicitly define x, y, z as C1 functions of (u, v) near x = 1, y = 1, u = π/2,
v = 0, and z = 0, and find @x

@u and
@x
@v for the function x(u, v). Is the function

x(u, v) of class C∞?
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18. Regard the operation of squaring an n-by-n matrix as a function fromRn2 toRn2 ,
and show that this mapping is invertible on some open set of the domain that
contains the identity matrix.

19. (Lagrange multipliers) Let f and g be real-valued C1 functions defined on an
open subset U of Rn , and let S =

©
x ∈ U

Ø
Ø g(x) = 0

™
. Prove that if f

Ø
Ø
S has a

local maximum or minimum at a point x0 of S, then either g0(x0) = 0 or there
exists a number ∏ such that f 0(x0) + ∏g0(x0) = 0.

20. (Arithmetic-geometric mean inequality) Using Lagrange multipliers, prove
that any n real numbers a1, . . . , an that are ∏ 0 satisfy

n
p
a1a2 · · · an ≤

a1 + a2 + · · · + an
n

.

Problems 21–23 concern arc length and integrals with respect to arc length.
21. Sometimes a parametrically defined curve is given in polar coordinates by an

equation r = r(θ). Show that the arc length of a simple arc of the form r = r(θ)

from θ1 to θ2 is
R θ2
θ1

q
r(θ)2 +

° dr
dθ

¢2 dθ .

22. Only a few tamely behaved simple arcs are known for which arc length can be
expressed in terms of elementary functions. These include the straight line, the
circle, the cycloid, the helix, the catenary, the semicubical parabola, the parabola,
and the logarithmic spiral. The first two are part of Euclidean geometry, and the
cycloid was treated as an example in Section 11. This problem treats the last
five. In each case, do not necessarily go through all the steps of evaluating the
integral, but carry out enough of the computation to show that the result can be
expressed in terms of elementary functions.
(a) Express as a function of t the cumulative arc length of the helix (x, y, z) =

(cos t, sin t, t) starting from the origin.
(b) Express as a function of x the cumulative arc length of the catenary y =

1
2 (e

t + e−t ) starting from the origin.
(c) Express as a function of x the cumulative arc length of the semicubical

parabola y = x3/2 starting from the origin.
(d) Express as a function of x the cumulative arc length of the parabola y = x2

starting from the origin.
(e) Express as a function of θ with 0 < θ ≤ 2π the cumulative arc length from

θ = θ0 of the logarithmic spiral r(θ) = θ , using the result of Problem 21.
(f) Is the logarithmic spiral in (d) tamely behaved as θ tends down to 0?

23. Let ∞ be the piecewise C1 curve defined for t ∈ [0, 3] given by

∞ (t) =

(
(t2, t) for 0 ≤ t ≤ 1
(t, t) for 1 ≤ t ≤ 2
(t, 2+ (t − 2)2) for 2 ≤ t ≤ 3.

Find the total length `(∞ ).
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Problems 24–26 elaborate on the remarks in a footnote connected with Theorem 3.44
that explained that the line integral

R
∞ F · ds of the theorem always has a meaning in

terms of “Stieltjes integrals.” No assumption that ∞ be piecewise C1 is needed, only
that ∞ is a rectifiable simple arc. Let α : [a, b] → R be a continuous nondecreasing
function. (Continuity of α is not needed in the theory but will be assumed here to
simplify the statements.) If f : [a, b] → R is a continuous function, it is desired to
define the Stieltjes integral

R
[a,b] f dα.

24. For any partition P = {xj }mj=1 of [a, b], define the upper and lower sums of f
relative to P and α by

U(P, f, α) =
mP

j=1

°
maxxj−1≤x≤xj f (x)

¢°
α(xj ) − α(xj−1

¢

L(P, f, α) =
mP

j=1

°
minxj−1≤x≤xj f (x)

¢°
α(xj ) − α(xj−1

¢
.

Show that if P 0 is a refinement of P , then

U(P, f, α) ∏ U(P 0, f, α) ∏ L(P 0, f, α)) ∏ L(P, f, α).

Explain how it follows that

inf
P
U(P, f, α) ∏ sup

P
L(P, f, α).

25. With µ(P) equal to the mesh of P , prove that

lim
µ(P )→0

°
U(P, f, α) − L(P, f, α)

¢
= 0.

26. Conclude from Problems 24 and 25 that U(P, f, α) and L(P, f, α) tend to
a common limit as µ(P) tends to 0. This common limit is what is taken as the
definition of

R
[a,b] f dα.

Problems 27–30 concern line integrals and conservative vector fields.
27. Let (x1, y1) and (x2, y2) be two points in R2, and let ∞ be the line segment from

(x1, y1) to (x2, y2). Parametrize ∞ , and compute
R
∞ x dy − y dx .

28. Let F =
≥
P
Q

¥
be the vector field on R2 − {(0, 0)} with P(x, y) = x

x2+y2 and
Q(x, y) = y

x2+y2 .
(a) Check that @Q

@x = @P
@y .
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(b) Exhibit a C1 function f : R2 − {(0, 0)} → R such that
≥
P
Q

¥
= ∇ f .

29. Let F =
≥
P
Q

¥
be the vector field on R2 − {(0, 0)} with P(x, y) = y

x2+y2 and
Q(x, y) = −x

x2+y2 .
(a) Check that @Q

@x = @P
@y .

(b) Evaluate
R
∞ F · ds counterclockwise around the unit circle, thus over the

curve ∞ (t) =
≥
cos t
sin t

¥
for 0 ≤ t ≤ 2π .

(c) Show that there is no C1 function f : R2 − {(0, 0)} → R such that
≥
P
Q

¥
=

∇ f .
30. Let F(x, y, z) = (x, y2, z3). Evaluate

R
∞ F · ds over the curve ∞ (t) = (t, t2, t3)

for 0 ≤ t ≤ 1.

Problems 31–33 concern Green’s Theorem in the plane.

31. With ∞ as in Problem 29b, evaluate
R
∞

≥
y+ex cos y

−x−ex sin y

¥
· ds.

32. LetU be any bounded open subset ofR2 to which Green’s Theorem applies, and
let ∞ be the boundary of U oriented so that U is always on the left. Prove that
1
2
° R

∞ x dy − y dx
¢
equals the area of U .

33. (Shoelace formula) Combine Problems 27 and 32 with Corollary 3.51 to prove
that the area of the inside of any simple closed polygon whose m consecutive
vertices are {(xj , yj )}mj=1 is given by

Area =
Ø
Ø
mP

j=0
(xj yj+1 − yj xj+1)

Ø
Ø,

where by convention (x0, y0) is defined to be (xm, ym). In fact, the absolute
value signs are not needed if the polygon is traversed with the inside always
on the left. (Educational notes: This formula is of historical importance in the
transfer of ownership of pieces of land; traditional surveying tools easily allow
rather accurate measurements of distances and angles, and this formula gives
a comparably accurate measurement of area. The name of the formula derives
from the criss-cross pattern made if one forms an (n+ 1)-by-2 matrix with rows
(xj yj ) and then indicates the pairs of entries that are to be multiplied.)



CHAPTER IV

Theory of Ordinary Differential Equations and Systems

Abstract. This chapter treats the theory of ordinary differential equations, both linear and nonlinear.
Sections 1–4 establish existence and uniqueness theorems for ordinary differential equations.

The first section gives some examples of first-order equations, mostly nonlinear, to illustrate certain
kinds of behavior of solutions. The second section shows, in the presence of continuity for a vector-
valued F satisfying a “Lipschitz condition,” that the first-order system y0 = F(t, y) has a unique
local solution satisfying an initial condition y(t0) = y0. Since higher-order equations can always be
reduced to first-order systems, these results address existence and uniqueness for nth-order equations
as a special case. Section 3 shows that the solutions to a system depend well on the initial condition
and on any parameters that are present in F . Section 4 applies these results to existence of integral
curves for a vector field and to construction of coordinate systems from families of integral curves.
Sections 5–8 concern linear systems. Section 5 shows that local solutions of linear systems may

be extended to global solutions and that in the homogeneous case the vector space of global solutions
has dimension equal to the size of the system. The method of variation of parameters reduces the
solution of any linear system to the solution of a homogeneous linear system. Sections 6–7 identify
explicit solutions to nth-order linear equations and first-order linear systems. The “Jordan canonical
form” of a square matrix plays a role in the case of a system. Section 8 discusses power-series
solutions to second-order homogeneous linear equations whose coefficients are given by convergent
power series, as well as solutions that arise in the case of regular singular points. Two kinds of special
functions are mentioned that result from this study—Legendre polynomials and Bessel functions.

1. Qualitative Features and Examples

To introduce the subject of ordinary differential equations, this section gives
examples of some qualitative features and complicated phenomena that can occur
in such equations.
If F is a complex-valued function of n+ 2 variables, a function y(t) is said to

be a solution of the ordinary differential equation

F(t, y, y0, y00, . . . , y(m)) = 0

of mth order on the open interval (a, b) if

F(t, y(t), y0(t), . . . , y(m)(t)) = 0

218
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identically for a < t < b. The equation is “ordinary” in the sense that there is
only one independent variable. The equation is said to be linear if it is of the
form

am(t)y(m) + am−1(t)y(m−1) + · · · + a1(t)y0 + a0(t)y = q(t),
and it is homogeneous linear if in addition, q is the 0 function. A linear ordinary
differential equation has constant coefficients if am(t), . . . , a0(t) are all constant
functions.
Let us come to examples, which will point toward the enormous variety of

phenomena that can occur. We stick to the first-order case, and all the examples
will have F real-valued. Let us look only for real-valued solutions. Pictures
indicating the qualitative behavior of the solutions of each of the examples are in
Figure 4.1.

EXAMPLES.
(1) Simple equations can have relatively complicated solutions. This is already

true for the equation
y0 = 1/t on the interval (0,+∞).

Integration shows that all solutions are of the form log t + c; on an interval
of negative t’s, the solutions are of the form log |t | + c. The c comes from a
corollary of the Mean Value Theorem that says that a real-valued function on
an open interval with 0 derivative everywhere is necessarily constant.1 Another
example, but with no singularity, is y0 = t y. To solve this equation on intervals
where y(t) 6= 0, write y0/y = t , so that log |y| = 1

2 t
2 + a and |y| = eaet2/2.

Thus y(t) = cet2/2, with c 6= 0 constant, on any interval where y(t) is nowhere
0. The function y(t) = 0 is a solution as well, and all real solutions on an interval
are of the form y(t) = cet2/2 with c real. See Figures 4.1a and 4.1b.
(2) Solutions may not be defined on obvious intervals. For the equation

t y0 + y = sin t,
wecan recognize the two sides as d

dt (t y) and
d
dt (− cos t). Therefore t y = c−cos t .

Dividing by t , we obtain y(t) = c−cos t
t on any interval that does not contain

0. What about intervals containing t = 0? If we put t = 0 in the formula
t y = c−cos t , we see that cmust be 1. In this case we can define y(0) = 0 there,
and then y0(0) exists. We obtain the additional solution

y(t) =

( 1− cos t
t

for t 6= 0,

0 for t = 0,
on any open interval containing 0. Figure 4.1c shows graphs of some solutions.

1See Section A2 of Appendix A for further information.
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(a) (b)

(c) (d)

(e) (f)

FIGURE 4.1. Graphs of solutions of some first-order ordinary differential
equations: (a) y0 = 1/t , (b) y0 = t y, (c) t y0 + y = sin t ,

(d) y0 = y2 + 1, (e) y0 = y2, (f) y0 = y2/3.

(3) Even if the equation seems nice for all t , the solutions may not exist for all
t . An example occurs with

y0 = y2 + 1,

which we solve by the steps d
dt (arctan y) = 1, arctan y = t + c, y = tan(t + c).

The solutions behave badly when t + c is any odd multiple of π/2. Solutions
are defined at most on intervals of length π . Figure 4.1d shows graphs of some
solutions for this example.

(4) Some solutions may look quite different from all the others. For example,
with

y0 = y2,

we solve by −1/y = t + c for y 6= 0, so that y(t) = −
1

t + c
. Also, y(t) = 0 is
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a solution. Here the solutions of the form y(t) = − 1
t+c are not defined for all t ,

but the solution y(t) = 0 is defined for all t . We might think of y(t) = 0 as the
limiting case with c tending to ±∞. Figure 4.1e shows graphs of some of the
solutions for this example.

(5) New solutions can sometimes be pieced together from old ones. For
example, the equation

y0 = y2/3

is solved where y 6= 0 by the steps y−2/3y0 = 1, 3y1/3 = t + c, and y(t) =
1
27(t + c)3. But also y(t) = 0 is a solution. In fact, we can piece solutions of
these types together. For example, the function

y(t) =






1
27(t + 1)3 for t < −1,
0 for − 1 ≤ t ≤ 0,
1
27 t

3 for 0 < t,

is a solution on (−∞,+∞). Figure 4.1f shows graphs of some of the solutions
for this example.

One thing that stands out in the above examples is that the set of solutions seems
to depend, more or less, on a single parameter c. The inference is that nothing
much worse than the c occurs because somewhere an integration is taking place
and the Mean value Theorem is controlling how many indefinite integrals there
can be. One way of trying to quantify this statement about how the number of
solutions is limited is to say that for any fixed t = t0 and given real number y0,
there is only one solution y(t) near t0 with y(t0) = y0. This statement is not quite
accurate, however, as Example 5 shows. The uniqueness theorem in Section 2
will give a precise result. The data (t0, y0) are called an initial condition.
Something else that stands out, although perhaps not without the visual aid of

the graphs of solutions as in Figure 4.1, is that the graphed solutions appear to fill
the entire part of the plane corresponding to the t’s under study. In the framework
of the previous paragraph, the statement is that for any fixed t = t0 and given
real number y0, there exists a solution y(t) near t0 with y(t) = y0. The existence
theorem in Section 2 will give a precise result.

WEAK VERSION OF EXISTENCE AND UNIQUENESS THEOREMS. Let D be a
nonempty convex open set in R2, and let (t0, y0) be in E . If F : D → R is a
continuous function such that @

@y F(t, y) exists and is continuous in D, then for
any sufficiently small open interval of t’s containing t0, the equation y0 = F(t, y)
has a unique solution y(t) with y(t0) = y0 such that the graph of t 7→ y(t) lies
in D.
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An improved theorem, together with a proof, will be given in Section 2. The
proof of existence uses “Picard iterations,” and the idea is as follows. First we
convert the differential equation into an equivalent integral equation

y(t) =
Z t

t0
F(s, y(s)) ds + y0.

Secondwe use the right side as input and the left side as output to define successive
approximations to a solution:

y0(t) = y0,

y1(t) =
Z t

t0
F(s, y0(s)) ds + y0,

...

yn+1(t) =
Z t

t0
F(s, yn(s)) ds + y0.

Third we use the Weierstrass M test to show that the series with partial sums
yN (t) = y0 +

PN
n=1 (yn(t) − yn−1(t)) is uniformly convergent. If the limiting

function is denoted by y(t), we check that y(t) satisfies the integral equation from
which we started. Hence y(t) is a solution of the differential equation.

2. Existence and Uniqueness

In this section we state and prove the main existence and uniqueness theorems for
solutions of ordinary differential equations. First let us establish an appropriate
setting more general than the one in Section 1.
The examples in Section 1 were all of the first order. They could all have

been written in the form y = F(t, y) with F real-valued, and we considered
real-valued solutions y(t). From equations as simple as y00 + y0 + y = 0, whose
real-valued solutions are

y(t) = a1e−t/2 cos(t
p
3/2) + a2e−t/2 sin(t

p
3/2),

we know that it can be easier to work, at least initially, with complex-valued
solutions. In this particular case, it is easier as a first step to find all complex-
valued solutions, namely

y(t) = c1 exp
° 1
2 (−1+ i

p
3 )t

¢
+ c2 exp

° 1
2 (−1− i

p
3 )t

¢
,
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and then to extract the real-valued solutions from them. The solution method,
which will be discussed in more detail in Section 6 below, involves finding all
complex solutions of a certain polynomial equation with real coefficients, and the
method is more natural if the coefficients of the polynomial equation are allowed
to be complex.
Thus right away, it is natural to consider first-order equations y0 = F(t, y)

with F complex-valued and to look for complex-valued solutions. The theory in
Chapter III avoided working with functions of several variables in which some of
the variables are complex, and we can update the theory of Chapter III here. The
technique, which is to consider the complex variable y as two real variables Re y
and Im y, is again applicable. Thuswehaveonly to thinkof F(t, y) as a functionof
three real variables, even ifwe do not separate y into its two components inwriting
F(t, y), and the theory of Chapter III applies directly. In adopting the point of
view that y is actually two real variables, we need to apply the same consideration
to y0, and we are led to view y0 = F(t, y) as a system of two simultaneous
equations, namely Re y0 = Re F(t, y) and Im y0 = Im F(t, y). This viewpoint
merely makes our functions conform to the prescriptions of Chapter III. It is not
necessary to work with the expanded notation; all we have to remember is that in
this part of the theory we never differentiate a function with respect to a complex
variable.
The utility of allowing y0 = F(t, y) to represent a system of ordinary dif-

ferential equations has, in any event, been thrust upon us. Let us consider the
notion of a system a bit more. With a little trick the second-order equation
y00 + y0 + y = 0 can itself be transformed into a system, quite apart from the issue
of real vs. complex variables. The trick is to introduce two unknown functions
u1 and u2 to play the roles of y and y0. Then u1 and u2 satisfy u2 = u0

1 and
u0
2 = u00

1 = y00 = −y0 − y = −u2 − u1. In other words, u1 and u2 satisfy the
system

u0
1 = u2,
u0
2 = −u1 − u2.

Conversely if u1(t) and u2(t) satisfy this system of equations, then y(t) = u1(t)
is a solution of y00 + y0 + y = 0. In this way, the given second-order equation is
completely equivalent to a certain system of two first-order equations with two
unknown functions.
Let F be a function defined on an open set D of R × Ckm and taking values

in Ck . A Ck-valued function y(t) = (y1(t), . . . , yk(t)) is said to be a solution
of the system F(t, y, y0, . . . , y(m)) = 0 of k ordinary differential equations of
order m in the open interval (a, b) if F(t, y(t), y0(t), . . . , y(m)) = 0 identically
for a < t < b.
We saw that the single second-order equation y00 + y0 + y = 0 is equivalent to

a certain first-order system of two equations, and the technique for exhibiting this
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equivalence works more generally: a system of k equations of order m that has
been solved for themth-order derivatives is equivalent to a system of km equations
of first order.
We shall consider first-order systems of the form y0 = F(t, y), where F is

continuous on an open subset D of R × Cn and takes values in Cn . The example
y0 = y2/3 in Section 1 fits these hypotheses, and we saw that the hoped-for
uniqueness fails for this equation. In the weak theorem stated at the end of
Section 1, an additional hypothesis was imposed in order to address this problem:
for y0 = F(t, y) with only real-valued solutions of interest, the hypothesis is
that @F/@y exists and is continuous on the domain D of F . Generalizing this
condition presumably means saying something about partial derivatives in each
of the directions yj for 1 ≤ j ≤ n. In addition, we must remember the injunction
against differentiating with respect to complex variables. Thus we really expect
a condition concerning 2n first-order derivatives. Fortunately there is an easily
stated less-stringent condition that is nevertheless good enough. The condition is
that F satisfy a Lipschitz condition in its y variable, i.e., that there exist a real
number k such that

|F(t, y1) − F(t, y2)| ≤ k|y1 − y2|

for all pairs of points (t, y1) and (t, y2) in the domain D of F .
If F is a real-valued continuous function of two real variableswith a continuous

partial derivative in the second variable, then the Mean Value Theorem gives

F(t, y1) − F(t, y2) = (y1 − y2)
@F
@y

(t, ξ)

with ξ between y1 and y2, provided the line segment from (t, y1) to (t, y2) lies in
the domain D of F . The partial derivative is bounded on any compact subset of
D, and thus F satisfies, on any compact convex subset of D, a Lipschitz condition
in the second variable.

Theorem 4.1 (Picard–Lindelöf Existence Theorem). Let D be a nonempty
open set in R1 × Cn , let (t0, y0) be in D, and suppose that F : D → Cn is
a continuous function such that F(t, y) satisfies a Lipschitz condition in the y
variable and has |F(t, y)| ≤ M on D. Let R be a compact set in R1 × Cn of the
form

R =
©
(t, y)

Ø
Ø |t − t0| ≤ a and |y − y0| ≤ b

™
,

and suppose that R is contained in D. Put a0 = min{a, b/M}. Then there exists
a solution y(t) of the system

y0 = F(t, y)
on the open interval |t − t0| < a0 satisfying the initial condition

y(t0) = y0.
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REMARKS. A variant of Theorem 4.1 takes D to be in R1 × Cn but insists
only on continuity of F , not on the Lipschitz condition. Then a local solution still
exists for |t− t0| < a0. This better result, known as the “Cauchy–Peano Existence
Theorem,” appears in Problems 20–25 at the end of the chapter and is proved by
an argument using Ascoli’s Theorem. However, Example 5 in Section 1 shows
that there is no corresponding uniqueness theorem, andwithin the text we omit the
proof of the better existence theorem. Another variant of Theorem 4.1 assumes
that the domain D of a given FR lies in R1× Rn , FR takes values in Rn , and y0 is
in Rn . Then y0 = FR(t, y) has a solution y(t) such that y(t0) = y0 and the range
of y is Rn . In fact, when FR satisfies a Lipschitz condition in the y variable, this
variant is a consequence of Theorem 4.1 as stated. To derive this variant, one
extends the given function FR from the subset of R1 × Rn to a subset of R1 × Cn

by making it constant in Im y. Specifically the new system is y0 = F(t, y) with
F(t, y) = FR(t,Re y), and the initial condition remains as y(t0) = y0. The part
of the system corresponding to equations for Im y0 is just Im y0 = 0, since F is
real-valued, and therefore Im y(t) is constant. Since y0 is real, Im y(t) must be
0. Thus Theorem 4.1 yields a solution y(t) with range Rn under these special
hypotheses.
PROOF. The first step is to see that the set of differentiable functions t 7→ y(t)

on |t − t0| < a0 satisfying y0 = F(t, y) and y(t0) = y0 is the same as the set of
continuous functions t 7→ y(t) on |t − t0| < a0 satisfying the integral equation
y(t) =

R t
t0 F(s, y(s)) ds + y0.

If y is differentiable and satisfies the differential equation and the initial con-
dition, then y is certainly continuous and hence s 7→ F(s, y(s)) is continuous.
Then

R t
t0 F(s, y(s)) ds is differentiable by the Fundamental Theorem of Calculus

(Theorem1.32), and the differential equation shows that y(t) and
R t
t0 F(s, y(s)) ds

have the same derivative for |t − t0| < a0. Thus they differ by a constant. The
constant is checked by putting t = t0, and indeed y satisfies the integral equation.
Conversely if y is continuous and satisfies the integral equation, then

s 7→ F(s, y(s)) is continuous, and the Fundamental Theorem of Calculus shows
that

R t
t0 F(s, y(s)) ds is differentiable. This function equals y(t) − y0 by the

integral equation, and hence y is differentiable. Differentiating the two sides of
the integral equation, we see that y satisfies the differential equation. Also, if
we put t = t0 in the integral equation, we see that y satisfies the initial condition
y(t0) = y0.
Thus it is enough to prove existence for a continuous solution of the integral

equation. For t0 − a0 ≤ t ≤ t0 + a0, define inductively

y0(t) = y0,

y1(t) = y0 +
Z t

t0
F(s, y0(s)) ds,
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...

yn(t) = y0 +
Z t

t0
F(s, yn−1(s)) ds,

with the usual convention that
R t
t0 = −

R t0
t . Let us see inductively that the graph

of yn(t) lies in the set

R0 =
©
(t, y)

Ø
Ø |t − t0| ≤ a0 and |y − y0| ≤ b

™
,

for |t − t0| ≤ a0. The graph of y0(t) = y0 is just
©
(t, y0)

Ø
Ø |t − t0| < a0

™
,

and this lies in R0. The inductive hypothesis is that (t, yn−1(t)) lies in R0 for©
(t, y0)

Ø
Ø |t − t0| ≤ a0}. Then

|yn(t) − y0| =
Ø
Ø
Ø
Z t

t0
F(s, yn−1(s) ds

Ø
Ø
Ø ≤ M|t − t0| ≤ Ma0 ≤ b,

and therefore (t, yn(t)) lies in R0 for |t − t0| ≤ a0. This completes the induction,
and hence the graph of yn(t) lies in R0 for |t − t0| ≤ a0.
Now write

yN (t) = y0(t) +
NX

n=1
[yn(t) − yn−1(t)]

for N ∏ 0. We shall use the Weierstrass M test (Proposition 1.20), adapted to a
series of functions with values inCn , to prove uniform convergence of this series.
Thus we are to bound |yn(t)− yn−1(t)|, and we shall do so inductively for n ∏ 1.
We start from the inequality |F(t, y)| ≤ M on R0 and the Lipschitz condition

|F(t, yj (t) − F(t, yj−1)| ≤ k|yj (t) − yj−1(t)| for j ∏ 1.

Say that t0 ≤ x ≤ t0 + a0 for definiteness. Then

|y1(t) − y0(t)| =
Ø
Ø
Ø
Z t

t0
F(s, y0(s)) ds

Ø
Ø
Ø ≤ M(t − t0)

and

|y2(t) − y1(t)| =
Ø
Ø
Ø
Z t

t0
[F(s, y1(s)) − F(s, y0(s))] ds

Ø
Ø
Ø

≤
Z t

t0
|F(s, y1(s)) − F(s, y0(s))| ds
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≤
Z t

t0
k|y1(s) − y0(s)| ds

≤
Z t

t0
kM(s − t0) ds from the previous display

=
Mk(t − t0)2

2!
.

Nowwe carry out an induction. The base case is the estimate carried out above for
|y1(t)− y0(t)|. The estimate for |y2(t)− y1(t)| suggests the inductive hypothesis,
namely the inequality

|yn−1(t) − yn−2(t)| ≤
Mkn−2(t − t0)n−1

(n − 1)!
.

Then we have

|yn(t) − yn−1(t)| ≤
Z t

t0
|F(s, yn−1(s) − F(t, yn−2(s))| ds

≤
Z t

t0
k|yn−1(s) − yn−2(s)| ds

≤ Mkn−1
Z t

t0

(s − t0)n−1

(n − 1)!
ds by inductive hypothesis

=
Mkn−1(t − t0)n

n!
,

and the induction is complete. The argument when t0−a0 ≤ t ≤ t0 is completely
similar, and the form of the estimate for the two cases combined is

|yn(t) − yn−1(t)| ≤
Mkn−1|t − t0|n

n!
for |t − t0| ≤ a0.

There is no harm in assuming that k is > 0, and consequently

|yn(t) − yn−1(t)| ≤
M
k
kn(a0)n

n!
independently of t . Since

P∞
n=0 (n!)−1kn(a0)n = eka0 is finite, the M test applies

and shows that our series converges uniformly.
Thus yN (t) converges uniformly for |t − t0| ≤ a0, necessarily to a continuous

function. We call this function y(t). For |t − t0| ≤ a0, we have
Z t

t0
F(s, y(s)) ds =

Z t

t0
[F(s, y(s)) − F(t, yN (s))] ds +

Z t

t0
F(s, yN (s)) ds

=
Z t

t0
[F(s, y(s)) − F(s, yN (s))] ds + yN+1(t) − y0.
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On the right side, we have limN [yN+1(t) − y0] = y(t) − y0. Because of the
Lipschitz condition the absolute value of the first term on the right side is

≤ a0k sup
|t−t0|≤a0

|y(t) − yN (t)|,

and this tends to 0 as n tends to infinity. Thus
Z t

t0
F(s, y(s)) ds = y(t) − y0,

and y(t) is a continuous solution of the integral equation. §

Theorem4.2 (uniqueness theorem). Let D be a nonempty open set inR1×Cn ,
let (t0, y0) be in D, and suppose that F : D → Cn is a continuous function such
that F(t, y) satisfies a Lipschitz condition in the y variable. For any a00 > 0,
there exists at most one solution y(t) to the system

y0 = F(t, y)

on the open interval |t − t0| < a00 satisfying the initial condition

y(t0) = y0.

PROOF. As in the proof of Theorem4.1, it is enough to prove uniqueness for the
integral equation. Suppose that y(t) and z(t) are two solutions for |t − t0| < a00.
Fix ≤ > 0. Then |y(t)−z(t)| is bounded by some constantC for |t− t0| ≤ a00−≤,
and F is assumed to satisfy aLipschitz condition |F(t, y1)−F(t, y2)| ≤ k|y1−y2|
on D.
We argue as in the proof of Theorem 4.1, working first for t0 ≤ t and starting

from
|y(t) − z(t)| ≤ C

and from

|y(t) − z(t)| =
Ø
Ø
Ø
Z t

t0
[F(s, y(s)) − F(s, z(s))] ds

Ø
Ø
Ø

≤
Z t

t0
|F(s, y(s)) − F(s, z(s))| ds

≤
Z t

t0
k|y(s) − z(s)| ds

≤ Ck(t − t0).



3. Dependence on Initial Conditions and Parameters 229

Inductively we suppose that

|y(t) − z(t)| ≤
Ckn−1(t − t0)n−1

(n − 1)!
.

|y(t) − z(t)| ≤
Z t

t0
|F(s, y(s)) − F(s, z(s))| dsThen

≤
Z t

t0
k|y(s) − z(s)| ds

≤ Ckn
Z t

t0

(s − x0)n−1

(n − 1)!
ds =

Ckn(t − t0)n

n!
,

and thus |y(t) − z(t)| ≤ C(n!)−1kn(t − t0)n for all n. A similar estimate is valid
for t ≤ t0, and the combined estimate is

|y(t) − z(t)| ≤
Ckn|t − t0|n

n!
.

Since
P
C(n!)−1kn|t − t0|n converges, the individual terms tend to 0. Therefore

y(t) = z(t) for |t−t0| ≤ a00−≤. Since ≤ is arbitrary, y(t) = z(t) for |t−t0| < a00.
§

3. Dependence on Initial Conditions and Parameters

In abstract settings where the existence and uniqueness theorems play a role, it
is frequently of interest to know how the unique solution depends on the initial
data (t0, y0) such that y(t0) = y0. To quantify this dependence, let us write the
unique solution corresponding to y0 = F(t, y) as y(t, t0, y0) rather than y(t).
We continue to use y0 to indicate the derivative in the t variable even though the
differentiation is now actually a partial derivative.

Theorem 4.3. Let D be a nonempty open set in R1 × Cn , let (t, y∗) be in D,
and suppose that F : D → Cn is a continuous function such that F(t, y) satisfies
a Lipschitz condition in the y variable. Let R be a compact set in R1 × Cn of the
form

R =
©
(t, y)

Ø
Ø |t − t∗| ≤ a and |y − y∗| ≤ b

™
,

suppose that R is contained in D, and let M be an upper bound for |F | on R. Put
a0 = min{a, b/M}. If |t0 − t∗| < a0/2 and |y0 − y∗| < b/2, then there exists a
unique solution t 7→ y(t, t0, y0) on the interval |t − t0| < a0/2 to the system and
initial data

y0 = F(t, y) and y(t0, t0, y0) = y0,
and the function (t, t0, y0) 7→ y(t, t0, y0) is continuous on the open set

U =
©
(t, t0, y0)

Ø
Ø |t − t0| < a0/2, |t0 − t∗| < a0/2, |y0 − y∗| < b/2

™
.

If F is smooth on D, then (t, t0, y0) 7→ y(t, t0, y0) is smooth on U .
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REMARK. It is customary to summarize the result about continuity qualitatively
by saying that the unique solution depends continuously on the initial data.
PROOF OF CONTINUITY. Let us first check that there is indeed a unique solution

for each pair (t0, y0) in question and that its graph, as a function of t , lies in

R0 =
©
(t, y)

Ø
Ø |t − t∗| ≤ a0 and |y − y∗| ≤ b

™
.

For this purpose, fix t0 and y0 with |t0 − t∗| ≤ a0/2 and |y0 − y∗| ≤ b/2. Use
of the triangle inequality shows that the closed set with |t − t0| < a0/2 and
|y − y0| < b/2 lies within R. Thus |F | ≤ M on this set. Theorem 4.1 shows
that there exists a solution with graph in this smaller set for |t − t0| < a00, where
a00 = min{a0/2, (b/2)/M}. Now

min{a0/2, b/(2M)} = 1
2 min{a

0, b/M} = 1
2a

0,

and hence there exists a solution for |t− t0| < a0/2 with graph in R. This solution
y(t, t0, y0) is unique by Theorem 4.2, and it is the result of the construction in the
proof of Theorem 4.1.
The idea is to trace through the construction in the proof of Theorem 4.1 and

to see that the function (t, t0, y0) 7→ y(t, t0, y0) is the uniform limit of explicit
continuous functions on U . Imitating a part of the proof of Theorem 4.1, we
define, for (t, t0, y0) in U ,

y0(t, t0, y0) = y0,

y1(t, t0, y0) = y0 +
Z t

t0
F(s, y0(s, t0, y0)) ds,

...

ym(t, t0, y0) = y0 +
Z t

t0
F(s, ym−1(s, t0, y0)) ds.

We shall show by induction that yn(t, t0, y0) is continuous on U . Certainly
y0(t, t0, y0) is continuous on U .
For the inductive step we need a preliminary calculation. Let I1 be the closed

interval between t0 and t , and let I2 be the closed interval between t 00 and t 0.
Suppose we have two functions f1 and f2 of a variable s such that

(i) f1 is defined for s between t0 and t with | f1| ≤ M there,
(ii) f2 is defined for s between t 00 and t 0 with | f2| ≤ M there, and
(iii) | f1(s) − f2(s)| ≤ ≤ on their common domain.

If a0 is ∏ the maximum distance among t0, t, t 00, t 0, let us show that
Ø
Ø
Ø
Z t

t0
f1(s) ds −

Z t 0

t 00
f2(s) ds

Ø
Ø
Ø ≤ M(|t0 − t 00| + |t − t 0|) + a0≤. (∗)



3. Dependence on Initial Conditions and Parameters 231

To show this for all possible order relations on the set {t0, t 00, t, t 0}, we observe
that there is no loss of generality in assuming that t0 is the smallest member of
the set. There are then six cases.
Case 1. t0 ≤ t 00 ≤ t 0 ≤ t , so that (iii) applies on [t 00, t 0]. Then
Z t

t0
f1(s) ds−

Z t 0

t 00
f2(s) ds =

Z t 00

t0
f1(s) ds+

Z t 0

t 00
( f1(s)− f2(s)) ds+

Z t

t 0
f1(s) ds

and hence
Ø
Ø
Ø
Z t

t0
f1(s) ds −

Z t 0

t 00
f2(s) ds

Ø
Ø
Ø ≤ M|t 00 − t0| + ≤|t 0 − t 00| + M|t − t 0|.

Therefore (∗) holds in this case.
Case 2. t0 ≤ t 00 ≤ t ≤ t 0, so that (iii) applies on [t 00, t]. Then
Z t

t0
f1(s) ds−

Z t 0

t 00
f2(s) ds =

Z t 00

t0
f1(s) ds+

Z t

t 00
( f1(s)− f2(s)) ds−

Z t 0

t
f2(s) ds,

and hence
Ø
Ø
Ø
Z t

t0
f1(s) ds −

Z t 0

t 00
f2(s) ds

Ø
Ø
Ø ≤ M|t 00 − t0| + ≤|t − t 00| + M|t 0 − t |.

Therefore (∗) holds in this case.
Case 3. t0 ≤ t ≤ t 0 ≤ t 00. Then

Ø
Ø
Ø
Z t

t0
f1(s) ds

Ø
Ø
Ø ≤ M|t − t0| ≤ M(|t 00 − t0| − |t 00 − t 0|)

Ø
Ø
Ø
Z t 0

t 00
f2(s) ds

Ø
Ø
Ø ≤ M|t 00 − t 0|,and

so that (∗) holds in this case.
Case 4. t0 ≤ t 0 ≤ t 00 ≤ t . Then

Ø
Ø
Ø
Z t

t0
f1(s) ds

Ø
Ø
Ø ≤ M|t − t0| = M(|t 00 − t0| + |t − t 00|)

Ø
Ø
Ø
Z t 0

t 00
f2(s) ds

Ø
Ø
Ø ≤ M|t 0 − t 00| = M(|t − t 0| − |t − t 00|),and

so that (∗) holds in this case.
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Case 5. t0 ≤ t ≤ t 00 ≤ t 0. Then

Ø
Ø
Ø
Z t

t0
f1(s) ds

Ø
Ø
Ø ≤ M|t − t0| ≤ M|t 00 − t0|

Ø
Ø
Ø
Z t 0

t 00
f2(s) ds

Ø
Ø
Ø ≤ M|t 0 − t 00| ≤ M|t 0 − t |,and

so that (∗) holds in this case.
Case 6. t0 ≤ t 0 ≤ t ≤ t 00. Then

Ø
Ø
Ø
Z t

t0
f1(s) ds

Ø
Ø
Ø ≤ M|t − t0| = M(|t 00 − t0| − |t 00 − t |)

Ø
Ø
Ø
Z t 0

t 00
f2(s) ds

Ø
Ø
Ø ≤ M|t 00 − t 0| = M(|t 00 − t | + |t 0 − t |),and

so that (∗) holds in this case.
With (∗) proved we can now proceed with the inductive step to show that

yn(t, t0, y0) is continuous on U . Thus assume that yn−1(t, t0, y0) is continuous
on U . If (t, t0, y0) and (t 0, t 00, y

0
0) are in U , then

yn(t, t0, y0) − yn(t 0, t 00, y
0
0)

= (y0 − y0
0) +

Z t

t0
F(s, yn−1(s, t0, y0)) ds −

Z t 0

t 00
F(s, yn−1(s, t 00, y

0
0)) ds

= (y0 − y0
0) +

Z t

t0
f1(s) ds −

Z t 0

t 00
f2(s) ds,

where f1(s) = F(s, yn−1(s, t0, y0)) and f2(s) = F(s, yn−1(s, t 00, y
0
0)). Thus (∗)

gives

|yn(t, t0, y0) − yn(t 0, t 00, y
0
0)| ≤ |y0 − y0

0| + M(|t0 − t 00| + |t − t 0|) + a0≤ (∗∗)

if ≤ is chosen such that | f1(s) − f2(s)| ≤ ≤ on the common domain of f1 and f2.
Let ≤ > 0 be given, and choose some δ > 0 for uniform continuity of F on

the set R. By uniform continuity of yn−1, choose η > 0 such that

|yn−1(s, t0, y0) − yn−1(s, t 00, y
0
0)| < δ whenever |(s, t0, y0) − (s, t 00, y

0
0)| < η.

Then |(s, t0, y0) − (s, t 00, y
0
0)| < η implies | f1(s) − f2(s)| ≤ ≤ on the common

domain of f1 and f2, and hence (∗∗) holds. Therefore yn is continuous as a
function on U . This completes the induction.
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We know that yn(t, t0, y0) converges to a solution y(t, t0, y0) uniformly in t if
(t0, y0) is fixed. Let us see that the convergence is in fact uniform in (t, t0, y0).
The proof of Theorem 4.1 yielded the estimate

|yn(t, t0, y0) − yn−1(t, t0, y0)| ≤
M
k
kn(a0)n

n!
,

and this is independent of (t, t0, y0). Therefore the Weierstrass M test shows
that yn(t, t0, y0) converges to y(t, t0, y0) uniformly on U . The uniform limit of
continuous functions is continuous by Proposition 2.21, and hence y(t, t0, y0) is
continuous. §

PROOFOF SMOOTHNESS. Under the assumption that F is smoothonD, we are to
prove that y(t, t0, y0) is smooth onU . We return to the earlier proof of continuity
of y(t, t0, y0) and show that each yn(t, t0, y0) is smooth. This smoothness is
trivial for n = 0, we assume inductively that yn−1(t, t0, y0) is smooth, and we
form

yn(t, t0, y0) = y0 +
Z t

t0
F(s, yn−1(s, t0, y0)) ds.

The function on the right side is the composition of (t, t0, y0) 7→ (t, t0, t0, y0) fol-
lowed by (t, t0, s0, y0) 7→

R t
t0 F(s, yn−1(s, s0, y0)) ds. The chain rule (Theorem

3.10), the Fundamental Theorem of Calculus (Theorem 1.32), and Proposition
3.28 allow us to compute partial derivatives of this function, and another argument
with (∗) allows us to see that the partial derivatives are continuous. There is no
difficulty in iterating this argument, and we conclude that yn(t, t0, y0) is smooth.
The same argument in the proof of Theorem 4.1 that enabled us to estimate

the size of yn(t, t0, y0) − yn−1(t, t0, y0) allows us to estimate any iterated partial
derivative of this difference. New constants enter the estimate, but the qualitative
result is the same, namely that any iterated partial derivative of yn(t, t0, y0) con-
verges uniformly to that same iterated partial derivative of y(t, t0, y0). Applying
Theorem 1.23, we see that y(t, t0, y0) is smooth. §

CONCLUDING REMARK. Sometimes a given system y0 = F(t, y) with initial
condition y(t0) = y0 involves parameters in the definition of F , so that effectively
the system is y0 = F(t, y, ∏1, . . . , ∏k). A natural problem is to find conditions
under which the dependence of the solution on the k parameters is continuous or
smooth. The answer is that this problem can be reduced to the problem addressed
by Theorem 4.3. We simply introduce k additional variables zj , one for each
parameter ∏j , together with new equations z0j = 0 and new initial conditions
zj (t0) = ∏j .
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4. Integral Curves

IfU is an open subset ofRn , then a vector field onU may be defined as a function
X : U → Rn . The vector field is smooth if X is a smooth function. In classical
notation, X is written X =

Pn
j=1 aj (x1, . . . , xn)

@
@xj , and the function carries

(x1, . . . , xn) to (a1(x1, . . . , xn), . . . , an(x1, . . . , xn)). The traditional geometric
interpretation of X is to attach to each point p of U the vector X (p) as an arrow
based at p. This interpretation is appropriate, for example, if X represents the
velocity vector at each point in space of a time-independent fluid flow.
In Chapter II we defined the term “path” in ametric space tomean a continuous

function from a closed bounded interval of R1 into the metric space. Then in
Chapter III we used the term “curve” to refer to any continuous function from
an interval, not necessarily closed, into Rn . In this chapter the term curve in a
metric space will be used to refer to a continuous function from an open interval
of R1 into the metric space.
A standard problem in connection with vector fields on an open subset U of

R2 is to try to draw curves within U with the property that the tangent vector
to the curve at any point matches the arrow for the vector field. An illustration
occurs in Figure 4.2. This section abstracts and generalizes this kind of curve.

FIGURE 4.2. Integral curve of a vector field.

Let X : U → Rn be a smooth vector field on U . A curve c(t) is an integral
curve for X if c is smooth (i.e., of class C∞) and c0(t) = X (c(t)) for all t in
the domain of c. Depending on one’s interpretation of the informal wording in
the previous paragraph, the present definition is perhaps more demanding than
the definition given for R2 above: the expression c0(t) involves both magnitude
and direction, and the present definition insists that both ingredients match with
X (c(t)), not just the direction.

Proposition 4.4. Let X : U → Rn be a smooth vector field on an open subset
U of Rn , and let p be in U . Then there exist an ε > 0 and an integral curve
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c : (−ε, ε) → U such that c(0) = p. Any two integral curves c and d for X
having c(0) = d(0) = p coincide on the intersection of their domains.
PROOF. Apart from the smoothness the first conclusion is just a restatement

of a special case of Theorem 4.1 in different notation. The conditions on c are
that c be a solution of c0 = X (c) and that c(0) = p. The existence of a solution
is immediate from Theorem 4.1 if we put F = X , c = y, t0 = 0, and y0 = p.
The way in which this application of Theorem 4.1 is a special case and not the
general case is that F is independent of t here. The smoothness of c follows from
Theorem 4.3, and the uniqueness follows from Theorem 4.2. §

The interest is not only in Proposition 4.4 in isolation but also in what happens
to the integral curves when X is part of a family of vector fields.

Proposition 4.5. Let X (1), . . . , X (m) be smooth vector fields on an open subset
U ofRn , let p be inU , and let V be a bounded open neighborhood of 0 inRm . For
∏ in V , put X∏ =

Pm
j=1 ∏j X ( j). Then there exist an ε > 0 and a system of integral

curves c(t, ∏), defined for t ∈ (−ε, ε) and ∏ ∈ V , such that c( · , ∏) is an integral
curve for X∏ with c(0, ∏) = p. Each curve c(t, ∏) is unique, and the function
c : (−ε, ε) × V → U is smooth. If m = n, if the vectors X (1)(p), . . . , X (n)(p)
are linearly independent, and if δ is any positive number less than ε, then the
Jacobian matrix of ∏ 7→ c(δ, ∏) at ∏ = 0 is nonsingular.
REMARK. In the final conclusion of this proposition, the open neighborhood

of 0 within V is allowed to depend on δ. It follows from the final conclusion that
the Inverse Function Theorem (Theorem 3.17) and its corollary (Corollary 3.21)
are applicable to the mapping ∏ 7→ c(δ, ∏) at ∏ = 0. These results produce a
smooth inverse function carrying an open subneighborhood of 0 within V onto
an open subneighborhood of p ofU . In effect the inverse function assigns locally
defined coordinates in ∏ space to a neighborhood of U .
PROOF. We set up the system of equations c0 = X∏ ◦ c, i.e.,

c0
i =

mX

j=1
∏j X

( j)
i (c),

with initial condition c(0) = p. This is a smooth system of the kind considered
in Theorem 4.3, and the ∏j with 1 ≤ j ≤ m are parameters. The parameters
are handled by the concluding remark in Section 3: we obtain unique solutions
c(t, ∏) for t in some open interval (−ε, ε), and (t, ∏) 7→ c(t, ∏) is smooth.
Now suppose that m = n, that the vectors X (1)(p), . . . , X (n)(p) are linearly

independent, and that 0 < δ < ε. The function c satisfies

c0
i (t, ∏) =

nX

j=1
∏j X

( j)
i (c(t, ∏)), (∗)
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and we use this information to compute the Jacobian matrix of ∏ 7→ c(δ, ∏) at
∏ = 0. The Fundamental Theorem of Calculus, Proposition 3.28, and (∗) give

@ci
@∏j

(δ, ∏) =
@ci
@∏j

(0, ∏) +
Z δ

0

@c0
i

@∏j
(t, ∏) dt

=
@ci
@∏j

(0, ∏) +
@

@∏j

Z δ

0
c0
i (t, ∏) dt

=
@ci
@∏j

(0, ∏) +
Z δ

0
X ( j)
i (c(t, ∏)) dt +

nX

k=1
∏k

@

@∏j

Z δ

0
X (k)
i (c(t, ∏)) dt.

Now ci (0, ∏) = pi for all∏, and hence @ci
@∏j

(0, ∏)
Ø
Ø
∏=0 = 0. Also, c(t, 0) is constant

in t by (∗), and the constant is c(0, 0) = p. Finally when ∏ is set equal to 0 in
the term

Pn
k=1 ∏k

@
@∏j

R δ

0 X
(k)
i (c(t, ∏)) dt , each ∏k becomes 0, and thus the whole

term becomes 0. Thus the above equation specializes at ∏ = 0 to

@ci
@∏j

(δ, ∏)
Ø
Ø
Ø
∏=0

= 0+ δX ( j)
i (p) + 0.

The vectors X ( j)(p) are by assumption linearly independent, and hence the de-
terminant of the matrix [X ( j)

i (p)] is not 0. Consequently the Jacobian matrix
∏ 7→ c(δ, ∏) at ∏ = 0 is nonsingular if δ 6= 0. §

5. Linear Equations and Systems, Wronskian

Recall from Section 1 that a linear ordinary differential equation is defined to
be an equation of the type

an(t)y(n) + an−1(t)y(n−1) + · · · + a1(t)y0 + a0(t)y = q(t)

with real or complex coefficients. The equation is homogeneous if q is the 0
function, inhomogeneous in general. In order for the existence and uniqueness
theorems of Section 1 to apply, we need to be able to solve for y(n) and have all
coefficients be continuous afterward. Thus we assume that an(t) = 1 and that
an−1(t), . . . , a0(t) and q(t) are continuous on some open interval.
Even in simple cases, the theory is helped by converting a single equation to a

system of first-order equations. In Section 1 we saw an indication that a way to
make this conversion is to put
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y1 = y y0
1 = y2

y2 = y0 y0
2 = y3

... and get
...

yn−1 = y(n−2) y0
n−1 = yn

yn = y(n−1) y0
n = −a0(t)y1 − · · · − an−1yn + q(t).

If we change the meaning of the symbol y from a scalar-valued function to the
vector-valued function y = (y1, . . . , yn), then we arrive at the system

y0 = A(t)y + Q(t),

where A(t) is the n-by-n matrix of continuous functions given by

A(t) =









0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

...
0 0 0 · · · 1

−a0(t) −a1(t) −a2(t) · · · −an−1(t)









and Q(t) is the n-component column vector of continuous functions given by

Q(t) =









0
0
...
0
q(t)









.

In a general linear first-order system of the kind we shall study, A(t) can be
any n-by-n matrix of continuous functions and Q(t) can be any column vector
of continuous functions; thus the first-order system obtained by conversion of a
single nth-order equation is of quite a special form among all first-order linear
systems.
For a system y0 = A(t)y + Q(t) as above, the Lipschitz condition for the

function F(t, y) = A(t)y + Q(t) is automatic, since

|F(t, y) − F(t, y∗)| = |A(t)(y − y∗)| ≤ kA(t)k|y − y∗|

and since the function t 7→ kA(t)k is bounded on any compact subinterval of our
domain interval. By the uniqueness theorem (Theorem 4.2), a unique solution
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to the system is determined by data (t0, y0), the local solution corresponding to
(t0, y0) being the one satisfying the initial condition that the vector y(t0) equal the
vector y0. If we track down what these data correspond to in the case of a single
nth-order equation, we see that a unique solution to a single nth-order equation
of the kind described above is determined by initial values at a point t0 for the
scalar-valued solution and all its derivatives through order n − 1.
First-order linear systemsof size one can be solved explicitly in terms of known

functions and integrations. Specifically the single homogeneous first-order equa-
tion y0 = a(t)y is solved by y(t) = c exp

° R t a(s) ds
¢
, and the solution of a

single inhomogeneous first-order equation can be reduced to the homogeneous
case by the variation-of-parameters formula that appears later in this section.
However, there need not be such an elementary solution of a first-order linear
system of size two, not even a system that comes from a single second-order
equation. Elementary solutions exist when the coefficient matrix has constants
as entries, and we shall address that case in the next two sections. Sometimes
one can write down tidy power-series solutions when the coefficient matrix has
nonconstant entries, and we shall take up that matter later in the chapter. For
now, we develop some general theory about first-order linear systems, beginning
with the homogeneous case. The linearity implies that the set of solutions to
the system y0 = A(t)y on an open interval is a vector space (of vector-valued
functions) in the sense that it is closed under addition and scalar multiplication.

Theorem 4.6. Let y0 = A(t)y be a homogeneous linear first-order n-by-n
system with A(t) continuous for a < t < b. Then

(a) any solution on a subinterval (a0, b0) extends to a solution on the whole
interval (a, b),

(b) the dimension of the vector space of solutions on any subinterval (a0, b0)
is exactly n,

(c) if v1(t), . . . , vr (t) are solutions on an interval (a0, b0) and if t0 is in that
interval, then v1, . . . , vr are linearly independent functions if and only if
the column vectors v1(t0), . . . , vn(t0) are linearly independent.

PROOF. We begin by proving (c). If c1v1(t) + · · · + crvr (t) is identically 0
for constants c1, . . . , cr not all 0, then c1v1(t0) + · · · + crvr (t0) = 0 for the same
constants. Conversely suppose that c1v1(t0) + · · · + crvr (t0) = 0 for constants
not all 0. Put v(t) = c1v1(t) + · · · + crvr (t). Then v(t) and the 0 function are
solutions of the system satisfying the same initial conditions—that they are 0 at
t0. By the uniqueness theorem (Theorem 4.2), v(t) is the 0 function. This proves
(c).
The upper bound in (b) is immediate from (c) since the dimension of the space

of n-component column vectors is n.
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Let us prove that n is a lower bound for the dimension in (b) if the interval
containing t0 is sufficiently small. By the existence theorem (Theorem 4.1), there
exists a solution vj (t) on some interval |t − t0| < εj such that vj (t0) = ej . The
vj (t) are then solutions on |t − t0| < ε with ε = min{ε1, . . . , εn}, and they are
linearly independent by (c). Hence the dimension of the space of solutions is at
least n on the interval |t − t0| < ε or on any subinterval containing t0.
We are not completely donewith proving (b), but let us now prove (a). Let v(t)

be a solution on (a0, b0). If we have a collection of solutions on different intervals
containing (a0, b0) and each pair of solutions is consistent on their common
domain, then the union of the solutions is a solution. Consequently we may
assume that v(t) does not extend to a solution on any larger interval. We are
to prove that (a0, b0) = (a, b). Suppose on the contrary that b0 < b. We use
t0 = b0 in the previous paragraph of the proof; the result is that on some interval
|t−b0| < ε with ε sufficiently small and at least small enough so that a0 < b0 −ε,
the space of solutions has dimension n with a basis {v1, . . . , vn}. By (c), the
column vectors v1(b0 − ε), . . . , vn(b0 − ε) are linearly independent, and thus the
restrictions of v1, . . . , vn to (b0 − ε, b0) are linearly independent. The restriction
of v(t) to the interval (b0 − ε, b0) is a solution, and thus there exist constants
c1, . . . , cn such that

v(t) = c1v1(t) + · · · + cnvn(t) for b0 − ε < t < b0.

But then the function equal to v(t) on (a0, b0) and equal to c1v1(t)+· · ·+cnvn(t)
on (b0 − ε, b0 + ε) extends v(t) to a solution on a larger interval and contradicts
the maximality of the domain of v(t). This proves that b0 = b. Similarly we find
that a0 = a. This proves (a).
We return to the unproved part of (b). Fix t0 in (a0, b0). On a subinterval

about t0, the space of solutions has dimension n, as we have already proved. Let
{v1, . . . , vn} be a basis. By (a), we can extend v1, . . . , vn to solutions on (a0, b0).
Then the space of solutions on (a0, b0) has dimension at least n, and (b) is now
completely proved. §

EXAMPLE. Let us illustrate the content of Theorem 4.6 by means of a single
second-order equation, namely y00 + y = 0. We know that c1 cos t + c2 sin t is a
solution for every pair of constants c1 and c2. To convert the equation to a system,
we introduce y1 = y and y2 = y0. The system is then

y0
1 = y2,
y0
2 = −y1,

and hence the matrix is A(t) =
≥

0 1
−1 0

¥
, a matrix of constants. The scalar-valued

solutions cos t and sin t of y00 + y = 0 correspond to the vector-valued solutions
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≥
cos t

− sin t

¥
and

≥
sin t
cos t

¥
, respectively; each of these has a scalar-valued solution in

its first entry and the derivative in the second entry. In either case, both solutions
are defined on the interval (−∞,+∞). The theorem says that the restrictions
of these two functions to any subinterval span the solutions on that subinterval.
According to (c), the linear independence of the scalar-valued solutions cos t and
sin t is reflected by the linear independence of the column vectors

≥
cos t0

− sin t0

¥
and

≥
sin t0
cos t0

¥
for any t0 in (−∞,+∞). The latter independencewecan see immediately

by observing that the matrix
≥

cos t0 sin t0
− sin t0 cos t0

¥
has determinant equal to 1 and not 0.

The kind of matrix formed in the previous example is a useful tool when
generalized to an arbitrary homogeneous linear system, and it has a customary
name. Let v1(t), . . . , vn(t) be solutions of an n-by-n homogeneous linear system
y0 = A(t)y with A(t) continuous. TheWronskian matrix of v1, . . . , vn is the
n-by-n matrix whose j th column is vj . If vi, j denotes the i th entry of the j th
solution, then

W (t) =




v1,1(t) · · · v1,n(t)

...
. . .

...
vn,1(t) · · · vn,n(t)



 .

Since each column of W (t) is a solution, we obtain the matrix identity W 0(t) =
A(t)W (t).

EXAMPLE, CONTINUED. In the case of the single second-order equation
y00 + y = 0, we listed two linearly independent scalar-valued solutions as cos t
and sin t . When the equation is converted into a 2-by-2 homogeneous linear
system, the Wronskian matrix is

W (t) =

µ
cos t sin t

− sin t cos t

∂
.

For a general nth-order equation with v1, . . . , vn as scalar-valued solutions, the
Wronskian matrix of the associated system is

W (t) =







v1(t) · · · vn(t)
v0
1(t) · · · v0

n(t)
...

. . .
...

v
(n−1)
1 (t) · · · v

(n−1)
n (t)





 .

Proposition 4.7. If v1(t), . . . , vn(t) are solutions on an interval of an n-by-n
homogeneous linear system y0 = A(t)y with A(t) continuous, then the following
are equivalent:

(a) v1, . . . , vn are linearly independent solutions,
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(b) detW (t) is nowhere 0,
(c) detW (t) is somewhere nonzero.

PROOF. By Theorem 4.6c, (a) here is equivalent to the linear independence
of v1(t0), . . . , vn(t0), no matter what t0 we choose, hence is equivalent to the
condition detW (t0) 6= 0, no matter what t0 we choose. The proposition follows.

§

We shall use the Wronskian matrix of a homogeneous system to analyze the
solutions of any corresponding inhomogeneous system.

Proposition 4.8. For an inhomogeneous linear system y0 = A(x)y + Q(t)
with A(t) and Q(t) continuous for a < t < b, any solution y∗(t) on a subinterval
(a0, b0) of (a, b) extends to be a solution on (a, b), and the most general solution
y(t) is of the form y(t) = h(t) + y∗(t), where y∗(t) is one solution of y0 =
A(t)y + Q(t) and h(t) is an arbitrary solution of the homogeneous system y0 =
A(t)y.

PROOF. If y∗ and y∗∗ are two solutions of y0 = A(t)y + Q(t) on (a0, b0), then
(y∗∗ − y∗)0(t) = (A(t)y∗∗(t)+Q(t))−(A(t)y∗(t)+Q(t)) = A(t)(y∗ − y∗∗)(t),
and h = y∗∗ − y∗ solves y0 = A(t)y on (a0, b0). Conversely if h solves y0 =
A(t)y + Q(t) on (a0, b0), then

(y∗ + h)0(t) = y∗0(t) + h0(t)
= (A(t)y∗(t) + Q(t)) + A(t)h(t) = A(t)(y∗ + h)(t) + Q(t),

and y∗ + h is a solution of y0 = A(t)y + Q(t) on (a0, b0).
We are left with showing that any solution y∗ of y0 = A(t)y+Q(t) on (a0, b0)

extends to a solution on (a, b). As in the proof of Theorem 4.6a, we can form
unions of functions and thereby assume that y∗ cannot be extended to be a solution
on a larger interval. The claim is that (a0, b0) = (a, b). Assuming the contrary,
suppose, for example, that b0 < b. By the existence theorem (Theorem 4.1), there
exists a solution y∗∗(t) of y0 = A(t)y+Q(t) for |t−b0| < ε if ε is small enough.
By the result of the previous paragraph, y∗(t) = y∗∗(t)+h(t) on (b0 −ε, b0) for a
suitable choiceofh that solves thehomogeneoussystem y0 = A(t)y on (b0−ε, b0).
Since y∗∗(t) is given as a solutionof y0 = A(t)y+Q(t)on (b0−ε, b0+ε) and since,
by Theorem 4.6a, h(t) extends to a solution of y0 = A(t)y on (b0 − ε, b0 + ε), we
see that y∗∗(t)+h(t) extends to a solution of y0 = A(t)y+Q(t) on (b0−ε, b0+ε).
Then the function equal to y∗(t) on (a0, b0) and to y∗∗(t)+h(t) on (b0 −ε, b0 +ε)
extends y∗(t) to a solution of y0 = A(t)y + Q(t) on a larger interval, namely
(a0, b0 + ε). We obtain a contradiction and conclude that b0 must have equaled
b. Similarly a0 must equal a. Thus every solution of y0 = A(t)y + Q(t) on a
subinterval extends to all of (a, b), and the proof is complete. §
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Theorem 4.9 (variation of parameters). For an inhomogeneous linear system
y0 = A(x)y+ Q(t) with A(t) and Q(t) continuous for a < t < b, let v1, . . . , vn
be linearly independent solutions of y0 = A(t)y on (a, b), and let W (t) be their
Wronskian matrix. Then a particular solution y∗ of y0 = A(t)y+ Q(t) on (a, b)
is given by

y∗(t) = W (t)u(t), where W (t)u0(t) = Q(t).

That is,

y∗(t) = W (t)
Z t

W (s)−1Q(s) ds.

REMARKS. Linearly independent solutions v1, . . . , vn as in the statement exist
by Theorem 4.6.

PROOF. For any differentiable vector-valued function u(t), y∗(t) = W (t)u(t)
has

(y∗)0 = W 0u + Wu0 = AWu + Wu0 = Ay∗ + Wu0.

Thus y∗ will have (y∗)0 = Ay∗ + Q if and only if Wu0 = Q. Since Proposition
4.7 shows thatW (t)−1 exists and is continuous, we can solveWu0 = Q for u. §

EXAMPLE, CONTINUED. Now consider the single second-order inhomogeneous
linear equation y00 + y = tan t on the interval |t | < π/2. We saw that we can
take W (t) =

≥
cos t sin t

− sin t cos t

¥
. We set up the system

µ
cos t sin t

− sin t cos t

∂µ
u0
1
u0
2

∂
=

µ
0
tan t

∂

of algebraic linear equations and solve for u0
1 and u0

2:

µ
u0
1
u0
2

∂
=

µ
cos t − sin t
sin t cos t

∂µ
0
tan t

∂
=



−
sin2 t
cos t
sin t



 .

A vector-valued function with derivative
≥
u0
1
u0
2

¥
for |t | < π/2 is

µ
u1(t)
u2(t)

∂
=

µ
sin t − log(1+ sin t) + log cos t

− cos t

∂
,

and we thus take y∗(t) = (cos t)u1(t) + (sin t)u2(t). The most general solution
of the given inhomogeneous equation is therefore y∗(t) + c1 cos t + c2 sin t .
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6. Homogeneous Equations with Constant Coefficients

In this section and the next, we discuss first-order homogeneous linear systems
with constant coefficients. The system is of the form y0 = Ay with A a matrix
of constants. A single homogeneous nth-order linear equation with constant
coefficients can be converted into such a first-order system and can therefore be
handled by the method applicable to all first-order homogeneous linear systems
with constant coefficients. But such an equation can be handled more simply in a
direct fashion, andwe therefore isolate in this section the case of a single nth-order
equation. This section and the next will make use of material on polynomials
from Section A8 of Appendix A.
The equation to be studied in this section is of the form

y(n) + an−1y(n−1) + · · · + a1y0 + a0y = 0
with coefficients inC. Let us write this equation as L(y) = 0 for a suitable linear
operator L defined on functions y of class Cn:

L =
≥ d
dt

¥n
+ an−1

≥ d
dt

¥n−1
+ · · · + a1

≥ d
dt

¥
+ a0.

The term a0 is understood to act as a0 times the identity operator. Since d
dt e

rt =
rert , we immediately obtain

L(ert) = (rn + an−1rn−1 + · · · + a1r + a0)ert .

The polynomial
P(∏) = ∏n + an−1∏n−1 + · · · + a1∏ + a0

is called the characteristic polynomial of the equation, and the formula L(ert) =
P(r)ert shows that y(t) = ert is a solution of L(y) = 0 if and only if r is a root
of the characteristic polynomial. From Section A8 of Appendix A, we know that
the polynomial P(∏) factors into the product of linear factors ∏ − r , the factors
being unique apart from their order. Let us list the distinct roots, i.e., the distinct
such complex numbers r , as r1, . . . , rk with k ≤ n, and let us write mj for the
number of times that ∏ − rj occurs as a factor of P(∏), i.e., the multiplicity of rj
as a root of P . Then we have

Pk
j=1mj = n and

P(∏) =
Yk

j=1
(∏ − rj )mj .

Corresponding to this factorization of P is a factorization of L as

L =
Yk

j=1

≥ d
dt

− rj
¥mj

.

On the right side the individual factors commutewith each other because differen-
tiation commutes with itself and with multiplication by constants. The following
lemma therefore produces n solutions of the given equation L(y) = 0.
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Lemma 4.10. For m ∏ 1 and r in C, all the functions ert , tert , . . . , tm−1ert
are solutions of the mth-order differential equation

≥ d
dt

− r
¥m

(y) = 0.

PROOF. Direct computation gives
° d
dt − r

¢
(tkert) = ktk−1ert , and hence° d

dt − r
¢m

(tkert) = k(k − 1) · · · (k − m + 1)tk−mert . The right side is 0 if
0 ≤ k ≤ m − 1, and the lemma follows. §

Lemma 4.11. Let r1, . . . , rN be distinct complex numbers, and let mj be N
integers ∏ 1. Then the

PN
j=1mj functions

erj t , terj t , . . . , tmj−1erj t , 1 ≤ j ≤ N ,

are linearly independent over C.
PROOF. Let k ∏ 1 be an integer, let r be a complex number, and let P(t) be a

polynomial of degree ≤ k − 1. We allow P(t) to be the 0 polynomial. Then

d
dt [(t

k + P(t))ert ] = r(tk + P(t))ert + ((k − 1)tk−1 + P 0(t))ert ,

from which it follows that

d
dt [(t

k + P(t))ert ] = (rtk + Q(t))ert (∗)

with Q(t) a polynomial of degree ≤ k − 1 or the 0 polynomial.
We shall prove by induction on N that if P1, . . . , PN are polynomials with

complex coefficients such that
PN

j=1 Pj (t)erj t is the 0 function, then all the Pj are
0 polynomials. For N = 1, if P(t)ert is the 0 function, then P(t) is the 0 function.
Since a polynomial of degree k ∏ 0 has at most k roots, we conclude that P has
all coefficients 0. This disposes of the assertion for N = 1. Assume the result
for N − 1, and suppose that we are given that

PN−1
j=1 Pj (t)erj t + PN (t)erN t is the

0 function, where {r1, . . . , rN−1, rN } are distinct. Then

N−1X

j=1
Pj (t)eqj t + PN (t) (∗∗)

is the 0 function when qj = rj − rN for j ≤ N − 1. If PN is the 0 polynomial,
the inductive hypothesis shows that all Pj with j ≤ N − 1 are 0 polynomials.
Otherwise let PN have degree d, and differentiate (∗∗) d + 1 times. If Pj (t) for
j ≤ N − 1 is the sum of anj tnj plus lower-degree terms, then (∗) shows that the
result of the differentiation is that
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N−1X

j=1

°
anj (qj )

d+1tnj + lower-degree terms
¢
eqj t

is the 0 function. By the inductive hypothesis each anj has to be 0, and hence all
coefficients of each Pj have to be 0 for j ≤ N − 1. Then PN (t) is identically 0
and must be the 0 polynomial. This completes the induction.
If we are given a linear combination of the functions in the statement of

the lemma that equals the 0 function, then we obtain a relation of the formPN
j=1 Pj (t)erj t = 0, and we have just seen that this relation forces all Pj to be 0

polynomials. This completes the proof. §

Proposition 4.12. Let the differential equation

y(n) + an−1y(n−1) + · · · + a1y0 + a0y = 0,

with complex coefficients, have characteristic polynomial given by P(∏) =Qk
j=1 (∏−rj )mj with r1, . . . , rk distinct complex numbers andwith themj integers

∏ 0 such that
Pk

j=1mj = n. Then the n functions

erj t , terj t , . . . , tmj−1erj t , 1 ≤ j ≤ k,

form a basis overC of the space of solutions of the given equation on any interval.
PROOF. Lemma4.10 shows that the functions in question are solutions, Lemma

4.11 shows that they are linearly independent, and Theorem 4.6 shows that
the dimension of the space of solutions on any interval is n. Since n linearly
independent solutions have been exhibited, they must form a basis of the space
of solutions. §

If the equation in Proposition 4.12 happens to have real coefficients, it is
meaningful to ask for a basis overRof the spaceof real-valued solutions. Since the
coefficients are real, we have L(ȳ) = L(y) for all complex-valued functions y of
classCn , and it follows that the complex conjugate of any complex-valued solution
is again a solution. Thus the real and imaginary parts of any complex-valued
solution are real-valued solutions. Meanwhile, the characteristic polynomial P
of the equation has real coefficients, and it follows that the set of roots of P is
closed under complex conjugation. In addition, the multiplicity of a root equals
the multiplicity of its complex conjugate. For any integer k ∏ 0 and complex
number a + bi with b 6= 0, we have

Ctke(a+bi)t + Ctke(a−bi)t = Ctkeat cos bt + Ctkeat sin bt.

Thus tkeat cos bt and tkeat sin bt form a basis over C of the space spanned by
tke(a+bi)t and tke(a−bi)t . The functions tkeat cos bt and tkeat sin bt are real-valued,
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and thus we obtain a basis over C consisting of the real-valued solutions of the
given equation if we retain the solutions tkert with r real and we replace any
pair tke(a+bi)t and tke(a−bi)t of solutions, b 6= 0, by the pair tkeat cos bt and
tkeat sin bt .
Let us see that these resulting functions form a basis over R of the real vector

space of real-valued solutions. In fact, we know that they are linearly independent
over R because they are linearly independent over C. To see that they span, we
take any real-valued solution and expand it as a complex linear combination
of these functions. The imaginary part of this expansion exhibits 0 as a linear
combination of the given functions, and the coefficients must be 0 by linear
independence. Thus the constructed functions form a basis over R of the space
of real-valued solutions.

7. Homogeneous Systems with Constant Coefficients

Having discussed linear homogeneous equations with constant coefficients, let
us pass to the more general case of first-order homogeneous linear systems with
constant coefficients. Wewrite the system as y0 = Ay with A an n-by-nmatrix of
constants. In principlewecan solve the system immediately. Namely, Proposition
3.13c tells us that ddt (e

t A) = Aet A, so that each of the n columnsof et A is a solution
of y0 = Ay. At t = 0, et A reduces to the identitymatrix, and thus these n solutions
are linearly independent at t = 0. By Theorem 4.6 these n solutions form a basis
of all solutions on any subinterval (a, b) of (−∞,+∞). The solution satisfying
the initial condition y(t0) = y0 is y(t) = et Ae−t0Ay0, which is the particular
linear combination

Pn
j=1 cj et Aej of the columns of et A in which cj is the number

cj = (e−t0Ay0)j .
In practice it is not so obvious how to compute et A except in special cases in

which the exponential series can be summed entry by entry. Let us write down
three model cases of this kind, and ultimately we shall see that we can handle
general A by working suitably with these cases.

MODEL CASES.
(1) Let

C =













0 1 0 0 · · · 0 0
0 1 0 · · · 0 0

0 1 · · · 0 0
. . .

. . .
...

...
0 1 0

0 1
0












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be of size m-by-m with 0’s below the main diagonal. Raising C to powers, we
see that the (i, j)th entry of Ak is 1 if j = i + k and is 0 otherwise. Hence

etC =


















0 t 1
2! t

2 1
3! t

3 · · · 1
(m−2)! t

m−2 1
(m−1)! t

m−1

0 t 1
2! t

2 · · · 1
(m−3)! t

m−3 1
(m−2)! t

m−2

0 t · · ·
... 1

(m−3)! t
m−3

. . .
. . .

...

0 t 1
2! t

2

0 t

0


















with 0’s below the main diagonal.
(2) Let

A =













a 1 0 0 · · · 0 0
a 1 0 · · · 0 0

a 1 · · · 0 0
. . .

. . .
...

...
a 1 0

a 1
a













,

so that A = a1 + C with C as in the previous case. Since a1 and C commute,
Proposition 3.13a shows that et A = eatetC . In other words, et A is obtained by
multiplying every entry of the matrix etC in the previous case by eat . A matrix
of this form A for some complex constant a and for some size m is said to be a
Jordan block. Thus we know how to form et A if A is a Jordan block.
(3) Let A be block diagonal with each block being a Jordan block:

A =







block #1
block #2

. . .

block #k





 .

Then

et A =







et block #1
et block #2

. . .

et block #k





 .

Thus we know how to form et A if A is block diagonal with each block being a
Jordan block. A matrix A of this kind is said to be in Jordan form.
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The theorem reduces any computation of a matrix et A to this case.

Theorem 4.13 (Jordan normal form). For any square matrix A with complex
entries, there exists a nonsingular complex matrix B such that B−1AB = J is in
Jordan form.

REMARKS. This theorem comes from linear algebra, but knowledge of it is
beyond the algebra prerequisites for this book. The proof is long and is not in the
spirit of this text, and we shall omit it; however, the interested reader can find a
proof in many algebra books that treat linear algebra. One such is the author’s
Basic Algebra. As a practical matter, the proof will not give us any additional
information, since we already know that et A yields the solutions to y0 = Ay and
the only remaining question is to convert the statement of the theorem into an
explicit method of computation.

Let us see what Theorem 4.13 accomplishes. The solution of y0 = Ay with
y(t0) = y0 is y(t) = e(t−t0)Ay0. Write B−1AB = J as in the proposition. Then
Proposition 3.13d gives

y(t) = e(t−t0)Ay0 = B(B−1e(t−t0)AB)B−1y0

= Be(t−t0)B−1AB B−1y0 = Be(t−t0)J B−1y0.

If we can compute J , then Model Case 3 above tells us what e(t−t0)J is. If we can
compute B also, then we recover y(t) explicitly.
The practical effect is that Theorem 4.13 gives us a method for calculating

solutions. The idea behind the method is that the qualitative properties of B and
J forced by the theorem are enough to lead us to explicit values of B and J . Let
us go through the steps. A concrete example of J is

J =

















a 1 0
0 a 1
0 0 a

a 1
0 a

a 1
0 a

a
b

. . .

















.

It is helpful to know the extent of uniqueness in Theorem 4.13. The matrix J is
actually unique up to permuting the order of the Jordan blocks. The matrix B is
not at all unique but results from finding bases of certain subspaces of Cn . The
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first step is to form the characteristic polynomial2 P(∏) = det(∏1 − A) of A.
We have

det(∏1− J ) = det(∏1− B−1AB) = det(B−1(∏1− A)B)

= det(B)−1 det(∏1− A) det(B) = det(∏1− A),

and thus J has the same characteristic polynomial as A. The characteristic
polynomial of J is just the product of expressions ∏ − d as d runs through the
diagonal entries of J . According to Section A8 of Appendix A, the factorization
of a polynomial with complex coefficients and with leading coefficient 1 into
first-degree expressions ∏ − c is unique up to order, and thus the factorization of
P(∏) tells us the diagonal entries of J . We still need to know the sizes of the
individual Jordan blocks.
The sizes of the Jordan blocks come from computing dimensions of various

null spaces—or kernels, in the terminology of linear functions. If a occurs as a
diagonal entry of J , think of forming J − a1 and its powers, and consider the
dimension of the kernel of each power. For example, with the explicit matrix J
that is written above, we have

J − a1 =















0 1 0
0 0 1
0 0 0

0 1
0 0

0 1
0 0

0
nonsingular















,

and dimker(J − a1) is the number of Jordan blocks of size ∏ 1 with a on the
diagonal, namely 4 in this case. Next we consider (J − a1)2. In this case,

(J − a1)2 =















0 0 1
0 0 0
0 0 0

0 0
0 0

0 0
0 0

0
nonsingular















,

2Many books write the characteristic polynomial as det(A−∏1), which is the same as the present
polynomial if n is even but is its negative if n is odd. The present notation has the advantage that
the notions of characteristic polynomial here and in the previous section coincide when an nth-order
equation is converted into a first-order system.
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and dimker(J−a1)2 = 7. This number arises as the sum of the previous number
and the number of Jordan blocks of size ∏ 2 with a on the diagonal. Thus
dimker(J −a1)2−dimker(J −a1) in general is the number of Jordan blocks of
size ∏ 2 with a on the diagonal. Finally we consider (J − a1)3. In this case, the
upper left part of (J−a1)3 corresponding to diagonal entrya is all 0, and the lower
right part is nonsingular; hence dimker(J − a1)3 = 8. This number arises as the
sum of the previous number and the number of Jordan blocks of size ∏ 3 with a
on the diagonal. Thus in general, dim ker(J − a1)3 − dimker(J − a1)2 is the
number of Jordan blocks of size ∏ 3 with a on the diagonal. In our example, the
number dimker(J − a1)k remains at 8 for all k ∏ 3 because 8 is the multiplicity
of a as a root of P(∏), and we are therefore done with diagonal entry a; our
computation has shown that the numbers of Jordan blocks of sizes 1, 2, 3, 4, . . . ,
are 1, 2, 1, 0, . . . , and a check on the computation is that 1(1)+2(2)+3(1) = 8.
Of course, we do not have J at our disposal for these calculations, but A yields

the same numbers. In fact, we have B(J − a1)k B−1 = (A − a1)k , from which
we see that x ∈ ker(A − a1)k if and only if B−1x ∈ ker(J − a1)k. Hence

B(ker(J − a1)k) = ker(A − a1)k .

Since B is nonsingular, the dimension of the kernel of (J − a1)k equals the
dimension of the kernel of (A − a1)k . Consequently

dimker(A − a1) = #{Jordan blocks of size ∏ 1 with a on diagonal},

dimker(A − a1)2 − dimker(A − a1)
= #{Jordan blocks of size ∏ 2 with a on diagonal},

dimker(A − a1)3 − dimker(A − a1)2

= #{Jordan blocks of size ∏ 3 with a on diagonal},
etc.

Repeating this argument with the other roots of P(∏), we find that we can
determine J completely.
Calculating B requires working with vectors rather than dimensions. The

columns of B are just Be1, . . . , Ben , and we seek a way of finding these. Fix
attention on a root a of P(∏). Consider an index i with 1 ≤ i ≤ n, and suppose
that the diagonal entry of J in column i is a. From the form of J , we see that
either the i th column of J −a1 is 0 or else it is ei−1. In the latter case, index i −1
corresponds to the same Jordanblock. Using the identity (A−a1)B = B(J−a1),
we see that either

(A − a1)(Bei ) = B(J − a1)ei = 0
(A − a1)(Bei ) = B(J − a1)ei = Bei−1,or
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and index i − 1 corresponds to the same Jordan block as index i in the latter
case. Thus the vectors Bei corresponding to the columns with diagonal entry a
and with smallest index for a Jordan block lie in ker(A − a1). They are linearly
independent since B is nonsingular, and the number of them is the number of
Jordan blocks corresponding to diagonal entry a. We saw that this number equals
dimker(A − a1). Hence the vectors Bei corresponding to the smallest indices
going with each Jordan block form a basis of ker(A − a1).
Similarly

(A − a1)2(Bei ) = B(J − a1)2ei = 0

(A − a1)2(Bei ) = B(J − a1)2ei = Bei−2,or

and index i −2 corresponds to the same Jordan block as index i in the latter case.
Thus the vectors Bei corresponding to the columnswith diagonal entry a andwith
smallest or next smallest index for a Jordan block lie in ker(A − a1)2. They are
linearly independent since B is nonsingular, and the number of them is the sum
of the previously computed number, namely dimker(A − a1), plus the number
of Jordan blocks of size∏ 2 that correspond to diagonal entry a. We saw that this
sum equals dimker(A − a1)2. Hence the vectors Bei corresponding to the two
smallest indices going with each Jordan block form a basis of ker(A− a1)2. The
new vectors Bei are therefore vectors that we adjoin to a basis of ker(A− a1) to
obtain a basis of ker(A − a1)2.
In setting up these vectors properly, however, we have to correlate the indices

studied at the previous step with those being studied now. The relevant formula is
that the new indices i have the property (A−a1)Bei = Bei−1. To obtain vectors
with this consistency property, we would take a basis S1 of ker(A − a1), extend
it to a basis S2 of ker(A − a1)2, discard the members of S1, apply A − a1 to the
members of S2 − S1, and extend (A− a1)(S2 − S1) to a basis T1 of ker(A− a1).
Then S0

2 = (S2 − S1) ∪ T1 is a new basis of ker(A − a1)2.
We can continue the argument in this way. It is perhaps helpful to read the

general discussion of the argument side by side with the explicit example that
appears below. We continue to find that the construction of new basis vectors gets
in the way of the necessary consistency property with the earlier basis vectors.
Thus we really must start with the largest index k such that ker(A − a1)k 6=
ker(A − a1)k−1. We extend a basis Sk−1 of ker(A − a1)k−1 to a basis Sk of
ker(A − a1)k , and form

(Sk − Sk−1) ∪ (A − a1)(Sk − Sk−1) ∪ · · · ∪ (A − a1)k−1(Sk − Sk−1).

These vectors will be the columns of B corresponding to the largest Jordan blocks
with diagonal entry a. The vectors in

(A − a1)2(Sk − Sk−1) ∪ · · · ∪ (A − a1)k−1(Sk − Sk−1)
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are linearly independent in ker(A− a1)k−2; we extend this set to a basis S0
k−2 of

ker(A − a1)k−2, and we extend S0
k−2 ∪ (A − a1)(Sk − Sk−1) to a basis S0

k−1 of
ker(A−a1)k−1. The adjoined vectors, togetherwith the result of applying powers
of A − a1 to them, will be the columns of B corresponding to the next largest
Jordan blocks with diagonal entry a. The process continues until we obtain a
basis of ker(A− a1)k with the necessary consistency property throughout. Then
we repeat the process for the other roots of P(∏) and assemble the result.

EXAMPLE. Let

A =

√ 4 1 −1
−8 −2 2
8 2 −2

!

.

The characteristic polynomial is P(∏) = det(∏1−A) = ∏3, whose factorization is
evidently P(∏) = (∏−0)3. Computing the kernel of A, we find that dim ker A =
2, so that there are 2 Jordan blocks. Also, A2 = 0, so that dim ker A2 = 3 and
the number of blocks of size ∏ 2 is 3− 2 = 1. Thus

J =

√ 0 1 0
0 0 0
0 0 0

!

.

We form a basis of ker A by solving A

√ x1
x2
x3

!

= 0. The standard method of row

reduction gives x1 = − 1
4 x2 + 1

4 x3 with x2 and x3 arbitrary, so that a basis of

ker A consists of

√− 1
4
1
0

!

and




1
4
0
1



. We extend this to a basis of ker A2 = C3

by adjoining, for example, the vector v1 =

√ 1
0
0

!

. Then Av1 =

√ 4
−8
8

!

. The

vector Av1 is in ker A, and we extend it to a basis of ker A by adjoining, for

example, v2 =

√−1
4
0

!

. Then v1, Av1, v2 form a basis of ker A2 = C3, and the

above general method asks that these vectors be listed in the order Av1, v1, v2.
The matrix B is obtained by lining these vectors up as columns:

B =

√ 4 1 −1
−8 0 4
8 0 0

!

.

The result is easy to check. Computation shows that B−1 =




0 0 1

8
1 1

4 − 1
4

0 1
4

1
4



,

and then one can carry out the multiplications to verify that B−1AB = J .
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8. Series Solutions in the Second-Order Linear Case

In this section we shall consider, in some detail, series solutions for two kinds of
ordinary differential equations.
The first kind is

y00 + P(t)y0 + Q(t)y = 0,

where P(t) and Q(t) are given by convergent power-series expansions for
|t | < R:

P(t) = a0 + a1t + a2t2 + · · · ,

Q(t) = b0 + b1t + b2t2 + · · · .

We seek power-series solutions of the form

y(t) = c0 + c1t + c2t2 + · · · .

The samemethods and theorem that handle this first kind of equation apply also to
nth-order homogeneous linear equations and to first-order homogeneous systems
when the leading coefficient is 1 and the other coefficients are given by convergent
power series. The second-order case, however, is by far the most important for
applications and is sufficiently illustrative that we shall limit our attention to it.
The idea in finding the solutions is to assume that we have a convergent power-

series solution y(t) as above, to substitute the series into the equation, and to sort
out the conditions that are imposed on the unknown coefficients. Our theorems
on power series in Section I.7 guarantee us that the operations of differentiation
and multiplication of power series maintain convergence, and thus the result of
substituting into the equation is that we obtain an equality of a convergent power
series with 0. Corollary 1.39 then shows that all the coefficients of this last power
series must be 0, and we obtain recursive equations for the unknown coefficients.
There is one theorem about the equations under study, and it tells us that the
power series for y(t) that we obtain by these manipulations is indeed convergent;
we state and prove this theorem shortly.
Let us go through the steps of finding the solutions. These steps turn out to be

clearer when done in complete generality than when done for an example. Thus
we shall first make the computation in complete generality, then state and prove
the theorem, and finally consider an important example. The expansions of y(t)
and its derivatives are

y(t) = c0 + c1t + c2t2 + · · · ,

y0(t) = c1 + 2c2t + 3c3t2 + · · · ,

y00(t) = 2c2 + 3 · 2c3t + 4 · 3c4t2 + · · · .
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Substituting all the series into the given equation yields

(2 · 1c2 + 3 · 2c3t + 4 · 3c4t2 + · · · )

+ (a0 + a1t + a2t2 + · · · )(c1 + 2c2t + 3c3t2 + · · · )

+ (b0 + b1t + b2t2 + · · · )(c0 + c1t + c2t2 + · · · ) = 0.

If the series for y(t) converges and if the left side is expanded out, then the
coefficients of each power of t must be 0. Thus

2 · 1c2 + a0c1 + b0c0 = 0,
3 · 2c3 + (a02c2 + a1c1) + (b0c1 + b1c0) = 0,
4 · 3c4 + (a03c3 + a12c2 + a2c1) + (b0c2 + b1c1 + b2c0) = 0,

...

n(n − 1)cn + (a0(n − 1)cn−1 + a1(n − 2)cn−2 + · · · + an−2c1)
+ (b0cn−2 + b1cn−3 + · · · + bn−2c0) = 0.

These equations tell us that c0 and c1 are arbitrary and that c2, c3, . . . are each
determined by the previous coefficients. Thus c2, c3, . . . may be computed in-
ductively. Since c0 = y(0) and c1 = y0(0), this degree of flexibility is consistent
with the existence and uniqueness theorems.

Theorem 4.14. If P(t) and Q(t) are given by convergent power series for
|t | < R, then any formal power series that satisfies y00 + P(t)y0 + Q(t)y = 0
converges for |t | < R to a solution. Consequently every solution of this equation
on the interval −R < t < R is given by a power series convergent for |t | < R.

PROOF. Fix r with 0 < r < R, and choose some R1 with r < R1 < R. Let
the notation for the power series of P , Q, and y be as above. Theorem 1.37
shows that the series with terms |an Rn1 | and |bn Rn1 | are convergent, and hence the
terms are bounded as functions of n. Thus there exists a real number C such that
|an| ≤ C/Rn1 and |bn| ≤ C/Rn1 for all n ∏ 0. We shall show that |cn| ≤ M/rn
for a suitable M and all n ∏ 0.
The constant M will be fixed so that a large initial number of terms have

|cn| ≤ M/rn , and then we shall see that all subsequent terms satisfy the same
inequality. To find an M that works, we start from the formula computed above
for cn:

n(n − 1)cn = −(a0(n − 1)cn−1 + a1(n − 2)cn−2 + · · · + an−2c1)
− (b0cn−2 + b1cn−3 + · · · + bn−2c0).
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If M works for 0, 1, . . . , n − 1, then

n(n − 1)|cn| ≤ CM(n − 1)(R−0
1 r−(n−1) + R−1

1 r−(n−2) + · · · + R−(n−2)
1 r−1)

+ CM(R−0
1 r−(n−2) + R−1

1 r−(n−3) + · · · + R−(n−2)
1 r−0)

= CM(n − 1)r−nr
≥
1+

r
R1

+ · · · +
≥ r
R1

¥n−2¥

+ CMr−nr2
≥
1+

r
R1

+ · · · +
≥ r
R1

¥n−2¥

≤ r−n(CM)(r(n − 1) + r2)
1

1− (r/R1)

and therefore
|cn| ≤ Mr−n

≥ CR1
R1 − r

r(n − 1) + r2

n(n − 1)

¥
.

For n sufficiently large, the factor in parentheses is ≤ 1. At that point we obtain
|cn| ≤ Mr−n if |ck | ≤ Mr−k for k < n, and inductionyields the asserted estimate.
Thus

P
cntn converges for |t | < r . Since r can be arbitrarily close to R,

P
cntn

converges for |t | < R.
Finally we saw above that c0 and c1 are arbitrary and can therefore be matched

to any initial data for y(0) and y0(0). Consequently the vector space of power-
series solutions convergent for |t | < R has dimension 2. By Theorem 4.6, all
solutions on the interval −R < t < R are accounted for. This completes the
proof. §

As a practical matter, the recursive expression for cn becomes increasingly
complicated as n increases, and a closed-form expression need not be available.
However, in certain cases, something special happens that yields a closed-form
expression for cn . Here is an example.

EXAMPLE. Legendre’s equation is

(1− t2)y00 − 2t y0 + p(p + 1)y = 0

with p a complex constant. To apply the theorem literally, we should first divide
the equation by (1− t2), and then the power-series expansions of the coefficients
will be convergent for |t | < 1. The theorem says that we obtain two linearly
independent power-series solutions of the equation for |t | < 1. To compute them,
it is more convenient to work with the equation without making the preliminary
division. Then the equation gives us

(2c2 + 3 · 2c3t + 4 · 3c4t2 + · · · ) − (2c2t2 + 3 · 2c3t3 + 4 · 3c4t4 + · · · )

− 2(c1t + 2c2t2 + 3c3t3 + 4c4t4 + · · · ) + p(p+ 1)(c0 + c1t + c2t2 + · · · ) = 0,
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which yields the following formulas for the coefficients:

2c2 + p(p + 1)c0 = 0,
3 · 2c3 − 2c1 + p(p + 1)c1 = 0,
4 · 3c4 − 2 · 1c2 − 2 · 2c2 + p(p + 1)c2 = 0,

...

n(n − 1)cn − [(n − 2)(n − 3) + 2(n − 2) − p(p + 1)]cn−2 = 0.

Thus we can write cn explicitly as a product. We can verify convergence ofP
cntn directly by the ratio test: since

cntn

cn−2tn−2
=

(n − 2)(n − 3) + 2(n − 2) − p(p + 1)
n(n − 1)

t2,

we have convergence for |t | < 1. Observe that the numerator in the fraction on
the right is equal to

(n − 2)(n − 3) + 2(n − 2) − p(p + 1) = (n − 2)(n − 1) − p(p + 1),

and this is 0 when p is an integer ∏ 0 and n − 2 = p. Therefore one of the
solutions is a polynomial of degree p if p is an integer ∏ 0. Such polynomials,
when suitably normalized, are called Legendre polynomials.

The second kind of ordinary differential equation forwhichwe shall seek series
solutions is

t2y0 + t P(t)y0 + Q(t)y = 0,

where P(t) and Q(t) are given by convergent power-series expansions for
|t | < R:

P(t) = a0 + a1t + a2t2 + · · · ,

Q(t) = b0 + b1t + b2t2 + · · · .

The existence and uniqueness theoremsdo not apply to this equation on an interval
containing t = 0 unless t happens to divide P(t) and t2 happens to divide
Q(t). When this divisibility does not occur, the above equation is said to have a
regular singular point at t = 0. The treatment of the corresponding nth-order
equation is no different, but we stick to the second-order case because of its
relative importance in applications. For this kind of equation, the treatment of
first-order systems is more complicated than the treatment of a single equation of
nth order.
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Actually, the second-order equation above need not have power series solu-
tions. The prototype for the above equation is the equation

t2y00 + t Py0 + Qy = 0

with P and Q constant. This equation is known as Euler’s equation and can be
solved in terms of elementary functions. In fact, we make a change of variables
by putting t = ex and x = log t for t > 0. Then we obtain

dy
dt

=
dy
dx

dx
dt

=
1
t
dy
dx

d2y
dt2

= −
1
t2
dy
dx

+
1
t
d
dt

≥dy
dx

¥
= −

1
t2
dy
dx

+
1
t
d2y
dx2

dx
dt

= −
1
t2
dy
dx

+
1
t2
d2y
dx2

,

and

and hence the equation becomes

d2y
dx2

+ (P − 1)
dy
dx

+ Qy = 0.

This is an equation of the kind considered in Section 6. A solution is est , where s
is a root of the characteristic polynomial s2+ (P−1)s+Q = 0. If the two roots
of the characteristic polynomial are distinct, we obtain two linearly independent
solutions for x ∈ (−∞,+∞), and these transform back to two solutions t s of
the Euler equation for t > 0. If the characteristic equation has one root s of
multiplicity 2, then we obtain the two linearly independent solutions esx and xesx
for x ∈ (−∞,+∞), and these transform back to two solutions xs and xs log x
for x > 0.
In practice, the technique to solve the Euler equation t2y00 + t Py0 + Qy = 0

is to substitute y(t) = t s and obtain s(s− 1)t s + sPts + Qts = 0. This equation
holds if and only if s satisfies

s(s − 1) + sP + Q = 0,

which is called the indicial equation.
In the general case of a regular singular point, we proceed by analogy and are

led to seek for t > 0 a series solution of the form

y(t) = t s(c0 + c1t + c2t2 + · · · ) with c0 6= 0.

Suppose that the power-series part
P
cntn is convergent. We substitute and obtain

t s(c0s(s − 1) + c1(s + 1)st + c2(s + 2)(s + 1)t2 + · · · )

+ t s(a0 + a1t + a2t2 + · · · )(sc0 + (s + 1)c1t + (s + 2)c2t2 + · · · )

+ t s(b0 + b1t + b2t2 + · · · )(c0 + c1t + c2t2 + · · · ) = 0.
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Dividing by t s and setting the coefficient of each power of t equal to 0 gives the
equations

c0s(s − 1) + sc0a0 + c0b0 = 0,
c1(s + 1)s + ((s + 1)c1a0 + sc0a1) + (c1b0 + c0b1) = 0,
c2(s + 2)(s + 1) + ((s + 2)c2a0 + · · · ) + (c2b0 + · · · ) = 0,

...

cn(s + n)(s + n − 1) + ((s + n)cna0 + · · · ) + (cnb0 + · · · ) = 0.

Since c0 is by assumption nonzero, we can divide the first equation by it, and we
obtain

s(s − 1) + a0s + b0 = 0,

which is the indicial equation for t2y0 + t P(t)y0 + Q(t)y = 0. This determines
the exponent s. Then c0 is arbitrary, and all subsequent cn’s can be found
recursively, provided the coefficient of cn in the (n + 1)st equation above is
never 0 for n ∏ 1, i.e., provided

(s + n)(s + n + 1) + (s + n)a0 + b0 6= 0 for n ∏ 1.

In other words, we can solve recursively for all cn in terms of c0 provided s + n
does not satisfy the indicial equation for any n ∏ 1. We summarize as follows.

Proposition 4.15. If P(t) and Q(t) are given by convergent power series
for |t | < R, then the following can be said about formal series solutions of
t2y00 + t P(t)y0 + Q(t)y = 0 of the type t s(c0 + c1t + c2t2 + · · · ) with c0 6= 0:

(a) If the indicial equation has distinct roots not differing by an integer, then
there are formal solutions of the type xs(c0 + c1t + c2t2 + · · · ) for each
root s of the indicial equation.

(b) If the indicial equation has roots r1 ≤ r2 with r2 − r1 equal to an inte-
ger, then there is a 1-parameter family of formal solutions of the type
tr2(c0 + c1t + c2t2 + · · · ) with c0 6= 0. If r1 < r2 in addition, there may
be formal solutions tr1(c0 + c1t + c2t2 + · · · ) with c0 6= 0, as there are
for an Euler equation.

Theorem 4.16. If P(t) and Q(t) are given by convergent power series for
|t | < R, then all formal series solutions of t2y00 + t P(t)y0 + Q(t)y = 0 of the
type t s(c0 + c1t + c2t2 + · · · ) with c0 6= 0 converge for 0 < t < R to a function
that is a solution for 0 < t < R.



8. Series Solutions in the Second-Order Linear Case 259

PROOF. As in the proof of Theorem 4.14, fix r with 0 < r < R, and choose
some R1 with r < R1 < R. Let the series expansions of P(t) and Q(t) be as
above, so that there is a number C with |an| ≤ C/Rn1 and |bn| ≤ C/Rn1 . Choose
N large enough so that

Cr/R1
1− r/R1

µ
|s| + n + 1

|(s + n)(s + n + 1) + a0(s + n) + b0|

∂
≤ 1 (∗)

for n ∏ N . Then choose M such that |cn| ≤ M/rn for n ≤ N . We shall prove
by induction on n that |cn| ≤ M/rn for all n. The base case of the induction
is n = N , where the inequality holds by definition of M . Suppose it holds for
1, . . . , n − 1. The formula for cn is

cn
°
(s + n)(s + n − 1) + a0(s + n) + b0

¢

= −[(s+n−1)a1cn−1+ · · · +sanc0]− [b1cn−1 + · · · + bnc0].

Our inductive hypothesis gives

|cn||(s + n)(s + n−1) + a0(s + n) + b0|

≤ CM(|s| + n)(R−1
1 r−(n−1) + · · · + R−n

1 r0)

+ CM(R−1
1 r−(n−1) + · · · + R−n

n r0)

= CM(|s| + n + 1)r−n
≥ r
R1

+ · · · +
rn

Rn1

¥

≤ Mr−n
∑
C(|s| + n + 1)

µ
r/R1

1− r/R1

∂∏
.

Thus

|cn| ≤ Mr−n
∑
Cr/R1
1− r/R1

µ
|s| + n + 1

|(s + n)(s + n + 1) + a0(s + n) + b0|

∂∏
≤ Mr−n,

the second inequality holding by (∗), and the induction is complete.
It follows that

P
cntn converges for |t | < r . Since r can be arbitrarily close

to R,
P
cntn converges for |t | < R. This completes the proof. §

EXAMPLE. Bessel’s equation of order p with p ∏ 0. This is the equation

t2y00 + t y0 + (t2 − p2)y = 0.

It has P(t) = 1 and Q(t) = t2 − p2, both with infinite radius of convergence.
The indicial equation in general is s(s − 1) + a0s + b0 = 0 and hence is

s(s − 1) + s − p2 = 0

in this case. Thus s = ±p. Theorem 4.16 shows that there is a solution of the
form
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Jp(t) = t p
≥ 1
2p p!

+ c1t + c2t2 + · · ·
¥
,

and this is defined to be the Bessel function of order p. The theorem gives
another solution of the form t−p times a power series except possibly when p is
an integer or a half integer. To determine all these solutions, we substitute the
series t s

P
cntn and get

s(s − 1)c0 + (s + 1)sc1t + (s + 2)(s + 1)c2t2 + · · ·

+ sc0 + (s + 1)c1t + (s + 2)c2t2 + · · ·

+ c0t2 + c1t3 + · · ·

− p2c0 − p2c1t − p2c2t2 − p2c3t3 − · · · = 0.

The resulting equations are

[s(s − 1) + s − p2]c0 = 0 from t0,

[(s + 1)s + (s + 1) − p2]c1 = 0 from t1,

[(s + n)(s + n − 1) + (s + n) − p2]cn + cn−2 = 0 from tn for n ∏ 2.

The first of these equations repeats the indicial equation, giving s = ±p. The
second says that either c1 = 0 or that s + 1 solves the indicial equation. In the
latter case s = − 1

2 and p = 1
2 . The third says that [(s + n)2 − p2]cn = −cn−2.

For the case that s = +p, we obtain

cn =
−cn−2

(p + n)2 − p2
,

and there is no problem from the denominator. The result is that the Bessel
function of order p ∏ 0 is given by

Jp(t) =
t p

2p p!

≥
1−

t2

2(2p + 2)
+

t4

2 · 4(2p + 2)(2p + 4)
− · · ·

¥

=
≥ t
2

¥p ∞X

k=0

(−1)k

k!(k + p)!

≥ t
2

¥2k
.

FIGURE 4.3. Graph of Bessel function J0(t).
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For the case that s = −p, we obtain

cn =
−cn−2

(−p + n)2 − p2
,

and the denominator gives a problem for n = 2p and for no other value of n. If
p is an integer, the problematic n is even and we must have cn−2 = 0, cn−4 = 0,
. . . , c0 = 0. The condition c0 = 0 is a contradiction, and we conclude that there
is no solution of the form t−p times a nonzero power series; indeed, Problems
18–19 at the end of the chapter will identify a different kind of solution. If p is
a half integer but not an integer, then the problematic n is odd, and we are led to
conclude that 0 = cn−2 = · · · = c3 = c1, with c0 and c2p arbitrary. There is no
contradiction, and we obtain a solution of the form t−p times a nonzero power
series.

9. Problems

1. For the differential equation yy0 = −t :
(a) Solve the equation.
(b) Find all points (t0, y0) where the the existence theorem and the uniqueness

theorem of Section 2 do not apply.
(c) For each point (t0, y0) not in (b), give a solution y(t) with y(t0) = y0.

2. Prove that the equation y0 = t + y2 has a solution satisfying the initial condition
y(0) = 0 and defined for |t | < 1/2.

3. In classical notation, a particular vector field in the plane is given by
p
x @

@x + 1
2

@
@y .

Find a parametric realization of an integral curve for this vector field passing
through (1, 1).

4. Evaluate
d
dt

Z t2

0

1
s

(sin st) ds.

5. Find all solutions on (−∞,+∞) to y00 − 3y0 + 2y = 4.

6. (a) For each of these matrices A, find matrices B and J , with J in Jordan form,

such that A = BJ B−1: A =

µ
1 1
4 −5

∂
, A =

√ 0 0 −1
0 1 0
1 0 0

!

.

(b) For each of the matrices A in (a), find a basis of solutions y(t) to the system
of differential equations y0 = Ay.
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7. The nth-order equation y(n) + an−1y(n−1) + · · · + a0y = 0 with constant coeffi-
cients leads to a linear system z0 = Az with

A =










0 1 0 0 ··· 0 0
0 1 0 ··· 0 0

0 1 ··· 0 0
...

...
...

...
0 1 0
0 1

−a0 −a1 −a2 ··· −an−1










.

Prove that det(∏1−A) = ∏n+an−1∏n−1+· · ·+a0 by expanding the determinant
by cofactors.

8. (a) Let { fn} be a uniformly bounded sequence of Riemann integrable functions
on [0, 1]. Define Fn(t) =

R t
0 fn(s) ds. Prove that {Fn} is an equicontinuous

family of functions on [0, 1].
(b) Prove that the set of functions y(t) on [0, 1] with y00 + y = f (t) and

y(0) = y0(0) = 0 is equicontinuous as f varies over the set of continuous
functions on [0, 1] with 0 ≤ f (t) ≤ 1 for all t .

(c) Let u(t) be continuous on [a, b]. Prove that the set of functions y(t) on
[a, b] with y00 + q(t)y = f (t) and y(0) = y0(0) = 0 is equicontinuous as
f (t) varies over the set of continuous functions on [0, 1] with 0 ≤ f (t) ≤ 1
for all t .

9. The differential equation t2y00 + (3t − 1)y0 + y = 0 has an irregular singular
point at t = 0.
(a) Verify that

P∞
n=0(n!)tn is a formal power series solution of the equation

even though the power series has radius of convergence 0.
(b) Verify that y(t) = t−1e−1/t is a solution for t > 0.

Problems 10–13 concern harmonic functions in the open unit disk, which were intro-
duced in Problems 14–15 at the end of Chapter III. The first objective here is to use
ordinary differential equations and Fourier series to show that all these functions may
be expressed in a relatively simple form. The second objective is to use convolution,
as defined in Problem 8 at the end of Chapter III, to relate this formula to the Poisson
kernel, whichwas defined in Problems 27–29 at the end of Chapter I. Problems 10–12
here are an instance of the method of separation of variables, a beginning technique
with partial differential equations; this topic is developed further in the companion
volume, Advanced Real Analysis. In all problems in this set, let u(x, y) be harmonic
in the open unit disk.
10. Write u(x, y) in polar coordinates as u(r cos θ, r sin θ) = v(r, θ). Using Fourier

series, show for 0 ≤ r < 1 and any δ > 0 that v(r, θ) is the sum of an absolutely
convergent Fourier series

P∞
n=−∞ cn(r)einθ with |cn(r)| ≤ M/n2 for 0 ≤ r ≤

1− δ for some M depending on δ.
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11. Let Rθ be the rotationmatrix defined in Problem 15 at the end of Chapter III. That
problem shows that (u ◦ Rϕ)(x, y) = v(r, θ + ϕ) is harmonic for each ϕ. Prove
that 1

2π
R π
−π(u ◦ Rϕ)(x, y)e−ikϕ dϕ is harmonic and is given in polar coordinates

by ck(r)eikθ .
12. By computing with the Laplacian in polar coordinates and showing that ck(r)

is bounded as r ↓ 0, prove that ck(r) = akr |k| for some complex constant
ak . Conclude that every harmonic function in the open unit disk is of the form
v(r, θ) =

P∞
n=−∞ cnr |n|einθ , the sum being absolutely convergent for all r with

0 ≤ r < 1.
13. Deduce from Problem 8 at the end of Chapter III that if v(r, θ) is as in the

previous problem and if 0 < R < 1, then v(r, θ)= 1
2π

R π
−π fR(ϕ)Pr/R(θ −ϕ) dϕ

for 0 ≤ r < R, where P is the Poisson kernel and fR is the C∞ function
fR(θ) =

P∞
n=−∞ cn R|n|einθ .

Problems 14–17 concern homogeneous linear differential equations. Except for the
first of the problems, each works with a substitution in a second-order equation that
simplifies the equation in some way.
14. If a(t) is continuous on an interval and A(t) is an indefinite integral, verify that

all solutions of the single first-order linear homogeneous equation y0 = a(t)y
are of the form y(t) = ceA(t).

15. (a) Suppose that u(t) is a nowhere vanishing solution of

y00 + P(t)y0 + Q(t)y = 0

on an interval, with P and Q assumed continuous. Look for a solution of
the form u(t)v(t), and derive the necessary and sufficient condition

v0(t) = cu(t)−2e−
R
P(t) dt

.

(b) For y00 − t y0 − y = 0, one solution is et2/2. Find a linearly independent
solution.

16. Let y00 + P(t)y0 + Q(t)y = 0 be given with P , P 0, and Q continuous on an
interval. Write y(t) = u(t)v(t), substitute, regard u(t) as known, and obtain a
second-order equation for v. Show how to choose u(t) to make the coefficient
of v0 be 0, and thus reduce the given equation to an equation v00 + R(t)v = 0
with R continuous. Give a formula for R.

17. If L(v) = (pv0)0 − qv + ∏rv, show that the substitution u = v
p
r changes

L(v) = 0 into L0(u) = 0, where L0(u) = (p∗u0)0 − q∗u + ∏u with p∗ = p/r .
Problems 18–19 concern finding the form of the second solution to a second-order
equation with a regular singular point. The first of the two problems amounts to a
result in complex analysis but requires nothing beyond Chapter I of this book.
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18. Suppose that
P∞

n=0 cnxn is a power series with c0 = 1.
(a) Write down recursive formulas for the coefficients dn of a power seriesP∞

n=0 dnxn with d0 = 1 such that
°P∞

n=0 cnxn
¢°P∞

n=0 dnxn
¢

= 1.
(b) Prove, by induction on n, that if |cn| ≤ Mrn for all n ∏ 0, then |dn| ≤

M(M + 1)n−1rn for all n ∏ 1.
(c) Prove that if f (0) 6= 0 and if f (x) is the sum of a convergent power series

for |x | < R for some R > 0, then 1/ f (x) is the sum of a convergent power
series for |x | < ε for some ε > 0.

19. Suppose that P(t) and Q(t) are given near t = 0 by power series with positive
radii of convergence. Take for granted that if a(t) is given by a power series with
a positive radius of convergence, then so is ea(t). Form the equation

t2y00 + t P(t)y0 + Q(t)y = 0,

let s1 and s2 be the two roots of the indicial equation, and suppose that the
differential equation has a solution given on some interval (0, ε) by f (t) =
t s1

P∞
n=0 cntn with c0 6= 0.

(a) Using Problem 15a, prove that the differential equation has a linearly inde-
pendent solution given on some interval (0, ε0) by

g(t) = c f (t) log t + t s2
∞X

n=0
kntn with k0 6= 0.

(b) Prove that the coefficient c in g(t) is 6= 0 if s1 = s2.
(c) For Bessel’s equation t2y00 + t y0 + (t2 − p2)y = 0 with p ∏ 0 an integer

and with s1 = p and s2 = −p, show that the coefficient c in g(t) is 6= 0.
Thus there is a solution of the form Jp(t) log t + t−p(power series) on some
interval (0, ε0).

Problems 20–25 prove theCauchy–Peano Existence Theorem, that a local solution
in Theorem 4.1 to y0 = F(t, y) and y(t0) = y0 exists if F is continuous even
if F does not satisfy a Lipschitz condition. The idea is to construct a sequence
of polygonal approximations to solutions, check that they form an equicontinuous
family, apply Ascoli’s Theorem (Theorem 2.56) to extract a uniformly convergent
subsequence, and then see that the limit of the subsequence is a solution. A member
of the sequence of polygonal approximations depends on a number ≤ > 0. With
notation as in the statement of Theorem 4.1, the construction for [t0, t0 + a0] is as
follows: Choose the δ of uniform continuity for F and ≤ on the set R. Fix a partition
t0 < t1 < · · · < tn = t0 + a0 of [t0, t0 + a0] with maxk{tk − tk−1} ≤ min(δ, δ/M).
Define y(t), as a function of ≤, for tk−1 < t ≤ tk inductively on k by y(t0) = y0 and

y(t) = y(tk−1) + F(tk−1, y(tk−1))(t − tk−1).
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20. Check that the formula for y(t) when tk−1 < t ≤ tk remains valid when t =
tk−1, and conclude that y(t) is continuous. Then prove by induction on k that
|y(t) − y(t0)| ≤ M(t − t0) ≤ b for tk−1 ≤ t ≤ tk , and deduce that (t, y(t)) is in
R0 for t0 ≤ t ≤ t0 + a0.

21. Prove that |y(t) − y(t 0)| ≤ M|t − t 0| if t and t 0 are both in [t0, t0 + a0].
22. The function y0(t) is defined on [t0, t0 + a0] except at the points of the partition

and is given by y0(t) = F(tk−1, y(tk−1)) if tk−1 < t < tk . Prove that y(t) =
y0 +

R t
t0 y

0(s) ds for t0 ≤ t ≤ t0 + a0 and that |y0(s) − F(s, y(s))| ≤ ≤ if
tk−1 < s < tk .

23. Writing y(t) = y0+
R t
t0 [F(s, y(s))+[y0(s)−F(s, y(s))]] ds and using the result

of the previous problem, prove for all t in [t0, t0 + a0] that
Ø
Øy(t) −

°
y0 +

R t
t0 F(s, y(s)) ds

¢ØØ ≤ ≤a0.

24. Let ≤n be amonotone decreasing sequencewith limit 0, and let yn(t) be a function
for t in [t0, t0 + a0] constructed as above for the number ≤n . Deduce from
Problem 21 that {yn(t)} is uniformly bounded and uniformly equicontinuous for
t in [t0, t0 + a0].

25. Apply Ascoli’s Theorem to {yn}, and let y(t) be the uniform limit of a uniformly
convergent subsequence of {yn}. Prove that y(t) is continuous, and use Prob-
lem 23 to prove that y(t) = y0 +

R t
t0 F(s, y(s)) ds. What modifications are

needed to the argument to handle [t0 − a0, t0]?

Problems 26–28 use elementary complex analysis as in Appendix B to shed further
light on results and problems in this chapter.
26. Let u(x, y) be harmonic in the open unit disk. Bypassing Problems 10 and 11,

write u(x, y) as the real part of an analytic function f (z), expand f (z) in Taylor
series about z = 0, take the real part of the expansion, and deduce the conclusion
of Problem 12 that u(x, y), when written in polar coordinates as v(r, θ), is of
the form

P∞
n=−∞ cnr |n|einθ , the sum being absolutely convergent for all r with

0 ≤ r < 1.
27. In the context of Problem 18, use the theory of analytic functions to deduce that

if f (z) has f (0) 6= 0 and is the sum of a convergent power series for |x | < R
for some R > 0, then 1/ f (z) is the sum of a convergent power series for |z| < ε

for some ε > 0.
28. This problemderives an integral formula for the Bessel function Jn(z) introduced

near the end of Section 8. The function eiz sin θ is a continuous complex-valued
function for (z, θ) inC×R that is analytic as a function of z for each fixed θ and
is periodic in θ for each fixed z. The problemworks with the Fourier coefficients
of this function.
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(a) Define cn(z) = 1
2π

R π
−π e

iz sin θe−inθ dθ . Why is this an entire function of z?
(b) Using the power series expansion of the exponential function, show that

eiz sin θ =
∞X

p=0

1
p!

≥ z
2

¥p
(eiθ − e−iθ )p,

and justify the interchange of limits that gives

cn(z) =
∞X

p=0

1
p!

≥ z
2

¥p≥ 1
2π

Z π

−π
(eiθ − e−iθ )pe−inθ dθ

¥
.

(c) Write In,p for the expression 1
2π

R π
−π(eiθ −e−iθ )pe−inθ dθ in (b). Show that

In,p =

Ω
(−1)k

°p
k
¢
if p = n + 2k with k ∏ 0

0 otherwise,

and simplify for n ∏ 0 to obtain

cn(z) =
≥ z
2

¥n ∞X

k=0

(−1)k

k! (n + k)!

≥ z
2

¥2k
.

(d) Conclude that cn(z) = Jn(z) if n ∏ 0 and that c−n(z) = (−1)n Jn(z) if
n ∏ 0. In particular,

Jn(z) =
1
2π

Z π

−π
eiz sin θe−inθ dθ

for n ∏ 0.

(e) Obtain the formula ei sin θ = J0(z) +
∞P

n=1
Jn(z)(einθ + (−1)ne−inθ ).



CHAPTER V

Lebesgue Measure and Abstract Measure Theory

Abstract. This chapter develops the basic theory of measure and integration, including Lebesgue
measure and Lebesgue integration for the line.
Section 1 introduces measures, including 1-dimensional Lebesgue measure as the primary ex-

ample, and develops simple properties of them. Sections 2–4 introduce measurable functions and
the Lebesgue integral and go on to establish some easy properties of integration and the fundamental
theorems about how Lebesgue integration behaves under limit operations.
Sections 5–6 concern the Extension Theorem announced in Section 1 and used as the final step in

the construction of Lebesgue measure. The theorem allows σ -finite measures to be extended from
algebras of sets to σ -algebras. The theorem is proved in Section 5, and the completion of a measure
space is defined in Section 6 and related to the proof of the Extension Theorem.
Section 7 treats Fubini’s Theorem, which allows interchange of order of integration under rather

general circumstances. This is a deep result. As part of the proof, productmeasure is constructed and
importantmeasurability conditions are established. This sectionmentions that Fubini’s Theoremwill
be applicable to higher-dimensional Lebesgue measure, but the details are deferred to Chapter VI.
Section 8 extends Lebesgue integration to complex-valued functions and to functions with values

in finite-dimensional vector spaces.
Section 9 gives a careful definition of the spaces L1, L2, and L∞ for any measure space,

introduces the notion of a normed linear space, and verifies that these three spaces are examples.
The main theorem of the section about L1, L2, and L∞ is the completeness of these three spaces as
metric spaces. In addition, the section proves a version of Alaoglu’s Theorem concerning weak-star
convergence.

1. Measures and Examples

In the theory of the Riemann integral, as discussed in Chapter I for R1 and in
Chapter III for Rn , we saw that Riemann integration is a powerful tool when
applied to continuous functions. Riemann integration makes sense also when
applied to certain kinds of discontinuous functions, but then the theory has some
weaknesses.
Without any change in the definitions, one of these is that the theory applies

only to bounded functions. Thuswe can compute
R 1
0 x

p dx =
£
x p+1/(p+1)]10 =

(p+ 1)−1 for p ∏ 0, but only the right side makes sense for−1 < p < 0. More
seriouslywemade calculationswith trigonometric series in Section I.10 and found
that 12 log

° 1
2−2 cos θ

¢
=

P∞
n=1

cos nθ
n and 1

2 (π − θ) =
P∞

n=1
sin nθ
n for 0 < θ < 2π .

267



268 V. Lebesgue Measure and Abstract Measure Theory

When we tried to explain these similar-looking identities with Fourier series, we
were able to handle the second one because 12 (π − θ) is a bounded function, but
we were not able to handle the first one because 12 log

° 1
2−2 cos θ

¢
is unbounded.

Other weaknesses appeared in Chapters I–IV at certain times: whenwe always
had to arrange for the set of integration to be bounded, whenwe had no cluewhich
sequences {cn} of Fourier coefficients occurred in the beautiful formula given by
Parseval’s Theorem, when Fubini’s Theorem turned out to be awkward to apply
to discontinuous functions, and when the change-of-variables formula did not
immediately yield the desired identities even in simple cases like the change from
Cartesian coordinates to polar coordinates.
TheLebesgue integralwill solve all these difficultieswhen formedwith respect

to “Lebesgue measure” in the setting of Rn . In addition, the Lebesgue integral
will be meaningful in other settings. For example, the Lebesgue integral will be
meaningful on the unit sphere in Euclidean space, while the Riemann integral
would always require a choice of coordinates. The Lebesgue integral will be
meaningful also in other situations where we can take advantage of some action
by a group (such as a rotation group) that is difficult to handlewhen the setting has
to be Euclidean. And the Lebesgue integral will enable us to provide a rigorous
foundation for the theory of probability.
There are five ingredients in Lebesgue integration, and thesewill be introduced

in Sections 1–3 of this chapter:

(i) anunderlyingnonemptyset, suchasR1 in the caseofLebesgue integration
on the line,

(ii) a distinguished class of subsets, called the “measurable sets,” which will
form a “σ -ring” or a “σ -algebra,”

(iii) a measure, which attaches a member of [0,+∞] to each measurable set
and which will be “length” in the case of Lebesgue measure on the line,

(iv) the “measurable functions,” those functions with values in R (or some
more general space) that we try to integrate,

(v) the integral of a measurable function over a measurable set.

Let us write X for the underlying nonempty set. The important thing about
whatever sets are measurable will be that certain simple set-theoretic operations
lead frommeasurable sets to measurable sets. The two main definitions are those
of an “algebra” of sets and a “σ -algebra,” but we shall refer also to the notions of
a “ring” of sets and a “σ -ring” in order to simplify certain technical problems in
constructing measures. An algebra of sets A is a set of subsets of X containing
∅ and X and closed under the operation of forming the union E ∪ F of two
sets and under taking the complement Ec of a set. An algebra is necessarily
closed under intersection E ∩ F and difference E − F = E ∩ Fc. Another
operation under whichA is closed is symmetric difference, which is defined by
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E 1 F = (E − F) ∪ (F − E); we shall make extensive use of this operation1 in
Section 6 of this chapter.
In practice, despite the effort often needed to define an interesting measure on

the sets in an algebra, the closure properties2 of the algebra are insufficient to deal
with questions about limits. For this reason one defines a σ -algebra of subsets of
X to be an algebra that is closed under countable unions (and hence also countable
intersections). Typically a general foundational theorem (Theorem 5.5 below) is
used to extend the constructed would-be measure from an algebra to a σ -algebra.
A ringR of subsets of X is a set of subsets closed under finite unions and under

difference. Then R is closed also under the operations of finite intersections,
difference, and symmetric difference.3 A σ -ring of subsets of X is a ring of
subsets that is closed under countable unions.

EXAMPLES.
(1) A = {∅, X}. This is a σ -algebra.
(2) All subsets of X . This is a σ -algebra.
(3) All finite subsets of X . This is a ring. If the complements of such sets are

included, the result is an algebra.
(4) All finite and countably infinite subsets of X . This is a σ -ring. If the

complements of such sets are included, the result is a σ -algebra.
(5) All elementary sets of R. These are all finite disjoint unions of bounded

intervals in R with or without endpoints. This collection is a ring. To see the
closure properties, we first verify that any finite union of bounded intervals is a
finite disjoint union; in fact, if I1, . . . , In are bounded intervals such that none
contains any of the others, then Ik −

Sk−1
m=1 Im is an interval, and these intervals

are disjoint as k varies; also these intervals have the same union as I1, . . . , In .
Now let E =

S
i Ii and F =

S
j Jj be given. Since Ii ∩ Jj is an interval,

the identity E ∩ F =
S

i, j (Ii ∩ Jj ) shows that E ∩ F is a finite union of
intervals. Since each Ii − Jj is an interval or the union of two intervals, the
identity E − F =

S
i
T

j (Ii − Jj ) then shows that E − F is a finite union of
intervals.
(6) If C is an arbitrary class of subsets of X , then there is a unique smallest

algebra A of subsets of X containing C. Similar statements apply to σ -algebras,

1For some properties of symmetric difference, see Problem 1 at the end of the chapter.
2An algebra of sets really is an algebra in the sense of the discussion of algebras with the

Stone–Weierstrass Theorem (Theorem 2.58). The scalars replacing R or C are the members of the
two-element field {0, 1}, addition is given by symmetric difference, and multiplication is given by
intersection. The additive identity is∅, the multiplicative identity is X , and every element is its own
negative. Multiplication is commutative.

3A ring of sets really is a ring in the sense of modern algebra; addition is given by symmetric
difference, and multiplication is given by intersection.
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rings, and σ -rings. In fact, consider all algebras of subsets of X containing C.
Example 2 shows that there is one. LetA be the intersection of all these algebras,
i.e., the set of all subsets that occur in each of these algebras. If two sets occur
in A, they occur in each such algebra, and their intersection is in each algebra.
Hence their intersection is in A. SimilarlyA is closed under differences.

IfR is a ring of subsets of X , a set function is a function ρ : R → R∗, where
R∗ denotes the extended real-number system as in Section I.1. The set function
is nonnegative if its values are all in [0,+∞], it is additive if ρ(∅) = 0 and if
ρ(E ∪ F) = ρ(E) + ρ(F) whenever E and F are disjoint sets in R, and it is
completely additive or countably additive if ρ(∅) = 0 and if ρ

°S∞
n=1 En

¢
=P∞

n=1 ρ(En) whenever the sets En are pairwise disjoint members of R withS∞
n=1 En in R. In the definitions of “additive” and “completely additive,” it is

taken as part of the definition that the sums in question are to be well defined in
R∗. Observe that completely additive implies additive, since ρ(∅) = 0.

Proposition5.1. Anadditive set functionρ ona ringRof sets has the following
properties:

(a) ρ
°SN

n=1 En
¢

=
PN

n=1 ρ(En) if the sets En are pairwise disjoint and are
inR.

(b) ρ(E ∪ F) + ρ(E ∩ F) = ρ(E) + ρ(F) if E and F are inR.
(c) If E and F are inR and |ρ(E)| < +∞, then |ρ(E ∩ F)| < +∞.
(d) If E and F are in R and if |ρ(E ∩ F)| < +∞, then ρ(E − F) =

ρ(E) − ρ(E ∩ F).
(e) If ρ is nonnegative and if E and F are in R with E ⊆ F , then ρ(E) ≤

ρ(F).
(f) If ρ is nonnegative and if E, E1, . . . , EN are sets in R such that E ⊆SN

n=1 En , then ρ(E) ≤
PN

n=1 ρ(En).
(g) If ρ is nonnegative and completely additive and if E, E1, E2, . . . are sets

inR such that E ⊆
S∞

n=1 En , then ρ(E) ≤
P∞

n=1 ρ(En).
PROOF. Part (a) follows by induction from the definition. In (b), we have

E ∪ F = (E − F) ∪ (E ∩ F) ∪ (F − E) disjointly. Application of (a) gives
ρ(E ∪ F) = ρ(E − F) + ρ(E ∩ F) + ρ(F − E), with +∞ and −∞ not both
occurring. Adding ρ(E ∩ F) to both sides, regrouping terms, and taking into
account that ρ(E) = ρ(E − F)+ρ(E ∩ F) and ρ(F) = ρ(F − E)+ρ(E ∩ F),
we obtain (b). The right side of the identity ρ(E) = ρ(E∩F)+ρ(E−F) cannot
be well defined if ρ(E) is finite and ρ(E ∩ F) is infinite, and thus (c) follows. In
the identity ρ(E) = ρ(E ∩ F)+ρ(E − F), we can subtract ρ(E ∩ F) from both
sides and obtain (d) if ρ(E ∩ F) is finite. For (e), the inclusion E ⊆ F forces
F = (F − E) ∪ E disjointly; then ρ(F) = ρ(F − E) + ρ(E), and (e) follows.
In (f), put Fn = En −

Sn−1
k=1 Ek . Then E =

SN
n=1(E ∩ Fn) disjointly, and (a) and
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(e) give ρ(E) =
PN

n=1 ρ(E ∩ Fn) ≤
PN

n=1 ρ(Fn) ≤
PN

n=1 ρ(En). Conclusion
(g) is proved in the same way as (f). §

Proposition 5.2. Let ρ be an additive set function on a ring R of sets. If ρ
is completely additive, then ρ(E) = limρ(En) whenever {En} is an increasing
sequence of members ofR with union E inR. Conversely if ρ(E) = limρ(En)
for all such sequences, then ρ is completely additive.

PROOF. First we prove the direct part of the proposition. For E and En as in
the statement, let F1 = E1 and Fn = En − En−1 for n ∏ 2. Then En =

Sn
k=1 Fk

disjointly, and ρ(En) =
Pn

k=1 ρ(Fk) by additivity. Also, E =
S∞

k=1 Fk , and
complete additivity gives ρ(E) =

P∞
k=1 ρ(Fk) = lim

Pn
k=1 ρ(Fk) = limρ(En).

The direct part of the proposition follows.
For the converse let {Fn} be a disjoint sequence inR with union F inR. Put

En =
Sn

k=1 Fk . Then En is an increasing sequence of sets in R with union F
in R. We are given that ρ(F) = limρ(En), and we have ρ(En) =

Pn
k=1 ρ(Fk)

by additivity and Proposition 5.1a. Therefore ρ(F) =
P∞

k=1 ρ(Fk), and we
conclude that ρ is completely additive. §

Corollary 5.3. Let ρ be an additive set function on an algebraA of subsets of
X such that |ρ(X)| < +∞. If ρ is completely additive, then ρ(E) = limρ(En)
whenever {En} is a decreasing sequence of members of A with intersection E
in A. Conversely if limρ(En) = 0 whenever {En} is a decreasing sequence of
members of A with intersection empty, then ρ is completely additive.

PROOF. This follows from Proposition 5.2 by taking complements. §

A measure is a nonnegative completely additive set function on a σ -ring of
subsets of X . If no ambiguity is possible about the σ -ring, we may refer to a
“measure on X .” When we use measures to work with integrals, the σ -ring will
be taken to be a σ -algebra; if integration were to be defined relative to a σ -ring
that is not a σ -algebra, then constant functions would not be measurable.
The assumption that our σ -ring is a σ -algebra for doing integration is no loss

of generality. Even when the σ -ring is not a σ -algebra, there is a canonical way
of extending a measure from a σ -ring to the smallest σ -algebra containing the
σ -ring. Proposition 5.37 at the end of Section 5 gives the details.

EXAMPLES.
(1) For {∅, X}, define µ(X) = a ∏ 0. This is a measure.
(2) For X equal to a countable set and with all subsets in the σ -algebra, attach

a weight ∏ 0 to each member of X . Define µ(E) to be the sum of the weights
for the members of E . This is a measure.
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(3) For X arbitrary but nonempty, let µ(E) be the number of points in E , a
nonnegative integer or +∞. We refer to µ as counting measure.

(4) Lebesgue measure m on the ring R of elementary sets of R. If E is a
finite disjoint union of bounded intervals, we let m(E) be the sum of the lengths
of the intervals. We need to see that this definition is unambiguous. Consider
the special case that J = I1 ∪ · · · ∪ Ir disjointly with Ik extending from ak
to bk , with or without endpoints. Then we can arrange the intervals in order
so that bk = ak+1 for k = 1, . . . , r − 1. In this case, m(J ) = br − a1 andPr

k=1m(Ik) =
Pr

k=1 (bk −ak) = br −a1. Thus the definition is unambiguous in
this special case. If E = I1 ∪ · · · ∪ Ir = J1 ∪ · · · ∪ Js , then the special case gives
m(Jk) =

Pr
j=1m(Ij ∩ Jk) and hence

Ps
k=1m(Jk) =

P
j,k m(Ij ∩ Jk). Reversing

the roles of the Ij ’s and the Jk’s, we obtain
Pr

j=1m(Ij ) =
P

j,k m(Ij ∩ Jk). ThusPs
k=1m(Jk) =

Pr
j=1m(Ij ), and the definition of m on R is unambiguous. It is

evident that m is nonnegative and additive. We shall prove that m is completely
additive on R. Even so, m will not yet be a measure, since R is not a σ -ring.
That step will have to be carried out separately. Proving that m is completely
additive on the ring R uses the fact that m is regular on R in the sense that
if E is in R and if ≤ > 0 is given, then there exist a compact set K in R
and an open set U in R such that K ⊆ E ⊆ U , m(K ) ∏ m(E) − ≤, and
m(U) ≤ m(E) + ≤: In the special case that E is a single bounded interval with
endpoints a and b, we can prove regularity by taking U = (a − ≤/2, b + ≤/2)
and by letting K = ∅ if b − a ≤ ≤ or K = [a + ≤/2, b − ≤/2] if b − a > ≤. In
the general case that E is the union of n bounded intervals Ij , choose Kj and Uj
for Ij and for the number ≤/n, and put K =

Sn
j=1 Kj and U =

Sn
j=1Uj . Then

m(K ) =
Pn

j=1m(Kj ) ∏
Pn

j=1
°
m(Ij ) − ≤/n

¢
= m(E) − ≤, and Proposition

5.1f gives m(U) ≤
Pn

j=1m(Uj ) ≤
Pn

j=1
°
m(Ij ) + ≤/n

¢
= m(E) + ≤.

Proposition 5.4. Lebesgue measure m is completely additive on the ring R
of elementary sets in R1.

PROOF. Let {En} be a disjoint sequence in R with union E in R. Since
m is nonnegative and additive, Proposition 5.1 gives m(E) ∏ m

°Sn
k=1 Ek

¢
=Pn

k=1m(Ek) for every n. Passing to the limit, we obtain m(E) ∏
P∞

k=1m(Ek).
For the reverse inequality, let ≤ > 0 be given. Choose by regularity a compact
member K of R and open members Un of R such that K ⊆ E , Un ⊇ En for all
n, m(K ) ∏ m(E) − ≤, and m(Un) ≤ m(En) + ≤/2n . Then K ⊆

S∞
n=1Un , and

the compactness implies that K ⊆
SN

n=1Un for some N . Hence m(E) − ≤ ≤
m(K ) ≤

PN
n=1m(Un) ≤

PN
n=1 (m(En) + ≤/2n) ≤

P∞
n=1m(En) + ≤. Since ≤ is

arbitrary, m(E) ≤
P∞

n=1m(En), and the proposition follows. §
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The smallest σ -ring containing the ring R of elementary sets in R1 is in
fact a σ -algebra, since R1 is the countable union of bounded intervals. For
Lebesguemeasure to be truly useful, itmust be extended fromR to thisσ -algebra,
whose members are called the Borel sets of R1. Borel sets of R1 can be fairly
complicated. Each open set is a Borel set because it is the countable union of
bounded open intervals. Each closed set is a Borel set, being the complement
of an open set, and each compact set is a Borel set because compact subsets of
R1 are closed. In addition, any countable set, such as the set Q of rationals, is a
Borel set as the countable union of one-point sets.
The extension is carried out by the general Extension Theorem that will be

stated now and will be proved in Section 5. The theorem gives both existence
and uniqueness for an extension, but not without an additional hypothesis. The
need for an additional hypothesis to ensure uniqueness is closely related to the
need to assume some finiteness condition on ρ in Corollary 5.3: even though each
member of a decreasing sequence of sets has infinite measure, the intersection
of the sets need not have infinite measure. To see what can go wrong for the
Extension Theorem, consider the ringR0 of subsets of R1 consisting of all finite
unions of bounded intervals with rational endpoints; the individual intervals may
or may not contain their endpoints. If a set function µ is defined on this ring
by assigning to each set the number of elements in the set, then µ is completely
additive. Each interval inR1 can be obtained as the union of two sets—acountable
union of intervals with rational endpoints and a countable intersection of intervals
with rational endpoints. It follows that the smallest σ -ring containing R0 is the
σ -algebra of all Borel sets. The set function µ can be extended to the Borel sets
in more than one way. In fact, each one-point set consisting of a rational must
get measure 1, but a one-point set consisting of an irrational can be assigned any
measure.
The additional hypothesis for the Extension Theorem is that the given nonneg-

ative completely additive set function ∫ on a ring of sets R be σ -finite, i.e., that
any member ofR be contained in the countable union of members ofR on which
∫ is finite. An obvious sufficient condition for σ -finiteness is that ∫(E) be finite
for every set inR. This sufficient condition is satisfied by Lebesgue measure on
the elementary sets, and thus the theorem proves that Lebesgue measure extends
in a unique fashion to be a measure on the Borel sets.
The condition of σ -finiteness is less restrictive than a requirement that X be the

countable union of sets inR of finite measure, another condition that is satisfied
in the case of Lebesgue measure. The condition of σ -finiteness on a ring allows
for some very large measures when all the sets are in a sense generated by the sets
of finite measure. For example, ifR is the ring of finite subsets of an uncountable
set and ∫ is the counting measure, the σ -finiteness condition is satisfied. In most
areas of mathematics, these very large measures rarely arise.
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Theorem 5.5 (Extension Theorem). LetR be a ring of subsets of a nonempty
set X , and let ∫ be a nonnegative completely additive set function on R that is
σ -finite on R. Then ∫ extends uniquely to a measure µ on the smallest σ -ring
containingR.

A measure space is defined to be a triple (X,A, µ), where X is a nonempty
set, A is a σ -algebra of subsets of X , and µ is a measure on X . The measure
space is finite if µ(X) < +∞; it is σ -finite if X is the countable union of sets
on which µ is finite. The real line, together with the σ -algebra of Borel sets and
Lebesgue measure, is a σ -finite measure space.

2. Measurable Functions

In this section, X denotes a nonempty set, and A is a σ -algebra of subsets of X .
Themeasurable sets are the members of A.
We say that a function f : X → R∗ ismeasurable if
(i) f −1([−∞, c)) is a measurable set for every real number c.

Equivalently the measurability of f may be defined by any of the following
conditions:
(ii) f −1([−∞, c]) is a measurable set for every real number c,
(iii) f −1((c,+∞]) is a measurable set for every real number c,
(iv) f −1([c,+∞]) is a measurable set for every real number c.

In fact, the implications (i) implies (ii), (ii) implies (iii), (iii) implies (iv), and (iv)
implies (i) follow from the identities4

f −1([−∞, c]) =
∞\

n=1
f −1([−∞, c + 1

n )),

f −1((c,+∞]) = ( f −1([−∞, c]))c,

f −1([c,+∞]) =
∞\

n=1
f −1((c − 1

n ,+∞]),

f −1([−∞, c)) = ( f −1([c,+∞]))c.

EXAMPLES.
(1) If A = {∅, X}, then only the constant functions are measurable.
(2) If A consists of all subsets of X , then every function from X to R∗ is

measurable.
4Manipulations with inverse images of sets are discussed in Section A1 of Appendix A.
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(3) If X = R1 andA consists of the Borel sets ofR1, the measurable functions
are often called Borel measurable. Every continuous function is Borel measur-
able by (i) because the inverse image of every open set is open. Any function
that is 1 on an open or compact set and is 0 off that set is Borel measurable. It is
shown in Problem 33 at the end of the chapter that not every Riemann integrable
function (when set equal to 0 off some bounded interval) is Borel measurable.
However, let us verify that every function that is continuous except at countably
many points is Borel measurable. In fact, let C be the exceptional countable set.
The restriction of f to themetric spaceR−C is continuous, and hence the inverse
image in R − C of any open set [−∞, c) is open in R − C . Hence the inverse
image is the countable union of sets (a, b)−C , and these are Borel sets. The full
inverse image in R of [−∞, c) under f is the union of a countable set and this
subset of R − C and hence is a Borel set.
(4) If X = R1 and if A consists of the “Lebesgue measurable sets” in a sense

to be defined in Section 5, the measurable functions are often called Lebesgue
measurable. Every Borel measurable function is Lebesgue measurable, and so
is every Riemann integrable function (when set equal to 0 off some bounded
interval).

The next proposition discusses, among other things, functions f +, f −, and
| f | defined by f +(x) = max{ f (x), 0}, f −(x) = −min{ f (x), 0}, and | f |(x) =
| f (x)|. Then f = f + − f − and | f | = f + + f −.

Proposition 5.6.
(a) Constant functions are always measurable.
(b) If f is measurable, then the inverse image of any interval is measurable.
(c) If f is measurable, then the inverse image of any open set in R∗ is measur-

able.
(d) If f is measurable, then the functions f +, f −, and | f | are measurable.

PROOF. In (a), the inverse image of a set under a constant function is either ∅
or X and in either case is measurable. In (b), the inverse image of an interval is the
intersection of two sets of the kind described in (i) through (iv) above and hence
is measurable. In (c), any open set inR∗ is the countable union of open intervals,
and the measurability of the inverse image follows from (b) and the closure ofA
under countable unions. In (d), ( f +)−1((c,+∞)) equals f −1((c,+∞)) if c ∏ 0
and equals X if c < 0. The measurability of f − and | f | are handled similarly. §

Next we deal with measurability of sums and products, allowing for values
+∞ and −∞. Recall from Section I.1 that multiplication is everywhere defined
in R∗ and that the product in R∗ of 0 with anything is 0.
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Proposition 5.7. Let f and g bemeasurable functions, and let a be inR. Then
a f and f g aremeasurable, and f +g is measurable provided the sum f (x)+g(x)
is everywhere defined.

PROOF. For f + g, with Q denoting the rationals,

( f + g)−1(c,+∞] =
[

r∈Q
f −1(c + r,+∞] ∩ g−1(−r,+∞].

If a = 0, then a f = 0, and 0 is measurable. If a 6= 0, then

(a f )−1(c,+∞] =

Ω f −1° c
a ,+∞

§
if a > 0,

f −1£ − ∞, c
a
¢

if a < 0.

If f and g are measurable and are ∏ 0, then

( f g)−1(c,+∞] =

Ω S
r∈Q, r>0 f −1° c

r ,+∞
§
∩ g−1(r,+∞] if c ∏ 0,

X if c < 0.

Hence f g is measurable in this special case. In the general case the formula
f g = f +g+ + f −g− − f +g− − f −g+ exhibits f g as the everywhere-defined
sum of measurable functions. §

Proposition 5.8. If { fn} is a sequence of measurable functions, then the
functions

(a) supn fn ,
(b) infn fn ,
(c) lim supn fn ,
(d) lim inf fn ,

are all measurable.

PROOF. For (a) and (b), we have (sup fn)−1(c,+∞] =
S∞

n=1 f −1
n (c,+∞]

and (inf fn)−1([−∞, c) =
S∞

n=1 f −1
n [−∞, c). For (c) and (d), we have

lim supn fn = infn supk∏n fk and lim infn fn = supn infk∏n fk . §

Corollary 5.9. The pointwise maximum and the pointwise minimum of a
finite set of measurable functions are both measurable.

PROOF. These are special cases of (a) and (b) in the proposition. §

Corollary 5.10. If { fn} is a sequence of measurable functions and if f (x) =
lim fn(x) exists in R∗ at every x , then f is measurable.

PROOF. This is the special case of (c) and (d) in the proposition in which
lim supn fn = lim infn fn . §
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The above results show that the set of measurable functions is closed under
pointwise limits, as well as the arithmetic operations and max and min. Since
the measurable functions will be the ones we attempt to integrate, we can hope
for good limit theorems from Lebesgue integration, as well as the familiar results
about arithmetic operations and ordering properties.
If E is a subset of X , the indicator function5 IE of E is the function that is 1

on E and is 0 elsewhere. The set (IE)−1(c,+∞] is ∅ or E or X , depending
on the value of c. Therefore IE is a measurable function if and only if E is a
measurable set.
A simple function s : X → R∗ is a function s with finite image contained

in R. Every simple function s has a unique representation as s =
PN

n=1 cn IEn ,
where the cn are distinct real numbers and the En are disjoint nonempty sets with
union X . In fact, the set of numbers cn equals the image of s, and En is the
set where s takes the value cn . This expansion of s will be called the canonical
expansion of s. The set s−1(c,+∞] is the union of the sets En such that c < cn ,
and it follows that s is a measurable function if and only if all of the sets En in
the canonical expansion are measurable sets.

Proposition 5.11. For any function f : X → [0,+∞], there exists a sequence
of simple functions sn ∏ 0 with the property that for each x in X , {sn(x)} is a
monotone increasing sequence in R with limit f (x) in R∗. If f is measurable,
then the simple functions s may be taken to be measurable.

PROOF. For 1 ≤ n < ∞ and 1 ≤ j ≤ n2n , let

Enj = f −1
h j − 1
2n

,
j
2n

¥
, Fn = f −1[n,+∞), sn =

n2nX

j=1

j − 1
2n

IEnj + nIFn .

Then {sn} has the required properties. §

By convention from now on, simple functions will always be understood to be
measurable.

3. Lebesgue Integral

Throughout this section, (X,A, µ) denotes ameasure space. Themeasurable sets
continue to be those inA. Our objective in this section is to define the Lebesgue

5Asnoted inChapter III, indicator functions are called “characteristic functions”bymany authors,
but the term “characteristic function” has another meaning in probability theory and is best avoided
as a substitute for “indicator function” in any context where probability might play a role.
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integral. We defer any systematic discussion of properties of the integral to
Section 4.
Just as with the Riemann integral, the Lebesgue integral is defined by means

of an approximation process. In the case of the Riemann integral, the process
is to use upper sums and lower sums, which capture an approximate value of an
integral by adding contributions influenced by proximity in the domain of the
integrand. The process is qualitatively different for the Lebesgue integral, which
captures an approximate value of an integral by adding contributions based on
what happens in the image of the integrand.
Let s be a simple function ∏ 0. By our convention at the end of the previous

section, we have incorporatedmeasurability into the definition of simple function.
Let E be a measurable set, and let s =

PN
n=1 cn IAn be the canonical expansion of

s. We define IE(s) =
PN

n=1 cnµ(An ∩ E). This kind of object will be what we
use as an approximation in the definition of the Lebesgue integral; the formula
shows the sense in which IE(s) is built from the image of the integrand.
If f ∏ 0 is a measurable function and E is a measurable set, we define the

Lebesgue integral of f on the set E with respect to the measure µ to be
Z

E
f dµ =

Z

E
f (x) dµ(x) = sup

0≤s≤ f,
s simple

IE(s).

This is well-defined as a member of R∗ without restriction as long as E is a
measurable set and the measurable function f is ∏ 0 everywhere on X . It is
evident in this case that

R
E f dµ ∏ 0 and that

R
E 0 dµ = 0.

For a general measurable function f , not necessarily ∏ 0, the integral may or
may not be defined. We write f = f + − f −. The functions f + and f − are
∏ 0 and are measurable by Proposition 5.6d, and consequently

R
E f + dµ andR

E f − dµ are well-defined members of R∗. If
R
E f + dµ and

R
E f − dµ are not

both infinite, then we define
Z

E
f dµ =

Z

E
f (x) dµ(x) =

Z

E
f + dµ −

Z

E
f − dµ.

This definition is consistent with the definition in the special case f ∏ 0, since
such an f has f − = 0 and therefore

R
E f − dµ = 0. We say that f is integrable

if
R
E f + dµ and

R
E f − dµ are both finite. In this case the subsets of E where

f is +∞ and where f is −∞ have measure 0. In fact, if S is the subset of E
where f + is +∞, then the inequality

R
E f + dµ ∏ IE(C IS) = Cµ(S) for every

C > 0 shows that µ(S) ≤ C−1 R
E f + dµ for every C ; hence µ(S) = 0. A

similar argument applies to the set where f − is +∞.
We shall give some examples of integration after showing that the definition

of
R
E f dµ reduces to IE( f ) if f is nonnegative and simple. The first lemma
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below will make use of the additivity of µ, and the second lemma will make use
of the fact that µ is nonnegative.

Lemma 5.12. Let s =
PN

n=1 cn IAn be the canonical expansion of a simple
function∏ 0, and let s =

PM
m=1 dn IBm be another expansion in which the dm are

∏ 0 and the Bm are disjoint andmeasurable. Then IE(s) =
PM

m=1 dmµ(Bm∩E).
PROOF. Adjoin the term 0 · I(Sm Bm)c to the second expansion, if necessary, to

make
SM

m=1 Bm = X . Without loss of generality, we may assume that no Bm
is empty. Then the fact that the sets Bm are disjoint and nonempty with union
X implies that the image of s is {d1, . . . , dM}. Thus we can write dm = cn(m)

for each m. Since An = s−1({cn}), we see that Bm ⊆ An(m). Since the Bm are
disjoint with union X , we obtain

Ak =
[

{m | n(m)=k}
Bm

disjointly. The additivity of µ gives µ(Ak ∩ E) =
P

{m | n(m)=k} µ(Bm ∩ E), and
thus ckµ(Ak ∩ E) =

P
{m | n(m)=k} dmµ(Bm ∩ E). Summing on k, we obtain the

conclusion of the lemma. §

Lemma 5.13. If s and t are nonnegative simple functions and if t ≤ s on E ,
then IE(t) ≤ IE(s).

PROOF. If s =
PJ

j=1 cj IAj and t =
PK

k=1 dk IBk are the canonical expansions
of s and t , then

S
j,k (Aj ∩ Bk) = X disjointly. Hence we can write

s =
X

j,k
cj IAj∩Bk and t =

X

j,k
dk IAj∩Bk .

Lemma 5.12 shows that

IE(s) =
X

j,k
cjµ(Aj ∩ Bk ∩ E) and IE(t) =

X

j,k
dkµ(Aj ∩ Bk ∩ E).

We now have term-by-term inequality: either µ(Aj ∩ Bk ∩ E) = 0 for a term, or
Aj ∩ Bk ∩ E 6= ∅ and any x in Aj ∩ Bk ∩ E has t (x) ≤ s(x) and exhibits dk ≤ cj .

§

Proposition 5.14. If s ∏ 0 is a simple function, then
R
E s dµ = IE(s) for

every measurable set E .
PROOF. If t is a simple function with 0 ≤ t ≤ s everywhere, then Lemma

5.13 gives IE(t) ≤ IE(s). Hence
R
E s dµ = sup0≤t≤s IE(t) ≤ IE(s). On

the other hand, we certainly have IE(s) ≤ sup0≤t≤s IE(t) =
R
E s dµ, and thusR

E s dµ = IE(s). §
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EXAMPLES.
(1) Let A = {∅, X} and µ(X) = 1. Only the constant functions are measur-

able, and
R

∅ c dµ = 0 and
R
X c dµ = c.

(2) Let X be a nonempty countable set, let A consist of all subsets of X , and
let µ be defined by nonnegative finite weights wi attached to each point i in X .
If f = { fi } is a real-valued function, then the integral of f over X is

P
fiwi

provided the integrals of f + and f − are not both infinite, i.e., provided every
rearrangement of the series

P
fiwi converges inR∗ to the same sum. By contrast,

f is integrable if and only if the series
P

fiwi is absolutely convergent; this is
a stronger condition since the sum has to be in R. In the special case that all
the weights wi are 1, the theory of the Lebesgue integral over X reduces to the
theory of infinite series for which every rearrangement of the series converges in
R∗ to the same sum. This is a very important special case for testing the validity
of general assertions about Lebesgue integration.
(3) Let (X,A, µ) be the real lineR1 withA consistingof theBorel sets andwith

µ equal to Lebesgue measurem. Recall that real-valued continuous functions on
R1 are measurable. For such a function f , the assertion is that

Z

[a,x)
f dm =

Z x

a
f (t) dt,

the left side being a Lebesgue integral and the right side being a Riemann integral.
Proving this assertion involves using some properties of the Lebesgue integral
that will be proved in the next section. We give the argument now before these
properties have been established, in order to emphasize the importance of each
of these properties: If h > 0, then

1
h

h Z

[a,x+h)
f dm −

Z

[a,x)
f dm

i
− f (x) =

1
h

Z

[x,x+h)
f dm − f (x)

=
1
h

Z

[x,x+h)
[ f − f (x)] dm.

The absolute value of the left side is then

≤
1
h

Z

[x,x+h)
| f − f (x)| dm ≤

1
h

sup
t∈[x,x+h)

| f (t) − f (x)|m([x, x + h))

= sup
t∈[x,x+h)

| f (t) − f (x)|,

and the right side tends to 0 as h decreases to 0, by continuity of f at x . If h < 0,
then the argument corresponding to the first display is

1
h

h Z

[a,x+h)
f dm −

Z

[a,x)
f dm

i
− f (x) = −

1
h

Z

[x−|h|,x)
f dm − f (x)

=
1
|h|

Z

[x−|h|,x)
[ f − f (x)] dm.
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The absolute value of the left side is then ≤ supt∈[x−|h|,x) | f (t) − f (x)|, and
this tends to 0 as h increases to 0, by continuity of f at x . We conclude thatR
[a,·) f dm is differentiable with derivative f . By the Fundamental Theorem of
Calculus for the Riemann integral, together with a corollary of the Mean Value
Theorem,

R
[a,x) f dm =

R x
a f (t) dt + c for all x and some constant c. Putting

x = a, we see that c = 0. Therefore theRiemann andLebesgue integrals coincide
for continuous functions on bounded intervals [a, b).

4. Properties of the Integral

In this section, (X,A, µ) continues to denote a measure space. Our objective
is to establish basic properties of the Lebesgue integral, including properties
that indicate how Lebesgue integration interacts with passages to the limit. The
properties that we establish will include all remaining properties needed to justify
the argument in Example 3 at the end of the previous section.

Proposition 5.15. The Lebesgue integral has these four properties:
(a) If f is a measurable function and µ(E) = 0, then

R
E f dµ = 0.

(b) If E and F are measurable sets with F ⊆ E and if f is a measurable func-
tion, then

R
F f + dµ ≤

R
E f + dµ and

R
F f − dµ ≤

R
E f − dµ. Consequently, ifR

E f dµ is defined, then so is
R
F dµ.

(c) If c is a constant function with its value in R∗, then
R
E c dµ = cµ(E).

(d) If
R
E f dµ is defined and if c is in R, then

R
E c f dµ is defined andR

E c f dµ = c
R
E f dµ. If f is integrable on E , then so is c f .

PROOF. In (a), it is enough to deal with f + and f − separately, and then it is
enough to handle s ∏ 0 simple. For such an s, Proposition 5.14 says that the
integral equals IE(s), and the definition shows that this is 0. In (b), Proposition
5.14 makes it clear that the inequalities are valid for any simple function ∏ 0,
and then the general case follows by taking the supremum first for 0 ≤ s ≤ f +

and then for 0 ≤ s ≤ f −. In (c), if 0 ≤ c < +∞, then c is simple, and the
integral equals IE(c) = cµ(E) by Proposition 5.14. If c = +∞, then the case
µ(E) = 0 follows from (a) and the caseµ(E) > 0 is handled by the observations
that

R
E c dµ ∏ IE(n) = nµ(E) and that the right side tends to +∞ as n tends

to +∞. For c ≤ 0, we have
R
E c dµ = −

R
E(−c) dµ by definition, and then

the result follows from the previous cases. In (d), we may assume, without loss
of generality, that f ∏ 0 and c ∏ 0. Then

R
E c f dµ = sup0≤s≤c f IE(s) =

sup0≤ct≤c f IE(ct) = c sup0≤t≤ f IE(t) = c
R
E f dµ, and (d) is proved. §

Proposition 5.16. If f and g are measurable functions, if their integrals over
E are defined, and if f (x) ≤ g(x) on E , then

R
E f dµ ≤

R
E g dµ.
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REMARK. Observe that the inequality f (x) ≤ g(x) is assumed only on E ,
despite the definitions that take into account values of a function everywhere on
X . This “localization” property of the integral is as one wants it to be.

PROOF. First suppose that f ∏ 0 and g ∏ 0. If s is any simple function with
0 ≤ s ≤ f , define t to equal s on E and to equal 0 off E . Then 0 ≤ t ≤ g, and
Lemma 5.13 gives IE(s) = IE(t) ≤

R
E g dµ. Hence

R
E f dµ ≤

R
E g dµ when

f ∏ 0 and g ∏ 0.
In the general case the inequality f (x) ≤ g(x) on E implies that f +(x) ≤

g+(x) on E and f −(x) ∏ g−(E) on E . The special case gives
R
E f + dµ ≤R

E g
+ dµ and

R
E f − dµ ∏

R
E g

− dµ. Subtracting these inequalities, we obtain
the desired result. §

Corollary 5.17. If f and g are measurable functions that are equal on E and
if

R
E f dµ is defined, then

R
E g dµ is defined and

R
E f dµ =

R
E g dµ.

PROOF. Apply Proposition 5.16 to the following inequalities on E , and then
sort out the results: f + ≤ g+, f + ∏ g+, f − ≤ g−, and f − ∏ g−. §

Corollary 5.18. If f is a measurable function, then f is integrable on E if
either

(a) there is a function g integrable on E such that | f (x)| ≤ g(x) on E , or
(b) µ(E) is finite and there is a real number c such that | f (x)| ≤ c on E .

PROOF. For (a), apply Proposition 5.16 to the inequalities f + ≤ g and f − ≤ g
valid on E . For (b), use the formula for

R
E c dµ in Proposition 5.15c and apply (a).

§

We turn our attention now to properties that indicate how Lebesgue integration
interacts with passages to the limit. These make essential use of the complete
additivity of themeasureµ. We shall bring this hypothesis to bear initially through
the following theorem.

Theorem5.19. Let f beafixedmeasurable function, and suppose that
R
X f dµ

is defined. Then the set function ρ(E) =
R
E f dµ is completely additive.

PROOF. We have ρ(∅) = 0 by Proposition 5.15a, since µ(∅) = 0. We shall
prove that if f ∏ 0, then ρ is completely additive. The general case follows
from this by applying the result to f + and f − separately and by using the fact
that

R
X f + dµ and

R
X f − dµ are not both infinite. Thus we are to show that if

E =
S∞

n=1 En disjointly and if f ∏ 0, then ρ(E) =
P∞

n=1 ρ(En).
For simple s ∏ 0 with canonical expansion s =

PN
n=1 cn IAn , the identity

IF(s) =
PN

n=1 cnµ(An ∩ F) and the complete additivity of µ show that IF(s) is
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a completely additive function of the set F . Thus for s simple with 0 ≤ s ≤ f ,
we have

IE(s) =
∞X

n=1
IEn (s) ≤

∞X

n=1
ρ(En).

ρ(E) = sup
0≤s≤ f

IE(s) ≤
∞X

n=1
ρ(En).Hence

We now prove the reverse inequality. By Proposition 5.15b, ρ(E) ∏ ρ(En)
for every n, since f = f +. Hence if ρ(En) = +∞ for any n, the desired result
is proved. Thus assume that ρ(En) < +∞ for all n. Let ≤ > 0 be given, and
choose simple functions t and u that are ∏ 0 and are ≤ f and have

IE1(t) ∏
Z

E1
f dµ − ≤ and IE2(u) ∏

Z

E2
f dµ − ≤.

Let s be the pointwise maximum s = max{t, u}. Then s is simple, and Lemma
5.13 gives IE1(s) ∏ IE1(t) and IE2(s) ∏ IE2(u). Consequently

ρ(E1 ∪ E2) =
Z

E1∪E2
f dµ ∏ IE1∪E2(s) = IE1(s) + IE2(s)

∏ IE1(t) + IE2(u) ∏
Z

E1
f dµ +

Z

E2
f dµ − 2≤

= ρ(E1) + ρ(E2) − 2≤.

Since ≤ is arbitrary, ρ(E1 ∪ E2) ∏ ρ(E1) + ρ(E2). By induction, we obtain
ρ(E1 ∪ · · · ∪ En) ∏ ρ(E1) + · · · + ρ(En) for every n, and thus ρ(E) ∏
ρ(E1) + · · · + ρ(En) by another application of Proposition 5.15b. Therefore
ρ(E) ∏

P∞
n=1 ρ(En), and the reverse inequality has been proved. §

We give five corollaries that are consequences of Corollary 5.17 and Theorem
5.19. The first three make use only of additivity, not of complete additivity.

Corollary 5.20. If
R
E f dµ is defined, then

R
X IE f dµ is defined and equalsR

E f dµ.

PROOF. It is sufficient to handle f + and f − separately. Then both integrals are
defined, and

R
E f dµ =

R
E IE f dµ +

R
Ec 0 dµ =

R
E IE f dµ +

R
Ec IE f dµ =R

X IE f dµ. §
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Corollary 5.21. If
R
E f dµ is defined, then

Ø
Ø R

E f dµ
Ø
Ø ≤

R
E | f | dµ. If f is

integrable on E , so is | f |.

PROOF. Let E1 = E ∩ f −1([0,+∞]) and E2 = E ∩ f −1([−∞, 0)). Then
use of the triangle inequality gives

Ø
Ø R

E f dµ
Ø
Ø =

Ø
Ø R

E1 f
+ dµ −

R
E2 f

− dµ
Ø
Ø ≤

R
E1 f

+ dµ +
R
E2 f

− dµ

=
R
E1 | f | dµ +

R
E2 | f | dµ =

R
E | f | dµ.

If f is integrable on E , both
R
E1 f

+ dµ and
R
E2 f

− dµ are finite. Their sum isR
E | f | dµ. §

Corollary 5.22. If f is a measurable function and µ(E 1 F) = 0, thenR
E f dµ =

R
F f dµ, provided one of the integrals exists.

PROOF. Without loss of generality, we may assume that f ∏ 0. Then both
integrals are defined. Since E 1 F = (E − F)∪ (F − E), we have µ(E − F) =
µ(F − E) = 0. Then Theorem 5.19 and Proposition 5.15a give

R
E f dµ =R

E−F f dµ +
R
E∩F f dµ = 0 +

R
E∩F f dµ =

R
F−E f dµ +

R
E∩F f dµ =R

F f dµ. §

Corollary5.23. If f is ameasurable functionand if the set A =
©
x

Ø
Ø f (x) 6= 0

™

has µ(A) = 0, then
R
X f dµ = 0. Conversely if f is measurable, is∏ 0, and hasR

X f dµ = 0, then A =
©
x

Ø
Ø f (x) 6= 0

™
has µ(A) = 0.

REMARKS. When a set where some condition fails to hold has measure 0, one
sometimes says that the condition holds almost everywhere, or a.e., or at almost
every point. If there is any ambiguity about what measure is being referred
to, one says “a.e. [dµ].” Thus the conclusion in the converse half of the above
proposition is that f is zero a.e. [dµ].

PROOF. For the first statement, Corollary 5.20 gives
R
X f dµ =

R
X IA f dµ =R

A f dµ = 0. Conversely let An = f −1°£ 1
n ,+∞

§¢
. This is a measurable

set. Since f is ∏ 0, A =
S∞

n=1 An . Proposition 5.1g and complete additivity
of µ give µ(A) ≤

P∞
n=1 µ(An). If µ(An) > 0 for some n, then

R
X f dµ =R

An f dµ+
R
Acn
f dµ ∏

R
An

1
n dµ = 1

n µ(An) > 0, andwe obtain a contradiction.
We conclude that µ(An) = 0 for all n and hence that µ(A) = 0. §

Corollary 5.24. If f ∏ 0 is an integrable function on X , then for any ≤ > 0,
there exists a δ > 0 such that

R
E f dµ ≤ ≤ for every measurable set E with

µ(E) ≤ δ.
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PROOF. Let ≤ > 0 be given. If N > 0 is an integer, then the sets SN =©
x ∈ X

Ø
Ø f (x) ∏ N

™
form a decreasing sequence whose intersection is S =©

x ∈ X
Ø
Ø f (x) = +∞

™
. Since f is integrable,µ(S) = 0 and therefore

R
S f dµ =

0. The finiteness of
R
X f dµ, together with Corollary 5.3 and the complete

additivity of E 7→
R
E f dµ given in Theorem 5.19, implies that limN

R
SN f dµ =

0. Choose N large enough so that
R
SN f dµ ≤ ≤/2, and then choose δ = ≤/(2N ).

If µ(E) ≤ δ, then
R
E f dµ =

R
SN∩E f dµ +

R
ScN∩E f dµ

≤
R
SN f dµ +

R
ScN∩E N dµ ≤ ≤/2+ Nµ(E) ≤ ≤/2+ ≤/2 = ≤,

and the proof is complete. §

In a number of the remaining results in the section, a sequence { fn} of mea-
surable functions converges pointwise to a function f . Corollary 5.10 assures
us that f is measurable. Suppose that

R
E fn dµ exists for each n. Is it true thatR

E f dµ exists, is it true that limn
R
E fn dµ exists, and if both exist, are they

equal? Once again we encounter an interchange-of-limits problem, and there
is no surprise from the general fact: all three answers can be “no” in particular
cases. Examples of the failure of the limit of the integral to equal the integral of
the limit are given below. After giving the examples, we shall discuss theorems
that give “yes” answers under additional hypotheses.

EXAMPLES.
(1) Let X be the set of positive integers, let A consist of all subsets of X , and

let µ be counting measure. A measurable function f is a sequence { f (k)} with
values inR∗. Define a sequence { fn} of measurable functions for n ∏ 1 by taking

fn(k) =

Ω 1/n if k ≤ n,
0 if k > n.

Then
R
X fn dµ = 1 for all n, lim fn = 0 pointwise, and

Z

X
lim fn dµ < lim

Z

X
fn dµ.

(2) Let themeasure space be X = R1 with theBorel sets andLebesguemeasure
m. Define

fn(x) =

Ω n for 0 < x < 1/n,
0 otherwise.

Then the same phenomenon results, and everything of interest is taking place
within [0, 1]. So the difficulty in the previous example does not result from the
fact that X has infinite measure.
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Theorem 5.25 (Monotone Convergence Theorem). Let E be a measurable
set, and suppose that { fn} is a sequence of measurable functions that satisfy

0 ≤ f1(x) ≤ f2(x) ≤ · · · ≤ fn(x) ≤ · · ·

for all x . Put f (x) = limn fn(x), the limit being taken in R∗. Then
R
E f dµ and

limn
R
E fn dµ both exist, and

Z

E
f dµ = lim

n→∞

Z

E
fn dµ.

REMARKS. This theorem generalizes Corollary 1.14, which is the special case
of the Monotone Convergence Theorem in which X is the set of positive integers,
every subset is measurable, and µ is counting measure. In the general setting of
the Monotone Convergence Theorem, one of the by-products of the theorem is
that we obtain an easier way of dealing with the definition of

R
E f dµ for f ∏ 0.

Instead of using the totality of simple functions between 0 and f , we may use
a single increasing sequence with pointwise limit f , such as the one given by
Proposition 5.11. The proof of Proposition 5.26 below will illustrate how we can
take advantage of this fact.
PROOF. Since f is the pointwise limit of measurable functions and is ∏ 0, f

is measurable and
R
E f dµ exists in R∗. Since { fn(x)} is monotone increasing

in n, the same is true of
© R

E fn dµ
™
. Therefore limn

R
E fn dµ exists in R∗. Let

us call this limit k. For each n,
R
E fn dµ ≤

R
E f dµ because fn ≤ f . Therefore

k ≤
R
E f dµ, and the problem is to prove the reverse inequality.

Let c be any real number with 0 < c < 1, to be regarded as close to 1, and let
s be a simple function with 0 ≤ s ≤ f . Define

En =
©
x ∈ E

Ø
Ø fn(x) ∏ cs(x)

™
.

These sets are measurable, and E1 ⊆ E2 ⊆ E3 ⊆ · · · ⊆ E . Let us see that
E =

S∞
n=1 En . If f (x) = 0 for a particular x in E , then fn(x) = 0 for all n

and also cs(x) = 0. Thus x is in every En . If f (x) > 0, then the inequality
f (x) ∏ s(x) forces f (x) > cs(x). Since fn(x) has increasing limit f (x), fn(x)
must be > cs(x) eventually, and then x is in En . In either case x is in

S∞
n=1 En .

Thus E =
S∞

n=1 En .
For every n, we have

k ∏
Z

E
fn dµ ∏

Z

En
fn dµ ∏

Z

En
cs dµ = c

Z

En
s dµ.

Since, by Theorem 5.19, the integral is a completely additive set function, Propo-
sition 5.2 shows that lim

R
En s dµ =

R
E s dµ. Therefore k ∏ c

R
E s dµ. Since

c is arbitrary with 0 < c < 1, k ∏
R
E s dµ. Taking the supremum over s with

0 ≤ s ≤ f , we conclude that k ∏
R
E f dµ. §
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Proposition 5.26. If f and g are measurable functions, if their sum h = f +g
is everywhere defined, and if

R
E f dµ +

R
E g dµ is defined, then

R
E h dµ is

defined and Z

E
h dµ =

Z

E
f dµ +

Z

E
g dµ.

REMARK. It may seem surprising that complete additivity plays a role in the
proof of this proposition, since it apparently played no role in the linearity of the
Riemann integral. In fact, although complete additivity is used when f and g
are unbounded, it can be avoided when f and g are bounded, as will be observed
in Problems 42–43 at the end of the chapter. The distinction between the two
cases is that the pointwise convergence in Proposition 5.11 is actually uniform if
the given function is bounded, whereas it cannot be uniform for an unbounded
function because the uniform limit of bounded functions is bounded.

PROOF. The sum h is measurable by Proposition 5.7. For the conclusions
about integration, first assume that f ∏ 0 and g ∏ 0. In the case of simple
functions s = t + u with t ∏ 0 and u ∏ 0, we use Proposition 5.14 and Lemma
5.12. The proposition shows that we are to prove that IE(s) = IE(t) + IE(u),
and the lemma shows that we can use expansions of t and u into sets on which
t and u are both constant and the conclusion about IE(s) is evident. If f and
g are ∏ 0 and are not necessarily simple, then we can use Proposition 5.11 to
find increasing sequences {tn} and {un} of simple functions ∏ 0 with limits f
and g. If sn = tn + un , then sn is nonnegative simple, and {sn} increases to
h. For each n, we have just proved that

R
E sn dµ =

R
E tn dµ +

R
E un dµ, and

therefore
R
E h dµ =

R
E f dµ+

R
E g dµ by theMonotone Convergence Theorem

(Theorem 5.25).
The next case is that f ∏ 0, g ≤ 0, and h = f + g ∏ 0. Then f =

h + (−g) with h ∏ 0 and (−g) ∏ 0, so that
R
E f dµ =

R
E h dµ +

R
E(−g) dµ.

Hence
R
E h dµ =

R
E f dµ +

R
E g dµ, provided the right side is defined.

For a general h ∏ 0, we decompose E into the disjoint union of three sets,
one where f ∏ 0 and g ∏ 0, one where f ∏ 0 and g < 0, and one where f < 0
and g ∏ 0. The additivity of the integral as a set function (Theorem 5.19), in
combination with the cases that we have already proved, then gives the desired
result. Finally for general h, we have only to write h = h+ − h− and consider
h+ and h− separately. §

Corollary 5.27. Let E be a measurable set, and let { fn} be a sequence
of measurable functions ∏ 0. Put F(x) =

P∞
n=1 fn(x). Then

R
E F dµ =P∞

n=1
R
E fn dµ.

PROOF. Apply Proposition 5.26 to the nth partial sum of the series, and then
use the Monotone Convergence Theorem (Theorem 5.25). §
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The next corollary is given partly to illustrate a standard technique for passing
from integration results about indicator functions to integration results about
general functions. This technique is used again and again in measure theory.

Corollary 5.28. If f ∏ 0 is a measurable function and if ∫ is the measure
∫(E) =

R
E f dµ, then

R
E g d∫ =

R
E g f dµ for every measurable function g for

which at least one side is defined.
REMARKS. The set function ∫ is a measure by Theorem 5.19. In the situation

of this corollary, we shall write ∫ = f dµ.
PROOF. By Corollary 5.20 it is enough to prove that

Z

X
g d∫ =

Z

X
g f dµ. (∗)

For g = IE , (∗) is true by hypothesis. Proposition 5.26 shows that (∗) extends to
be valid for simple functions g ∏ 0. For general g ∏ 0, Proposition 5.11 produces
an increasing sequence {sn} of simple functions∏ 0 with pointwise limit g. Then
(∗) for this g follows from the result for simple functions in combination with
monotone convergence. For general g, write g = g+ − g−, apply (∗) for g+ and
g−, and subtract the results using Proposition 5.26. §

Theorem 5.29 (Fatou’s Lemma). If E is a measurable set and if { fn} is a
sequence of nonnegative measurable functions, then

Z

E
lim inf

n
fn dµ ≤ lim inf

n

Z

E
fn dµ.

In particular, if f (x) = limn fn(x) exists for all x , then
Z

E
f dµ ≤ lim inf

n

Z

E
fn dµ.

REMARK. Fatou’s Lemma applies to both examples that precede theMonotone
Convergence Theorem (Theorem 5.25), and strict inequality holds in both cases.
PROOF. Set gn(x) = infk∏n fk(x). Then limn gn(x) = lim inf fn(x), and the

Monotone Convergence Theorem (Theorem 5.25) gives
Z

E
lim inf

n
fn dµ =

Z

E
lim
n
gn dµ = lim

n

Z

E
gn dµ.

But gn(x) ≤ fn(x) pointwise, so that
R
E gn dµ ≤

R
E fn dµ for all n. Thus

lim
Z

E
gn dµ ≤ lim inf

Z

E
fn dµ,

and the theorem follows. §
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Theorem 5.30 (Dominated Convergence Theorem). Let E be a measurable
set, and suppose that { fn} is a sequence of measurable functions such that for
some integrable g, | fn| ≤ g for all n. If f = lim fn exists pointwise, then
limn

R
E fn dµ exists, f is integrable on E , and

Z

E
f dµ = lim

n

Z

E
fn dµ.

PROOF. The set on which g is infinite has measure 0, since g is integrable. If
we redefine g, fn , and f to be 0 on this set, we change no integrals and we affect
the validity of neither the hypotheses nor the conclusion.
By Corollary 5.18, f is integrable on E , and so is fn for every n. Applying

Fatou’s Lemma (Theorem 5.29) to fn + g ∏ 0, we obtain
R
E( f + g) dµ ≤

lim inf
R
E( fn +g) dµ. Since g is integrable and everywhere finite, this inequality

becomes Z

E
f dµ ≤ lim inf

Z

E
fn dµ.

A second application of Fatou’s Lemma, this time to g − fn ∏ 0, givesR
E(g − f ) dµ ≤ lim inf

R
E(g − fn) dµ. Thus

−
Z

E
f dµ ≤ lim inf

Z

E
(− fn) dµ

Z

E
f dµ ∏ lim sup

Z

E
fn dµ.and

Therefore lim
R
E fn dµ exists and has the value asserted. §

Corollary 5.31. Let E be a set of finitemeasure, let c ∏ 0 be inR, and suppose
that { fn} is a sequence of measurable functions such that | fn| ≤ c for all n. If
f = lim fn exists pointwise, then lim

R
E fn dµ exists, f is integrable on E , and

Z

E
f dµ = lim

n

Z

E
fn dµ.

PROOF. This is the special case g = c in Theorem 5.30. §

5. Proof of the Extension Theorem

In this section we shall prove the Extension Theorem, Theorem 5.5. After the
end of the proof, we shall fill in one further detail left from Section 1—to show
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that a measure on a σ -ring has a canonical extension to a measure on the smallest
σ -algebra containing the given σ -ring.
Most of this sectionwill concern the proof of theExtensionTheorem in the case

that X is measurable and ∫(X) is finite. Thus, until further notice, let us assume
that X is a nonempty set,A is an algebra of subsets of X , and ∫ is a nonnegative
completely additive set function defined on A such that ∫(X) < +∞.
In a way, the intuition for the proof is typical of that for many existence-

uniqueness theorems in mathematics: to see how to prove existence, we assume
existence and uniqueness outright, see what necessary conditions each of the
assumptions puts on the object to be constructed, and then begin the proof.
With the present theorem in the case that ∫(X) is finite, we shall assign to each

subset E of X an upper bound µ∗(E) and a lower bound µ∗(E) for the value of
the extended measure on the set E . If the existence half of the theorem is valid,
we must have µ∗(E) ≤ µ∗(E) for E in the smallest σ -algebra containing A. In
fact, we shall see that this inequality holds for all subsets E of X . On the other
hand, if µ∗(E) < µ∗(E) for some E in the σ -algebra of interest and if our upper
and lower bounds are good estimates, we might expect that there is more than one
way to define the extended measure on E , in contradiction to uniqueness. That
thought suggests trying to prove thatµ∗(E) = µ∗(E) for the sets of interest. One
way of doing so is to try to prove that the class of subsets for which this equality
holds is a σ -algebra containing A, and then the common value of µ∗ and µ∗ is
the desired extension.
This procedure in fact works, and the only subtlety is in the definitions of

µ∗(E) and µ∗(E). We give these definitions after one preliminary lemma that
will make µ∗ and µ∗ well defined. For orientation, think of the setting as the
unit interval [0, 1], with Lebesgue measure to be extended from the elementary
sets to the Borel sets. In this case the families U andK in the first lemma contain
all the open sets and all the compact sets, respectively, and may be regarded as
generalizations of these collections of sets.

Lemma 5.32. Let U be the class of all countable unions of sets in A, and let
K be the class of all countable intersections of sets in A. Then µ∗ and µ∗ are
consistently defined on U and K, respectively, by letting

µ∗(U) = lim ∫(An) and µ∗(K ) = lim ∫(Cn)

whenever {An} is an increasing sequence of sets inA with unionU and {Cn} is a
decreasing sequence of sets inAwith intersection K . Moreover, µ∗ and µ∗ have
the following properties:

(a) µ∗ and µ∗ agree with ∫ on sets of A,
(b) µ∗(U) ≤ µ∗(V ) whenever U is in U, V is in U, and U ⊆ V ,
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(c) µ∗(K ) ≤ µ∗(L) whenever K is in K, L is in K, and K ⊆ L ,
(d) limµ∗(Un) = µ∗(U) whenever {Un} is an increasing sequence of sets in

U with union U .
PROOF. If {Bn} is another increasing sequence in A with union U , then

Proposition 5.2 and Theorem 1.13 give

lim
m

∫(Am) = lim
m

°
lim
n

∫(Am ∩ Bn)
¢

= lim
n

°
lim
m

∫(Am ∩ Bn)
¢

= lim
n

∫(Bn).

Hence µ∗ is consistently defined on U. Similarly if {Dn} decreases to K , then
Corollary 5.3 and Theorem 1.13 give

∫(X) − lim
m

∫(Cm) = ∫(X) − lim
m

°
lim
n

∫(Cm ∩ Dn)
¢

= ∫(X) − lim
n

°
lim
m

∫(Cm ∩ Dn)
¢

= ∫(X) − lim
n

∫(Dn),

and hence limm ∫(Cm) = limn ∫(Dn). Thus µ∗ is consistently defined onK. The
set functions µ∗ and µ∗ are defined on all of U and K because a set that is a
countable union (or intersection) of sets in an algebra is a countable increasing
union (or decreasing intersection).
Of the four properties, (a) is clear, and (b) and (c) follow from the inequalities

µ∗(U) = sup
A⊆U, A∈A

∫(A) ≤ sup
A⊆V, A∈A

∫(A) = µ∗(V )

µ∗(K ) = inf
A⊇K , A∈A

∫(A) ≤ inf
A⊇L , A∈A

∫(A) = µ∗(L).and

In (d), U is in U, since the countable union of countable unions is again a
countable union, and (b) shows that limµ∗(Un) ≤ µ∗(U). For each n, let {A(n)

m }
be an increasing sequence of sets from A with union Un . Arrange all the A(n)

m in
a sequence, and let Bk denote the union of the first k members of the sequence.
Then {Bk} is an increasing sequence with union U . Let ≤ > 0 be given, and
choose M large enough so thatµ∗(BM) ∏ µ∗(U)−≤. Since the setsUn increase,
since BM is a finite union of sets A(n)

m , and since A(n)
m ⊆ Un , we must have

µ∗(UN ) ∏ µ∗(BM) for some N . But then

limµ∗(Un) ∏ µ∗(UN ) ∏ µ∗(BM) ∏ µ∗(U) − ≤.

Since ≤ is arbitrary, limµ∗(Un) ∏ µ∗(U). §

For each subset E of X , we define

µ∗(E) = inf
U⊇E,U∈U

µ∗(U) and µ∗(E) = sup
K⊆E, K∈K

µ∗(K ).

Conclusions (b) and (c) of Lemma5.32 show that the new definitions ofµ∗ andµ∗

are consistent with the old ones. The set functionsµ∗ andµ∗ on arbitrary subsets
E of X may be called the outer measure and the inner measure associated to ∫.
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Lemma 5.33. If A and B are subsets of X with A ⊆ B, then µ∗(A) ≤ µ∗(B)
and µ∗(A) ≤ µ∗(B). In addition,

(a) if E ⊆
S∞

n=1 En , then µ∗(E) ≤
P∞

n=1 µ∗(En),
(b) if F and G are disjoint, then µ∗(F) + µ∗(G) ≤ µ∗(F ∪ G).

PROOF. Since µ∗(A) is an infimum over a larger class of sets than µ∗(B) is,
we have µ∗(A) ≤ µ∗(B). Similarly µ∗(A) ≤ µ∗(B).
For (a), let E ⊆

S∞
n=1 En . In the special case in which En is in U for all n,

let {F (n)
m } be, for fixed n and varying m, an increasing sequence of sets inA with

union En . For any N , we then have
S∞

m=1(F
(1)
m ∪ · · · ∪ F (N )

m ) = E1 ∪ · · · ∪ EN .
Hence

µ∗(E) ≤ µ∗
≥ ∞[

n=1
En

¥
= lim

N
µ∗

≥ N[

n=1
En

¥
by Lemma 5.32d

= lim
N

µ∗
≥ ∞[

m=1
(F (1)

m ∪ · · · ∪ F (N )
m )

¥

= lim
N
lim
m

∫(F (1)
m ∪ · · · ∪ F (N )

m ) by definition of µ∗ on U

≤ lim
N
lim
m

NX

n=1
∫(F (n)

m ) by Proposition 5.1f

= lim
N

NX

n=1
µ∗(En) =

∞X

n=1
µ∗(En).

For general subsets En of X , choose Un in U with Un ⊇ En and µ∗(Un) ≤
µ∗(En) + ≤/2n . Then E ⊆

S
n Un , and the special case applied to the Un shows

that
µ∗(E) ≤ µ∗°[

n
Un

¢
≤

X

n
µ∗(Un) ≤

X

n
µ∗(En) + ≤.

Hence µ∗(E) ≤
P

n µ∗(En), and (a) is proved.
For (b), let F and G be disjoint. In the special case in which F and G are in

K, let {Fn} and {Gn} be decreasing sequences of sets in A with intersections F
and G. Then

µ∗(F ∪ G) = lim ∫(Fn ∪ Gn) by definition of µ∗ on K
= lim

°
∫(Fn) + ∫(Gn) − ∫(Fn ∩ Gn)

¢
by Proposition 5.1b

= µ∗(F) + µ∗(G),

the last step holding by Corollary 5.3, since F ∩G is empty. For general disjoint
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subsets F and G in X , choose K and L in K with K ⊆ F , L ⊆ G, µ∗(K ) ∏
µ∗(F) − ≤, and µ∗(L) ∏ µ∗(G) − ≤. Then

µ∗(F ∪ G) ∏ µ∗(K ∪ L) = µ∗(K ) + µ∗(L) ∏ µ∗(F) + µ∗(G) − 2≤,

themiddle step holding by the special case. Henceµ∗(F∪G) ∏ µ∗(F)+µ∗(G),
and (b) is proved. §

Lemma 5.34. For every subset E of X , µ∗(E) ≤ µ∗(E). Equality holds if E
is in U or K.

PROOF. The proof is in three steps.
First we prove that if U is in U and K is in K, then µ∗(U) ≤ µ∗(U) and

µ∗(K ) ≤ µ∗(K ). In fact, choose C in A with C ⊆ U and µ∗(U) ≤ ∫(C) + ≤.
Then µ∗(U) ≤ ∫(C) + ≤ ≤ µ∗(U) + ≤ by Lemma 5.33 since C ⊆ U . Hence
µ∗(U) ≤ µ∗(U). Similarly choose D inAwith D ⊇ K andµ∗(K ) ∏ ∫(D)−≤.
Then µ∗(K ) ∏ ∫(D) − ≤ ∏ µ∗(K ) − ≤, and hence µ∗(K ) ∏ µ∗(K ).
Second we prove that if K is in K, then µ∗(K ) = µ∗(K ). In fact, choose C

in A with C ⊇ K and ∫(C) − µ∗(K ) ≤ ≤. Then C − K is in U, and

µ∗(K ) ≤ ∫(C) ≤ µ∗(C − K ) + µ∗(K ) by Lemma 5.33a
≤

°
µ∗(C − K ) + µ∗(K )

¢
− µ∗(K ) + µ∗(K ) by the previous step

≤ ∫(C) − µ∗(K ) + µ∗(K ) by Lemma 5.33b
≤ µ∗(K ) + ≤ by the choice of C .

Combining this inequality with the previous step, we see that µ∗(K ) = µ∗(K ).
Third we prove that µ∗(E) ≤ µ∗(E) for every E . In fact, find K in K and U

in U with K ⊆ E ⊆ U , µ∗(K ) ∏ µ∗(E) − ≤, and µ∗(U) ≤ µ∗(E) + ≤. Then
µ∗(E) ≤ µ∗(K ) + ≤ = µ∗(K ) + ≤ ≤ µ∗(U) + ≤ ≤ µ∗(E) + 2≤, and the proof
is complete. §

Define a subset E of X to be measurable for purposes of this section if
µ∗(E) = µ∗(E), and let B be the class of measurable subsets of X . Lemma 5.34
shows that U and K are both contained in B.

Lemma 5.35. If U is in U and K is in K with K ⊆ U , then

µ∗(U − K ) = µ∗(U) − µ∗(K ).

If E is measurable, then for any ≤ > 0, there are sets K in K and U in U with
K ⊆ E ⊆ U and

µ∗(E − K ) ≤ µ∗(U − K ) ≤ ≤.
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PROOF. For the first conclusion, U − K is in U and hence µ∗(U − K ) =
µ∗(U − K ) = µ∗(U) − µ∗(K ) = µ∗(U) − µ∗(K ) by Lemma 5.34, Lemma
5.33b, and Lemma 5.34 again.
For the second conclusion choose K in K and U in U with K ⊆ E ⊆ U ,

µ∗(K ) + ≤
2 ∏ µ∗(E), and µ∗(E) ∏ µ∗(U) − ≤

2 . Since µ∗(E) = µ∗(E) by
the assumed measurability, we see that µ∗(K ) + ≤

2 ∏ µ∗(U) − ≤
2 , hence that

µ∗(U) − µ∗(K ) ≤ ≤. The result now follows from Lemma 5.33 and the first
conclusion of the present lemma. §

Lemma 5.36. The classB of measurable sets is a σ -algebra containingA, and
the restriction of µ∗ to B is a measure.
PROOF. Certainly B ⊇ A. The rest of the proof is in three steps.
First we prove that the intersection of two measurable sets is measurable. In

fact, let F andG be in B, and use Lemma 5.35 to choose K ⊆ F and L ⊆ G with
µ∗(F−K ) ≤ ≤ andµ∗(G−L) ≤ ≤. Since F∩G ⊆ (F−K )∪(K∩L)∪(G−L),

µ∗(F ∩ G)

≤ µ∗(F − K ) + µ∗(K ∩ L) + µ∗(G − L) by Lemma 5.33a
≤ µ∗(K ∩ L) + 2≤ by definition of K and L
= µ∗(K ∩ L) + 2≤ by Lemma 5.34
≤ µ∗(F ∩ G) + 2≤ since K ∩ L ⊆ F ∩ G.

Second we prove that the complement of a measurable set is measurable. Let
E be measurable. By Lemma 5.35 choose K in K and U in U with K ⊆ E ⊆ U
and µ∗(U − K ) ≤ ≤. Since Uc ⊆ Ec ⊆ Kc and Kc −Uc = U − K , we have

µ∗(Ec) ≤ µ∗(Kc −Uc) + µ∗(Uc) by Lemma 5.33a
= µ∗(U − K ) + µ∗(Uc) since Uc is in K
≤ ≤ + µ∗(Ec).

Thus the complement of a measurable set is measurable, and B is an algebra of
sets.
Third we prove that the countable disjoint union of measurable sets is measur-

able, and µ∗ is a measure on B. In fact, let {En} be a sequence of disjoint sets in
B. Application of Lemma 5.33a, Lemma 5.33b, and Lemma 5.34 gives

µ∗
≥ ∞[

n=1
En

¥
≤

∞X

n=1
µ∗(En) =

∞X

n=1
µ∗(En) = lim

N

NX

n=1
µ∗(En)

≤ lim
N

µ∗

≥ N[

n=1
En

¥
≤ µ∗

≥ ∞[

n=1
En

¥
≤ µ∗

≥ ∞[

n=1
En

¥
.
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The end members of this chain of inequalities are equal, and thus equality must
hold throughout: µ∗(

S
n En) = µ∗(

S
n En) =

P
µ∗(En). Consequently

S
n En

is measurable, and µ∗ is completely additive. §

PROOF OF THEOREM 5.5 UNDER THE SPECIAL HYPOTHESES. We continue to
assume that the given ring of subsets of X is an algebra and that ∫(X) is finite.
Define B to be the class of measurable sets in the previous construction. Then
Lemma 5.36 shows that B is a σ -algebra containing A. Hence B contains the
smallest σ -algebra C containing A. Lemma 5.36 shows also that the restriction
of µ∗ to C is a measure extending ∫. This proves existence of the extension under
the special hypotheses.
For uniqueness, suppose that µ0 is an extension of ∫ to C. Proposition 5.2

and Corollary 5.3 show that µ0 has to agree with µ∗ on U and with µ∗ on K. If
K ⊆ E ⊆ U with K in K and U in U, then we have

µ∗(K ) = µ0(K ) ≤ µ0(E) ≤ µ0(U) = µ∗(U).

Taking the supremum over K and the infimum over U gives µ∗(E) ≤ µ0(E) ≤
µ∗(E). Since E is in B, µ∗(E) = µ∗(E), and we see that µ0(E) = µ∗(E).
Thus µ0 coincides with the restriction of µ∗ to C. This proves uniqueness of the
extension under the special hypotheses. §

Now we return to the general hypotheses of Theorem 5.5—thatR is a ring of
subsets of X , that ∫ is a nonnegative completely additive set function on R, and
that ∫ is σ -finite—and we shall complete the proof that ∫ extends uniquely to a
measure on the smallest σ -ring C containingR.

PROOF OF THEOREM 5.5 IN THE GENERAL CASE. If S is an element ofR with
∫(S) finite, define S ∩R =

©
S ∩ R

Ø
Ø R ∈ R

™
. Then (S, S ∩R, ∫

Ø
Ø
S∩R) is a set

of data satisfying the special hypotheses of the Extension Theorem considered
above. By the special case, if CS denotes the smallest σ -algebra of subsets of S
containing S∩R, then ∫

Ø
Ø
S∩R has a unique extension to a measureµS on CS . The

measures µS have a certain consistency property because of the uniqueness: if
S0 ⊆ S, then µS

Ø
Ø
S0∩R = µS0 .

Now let {Sn} be a sequence of sets in R with union S in C and with ∫(Sn)
finite for all n. Possibly replacing each set Sn by the difference of Sn and all
previous Sk’s, we may assume that the sequence is disjoint. We define µS on
the σ -algebra S ∩ C of subsets S by µS(E) =

P
n µSn (E ∩ Sn) for E in S ∩ C.

Let us check that µS is unambiguously defined and is completely additive. If
{Tm} is another sequence of sets in R with union S and with ∫(Tm) finite for
all m, then the corresponding definition of a set function on S ∩ C is µ0

S(E) =P
m µTm (E ∩ Tm). The consistency property from the previous paragraph gives
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us µSn (E ∩ Sn ∩ Tm) = µTm (E ∩ Sn ∩ Tm). Then Corollary 1.15 allows us to
write

µ0
S(E) =

X

m
µTm (E ∩ Tm) =

X

m

X

n
µTm (E ∩ Sn ∩ Tm)

=
X

m

X

n
µSn (E ∩ Sn ∩ Tm) =

X

n

X

m
µSn (E ∩ Sn ∩ Tm)

=
X

n
µSn (E ∩ Sn) = µS(E),

and we see that µS is unambiguously defined. To check that µS is completely
additive, let F1, F2, . . . be a disjoint sequence of sets in S∩Cwith union F . Then
the complete additivity of µSn , in combination with Corollary 1.15, gives

µS(F) =
X

n
µSn (F ∩ Sn) =

X

n

X

m
µSn (Fm ∩ Sn)

=
X

m

X

n
µSn (Fm ∩ Sn) =

X

m
µS(Fm),

and thus µS is completely additive.
The measures µS are consistent on their common domains. To see the consis-

tency, let us see thatµS andµT agree on subsets of S∩T . Let S be the countable
disjoint union of sets Sn inR, and let T be the countable disjoint union of sets Tm
in R. Then S ∩ T is the countable disjoint union of the sets Sn ∩ Tm . If E is in
(S∩T )∩C, then Corollary 1.15 and the consistency property of the set functions
µR for R inR yield

µS(E) =
X

n
µSn (E ∩ Sn) =

X

n
µSn (E ∩ Sn ∩ T )

=
X

n

X

m
µSn (E ∩ Sn ∩ Tm) =

X

n

X

m
µSn∩Tm (E ∩ Sn ∩ Tm)

=
X

m

X

n
µSn∩Tm (E ∩ Sn ∩ Tm) =

X

m

X

n
µTm (E ∩ Sn ∩ Tm)

=
X

m
µTm (E ∩ S ∩ Tm) =

X

m
µTm (E ∩ Tm) = µT (E).

Hence the measures µS are consistent on their common domains.
IfM denotes the set of subsets of X that are contained in a countable union

of members of R on which ∫ is finite, thenM is closed under countable unions
and differences and is thus a σ -ring containingR. It therefore contains C, and we
conclude that every member of C is contained in a countable union of members of
R on which ∫ is finite. It follows that we can define µ on all of C as follows: if E
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is in C, then E is contained in some countable union S of members ofR on which
∫ is finite, and we define µ(E) = µS(E). We have seen that the measures µS
are consistently defined, and hence µ(E) is well defined. If a countable disjoint
union E =

S∞
N=1 En of sets in C is given, then all the sets in question lie in a

single S, and we then have µ(E) = µS(E) =
P∞

n=1 µS(En) =
P∞

n=1 µ(En). In
other words, µ is completely additive. This proves existence.
For uniqueness let E be given in C, and suppose that S is a member of C

containing E and equal to the countable disjoint union of sets Sn inRwith ∫(Sn)
finite for all n. We have seen that the value of µ(E ∩ Sn) = µSn (E ∩ Sn) is
determined by ∫

Ø
Ø
Sn∩R, hence by ∫ on R. By complete additivity of µ, µ(E) is

determined by the values of µ(E ∩ Sn) for all n. Therefore µ on C is determined
by ∫ onR. This proves uniqueness. §

Aswas promised, we shall now fill in one further detail left from Section 1—to
show that a measure on a σ -ring has a canonical extension to a measure on the
smallest σ -algebra containing the given σ -ring.

Proposition 5.37. Let R be a σ -ring of subsets of a nonempty set X , let Rc
be the set of complements in X of the members of R, and let A be the smallest
σ -algebra containingR. Then either

(i) R = Rc = A or
(ii) R ∩Rc = ∅ and A = R ∪Rc.

In the latter case any measure µ on R has a canonical extension to a measure
µ1 on A given by µ1(E) = sup

©
µ(F)

Ø
Ø F ∈ R and F ⊆ E

™
for E in Rc.

This canonical extension has the property that any other extension µ2 satisfies
µ2 ∏ µ1.

PROOF. If X is in R, then R is closed under complements, since R is closed
under differences; hence R = Rc = A. If X is not in R, then R ∩ Rc = ∅
because any set E in the intersection has Ec in the intersection and then also
X = E ∪ Ec in the intersection. In this latter case it is plain that A ⊇ R ∪Rc.
Thus (ii) will be the only alternative to (i) if it is proved that B = R ∪ Rc is
a σ -algebra. Certainly B is closed under complements. To see that B is closed
under countable unions, we may assume, because R is a σ -ring, that we are to
check the union of countably many sets with at least one in Rc. Thus let {En}
be a sequence of sets in R, and let {Fn} be a sequence of sets in Rc. Then
E =

S∞
n=1 En is inR and F =

T∞
n=1 Fc

n is inR, sinceR is a σ -ring. The union
of the sets En and Fn in question is E ∪ Fc = (F − E)c, is exhibited as the
complement of the difference of two sets inR, and is therefore inRc. ThusA is
closed under countable unions and is a σ -algebra.
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In the case of (ii), let us see that µ1 is a measure on A. If we are to check
the measure of a disjoint sequence of sets inA, there is no problem if all the sets
are in R, since µ1

Ø
ØR = µ is completely additive. There cannot be as many as

two of the sets in Rc because no two sets F1 and F2 in Rc are disjoint; in fact,
F1 ∩ F2 = (Fc

1 ∪ Fc
2 )

c exhibits the intersection as in Rc, and the empty set is
not a member of Rc. Thus we may assume that the disjoint sequence consists
of a sequence {En} of sets in R and a single set F in Rc. If E =

S∞
n=1 En ,

then µ1(E) = µ(E) =
P∞

n=1 µ(En) =
P∞

n=1 µ1(En). So it is enough to see
that µ1(E ∪ F) = µ(E) + µ1(F). If E 0 is a subset of F that is in R, then
µ1(E ∪ F) ∏ µ(E ∪ E 0) = µ(E) + µ(E 0). Taking the supremum over all such
E 0 shows that µ1(E ∪ F) ∏ µ(E) + µ1(F). For the reverse inequality let S be
a member of R contained in E ∪ F . Then the sets E ∩ S and F ∩ S = S − Fc

are inR, and thus µ(S) = µ(E ∩ S) + µ(F ∩ S) ≤ µ(E) + µ1(F). Taking the
supremum over S gives µ1(E ∪ F) ≤ µ(E) + µ1(F). Thus µ1 is completely
additive.
Ifµ2 is anyother extension, any set F inRc hasµ2(F) ∏ µ2(E) = µ(E) for all

subsets E of F that are inR. Taking the supremumover E givesµ2(F) ∏ µ1(F),
and thus µ2 ∏ µ1 as set functions on A. §

6. Completion of a Measure Space

If (X,A, µ) is a measure space, we define the completion of this space to be the
measure space (X,A, µ) defined by

A =

Ω
E 1 Z

Ø
Ø
Ø
Ø
E is in A and Z ⊆ Z 0 for
some Z 0 ∈ Awithµ(Z 0) = 0

æ
,

µ(E 1 Z) = µ(E).

It is necessary to verify that the result is in fact a measure space, and we shall
carry out this step in the proposition below. In the case of Lebesgue measure m
on the line, when initially defined on the σ -algebra A of Borel sets, the sets in
σ -algebraA are said to be Lebesgue measurable.

Proposition 5.38. If (X,A, µ) is a measure space, then the completion
(X,A, µ) is a measure space. Specifically

(a) A is a σ -algebra containingA,
(b) the set function µ is unambiguously defined on A, i.e., if E11 Z1 =

E21 Z2 as above, then µ(E1) = µ(E2),
(c) µ is a measure on A, and µ(E) = µ(E) for all sets E in A.
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In addition,
(d) if eµ is any measure on A such that eµ(E) = µ(E) for all E in A, then

eµ = µ on A,
(e) if µ(X) < +∞ and if for E ⊆ X , µ∗(E) and µ∗(E) are defined by

µ∗(E) = sup
A⊆E, A∈A

µ(A) and µ∗(E) = inf
A⊇E, A∈A

µ(A),

then E is in A if and only if µ∗(E) = µ∗(E).

PROOF. For (a), certainly A ⊆ A because we can use Z = Z 0 = ∅ in the
definition of A. Since (E 1 Z)c = (E 1 Z)1 X = (E 1 X)1 Z = Ec 1 Z , A
is closed under complements.
To prove closure under countable unions, let us first prove that

A =

Ω
E ∪ Z

Ø
Ø
Ø
Ø
E is in A and Z ⊆ Z 0 for
some Z 0 ∈ Awithµ(Z 0) = 0

æ
. (∗)

Thus let E ∪ Z be given, with Z ⊆ Z 0. Then E ∪ Z = E 1(Z 1(E ∩ Z)) with
Z 1(E ∩ Z) ⊆ Z 0. So E ∪ Z is inA. Conversely if E 1 Z is inA, we can write
E 1 Z = (E−Z 0)∪((E∩Z 0)−Z)∪(Z−E))with ((E∩Z 0)−Z)∪(Z−E)) ⊆ Z 0,
and then we see that E 1 Z is of the form E 00 ∪ Z 00 with E 00 in A and Z 00 ⊆ Z 0.
Returning to the proof of closure under countable unions, let En ∪ Zn be given

inA with Zn ⊆ Z 0
n and µ(Z 0

n) = 0. Then
S

n(En ∪ Zn) =
°S

n En
¢
∪

°S
n Zn

¢

with
S

n Zn ⊆
S

n Z 0
n and µ

°S
n Z 0

n
¢

= 0. In view of (∗), A is therefore closed
under countable unions.
For (b), we take as given that E11 Z1 = E21 Z2 with Z1 ⊆ Z 0

1, Z2 ⊆ Z 0
2, and

µ(Z 0
1) = µ(Z 0

2) = 0. Then (E11 E2)1 (Z11 Z2) = ∅ and hence E11 E2 =
Z11 Z2 ⊆ Z 0

1∪Z
0
2. Thereforeµ(E1−E2) ≤ µ(E11 E2) ≤ µ(Z 0

1∪Z
0
2) = 0 and

similarlyµ(E2− E1) = 0. It follows thatµ(E1) = µ(E1− E2)+µ(E1∩ E2) =
µ(E1 ∩ E2) = µ(E2 − E1) + µ(E1 ∩ E2) = µ(E2), and µ is unambiguously
defined.
For (c), we see from (∗) thatµ can be defined equivalently byµ(E∪Z) = µ(E)

if Z ⊆ Z 0 and µ(Z 0) = 0. If a disjoint sequence En ∪ Zn is given, then we find
that µ

°S
n(En ∪ Zn)

¢
= µ

°°S
n En) ∪

°S
n Zn

¢¢
= µ

°S
n En

¢
=

P
µ(En) =P

µ(En∪Zn), and complete additivity is proved. Taking Z = ∅ in the definition
µ(E ∪ Z) = µ(E), we obtain µ(E) = µ(E) for E in A.
For (d), we use (∗) as the description of the sets in A. Let E ∪ Z be in A

with E in A, Z ⊆ Z 0, and Z 0 in A with µ(Z 0) = 0. Then Proposition 5.1e gives
eµ(E ∩ Z) ≤ eµ(Z) ≤ eµ(Z 0) = µ(Z 0) = 0, so that eµ(E ∩ Z) = eµ(Z) = 0.
Meanwhile, Proposition 5.1b gives eµ(E ∪ Z) + eµ(E ∩ Z) = eµ(E) + eµ(Z).
Hence eµ(E ∪ Z) = eµ(E) = µ(E).
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For (e), it is immediate that µ∗(E) ≤ µ∗(E) for every subset E of X . Let
E = C ∪ Z be in A with C in A, Z ⊆ Z 0, and Z 0 in A with µ(Z 0) = 0. Then
µ(C) ≤ µ∗(E) ≤ µ∗(E) ≤ µ(C ∪ Z 0) ≤ µ(C) + µ(Z 0) = µ(C). Since the
expressions at the ends are equal, wemust have equality throughout, and therefore
µ∗(E) = µ∗(E).
In the converse direction let µ∗(E) = µ∗(E). We can find a sequence of sets

An ∈ A contained in E with limµ(An) = µ∗(E), and we may assume without
loss of generality that {An} is an increasing sequence. Similarly we can find a
decreasing sequence of sets Bn ∈ A containing E with limµ(Bn) = µ∗(E). Let
A =

S
n An and B =

T
n Bn . When combinedwith the equalityµ∗(E) = µ∗(E),

Proposition 5.2 and Corollary 5.3 show that µ(A) = µ∗(E) = µ∗(E) = µ(B).
Since A ⊆ E ⊆ B, we haveµ(B−A) = µ(B)−µ(A) = 0 and E = A∪(E−A)
with E − A ⊆ B − A and µ(B − A) = 0. By (∗), E is in A. §

A variant of Proposition 5.38e and its proof identifies the σ -algebra on which
the extended measure is constructed in the proof of the Extension Theorem (The-
orem 5.5) in the special case we considered. In the special case of the Extension
Theorem, the given ring of sets is an algebra A, and ∫(X) is finite. The set
function∫ gets extended to ameasureµ on aσ -algebraB that contains the smallest
σ -algebra C containing A. The sets of B are those for which µ∗(E) = µ∗(E),
where

µ∗(E) = inf
U⊇E,U∈U

µ∗(U) and µ∗(E) = sup
K⊆E, K∈K

µ∗(K ),

K and U having been defined in terms of countable intersections and countable
unions, respectively, from A. The variant of Proposition 5.38e is that a subset
E of X has µ∗(E) = µ∗(E) if and only if E is of the form C ∪ Z with C in C,
Z ⊆ Z 0, and Z 0 in Cwithµ(Z 0) = 0. In other words, (X,B, µ) is the completion
of (X, C, µ).
The proof is modeled on the proof of Proposition 5.38e. If E = C ∪ Z is

a set in C with C in C, Z ⊆ Z 0, and Z 0 in C with µ(Z 0) = 0, then µ(C) ≤
µ∗(E) ≤ µ∗(E) ≤ µ(C ∪ Z 0) ≤ µ(C) + µ(Z 0) = µ(C). We conclude that
µ∗(E) = µ∗(E).
In the converse direction let µ∗(E) = µ∗(E). We can find an increasing

sequence of sets An ∈ K ⊆ C contained in E with limµ(An) = µ∗(E), and
we can find a decreasing sequence of sets Bn ∈ U ⊆ C containing E with
limµ(Bn) = µ∗(E). Let A =

S
n An and B =

T
n Bn . Arguing as in the proof

of Proposition 5.38e, we have µ(A) = µ∗(E) = µ∗(E) = µ(B), µ(B − A) =
µ(B)−µ(A) = 0, and E = A∪(E−A)with E−A ⊆ B−A andµ(B−A) = 0.
Thus E = C ∪ Z with C = A and Z = E − A.
This calculation has the following interesting consequence.
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Proposition 5.39. In R1, the Lebesgue measurable sets of measure 0 are
exactly the subsets E of R1 with the following property: for any ≤ > 0, the set E
can be covered by countably many intervals of total length less than ≤.

PROOF. Within a bounded interval [a, b], the above remarks apply and show
that the Lebesgue measurable sets of measure 0 are the sets E with µ∗(E) = 0,
where µ∗(E) = infU⊇E,U∈U µ∗(U). The sets U defining µ∗(E) are countable
unions of intervals, and the proposition follows for subsets of any bounded interval
[a, b].
For general sets E inR1, if the covering condition holds, then Proposition 5.1g

shows that E has Lebesgue measure 0. Conversely if E is Lebesgue measurable
of measure 0, then E∩[−N , N ] is a bounded set of measure 0 and can be covered
by countably many intervals of arbitrarily small total length. Let us arrange that
the total length is< 2−N≤. Taking the union of these sets of intervals as N varies,
we obtain a cover of E by countably many intervals of total length less than ≤. §

7. Fubini’s Theorem for the Lebesgue Integral

Fubini’s Theorem for the Lebesgue integral concerns the interchange of order
of integration of functions of two variables, just as with the Riemann integral
in Section III.9. In the case of Euclidean space Rn , we could have constructed
Lebesgue measure in each dimension by a procedure similar to the one we used
forR1. Then Fubini’s Theorem relates integration of a function of k+ l variables
over a set by either integrating in all variables at once or integrating in the first
k variables first or integrating in the last l variables first. In the context of more
general measure spaces, we need to develop the notion of the product of two
measure spaces. This corresponds to knowing Rk and Rl with their Lebesgue
measures and to constructing Rk+l with its Lebesgue measure.
In the theorem as we shall state it, we are given twomeasures spaces (X,A, µ)

and (Y,B, ∫), and we assume that both µ and ∫ are σ -finite. We shall construct a
product measure space(X × Y,A× B, µ × ∫), and the formula in question will
be Z

X×Y
f d(µ × ∫)

?
=

Z

X

h Z

Y
f (x, y) d∫(y)

i
dµ(x)

?
=

Z

Y

h Z

X
f (x, y) dµ(x)

i
d∫(y).

This formula will be valid for f ∏ 0 measurable with respect to A× B.
The technique of proof will be the standard one indicated in connection with

proving Corollary 5.28. We start with indicator functions, extend the result to
simple functions by linearity, and pass to the limit by the Monotone Convergence
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Theorem (Theorem 5.25). It is then apparent that the difficult step is the case that
f is an indicator function. In fact, it is not even clear in this special case that the
inside integral

R
Y IE(x, y) d∫(y) is a measurable function of X , and this is the

step that requires some work.
We begin by describingA×B, the σ -algebra ofmeasurable sets for the product

X × Y . Recall from Section A1 of Appendix A that X × Y is defined as a set of
ordered pairs. If A ⊆ X and B ⊆ Y , then the set of ordered pairs that constitute
A× B is a subset of X × Y , and we call A× B a rectangle6 in X × Y . The sets
A and B are called the sides of the rectangle.

Proposition 5.40. If A and B are algebras of subsets of nonempty sets X and
Y , then the class C of all finite disjoint unions of rectangles A × B with A in A
and B inB is an algebra of sets in X×Y . In particular, a finite union of rectangles
is a finite disjoint union.

PROOF. The intersection of the rectangles R1 = A1× B1 and R2 = A2× B2 is
the rectangle R = (A1 ∩ A2) × (B1 ∩ B2) because both R1 ∩ R2 and R coincide
with the set

©
(x, y) ∈ X × Y

Ø
Ø x ∈ A1, x ∈ A2, y ∈ B1, y ∈ B2

™
. Therefore

≥ m[

i=1
(Ai × Bi )

¥
∩

≥ n[

j=1
(Cj × Dj )

¥
=

[

i, j

©
(Ai ∩ Cj ) × (Bi ∩ Dj )

™
,

and the right side is a disjoint union if both
S

i (Ai × Bi ) and
S

j (Cj × Dj ) are
disjoint unions. Moreover, the right side is in C if both unions on the left are in C.
Therefore C is closed under finite intersections.
Certainly ∅ and X × Y are in C. The identity

(X × Y ) − (A × B) =
°
(X − A) × B

¢
∪

°
X × (Y − B)

¢

exhibits the complement of a rectangle as a disjoint union of rectangles. Since
the complement of a disjoint union is the intersection of the complements, C is
closed under complementation. Thus C is an algebra of sets, and the proof is
complete. §

If A and B are σ -algebras in X and Y , then we denote the smallest σ -algebra
containing the algebra C of the above proposition by A × B. The set X × Y ,
together with the σ -algebra A × B, is called a product space. The measurable
sets of X × Y are the sets of A× B.

6The word “rectangle” was used with a different meaning in Chapter III, but there will be no
possibility of confusion for now. Starting in Chapter VI, both kinds of rectangles will be in play;
the ones in Chapter III can then be called “geometric rectangles” and the present ones can be called
“abstract rectangles.”
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Let E be any set in X × Y . The section Ex of E determined by x in X is
defined by

Ex =
©
y
Ø
Ø (x, y) is in E

™
.

Similarly the section Ey determined by y in Y is

Ey =
©
x

Ø
Ø (x, y) is in E

™
.

The section Ex is a subset of Y , and the section Ey is a subset of X .

Lemma 5.41. Let {Eα} be a class of subsets of X × Y , and let x be a point of
X . Then

(a)
°S

α Eα

¢
x =

S
α (Eα)x ,

(b)
°T

α Eα

¢
x =

T
α (Eα)x ,

(c) (Eα − Eβ)x = (Eα)x − (Eβ)x and, in particular, (Ec
β)x = Y − (Eβ)x .

PROOF. These facts are special cases of the identities at the end of SectionA1of
Appendix A for inverse images of functions. In this case the function in question
is given by f (y) = (x, y). §

Proposition 5.42. Let A and B be σ -algebras in X and Y , and let E be a
measurable set in X × Y . Then every section Ex is a measurable set in Y , and
every section Ey is a measurable set in X .

PROOF. We prove the result for sections Ex , the proof for Ey being completely
analogous. Let E be the class of all subsets E of X × Y all of whose sections Ex
are in B. Then E contains all rectangles with measurable sides, since a section
of a rectangle is either the empty set or one of the sides. By Lemma 5.41a, E
is closed under finite unions. Hence E contains the algebra C of finite disjoint
unions of rectangles with measurable sides. By parts (a) and (c) of Lemma 5.41,
E is closed under countable unions and complements. It is therefore a σ -algebra
containing C and thus containsA× B. §

A corollary of Proposition 5.42 is that a rectangle in X × Y is measurable if
and only if its sides are measurable. The sufficiency follows from the fact that
a rectangle with measurable sides is in C, and the necessity follows from the
proposition.
From now on, we shall adhere to the convention that a rectangle is always

assumed to be measurable.
We turn to the implementation of the sketch of proof of Fubini’s Theorem

given earlier in this section. The basic question will be the equality of the iterated
integrals in either order when the integrand is an indicator function. If E is
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a measurable set in X × Y , then we know from Proposition 5.42 that Ex is a
measurable subset of Y . In order to form the iterated integral

Z

X

h Z

Y
IE(x, y) d∫(y)

i
dµ(x),

we compute the inside integral as ∫(Ex), and we have to be able to form the
outside integral, which is

R
X ∫(Ex) dµ(x). That is, we need to know that ∫(Ex)

is a measurable function on X . For the iterated integral in the other order, we
need to know that µ(Ey) is measurable on Y .
The proof of this measurability is the hard step, since the class of sets E for

which ∫(Ex) and µ(Ey) are both measurable does not appear to be necessarily
a σ -algebra, even when µ and ∫ are finite measures. To deal with this difficulty,
we introduce the following terminology: a class of sets is called a monotone
class if it is closed under countable increasing unions and countable decreasing
intersections. It is readily verified that the class of all subsets of a set is amonotone
class and that the intersection of any nonempty family of monotone classes is a
monotone class; hence there is a smallest monotone class containing any given
class of sets.
The proof of the lemma below introduces the notation ↑ and ↓ to denote

increasing countable union and decreasing countable intersection, respectively.

Lemma 5.43 (Monotone Class Lemma). The smallest monotone classM
containing an algebra A of sets is identical to the smallest σ -algebrafA contain-
ing A.
PROOF. We haveM ⊆ fA because fA is a monotone class containing A. To

prove the reverse inclusion, it is sufficient to show thatM is closed under the
operations of finite union and complementation, since a countable union can be
written as the increasing countable union of finite unions. The proof is in three
steps.
First we prove that if A is in A and M is inM, then A ∪ M and A ∩ M are

inM. For fixed A in A, let UA be the class of all sets M inM such that A ∪ M
and A ∩ M are inM. Then UA ⊇ A. If we show that UA is a monotone class,
then it will follow that UA ⊇ M. For this purpose let

Un ↑ U and Vn ↓ V with Un and Vn in UA.

By definition of UA, the setsUn ∪ A, Un ∩ A, Vn ∪ A, and Vn ∩ A are inM. But

Un ∪ A ↑ U ∪ A and Un ∩ A ↑ U ∩ A,

Vn ∪ A ↓ V ∪ A and Vn ∩ A ↓ V ∩ A.

Therefore U and V are in UA, and UA is a monotone class.
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Second we prove thatM is closed under finite unions. For fixed N inM, let
UN be the class of all sets M inM such that N ∪ M and N ∩ M are inM. Then
UN ⊇ A by the previous step. The same argument as in that step shows that UN
is a monotone class, and hence UN = M.
Third we prove thatM is closed under complements. Let N be the class of

all sets inM whose complements are inM. Then N ⊇ A, and it is enough to
show thatN is a monotone class. If

Cn ↑ C and Dn ↓ D with Cn and Dn in N,

then C and D are inM since Cn and Dn are inM. Now

Cc
n ↓ Cc and Dc

n ↑ Dc,

and by definition of N, Cc
n and Dc

n are inM. Therefore Cc and Dc are inM,
and C and D must be in N. That is,N is a monotone class. §

Lemma 5.44. If (X,A, µ) and (Y,B, ∫) are σ -finite measure spaces, then
∫(Ex) and µ(Ey) are measurable functions for every E in A× B.
PROOF IF µ(X) < +∞ AND ∫(Y ) < +∞. LetM be the class of all sets E

in A× B for which ∫(Ex) and µ(Ey) are measurable. We shall show thatM is
a monotone class containing the algebra C of finite disjoint unions of rectangles.
If R = A × B is a rectangle, then

∫(Rx) = ∫(B)IA and µ(Ry) = µ(A)IB,

and so R is inM. If E and F are disjoint sets inM, then

∫((E ∪ F)x) = ∫(Ex ∪ Fx) = ∫(Ex) + ∫(Fx)

for each x , and similarly for µ for each y. By Proposition 5.7, ∫((E ∪ F)x) and
µ((E ∪ F)y) are measurable. Hence E ∪ F is inM, andM contains C. If {En}
and {Fn} are increasing and decreasing sequences of sets inM, then the finiteness
and complete additivity of ∫ imply that

∫
≥≥[

n
En

¥

x

¥
= ∫

≥[

n
(En)x

¥
= lim ∫((En)x)

∫
≥≥\

n
Fn

¥

x

¥
= ∫

≥\

n
(Fn)x

¥
= lim ∫((Fn)x),and

and similarly for µ. Since the limit of measurable functions is measurable
(Corollary 5.10), we conclude thatM is amonotone class. ThereforeM contains
A× B by the Monotone Class Lemma (Lemma 5.43). §
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PROOF FOR σ -FINITE µ AND ∫. Write X =
S∞

m=1 Xm and Y =
S∞

n=1 Yn
disjointly, with µ(Xm) < +∞ and ∫(Yn) < +∞ for allm and n. DefineAm and
Bn by

Am =
©
A ∩ Xm

Ø
Ø A is in A

™
and Bn =

©
B ∩ Yn

Ø
Ø B is in B

™
,

and define µm and ∫n onAm and Bn by restriction from µ and ∫. Then the triples
(Xm,Am, µm) and (Yn,Bn, ∫n) are finite measure spaces, and the previous case
applies. If E is in A × B, then Emn = E ∩ (Xm × Yn) is in Am × Bn , and so
∫((Emn)x) and µ((Emn)y) are measurable with respect toAm and Bn , hence with
respect to A and B. Thus

∫(Ex) =
X

m,n
∫((Emn)x) and µ(Ey) =

X

m,n
µ((Emn)y)

exhibit ∫(Ex) andµ(Ey) as countable sums of nonnegativemeasurable functions.
They are therefore measurable.

The next proposition simultaneously constructs the product measure and es-
tablishes Fubini’s Theorem for indicator functions.

Proposition 5.45. Let (X,A, µ) and (Y,B, ∫) be σ -finite measure spaces.
Then there exists a unique measure µ × ∫ on A× B such that

(µ × ∫)(A × B) = µ(A)∫(B)

for every rectangle A × B. The measure µ × ∫ is σ -finite, and

(µ × ∫)(E) =
Z

X
∫(Ex) dµ(x) =

Z

Y
µ(Ey) d∫(y)

for every set E in A× B.
PROOF. In view of the measurability of ∫(Ex) given in Lemma 5.44, we can

define a set function ρ on A× B by

ρ(E) =
Z

X
∫(Ex) dµ(x).

Then ρ(∅) = 0, and ρ is nonnegative. On a rectangle A × B, we have

ρ(A × B) = µ(A)∫(B) (∗)

since ∫((A × B)x) = ∫(B)IA. We shall show that ρ is completely additive. If
{En} is a disjoint sequence in A× B, then
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ρ
≥[

n
En

¥
=

Z

X
∫
≥≥[

n
En

¥

x

¥
dµ(x) by definition of ρ

=
Z

X
∫
≥[

n
(En)x

¥
dµ(x) by Lemma 5.41a

=
Z

X

hX

n
∫((En)x)

i
dµ(x) since the sets (En)x are disjoint

for each fixed x

=
X

n

Z

X
∫((En)x) dµ(x) by Corollary 5.27

=
X

n
ρ(En).

Now X × Y =
S

m,n (Xm × Yn). Since ρ has just been shown to be completely
additive and since µ and ∫ are σ -finite, (∗) shows that ρ is σ -finite. Also, (∗)
completely determines ρ on the algebra C of finite disjoint unions of rectangles.
By the Extension Theorem (Theorem 5.5), ρ is completely determined on the
smallest σ -algebraA× B containing C.
Defining σ(E) =

R
Y µ(Ey) d∫(y) and arguing in the same way, we see that σ

is a measure on A× B agreeing with ρ on rectangles and determined on A× B
by its values on rectangles. Thus we have ρ = σ on A × B, and can define
µ × ∫ = ρ = σ to complete the proof. §

Lemma 5.46. If f is a measurable function defined on a product space X×Y ,
then for each x in X , y 7→ f (x, y) is a measurable function on Y , and for each
y in Y , x 7→ f (x, y) is a measurable function on X .
PROOF. For each fixed x , the formula

©
y
Ø
Ø f (x, y) > c

™
=

©
(x, y)

Ø
Ø f (x, y) > c

™
x

exhibits the set on the left as a section of a measurable set, which must be mea-
surable according to Proposition 5.42. The result for fixed y is proved similarly.

§

Theorem 5.47 (Fubini’s Theorem). Let (X,A, µ) and (Y,B, ∫) be σ -finite
measure spaces, and let (X × Y,A × B, µ × ∫) be the product measure space.
If f is a nonnegative measurable function on X × Y , then

R
Y f (x, y) d∫(y) andR

X f (x, y) dµ(x) are measurable, and
Z

X×Y
f d(µ × ∫) =

Z

X

h Z

Y
f (x, y) d∫(y)

i
dµ(x)

=
Z

Y

h Z

X
f (x, y) dµ(x)

i
d∫(y).
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PROOF. Lemma 5.46 shows that f (x, y) is measurable in each variable sep-
arately and hence that the inside integrals in the conclusion are well defined. If
f is the indicator function of a measurable subset E of X × Y , then the theorem
reduces to Proposition 5.45. The result immediately extends to the case of a
simple function f ∏ 0.
Now let f be an arbitrary nonnegative measurable function. Find by Propo-

sition 5.11 an increasing sequence of simple functions sn ∏ 0 with pointwise
limit f . The sequence of functions

R
Y sn(x, y) d∫(y) is an increasing sequence

of nonnegative functions, and each is measurable by what we have already shown
for simple functions. By the Monotone Convergence Theorem (Theorem 5.25),

lim
n

Z

Y
sn(x, y) d∫(y) =

Z

Y
lim
n
sn(x, y) d∫(y) =

Z

Y
f (x, y) d∫(y).

Therefore
R
Y f (x, y) d∫(y) is the pointwise limit of measurable functions and is

measurable. Similarly
R
X f (x, y) dµ(x) is measurable.

For every n, the result for simple functions gives
Z

X×Y
sn d(µ × ∫) =

Z

X

h Z

Y
sn(x, y) d∫(y)

i
dµ(x).

By a second application of monotone convergence,
Z

X×Y
f d(µ× ∫) = lim

n

Z

X×Y
sn d(µ× ∫) = lim

n

Z

X

h Z

Y
sn(x, y) d∫(y)

i
dµ(x).

By a third application of monotone convergence,

lim
n

Z

X

h Z

Y
sn(x, y) d∫(y)

i
dµ(x) =

Z

X

h
lim
n

Z

Y
sn(x, y) d∫(y)

i
dµ(x).

Putting our results together, we obtain
Z

X×Y
f d(µ × ∫) =

Z

X

h Z

Y
f (x, y) d∫(y)

i
dµ(x).

The other equality of the conclusion follows by interchanging the roles of X
and Y . §

Fubini’s Theorem arises surprisingly often in practice. In some applications
the theorem is applied at least in part to prove that an integral with a parameter
is finite or is 0 for almost every value of the parameter. Here is a general result
concerning integral 0.
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Corollary 5.48. Suppose that (X,A, µ) and (Y,B, ∫) are σ -finite measure
spaces, and suppose that E is a measurable subset of X × Y such that

∫
°©
y
Ø
Ø (x, y) ∈ E

™¢
= 0

for almost every x [dµ]. Then µ
°©
x

Ø
Ø (x, y) ∈ E

™¢
= 0 for almost every y [d∫].

REMARKS. In words, if the x section of E has ∫ measure 0 for almost every
x in X , then the y section of E has µ measure 0 for almost every y in Y . For
example, if one-point sets in X and Y have measure 0 and if every x section of
E is a finite subset of Y , then for almost every y in Y , the y section of E has
measure 0 in X .
PROOF. Apply Fubini’s Theorem to IE . The iterated integrals are equal, and

the hypothesis makes one of them be 0. Then the other one must be 0, and the
conclusion follows. §

When one tries to drop the hypothesis in Fubini’s Theorem that the integrand
is nonnegative, some finiteness condition is needed, and the result in the form of
Theorem 5.47 is often used to establish this finiteness. Specifically suppose that
f is measurable with respect to A × B but is not necessarily nonnegative. The
assumption will be that one of the iterated integrals

Z

X

h Z

Y
| f (x, y)| d∫(y)

i
dµ(x) and

Z

Y

h Z

X
| f (x, y)| dµ(x)

i
d∫(y)

is finite. Then the conclusions are that
(a) f is integrable with respect to µ × ∫;
(b)

R
Y f (x, y) d∫(y) is defined for almost every x [dµ]; if it is redefined to
be 0 on the exceptional set, then it is measurable and is in fact integrable
[dµ];

(c) a similar conclusion is valid for
R
X f (x, y) dµ(x);

(d) after the redefinitions in (b) and (c), the double integral equals each
iterated integral, and the two iterated integrals are equal.

These conclusions follow immediately by applying Fubini’s Theorem to f + and
f − separately and subtracting. The redefinitions in (b) and (c) are what make the
subtractions of integrands everywhere defined.
One final remark is in order: The completion of A× B is not necessarily the

same as the product of the completions of A and B, and thus the statement of
Fubini’s Theorem requires some modification if completions of measure spaces
are to be used. We shall see in the next chapter that Borel sets in Euclidean space
behave well under the formation of product spaces, but Lebesguemeasurable sets
do not. Thus it simplifies matters to stick to integration of Borel-measurable sets
in Euclidean space whenever possible.
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8. Integration of Complex-Valued and Vector-Valued Functions

Fix a measure space (X,A, µ). In this chapter we have worked so far with
measurable functions on X whose values are inR∗, dividing them into two classes
as far as integration is concerned. One class consists ofmeasurable functionswith
values in [0,+∞], and we defined the integral of any such function as a member
of [0,+∞]. The other class consists of general measurable functions with values
in R∗. The integral in this case can end up being anything in R∗, and there are
some such functions for which the integral is not defined.
It is important in the theory to be able to integrate functions whose values

are complex numbers or vectors in Rm or Cm , and it will not be productive to
allow the same broad treatment of infinities as was done for general functions
with values in R∗. On the other hand, it is desirable to have the flexibility with
nonnegativemeasurable functions of being able to treat infinite values and infinite
integrals in the same way as finite values and finite integrals. In order to have
two theories, rather than three, once we pass to vector-valued functions, we shall
restrict somewhat the theory we have already developed for general functions
with values in R∗.
Let us label these two theories of integration as the one for scalar-valued non-

negative measurable functions and the one for integrable vector-valued functions.
The first of these theories has already been established and needs no change. The
second of these theories needs some definitions and comments that in part repeat
steps taken with Riemann integration in Sections I.5, III.3, and III.7 and in part
are new. In applications of this second theory later, if the term “vector-valued”
is not included in a reference to a function either explicitly or by implication, the
convention is that the function is scalar-valued.
In the theory for vector-valued functions, we shall be assuming integrability,

and the integrabilitywill force the function to havemeaningfulfinite values almost
everywhere. Our convention will be that the values are finite everywhere. This
will not be a serious restriction for any function that can be considered integrable,
since we can redefine such a function on a certain set of measure 0 to be 0, and
then the condition will be met without any changes in the values of integrals.
Thus let a function f : X → Cm be given. Since the function can have

its image contained in Rm , we will be handling Rm-valued functions at the same
time. Sincem can be 1, wewill be handling complex-valued functions at the same
time. Since the image can be in Rm and m can be 1, we will at the same time
be recasting our theory of real-valued functions whose values are not necessarily
nonnegative. We impose the usual Hermitian inner product ( · , · ) and norm | · |
on Cm .
The function f̄ : X → Cm is the composition of f followed by complex

conjugation in each entry of Cm . We can write f = Re f + i Im f , where
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Re f = 1
2 ( f + f̄ ) and Im f = 1

2i ( f − f̄ ), and then the functions Re f and Im f
take values in Rm . Following the convention in Section A7 of Appendix A, let
{u1, . . . , um} be the standard basis of Rm .
By a basic open set in Cm , we mean a set that is a product in R2m of bounded

open intervals in each coordinate. In symbols, such a set is centered at some
v0 ∈ Cm , and there are positive numbers ξj and ηj such that the set is

©
v ∈ Cm Ø

Ø |(Re(v −v0), uj )| < ξj and |(Im(v −v0), uj )| < ηj for 1 ≤ j ≤ m}.

We say that f : X → Cm is measurable if the inverse image under f of each
basic open set in Cm is measurable, i.e., lies in A.

Lemma 5.49. A function f : X → Cm is measurable if and only if the inverse
image under f of each open set in Cm is in A.

PROOF. If the stated condition holds, then the inverse image of any basic open
set is in A, and hence f is measurable. Conversely suppose f is measurable,
and let an open set U in Cm be given. Then U is the union of a sequence of
basic open sets Un , and the measurability of f , in combination with the formula
f −1(U) =

S
n f −1(Un), shows that f −1(U) is in A. §

Proposition 5.50. A function f : X → Cm is measurable if and only if Re f
and Im f are measurable.

PROOF. In view of Lemma 5.49, we can work with arbitrary open sets in place
of basic open sets. IfU and V are open sets inRm , then the product setU + iV is
open in Cm , and f −1(U + iV ) = (Re f )−1(U) ∩ (Im f )−1(V ). It is immediate
that measurability of Re f and Im f impliesmeasurability of f . Conversely if we
specialize this formula to V = Rm , then we see that measurability of f implies
measurability of Re f . Similarly if we specialize to U = Rm , then we see that
measurability of f implies measurability of Im f . §

Proposition 5.51. The following conditions on a function f : X → Cm are
equivalent:

(a) f is measurable,
(b) ( f, v) is measurable for each v in Cm ,
(c) ( f, uj ) is measurable for 1 ≤ j ≤ m.

REMARKS. When infinite-dimensional ranges are used in more advanced
texts, (a) is summarized by saying that f is “strongly measurable,” and (b) is
summarized by saying that f is “weakly measurable.”
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PROOF. Suppose (a) holds. The function in (b) is the compositionof f followed
by the continuous function ( · , v) from Cm to C. The inverse image of an open
set inC is then open inCm , and the inverse image of the latter open set under f is
in A. This proves (b). Condition (b) trivially implies condition (c). If (c) holds,
then Proposition 5.50 shows for each standard basis vector uj that (Re f, uj ) and
(Im f, uj ) are measurable from X into R. Thus the inverse image of any open
interval under any of these 2m functions on X is in A. The inverse image of
a basic open set in Cm under f is the intersection of 2m such sets in A and is
therefore in A. Hence (a) holds. §

Proposition 5.52. Measurability of vector-valued functions has the following
properties:
(a) If f : X → Cm and g : X → Cm are measurable, then so is f + g as a

function from X to Cm .
(b) If f : X → Cm is measurable and c is in C, then c f is measurable as a

function from X to Cm .
(c) If f : X → Cm is measurable, then so is f̄ : X → Cm .
(d) If f : X → C and g : X → C are measurable, then so is f g : X → C.
(e) If f : X → Cm is measurable, then | f | : X → [0,+∞) is measurable.
(f) If { fn} is a sequence of measurable functions from X into Cm converging

pointwise to a function f : X → Cm , then f is measurable.

PROOF. Conclusions (a) through (e) may all be proved in the same way. It
will be enough to illustrate the technique with (a). We can write the function
x 7→ f (x) + g(x) as a composition of x 7→ ( f (x), g(x)) followed by addition
(a, b) 7→ a+b. Let an open set inCm be given. The inverse image under addition
is open inCm ×Cm , since addition is continuous (Proposition 2.28). The inverse
image of a product U × V of open sets in Cm × Cm under x 7→ ( f (x), g(x)) is
f −1(U) ∩ g−1(V ), which is inA because f and g are measurable, and therefore
the inverse image of any open set in Cm × Cm under x 7→ ( f (x), g(x)) is in A.
This handles (a), and (b) through (e) are similar.
For (f), we apply Proposition 5.50 to f , and then we apply the equivalence

of (a) and (c) of Proposition 5.51 for Re f and Im f . In this way the result is
reduced to the real-valued scalar case, which is known from Corollary 5.10. §

If E is a measurable subset of X , we say that a function f : X → C is
integrable on E if Re f and Im f are integrable on E , and in this case we defineR
E f dµ =

R
E Re f dµ + i

R
E Im f dµ.

Proposition 5.53. Let E be a measurable subset of X . Integrability on E of
functions from X to C has the following properties:
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(a) If f and g are functions from X intoC that are integrable on E , then f + g
is integrable on E , and

R
X ( f + g) dµ =

R
X f dµ +

R
X g dµ.

(b) If f is a function from X into C that is integrable on E and if c is in C,
then c f is integrable on E , and

R
E c f dµ = c

R
E f dµ.

(c) If f is a measurable function from X into C such that | f | is integrable on
E , then f is integrable on E , and

Ø
Ø R

E f (x) dµ(x)
Ø
Ø ≤

R
E | f (x)| dµ(x).

(d) (Dominated convergence) Let fn be a sequence of measurable functions
from X into C integrable on E and converging pointwise to f . If there is a
measurable function g : X → [0,+∞] that is integrable on E and has | fn(x)| ≤
g(x) for all x in E , then f is integrable on E , limn

R
E fn dµ exists in C, and

limn
R
E fn dµ =

R
E f dµ.

PROOF. Conclusion (a) is immediate from the definitions, and so is (b) for real
scalars. Taking (a) and (b) into account, we see that (b) holds if it holds for c = i .
We have i f = − Im f + i Re f . If f is integrable, then − Im f and Re f are
integrable, and hence i f is integrable. Then

i
R
E f dµ = i

° R
E Re f dµ + i

R
E Im f dµ

¢

=
R
E (− Im f ) dµ +

R
E (i Re f ) dµ =

R
E i f dµ,

and hence (b) is proved.
In (c), if f : X → C is integrable, choose c with |c| = 1 such that c

R
E f dµ

is real and ∏ 0. Application of (b) and Proposition 5.16 gives
Ø
Ø R

E f dµ
Ø
Ø =

c
R
E f dµ =

R
E c f dµ =

R
E Re(c f ) dµ ≤

R
E |c f | dµ =

R
E | f | dµ.

Finally (d) follows by applying the Dominated Convergence Theorem (Theo-
rem 5.30) to Re fn and Im fn separately and then combining the results. §

We turn now to the matter of integrability of vector-valued functions, together
with the value of the integral. One way of proceeding is to go back and adapt
the theory in Sections 3–4 to work directly with vector-valued functions and
approximations by vector-valued simple functions. This approach is useful if
at some stage one wants systematically to allow infinite-dimensional vectors as
values. Examples of this situation will arise in this book, but there are not enough
examples to justify an abstract treatment. One important example arises in thenext
section with functions of the form f (x, y), which can be regarded as functions
of x that take values in a space of functions of y.
Thus we use an abstract definition of integrability that is appropriate only to

the case of finite-dimensional range. If E is a measurable subset of X , we say
that a function f : X → Cm is integrable on E if the complex-valued functions
( f, uj ) are integrable on E for each uj in the standard basis, and in this case we
define

R
E f dµ =

Pm
j=1

° R
E ( f, uj ) dµ

¢
uj .
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Proposition 5.54. Let E be a measurable subset of X . Integrability of vector-
valued functions on E satisfies the following properties:

(a) If f and g are functions from X into Cm that are integrable on E , then
f + g is integrable on E , and

R
X ( f + g) dµ =

R
X f dµ +

R
X g dµ.

(b) If f is a function from X into Cm that is integrable on E , then c f is
integrable on E , and

R
E c f dµ = c

R
E f dµ.

(c) A function f : X → Cm is integrable on E if and only if Re f and Im f
are integrable on E , and then

R
X f dµ =

R
X Re f dµ + i

R
X Im f dµ.

(d) If f is a function from X into Cm that is integrable on E and if v is a
member ofCm , then x 7→ ( f (x), v) is integrable on E and

R
E( f (x), v) dµ(x) =° R

E f (x) dµ(x), v
¢
.

(e) If f is a measurable function from X intoCm such that | f | is integrable on
E , then f is integrable on E , and

Ø
Ø R

E f (x) dµ(x)
Ø
Ø ≤

R
E | f (x)| dµ(x).

(f) (Dominated convergence) Let fn be a sequence of measurable functions
from X into Cm integrable on E and converging pointwise to f . If there is a
measurable function g : X → [0,+∞] that is integrable on E and has | fn(x)| ≤
g(x) for all x in E , then f is integrable on E , limn

R
E fn dµ exists in Cm , and

limn
R
E fn dµ =

R
E f dµ.

PROOF. All of the relevant questions about measurability are addressed by
Propositions 5.50 and 5.52. Conclusions (a), (b), (c), and (f) about integrability
are immediate from Proposition 5.53.
For (d), let v =

P
cjuj with each cj inC. Since f is by assumption integrable,

( f, v) = ( f,
P
cjuj ) =

P
j c̄j ( f, uj ) exhibits ( f, v) as a linear combination

of functions integrable on E . Therefore ( f, v) is integrable on E . To obtain
the formula asserted in (d), we first consider v = ui . Then the definition ofR
E f dµ gives (

R
E f dµ, ui

¢
=

°P
j
° R

E( f, uj ) dµ
¢
uj , ui

¢
=

R
E( f, ui ) dµ.

Multiplying by c̄i and adding, we obtain (
R
E f dµ, v

¢
=

R
E( f, v) dµ. This

proves (d).
For (e), let f : X → Cm be measurable on X with | f | integrable on E . The

asserted inequality is trivial if
R
E f dµ = 0. Otherwise, for every v in Cm ,

Ø
Ø° R

E f dµ, v
¢ØØ =

Ø
Ø R

E( f, v) dµ
Ø
Ø by (d)

≤
R
E |( f, v)| dµ by Proposition 5.53c

≤ |v|
R
E | f | dµ by Proposition 5.16 and

the Schwarz inequality.

Taking v=
R
E f dµ gives

Ø
ØR
E f dµ|2 ≤

Ø
Ø R

E f dµ
Ø
Ø R

E | f | dµ. Since
R
E f dµ has

been assumed nonzero, we can divide by its magnitude, and then (e) follows. §
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9. L1, L2, L∞, and Normed Linear Spaces

Let (X,A, µ) be a measure space. In this section we introduce the spaces L1(X),
L2(X), and L∞(X). Roughly speaking, thesewill be vector spacesof functionson
X with suitable integrability properties. More precisely the actual vector spaces
of functions will form pseudometric spaces, and the spaces L1(X), L2(X), and
L∞(X) will be the corresponding metric spaces obtained from the construction
of Proposition 2.12. They will all turn out to be vector spaces over R or C. It
will matter little whether the scalars for these vector spaces are real or complex.
When we need to refer to operations with scalars, we may use the symbol F to
denoteR orC, and we call F the field of scalars. We shall make explicit mention
of R or C in any situation in which it is necessary to insist on a particular one of
R or C.
The three spaceswewill construct will all be obtained by introducing “pseudo-

norms” in vector spaces of measurable functions. A pseudonorm on a vector
space V is a function k · k from V to [0,+∞) such that7

(i) kxk ∏ 0 for all x ∈ V ,
(ii) kcxk = |c|kxk for all scalars c and all x ∈ V ,
(iii) (triangle inequality) kx + yk ≤ kxk + kyk for all x and y in V .

We encountered pseudonorms earlier in connection with pseudo inner-product
spaces; in Proposition 2.3 we saw how to form a pseudonorm from a pseudo
inner product. However, only the pseudonorm for L2(X) arises from a pseudo
inner product in the construction of L1, L2, and L∞.
The definitions of the pseudonorms in these three instances are

k f k1 =
R
X | f | dµ for L1(X),

k f k2 =
° R

X | f |2 dµ
¢1/2 for L2(X),

k f k∞ = “essential supremum” of f for L∞(X).

Once we have defined “essential supremum,” all the above expressions are mean-
ingful for anymeasurable function f from X to the scalars, and the vector space V
in each of the cases is the space of all measurable functions from X to the scalars
such that the indicated pseudonorm is finite. In other words, V consists of the
integrable functions on X in the case of L1(X), the square-integrable functions
on X in the case of L2(X), and the “essentially bounded” functions on X in the
case of L∞(X).
We need to check that k · k1, k · k2, and k · k∞ are indeed pseudonorms and

that the spaces V are vector spaces in each case.
7The word “seminorm” is a second name for a function with these properties and is generally

used in the context of a family of such functions. We shall not use the word “seminorm” in this text.
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For L1(X), properties (i) and (ii) are immediate from the definition. For (iii),
we have | f (x) + g(x)| ≤ | f (x)| + |g(x)| for all x and therefore k f + gk1 =R
X | f + g| dµ ≤

R
X | f | dµ +

R
X |g| dµ = k f k1 + kgk1.

For L2(X), let V be the space of all square-integrable functions on X . The
space V is certainly closed under scalar multiplication; let us see that it is closed
under addition. If f and g are in V , then we have

(| f (x)| + |g(x)|)2 ≤
°
max{| f (x)|, |g(x)|} +max{| f (x)|, |g(x)|}

¢2

= 4max{| f (x)|2, |g(x)|2} ≤ 4| f (x)|2 + 4|g(x)|2

for every x in X . Integrating over X , we see that f + g is in V if f and g are
in V . Also, the left side is ∏ 4| f (x)| |g(x)|, and it follows that f ḡ is integrable
whenever f and g are in V . Then the definition ( f, g)2 =

R
E f ḡ dµ makes V

into a pseudo inner product-space in the sense of Section II.1. Hence Proposition
2.3 shows that the function k · k2 with k f k2 = ( f, f )1/22 is a pseudonorm on V .
For L∞(X), we say that f is essentially bounded if there is a real number M

such that | f (x)| ≤ M almost everywhere [dµ]. Let us call such anM an essential
bound for | f |. When f is essentially bounded, we define k f k∞ to be the infimum
of all essential bounds for | f |. This infimum is itself an essential bound, since the
countable union of sets ofmeasure 0 is ofmeasure 0. The infimumof the essential
bounds is called the essential supremum of | f |. Certainly k · k∞ satisfies (i) and
(ii). If | f | is bounded a.e. by M and if |g| is bounded a.e. by N , then | f + g| is
bounded everywhere by | f |+|g|, which is bounded a.e. byM+N . It follows that
f + g is essentially bounded and k f + gk∞ ≤ k| f | + |g|k∞ ≤ k f k∞ + kgk∞.
So (iii) holds for k · k∞.
A real or complex vector space with a pseudonorm is a pseudo normed linear

space. Such a space V becomes a pseudometric space by the definition d( f, g) =
k f − gk, according to the proof of Proposition 2.3. Proposition 2.12 shows that
if we define two members f and g of V to be equivalent whenever d( f, g) = 0,
then the result is an equivalence relation and the function d descends to a well-
defined metric on the set of equivalence classes. If we take into account the
vector space structure on V , then we can see that the operations of addition and
scalar multiplication descend to the set of equivalence classes, and the set of
equivalence classes is then also a vector space. The argument for addition is that
if d( f1, f2) = 0 and d(g1, g2) = 0, then d( f1 + g1, f2 + g2) is 0 because

d( f1 + g1, f2 + g2) = k( f1 + g1) − ( f2 + g2)k = k( f1 − f2) + (g1 − g2)k
≤ k f1 − f2k + kg1 − g2k = d( f1, f2) + d(g1, g2) = 0.

The argument for scalar multiplication is similar, and one readily checks that the
space of equivalence classes is a vector space.
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This construction is to be applied to the spaces V we formed in connection
with integrability, square integrability, and essential boundedness. The spaces of
equivalence classes in the respective cases are called L1(X), L2(X), and L∞(X).
These spaces of equivalence classes are pseudo normed linear spaces with the
additional property that k f k = 0 only for the 0 element of the vector space.
If there is any possibility of confusion, we may write L1(µ) or L1(X, µ) or
L1(X,A, µ) in place of L1(X), and similarly for L2 and L∞.
A pseudo normed linear space is called a normed linear space if k f k = 0

implies f is the 0 element of the vector space. Thus L1(X), L2(X), and L∞(X)
are normed linear spaces.
In practice, in order to avoid clumsiness, one sometimes relaxes the terminol-

ogy and works with the members of L1(X), L2(X), and L∞(X) as if they were
functions, saying, “Let the function f be in L1(X)” or “Let f be an L1 function.”
There is little possibility of ambiguity in using such expressions.
The1-dimensionalvector space consistingof thefieldof scalarsFwith absolute

value as norm is an example of a normed linear space. Apart from this and Fm ,
we have encountered one other important normed linear space thus far in the
book. This is the space B(S) of bounded functions on a nonempty set S. It
has various vector subspaces of interest, such as the space C(S) of bounded
continuous functions in the case that S is a metric space. The norm for B(S) is
the supremum norm or the uniform norm defined by

k f ksup = sup
s∈S

| f (s)|.

The corresponding metric is

d( f, g) = k f − gksup = sup
s∈S

| f (s) − g(s)|,

and this agrees with the definition of the metric in the example in Chapter II.
Proposition 2.44 shows that the metric space B(S) is complete. Any vector
subspace of B(S) is a normed linear space under the restriction of the supremum
norm to the subspace.
In working with specific normed linear spaces, we shall often be interested in

seeing whether a particular subset of the space is dense. In checking denseness,
the following proposition about an arbitrary normed linear space is sometimes
helpful. The intersection of vector subspaces of X is a vector subspace, and the
intersection of closed sets is closed. Therefore it makes sense to speak of the
smallest closed vector subspace containing a given subset S of X .

Proposition 5.55. If X is a normed linear space with norm k · k and with F
as field of scalars, then

(a) addition is a continuous function from X × X to X ,
(b) scalar multiplication is a continuous function from F × X to X ,
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(c) the closure of any vector subspace of X is a vector subspace,
(d) the set of all finite linear combinations of members of a subset S of X is

dense in the smallest closed vector subspace containing S.

PROOF. The formula k(x + y) − (x0 + y0)k ≤ kx − x0k + ky − y0k shows
continuity of addition because it says that if x is within distance ≤/2 of x0 and y is
within distance ≤/2 of y0, then x+ y is within distance ≤ of x0+ y0. Similarly the
formula kcx−c0x0k ≤ kc(x− x0)k+k(c−c0)x0k = |c|kx− x0k+|c−c0|kx0k
shows that kcx− c0x0k ≤ δ(|c0|+1)+ δkx0k as soon as δ ≤ 1, |c− c0| ≤ δ, and
kx−x0k ≤ δ. If ≤ with 0 < ≤ ≤ 1 is given and if we set δ = (|c0|+1+kx0k)−1≤,
then we see that |c− c0| ≤ δ and kx − x0k ≤ δ together imply kcx − c0x0k ≤ ≤.
Hence scalar multiplication is continuous. This proves (a) and (b).
From (a) and (b) it follows that if xn → x and yn → y in X and cn → c in F,

then xn + yn → x + y and cnxn → cx . This proves (c).
For (d), the smallest closed vector subspace V1 containing S certainly contains

the closure V2 of the set of all finite linear combinations of members of S. Part (c)
shows that V2 is a closed vector subspace, and hence the definition of V1 implies
that V1 is contained in V2. Therefore V1 = V2, and (d) is proved. §

Proposition 5.56. Let (X,A, µ) be a measure space, and let p = 1 or p = 2.
Then every indicator function of a set of finite measure is in L p(X), and the
smallest closed subspace of L p(X) containing all such indicator functions is
L p(X) itself.

REMARK. Proposition 5.55d allows us to conclude from this that the the set of
simple functions built from sets of finite measure lies in both L1(X) and L2(X)
and is dense in each. It of course lies in L∞(X) as well, but it is dense in L∞(X)
if and only if µ(X) is finite.

PROOF. If E is a set of finite measure, then the equality
R
X (IE)p dµ = µ(E)

shows that IE is in L p for p = 1 and p = 2.
In the reverse direction let V be the smallest closed vector subspace of L p

containing all indicator functions of sets of finite measure. Suppose that s =P
k ck IEk is the canonical expansion of a simple function s ∏ 0 in L p and that

ck > 0. The inequalities 0 ≤ ck IEk ≤ s imply that ck IEk is in L p. Hence IEk is in
L p, and µ(Ek) is finite. Thus every nonnegative simple function in L p lies in V .
Let f ∏ 0 be in L p, and let sn be an increasing sequence of simple functions

∏ 0 with pointwise limit f . Since 0 ≤ sn ≤ f , each sn is in L p. Since | f − sn|p
has pointwise limit 0 and is dominated pointwise for every n by the integrable
function | f |p, dominated convergence gives lim

R
X | f − sn|p dµ = 0. Hence

sn tends to f in L p. Combining this conclusion with the result of the previous
paragraph, we see that every nonnegative L p function is in V . Any L p function
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is a finite linear combination of nonnegative L p functions, and hence every L p

function lies in V . §

Let us digress briefly once more from our study of L1, L2, and L∞ to obtain
two more results about general normed linear spaces. A linear function between
two normed linear spaces is often called a linear operator. A linear function
whose range space is the field of scalars is called a linear functional. The
following equivalence of properties is fundamental and is often used without
specific reference.

Proposition 5.57. Let X and Y be normed linear spaces that are both real or
both complex, and let their respective norms be k · kX and k · kY . Then the
following conditions on a linear operator L : X → Y are equivalent:

(a) L is uniformly continuous on X ,
(b) L is continuous on X ,
(c) L is continuous at 0,
(d) L is bounded in the sense that there exists a constant M such that

kL(x)kY ≤ MkxkX

for all x in X .
PROOF. If L is uniformly continuous on X , then L is certainly continuous on

X . If L is continuous on X , then L is certainly continuous at 0. Thus (a) implies
(b), and (b) implies (c).
If L is continuous at 0, find δ > 0 for ≤ = 1 such that kx − 0kX ≤ δ

implies kL(x) − L(0)kY ≤ 1. Here L(0) = 0. If a general x 6= 0 is given,
then kxkX 6= 0, and the properties of the norm give k(δ

±
kxkX )xkX = δ. Thus

kL((δ
±
kxkX )x)kY ≤ 1. By the linearity of L and the properties of the norm,

(δ
±
kxkX )kL(x)kY ≤ 1. Therefore kL(x)kY ≤ δ−1kxkX , and L is bounded with

M = δ−1. Thus (c) implies (d).
If L is bounded with constant M and if ≤ > 0 is given, let δ = ≤/M . Then

kx1 − x2kX ≤ δ implies

kL(x1) − L(x2)kY = kL(x1 − x2)kY ≤ Mkx1 − x2kX ≤ δM = ≤.

Thus (d) implies (a). §

If L : X → Y is a bounded linear operator, then the infimum of all constants
M such that kL(x)kY ≤ MkxkX for all x in X is again such a constant, and it is
called the operator norm kLk of L . Thus it in particular satisfies

kL(x)kY ≤ kLkkxkX for all x in X.
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As a consequence of the way that L and the norms in X and Y interact with scalar
multiplication, the operator norm is given by the formulas

kLk = sup
kxkX≤1

kL(x)kY = sup
kxkX=1

kL(x)kY

except in the uninteresting case X = 0. It is easy to check that the bounded linear
operators from X into Y form a vector space, and the operator norm makes this
vector space into a normed linear space that we denote by B(X,Y ). When the
domain and range are the same space X , we refer to the members of B(X, X)
as bounded linear operators on X . The normed linear space B(X, X) has a
multiplication operation given by composition.
When Y is the field of scalarsF, the spaceB(X, F) reduces to the space of con-

tinuous linear functionals on X . This is called the dual space of X and is denoted
by X∗. For example, if X = L1(µ), then every member g of L∞(µ) defines a
member x∗

g of X∗ by x∗
g( f ) =

R
f g dµ for f in L1(µ); the linear functional x∗

g
has kx∗

gk ≤ kgk∞. We shall be interested in two kinds of convergence in X∗.
One is norm convergence, in which a sequence {x∗

n } converges to an element x∗

in X∗ if kx∗
n − x∗k tends to 0. The other is weak-star convergence, in which

{x∗
n } converges to x∗ weak-star against X if limn x∗

n (x) = x∗(x) for each x in X .

Theorem 5.58 (Alaoglu’s Theorem, preliminary form). If X is a separable
normed linear space, then any sequence in X∗ that is bounded in norm has a
subsequence that converges weak-star against X .

REMARKS. In Chapter VI we shall see that L1 and L2 are separable in the case
of Lebesgue measure on R1 and in the case of many generalizations of Lebesgue
measure to N -dimensional Euclidean space.

PROOF. Let a sequence {x∗
n }

∞
n=1 be given with kx∗

nk ≤ M , and let {xk} be a
countable dense set in X . For each k, we have |x∗

n (xk)| ≤ kx∗
nkkxkk ≤ Mkxkk,

and hence the sequence {x∗
n (xk)}∞n=1 of scalars is bounded for each fixed k. By the

Bolzano–WeierstrassTheorem, {x∗
n (xk)}∞n=1 has a convergent subsequence. Since

we can pass to a convergent subsequence of any subsequence for any particular k,
we can use a diagonal process to pass to a single convergent subsequence {x∗

nl }
∞
l=1

such that liml x∗
nl (xk) exists for all k.

Now let x0 be arbitrary in X , let ≤ > 0 be given, and choose xk in the dense
set with kxk − x0k < ≤. Then

|x∗
nl (x0) − x∗

nl0 (x0)| ≤ |x∗
nl (x0 − xk)| + |x∗

nl (xk) − x∗
nl0 (xk)| + |x∗

nl0 (xk − x0)|
≤ Mkx0 − xkk + |x∗

nl (xk) − x∗
nl0 (xk)| + Mkxk − x0k

≤ 2M≤ + |x∗
nl (xk) − x∗

nl0 (xk)|.
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Thus lim sup
l,l 0→∞

|x∗
nl (x0) − x∗

nl0 (x0)| ≤ 2M≤. Since ≤ is arbitrary, we conclude that

{x∗
nl (x0)}

∞
l=1 is a Cauchy sequence of scalars. It is therefore convergent. Denote

the limit by x∗(x0), so that liml x∗
nl (x0) = x∗(x0) for all x0 in X . Since limits

respect addition and multiplication of scalars, x∗ is a linear functional on X . The
computation |x∗(x0)| = | liml x∗

nl (x0)| = liml |x∗
nl (x0)| ≤ lim supl kx∗

l kkx0k ≤
Mkx0k shows that x∗ is bounded. Hence {x∗

nl }
∞
l=1 converges to x∗ weak-star

against X . §

Now, as promised, we return to L1, L2, and L∞. The completeness asserted
in the next theorem will turn out to be one of the key advantages of Lebesgue
integration over Riemann integration.

Theorem 5.59. Let (X,A, µ) be any measure space, and let p be 1, 2,
or ∞. Any Cauchy sequence { fk} in L p has a subsequence { fkn } such that
k fkn − fkmkp ≤ Cmin{m,n} with

P
n Cn < +∞. A subsequence { fkn } with this

property is necessarily Cauchy pointwise almost everywhere. If f denotes the
almost-everywhere limit of { fnk }, then the original sequence { fk} converges to f
in L p. Consequently these three spaces L p, when regarded as metric spaces, are
complete in the sense that every Cauchy sequence converges.

REMARKS. The broad sweep of the theorem is that the spaces L1, L2, and L∞

are complete. But the detail is important, too. First of all, the detail allows us
to conclude that a sequence convergent in one of these spaces has a subsequence
that converges pointwise almost everywhere. Second of all, the detail allows us
to conclude that if a sequence of functions is convergent in L p1 and in L p2 , then
the limit functions in the two spaces are equal almost everywhere.

PROOF. Let { fn}beaCauchy sequence in L p. Inductively choose integersnk by
defining n0 = 1 and taking nk to be any integer> nk−1 such that k fm − fnkkp ≤
2−k for m ∏ nk ; we can do so since the given sequence is Cauchy. Then the
subsequence

©
fnk

™
has the property that k fnk − fnlk ≤ 2−min{k,l} for all k ∏ 1

and l ∏ 1. This proves the first conclusion of the theorem.
Now suppose that we have a sequence { fn} in L p such that k fn − fmkp ≤

Cmin{m,n} with
P

n Cn = C < +∞. We shall prove that { fn} is Cauchy pointwise
almost everywhere and that if f is its almost-everywhere limit, then fn tends to
f in L p.
First suppose that p < ∞. Let gn be the function from X to [0,+∞] given by

gn = | f1| +
nX

k=2
| fk − fk−1|, (∗)



322 V. Lebesgue Measure and Abstract Measure Theory

and define g(x) = lim gn(x) pointwise. Then

° R
X g

p
n dµ

¢1/p
= kgnkp ≤ k f1kp +

nX

k=2
k fk − fk−1kp

≤ k f1kp +
nX

k=2
Ck−1 ≤ k f1kp + C.

Bymonotone convergence, we deduce that
° R

X g
p dµ

¢1/p
= kgkp is finite. Thus

g is finite a.e., and consequently the series

∞X

k=2
| fk(x) − fk−1(x)| converges in R for a.e. x [dµ]. (∗∗)

By redefining the functions fk as 0 on a set of µ measure 0, we may assume that
the series (∗∗) converges pointwise to a limit in R for every x . Consequently the
series

∞X

k=2
( fk(x) − fk−1(x))

is absolutely convergent for all x and must be convergent for all x . The partial
sums for the series without the absolute value signs are fn(x)− f1(x), and hence
f (x) = lim fn(x) exists in R for every x . For every n,

| f − fn| ≤
∞X

k=n+1
| fk − fk−1| ≤ g, (†)

and we have seen that gp is integrable. By dominated convergence, we conclude
that limn

R
X | f − fn|p dµ =

R
X limn | f (x)− fn(x)|p dµ(x) = 0. In other words,

limn k f − fnkp = 0. Therefore fn tends to f in L p(µ).
Next suppose that p = ∞. Let { fn} be any Cauchy sequence in L∞. For each

m and n, let Emn be the subset of X where | fm − fn| > k fm − fnk∞, and put
E =

S
m,n Emn . This set has measure 0. Redefine all functions to be 0 on E .

The sequence of redefined functions is then uniformly Cauchy, hence uniformly
convergent to some function f , and then fn tends to f in L∞(X).
For any p, we have shown that the original Cauchy sequence { fn} has a

convergent subsequence { fnk } in L p. Let f be the L p limit of the subsequence.
Given ≤ > 0, choose N such that n ∏ m ∏ N implies k fn − fmkp ≤ ≤, and then
choose K such that k fnk − f kp ≤ ≤ for k ∏ K . Fix k ∏ K with nk ∏ N . Taking
m = nk , we see that k fn − f kp ≤ k fn − fnkkp + k fnk − f kp ≤ 2≤ whenever
n ∏ nk . Thus { fn} converges to f . This completes the proof of the theorem. §
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In Section 8 we introduced integration of functions with values in Rm or Cm .
The definitions of L1, L2, and L∞ may be extended to include such functions,
and we write L1(X, Cm), for example, to indicate that the functions in question
take values in Cm . In the definitions any expression | f (x)| or | f | that arises in
the definition and refers to absolute value in the scalar-valued case is now to be
understood as referring to the norm on the vector space where the functions take
their values. The vector-valued L1, L2, and L∞ spaces are further normed linear
spaces, and one readily checks that Theorem 5.59 with the above proof applies
to them because the range spaces are complete.
The triangle inequality for a pseudo normed linear space says that the norm

of the sum of two elements is less than or equal to the sum of the norms, and of
course the inequality instantly extends to a sum of any finite number of elements.
But what about an integral of elements? In the case that the linear space is one
of the precursor spaces “V ” for L1, L2, or L∞, the setting is that of functions
of two variables. One of the variables corresponds to the measure space under
study, and the other corresponds to the indexing set for the integral of the norms.
Thus we could, if we wanted, force the situation into the mold of vector-valued
functions whose values are in a space of functions. But it is not necessary to do
so, and we do not. Here is the theorem.

Theorem 5.60 (Minkowski’s inequality for integrals). Let (X,A, µ) and
(Y,B, ∫) be σ -finite measure spaces, and put p = 1, 2, or∞. If f is measurable
on X × Y , then

∞
∞
∞

Z

X
f (x, y) dµ(x)

∞
∞
∞
p,d∫(y)

≤
Z

X
k f (x, y)kp,d∫(y) dµ(x)

in the following sense: The integrand on the right side is measurable. If the
integral on the right is finite, then for almost every y [d∫] the integral on the left
is defined; when it is redefined to be 0 for the exceptional y’s, then the formula
holds.

REMARK. An extension of this theorem to values of p other than 1, 2,∞ will
be given in Chapter IX, and that result will have the same name.

PROOF. The right side of the integral formula is unchanged if we replace f by
| f |, and thus we may assume that f ∏ 0 without loss of generality. If p = 1,
then the formula for f ∏ 0 reads

R
Y

h R
X f (x, y) dµ(x)

i
d∫(y)

?
≤

R
X

h R
Y f (x, y) d∫(y)

i
dµ(x).

In fact, equality holds, and the result just amounts to Fubini’s Theorem (Theorem
5.47).
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Let p = 2. We have
k f (x, y)k22,d∫(y) =

Z

Y
| f (x, y)|2 d∫(y),

and this is measurable by Fubini’s Theorem. Hence k f (x, y)k2,d∫(y) is measur-
able. The idea for proving the inequality in the statement of the theorem is to
imitate the argument that derives the triangle inequality for L2 from the Schwarz
inequality. That earlier argument is

kg + hk22 = kgk22 + 2Re(g, h) + khk22 ≤ kgk22 + 2kgk2khk2 + khk22.

The adapted argument is
∞
∞ R

X f (x, y) dµ(x)
∞
∞2
2,d∫(y)=

R
Y

R
x∈X f (x, y) dµ(x)

R
x 0∈X f (x 0, y) dµ(x 0) d∫(y)

=
R
X×X

£ R
Y f (x, y) f (x 0, y)d∫(y)

§
dµ(x) dµ(x 0)

≤
R
X×X k f (x, y)k2,d∫(y)k f (x

0, y)k2,d∫(y) dµ(x) dµ(x 0)

=
£ R

X k f (x, y)k2,d∫(y) dµ(x)
§2

,

the second and third lines following from Fubini’s Theorem and the Schwarz
inequality.
Let p = ∞. This is the hard case of the proof. We proceed in three steps. The

first step is to prove the asserted measurability of k f (x, y)k∞,d∫(y), and we do so
byfirst handling simple functions and then passing to the limit. If s =

PN
n=1 cn IEn

is the canonical expansion of a simple function s ∏ 0 on X × Y and if x is fixed,
thenks(x, y)k∞,d∫(y) = max

©
cn

Ø
Ø∫((En)x) > 0

™
. In otherwords, if kn is the indi-

cator function of the set
©
x ∈ X

Ø
Ø ∫((En)x) > 0

™
, then s = max{c1k1, . . . , cNkN }.

Each functioncnkn ismeasurablebyLemma5.44, and thepointwisemaximum s is
measurablebyCorollary5.9. Returning to our function f ∏ 0,weuseProposition
5.11 to choose an increasing sequence {sn} of nonnegative simple functions with
pointwise limit f . We prove that ksn(x, y)k∞,d∫(y) increases to k f (x, y)k∞,d∫(y)
for each x , and then themeasurability follows fromCorollary5.10. Since x is fixed
in this step, let us drop it and consider an increasing sequence {sn} of nonnegative
measurable functions on Y with limit f on Y ; we are to show that k f k∞ =
lim ksnk∞. The numbers ksnk∞ are monotone increasing and are≤ k f k∞. Thus
lim ksnk∞ ≤ k f k∞. Arguing by contradiction, suppose that equality fails and
that lim ksnk∞ ≤ M < M+≤ < k f k∞. Then

©
y
Ø
Ø sn(y) ∏ M+≤

™
hasmeasure 0

for every n, and so does
S

n
©
y
Ø
Ø sn(y) ∏ M + ≤

™
, by complete additivity. On

the other hand,
©
y
Ø
Ø f (y) > M + ≤

™
is a subset of this union, and it has positive

measure since M + ≤ < k f k∞. Thus we have a contradiction and conclude that
lim ksnk∞ = k f k∞. Consequently k f (x, y)k∞,d∫(y) is measurable, as asserted.
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The second step is to prove that any measurable function F ∏ 0 on Y has
kFk∞ = supg

Ø
Ø R

Y Fg d∫
Ø
Ø, where the supremum is taken over all g ∏ 0 with

kgk1 ≤ 1. Certainly any such g has
Ø
Ø R

Y Fg d∫
Ø
Ø ≤ kFk∞

R
Y g d∫ ≤ kFk∞,

and therefore supg
Ø
Ø R

Y Fg d∫
Ø
Ø ≤ kFk∞. For the reverse inequality, let IE be the

indicator function of a set of finite positivemeasure, and put g = ∫(E)−1 IE . ThenR
Y Fg d∫ = ∫(E)−1

R
E F d∫ ∏ infE(F). If m is less than kFk∞, then the set E

where F is ∏ m has positive measure, and the inequality reads m ≤
R
Y Fg d∫

for the associated g. Hence m ≤ supg
R
Y Fg d∫. Taking the supremum of such

m’s, we obtain kFk∞ ≤ supg
Ø
Ø R

Y Fg d∫
Ø
Ø, and the reverse inequality is proved.

The third step is to use the previous two steps to prove the inequality in the
statement of the theorem for f ∏ 0. Let g be any nonnegative function on Y withR
Y g d∫ ≤ 1. Then Fubini’s Theorem, the result of the first step above, and the
result in the easy direction of the second step above give

R
Y g(y)

£ R
X f (x, y) dµ(x)

§
d∫(y) =

R
X

£ R
Y f (x, y)g(y) d∫(y)

§
dµ(x)

≤
R
X

£
k f (x, y)k∞,d∫(y)

§
dµ(x).

Taking the supremum over g and using the result in the hard direction of the
second step, we obtain the inequality in the statement of the theorem. §

10. Arc Length and Lebesgue Integration

Section III.11 took up the topic of arc length for simple arcs ∞ : [a, b] → Rn .
For any partition P = {tj }mj=0 of [a, b], we wrote `(∞ (P)) for the sum of the
lengths of the line segments connecting the consecutive points ∞ (tj ), namely
`(∞ (P)) =

Pm
j=1 |∞ (tj ) − ∞ (tj−1)|, and we defined

`(∞ ) = sup
P

`(∞ (P)),

the supremum being taken over all partitions P of [a, b]. We called ∞ rectifiable
if `(∞ ) is finite.
In practice the simple arcs of most interest are the ones for which ∞ is of class

C1 on (a, b). We saw in Section III.11 on the one hand that not every simple arc
of this kind is rectifiable but that the simple arcs of this kind with |∞ 0| bounded are
indeed rectifiable. We saw on the other hand that the theory omits vital examples
if we consider only simple arcs in this class for which |∞ 0| is bounded.
To handle this gap, we studied those simple arcs that are “tamely behaved” in

the sense of being of class C1 on (a, b) and having the property that near each
endpoint, each entry of ∞ 0 is either bounded below or bounded above. These arcs
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were sufficient for our purposes. They were all rectifiable, and we derived the
formula

`(∞ ) = lim
a0↓a, b0↑b,
a<a0<b0<b

Z b0

a0
|∞ 0(t)| dt.

Armed with Lebesgue integration, we can sort out these matters and see exactly
which simple arcs under study were rectifiable. The answer is as follows.

Proposition 5.61. A simple arc ∞ : ∞ : [a, b] → Rn that is of class C1 on
(a, b) is rectifiable if and only is |∞ 0| is Lebesgue integrable on [a, b] with respect
to Lebesgue measure m, and then

`(∞ ) =
Z

[a,b]
|∞ 0| dm.

PROOF. Whenever a < a0 < b0 < b, Theorem3.42 andExample 3 of Section 2
show that

`(∞[a0,b0]) =
R b0

a0 |∞ 0(t)| dt =
R
[a0,b0) |∞ 0| dm.

Since the Lebesgue integral is a completely additive set function (Theorem 3.19)
and since the one-point sets {a} and {b} have Lebesgue measure 0, we obtain

lima0↓a, b0↑b,
a<a0<b0<b

`(∞[a0,b0]) =
R
(a,b) |∞ 0| dm =

R
[a,b] |∞

0| dm.

Proposition 3.38 shows that the limit on the left side equals `(∞ ) if ∞ is rec-
tifiable, i.e., if `(∞ ) < ∞, and the proof will be complete if we show thatR
[a,b] |∞

0| dm = ∞ when `(∞ ) = ∞.
Arguing by contradiction, suppose that `(∞ ) = ∞ and that

R
[a,b] |∞

0| dm =
C < ∞. Let M be an upper bound for |∞ (t)| for a ≤ t ≤ b. Because `(∞ ) = ∞,
we can choose a partition P with `(∞ (P)) ∏ C + 4M + 1, say P = {tj }mj=0.
Without loss of generality, we may assume that the points tj are distinct. Put
a0 = t1 and b0 = tm−1. Then we have

`(∞ (P)) = |∞ (a0) − ∞ (a)| +
m−1P

j=2
|∞ (tj ) − ∞ (tj−1)| + |∞ (b) − ∞ (b0)|.

The first and third terms on the right side are each ≤ 2M , and the middle term is
∞[a0,b0](P 0) for the partition P 0 = {tj }m−1

j=1 of [a0, b0]. Thus

C + 4M + 1 ≤ `(∞ (P)) ≤ 4M + `(∞[a0,b0](P 0) ≤ 4M + `(∞[a0,b0]).

The formula of the proposition has been proved for ∞[a0,b0], and thus C + 1 ≤
`(∞[a0,b0]) =

R
[a0,b0] |∞

0| dm ≤
R
[a,b] |∞ | dm = C . Since C has been assumed

finite, this inequality is a contradiction, and the result follows. §
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Corollary 5.62. If a simple arc ∞ : [a, b] → Rn with ∞ of class C1 on (a, b)
is tamely behaved, then |∞ 0| is integrable on [a, b].
PROOF. This is immediate from Theorem 3.42 and Proposition 5.61. §

REMARK. It is instructive to verify Corollary 5.62 by direct calculation. We
omit the details.

11. Problems

1. Let X be a finite set of n > 0 elements.
(a) If A is an algebra of subsets, what are the possible numbers of sets in A?
(b) Show that symmetric difference A1 B = (A− B) ∪ (B − A) is an abelian

group operation on the set of all subsets of X and that every nontrivial
element has order 2.

(c) If B is a class of subsets containing ∅ and X and closed under symmetric
difference, what are the possible numbers of sets in B?

(d) Prove or disprove: The class of sets in (c) is necessarily an algebra of sets.
(e) Show that intersection and symmetric difference satisfy the distributive law

A ∩ (B1C) = (A ∩ B)1 (A ∩ C).
2. Exhibit a completely additive set function ρ on a σ -algebra and two sets A and

B such that ρ(A) < 0 and ρ(B) < 0 but ρ(A ∪ B) > 0.
3. Let {En} be a sequence of subsets of X , and put

A =
∞\

n=1

∞[

k=n
Ek and B =

∞[

n=1

∞\

k=n
Ek .

Prove that the indicator functions of Ek , A, and B satisfy
IA = lim sup

n
IEn and IB = lim inf

n
IEn .

4. Suppose that µ is a finite measure defined on a σ -algebra and {En} is a sequence
of measurable sets with

∞\

n=1

∞[

k=n
Ek =

∞[

n=1

∞\

k=n
Ek .

Call the set on the two sides of this equation E . Prove that limn µ(En) exists and
equals µ(E).

5. Let X be the set of rational numbers, and let R be the ring of all finite disjoint
unions of bounded intervals in X , with or without endpoints. For each set E in
R, let µ(E) be its length.
(a) Show that µ is nonnegative additive.
(b) Show that µ is not completely additive.
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6. Prove that if E is a Lebesgue measurable subset of [0, 1] of Lebesgue measure 0,
then the complement of E is dense in [0, 1].

7. Let µ be a measure defined on a σ -algebra. Prove that if the complement of
every set of measure +∞ is of finite measure, then supµ(A)<+∞ µ(A) is finite
and there is a set B with µ(B) = supµ(A)<+∞ µ(A).

8. If f is a measurable function, prove that f −1(E) is measurable whenever E is a
Borel subset of the real line.

9. For the measure space (X,A, µ) in which X is the positive integers, A consists
of all subsets of X , and µ is the counting measure, the theory of Lebesgue
integration becomes a theory of infinite series. Restate Fatou’s Lemma and the
Dominated Convergence Theorem in this context.

10. Suppose on a finitemeasure space that { fn} is a sequence of real-valued integrable
functions tending uniformly to f . Prove that limn

R
X fn dµ =

R
X f dµ.

11. This problem involves aCantor setC in [0, 1] built using fractions rn as in Section
II.9.
(a) Show that C has Lebesgue measure

Q∞
n=1 (1− rn).

(b) Prove that the indicator function IC is discontinuous at every point of C
and only there. Thus the set of discontinuities of IC is not of measure 0 ifQ∞

n=1 (1− rn) > 0.
(c) Show that if the result of redefining IC on a set of Lebesgue measure 0 is a

function f , then the only possible points of continuity of f are those where
f is 0.

(d) Conclude that there exists a boundedLebesguemeasurable function on [0, 1]
that is not Riemann integrable and cannot be redefined on a set of measure 0
so as to be Riemann integrable.

12. Let (X,A, µ) be any measure space, and let (X,A, µ) be its completion. Prove
that if f is a function measurable with respect to A, then f can be redefined on
a set of µ-measure 0 so as to be measurable with respect to A.

13. Let X be an uncountable set, and let A be the set of all countable subsets of X
and their complements. Prove that the diagonal

©
(x, x)

Ø
Ø x ∈ X

™
is not a member

of the σ -algebra A × A, the smallest σ -algebra containing all rectangles with
sides in A.

14. Let (R1,B,m) be the real line with Lebesgue measure on the Borel sets, and let
(X,A, µ) be a σ -finite measure space. If f ∏ 0 is a measurable function on X ,
prove that the “region under the graph of f ,” defined by

R =
©
(x, y)

Ø
Ø 0 ≤ y < f (x)

™
,

is a measurable subset of X × R1 and that its measure relative to µ × m isR
X f (x) dµ(x).
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15. LetA be a σ -algebra of subsets of a nonempty set X , let F : Cn1 ×· · ·×Cnk →
CN be continuous, and let f j : X → Cnj be measurable with respect to A for
1 ≤ j ≤ k. Prove that x 7→ F( f1(x), . . . , fk(x)) is measurable with respect
to A.

16. This problem complements the proof in Theorem 5.59 that L1 is a complete
metric space. For n ∏ 1, suppose that 0 < an < 1 and

P∞
n=1 an = +∞. Find

a measure space (X,A, µ) and a sequence of functions fn with k fnk1 = an and
{ fn(x)} convergent for no x .

17. (Egoroff’s Theorem) Let (X,A, µ) be a finite measure space. Suppose that
fn and f are measurable functions with values in R such that lim fn(x) = f (x)
pointwise. The objective of this problem is to prove that lim fn = f “almost
uniformly.” By considering the sets

EMN =
©
x ∈ X

Ø
Ø | fn(x) − f (x)| < 1/M for n ∏ N

™

for M fixed and N varying, prove that if ≤ > 0 is given, then there exists a
measurable subset E of X withµ(E) < ≤ such that lim fn(x) = f (x) uniformly
for x in Ec.

18. (a) Derive the Dominated Convergence Theorem for a space of finite measure
from Egoroff’s Theorem (Problem 17) and Corollary 5.24.

(b) Derive the Dominated Convergence Theorem for a space of infinite measure
from the Dominated Convergence Theorem for a space of finite measure.

Problems 19–21 use Egoroff’s Theorem (Problem 17) to show how close pointwise
convergence is to L1 convergence on a measure space (X,A, µ) of finite measure.
Theorem 5.59 shows that if a sequence converges in L1(X), then a subsequence
converges almost everywhere. These problems address the converse direction in a
way different from Problem 16. Suppose that fn and f are integrable functions with
values in R such that lim fn(x) = f (x) pointwise.
19. Suppose that fn ∏ 0 for all n and that lim

R
X fn dµ =

R
X f dµ. Prove that

limn
R
E fn dµ =

R
E f dµ for every measurable set E .

20. Suppose that fn ∏ 0 for all n and that lim
R
X fn dµ =

R
X f dµ. Use the previous

problem and Egoroff’s Theorem to prove that lim
R
X | fn − f | dµ = 0.

21. A sequence {gn} of nonnegative integrable functions is called uniformly
integrable if for any ≤ > 0, there is an N such that

R
{x | fn(x)∏N } gn dµ < ≤

for all n. Suppose that the members of the given convergent sequence { fn} are
nonnegative. UsingEgoroff’s Theorem in one direction and the previous problem
in the converse direction, prove that limn

R
X fn dµ =

R
X f dµ if and only if the

fn are uniformly integrable.
Problems 22–24 concern the extension of measures beyond what is given in Theorem
5.5 and Proposition 5.37. Let µ be a finite measure on a σ -algebra A of subsets of
X , and define µ∗ and µ∗ on all subsets of X as in Lemma 5.32 and immediately
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after it. Let E be a subset of X that is not in A, and let B be the smallest σ -algebra
containing E and the members of A.
22. Show that there exist two sets K and U in A such that K ⊆ E ⊆ U , µ∗(E) =

µ(K ), and µ∗(E) = µ(U). Show that K and U have the further properties that
Uc ⊆ Ec ⊆ Kc, µ∗(Ec) = µ(Uc), and µ∗(Ec) = µ(Kc).

23. Show that the setsK andU of thepreviousproblemsatisfyµ∗(A∩E) = µ(A∩K )

and µ∗(A ∩ E) = µ(A ∩U) for every A in A.
24. Fix t in [0, 1]. Show that the set function σ defined for A and B in A by

σ [(A ∩ E) ∪ (B ∩ Ec)]
= tµ∗(A ∩ E) + (1− t)µ∗(A ∩ E) + tµ∗(B ∩ Ec) + (1− t)µ∗(B ∩ Ec)

is defined on all of B, is a measure, agrees with µ on A, and assigns measure
tµ∗(E) + (1− t)µ∗(E) to the set E .

Problems 25–33 concern a construction by “transfinite induction” of all sets in the
smallest σ -algebra containing an algebra of sets. In particular, it describes how to
obtain all Borel sets of the interval [0, 1] of the line from the elementary sets in that
interval. Later problems in the set apply the construction in various ways. This set of
problems makes use of partial orderings as described in Section A9 of Appendix A,
but they do not use Zorn’s Lemma. The set of countable ordinals is an uncountable
partially ordered set ƒ, under a partial ordering ≤, with the following properties:

(i) ƒ has the property that x ≤ y and y ≤ x together imply x = y,
(ii) ƒ is “totally ordered” in the sense that any x and y in the set have either

x ≤ y or y ≤ x ,
(iii) ƒ is “well ordered” in the sense that any nonempty subset has a least element,
(iv) for any x in ƒ, the set of elements ≤ x is at most countable.

Take as known that such a set ƒ exists.

25. Prove that any countable subset of ƒ has a least upper bound.
26. This problem asks for a proof of the validity of transfinite induction as applied

toƒ. Let 1 be the least element ofƒ, and let “<” mean “≤ but not=.” Suppose
that some p(ω) is specified for each ω in ƒ. Suppose further that p(1) is true
and that if for each ω > 1, p(ω0) is true for all ω0 < ω, then p(ω) is true. Prove
that p(ω) is true for all ω in ƒ.

27. Let X be a nonempty set, let A be an algebra of subsets of X , and let B be the
smallest σ -algebra containing A. This problem uses ƒ to describe “construc-
tively” B in terms of A. We define by transfinite induction two successively
larger classes of sets Uα and Kα for each countable ordinal α ∏ 1. Let U1 be
the set of all countable increasing unions of members of A, let Kα for α ∏ 1 be
the set of all countable decreasing intersections of members of Uα , and let Uα

for α > 1 be the set of all countable increasing unions of members of previous
Kβ ’s.
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(a) Prove at each stage α that Uα andKα are both closed under finite unions and
finite intersections.

(b) Prove that B is the union of all Kα for α in ƒ.
28. For the case that ∫(X) < +∞, prove the uniqueness half of the Extension

Theorem (Theorem 5.5) by using the transfinite construction of Problem 27.
[Educationalnote: It is not knownhow toprove the existencehalf of theExtension
Theorem in this “constructive” way.]

29. Prove theMonotoneClass Lemma (Lemma5.43) bymaking use of the transfinite
construction of Problem 27.

30. Devise a transfinite construction of all finite-valued Borel measurable functions
on R1 that starts from continuous functions and alternately allows pointwise
increasing limits and pointwise decreasing limits. The construction is to be in
the spirit of Problem 27. Show that all finite-valued Borel measurable functions
are obtained in this way if the indexing is done with ƒ.

31. This problem“counts” the number ofBorel sets of the real line, usingProblem27.
It uses the material on cardinality in Section A10 of Appendix A.
(a) Prove that

(i) ƒ has the same cardinality as some subset of R,
(ii) the set of all sequences of members of R has the same cardinality

as R,
(iii) if A ⊆ B ⊆ C and if A and C have the same cardinality as R, then

so does B,
(iv) if a set A has the same cardinality as R and if for each α in A, Bα

is a set with the same cardinality as R, then
S

α∈A Bα has the same
cardinality as R.

(b) Deduce that the set of all Borel sets ofR has the same cardinality asR itself.
32. The standard Cantor set C in [0, 1], built using fractions rn = 1/3 as in Section

II.9, is a Borel set of Lebesgue measure 0 by Problem 11. Prove that C has the
same cardinality as R. Conclude that the cardinality of the set of all Lebesgue
measurable sets equals the cardinality of the set of all subsets ofR. [Educational
note: From this andProblem31 it follows that there exists a Lebesguemeasurable
set in [0, 1] that is not a Borel set.]

33. For the standard Cantor set C as in the previous problem, show that the indicator
function IC 0 of any subset C 0 of C is continuous on Cc. Conclude that the cardi-
nality of the set of Riemann integrable functions on [0, 1] equals the cardinality
of the set of all subsets of R. [Educational note: From this and Problems 30–31,
it follows that there exists a Riemann integrable function on [0, 1] that is not
Borel measurable.]

Problems 34–41 showhow to produce nontrivial nonnegative additive set functions on
the set of all subsets of an infinite set fromZorn’s Lemma (SectionA9ofAppendixA).
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A filter F on a nonempty set X is a nonempty class of subsets of X such that
(i) if E is in F and F ⊇ E , then F is in F, i.e., F is closed under the operation

of forming supersets,
(ii) if E and F are in F, so is E ∩ F ,
(iii) ∅ is not in F.

An ultrafilter is a filter that is not properly contained in any larger filter.
34. Verify the following:

(a) {X} is a filter.
(b) Any filter is closed under finite intersections.
(c) A one-point set and all of its supersets form an ultrafilter. (Such an ultrafilter

is called a trivial ultrafilter.)
(d) If X is infinite, then the set F of all subsets whose complements are finite

sets is a filter.
35. Use Zorn’s Lemma to show that every filter is contained in some ultrafilter.
36. Show that if C is a nonempty class of subsets of X , then there is a filter containing

C if and only if no finite intersection of members of C is empty.
37. Prove that a filter F is an ultrafilter if and only if A ∪ B in F implies that either

A is in F or B is in F.
38. Prove that a filter F is an ultrafilter if and only if for every A ⊆ X , either A is in

F or Ac is in F.
39. Prove that the nonzero additive set functions defined on the set of all subsets

of a set X and having image {0, 1} stand in one-one correspondence with the
ultrafilters on X , the correspondence being that the sets in the ultrafilter are
exactly the sets on which the set function is 1. Prove that the set function is
a measure if and only if the corresponding ultrafilter is closed under countable
intersections.

40. Let X be any infinite set. Prove that X has a nontrivial ultrafilter, hence that X
has a nonnegative additive set function µ that assumes only the values 0 and 1
and is not a point mass.

41. Prove that the setZ+ of positive integers has no nontrivial ultrafilter closed under
countable intersections, i.e., that the set function µ in the previous problem is
not a measure.

Problems 42–43 concern a theory of integration in which complete additivity is
dropped as an assumption. An example is given in Problems 39–41 of a nonnegative
additive set function on the set of all subsets of an infinite set that is not completely
additive. For the present set of problems, let X be a nonempty set, let A be a
σ -algebra of subsets, and let µ be a nonnegative additive set function onA such that
µ(X) < +∞. Imagine an integration theory for

R
E f dµ with the definitions just

as in the case that µ is a measure. All the properties of the integral proved in the
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text before the Monotone Convergence Theorem would still be valid, except that the
integral

R
E f dµ as a function of E would be merely additive, rather than completely

additive, and hence we would have to drop Corollary 5.24 and the converse half of
Corollary 5.23.
42. Let f be∏ 0, and let sn be the standard pointwise increasing sequence of simple

functions with limit f , as in Proposition 5.11. Show that the convergence of sn
to f is uniform if f is bounded.

43. Use the result of the previous problem to show in this theory that
R
E ( f +g) dµ =R

E f dµ +
R
E g dµ if f and g are bounded and measurable.



CHAPTER VI

Measure Theory for Euclidean Space

Abstract. This chapter mines some of the powerful consequences of the basic measure theory in
Chapter V.
Sections 1–3 establish properties of Lebesgue measure and other Borel measures on Euclidean

space and on open subsets of Euclidean space. The main general property is the regularity of all
such measures—that the measure of any Borel set can be approximated by the measure of compact
sets from within and open sets from without. Lebesgue measure in all of Euclidean space has an
additional property, translation invariance, which allows for the notion of the convolution of two
functions. Convolution gives a kind of moving average of the translates of one function weighted
by the other function. Convolution with the dilates of a fixed integrable function provides a handy
kind of approximate identity.
Section 4 gives the final form of the comparison of the Riemann and Lebesgue integrals, a

preliminary form having been given in Chapter III.
Section 5 gives the final form of the change-of-variables theorem for integration, starting from

the preliminary form of the theorem in Chapter III and taking advantage of the ease with which
limits can be handled by the Lebesgue integral. Sard’s Theorem allows one to disregard sets of
lower dimension in establishing such changes of variables, thereby giving results in their expected
form rather than in a form dictated by technicalities.
Section 6 concerns the Hardy–Littlewood Maximal Theorem in N dimensions. In dimension 1,

this theorem implies that the derivative of a 1-dimensionalLebesgue integralwith respect toLebesgue
measure recovers the integrand almost everywhere. The theorem in the general case implies that
certain averagesof a functionover small sets about apoint tend to the functionalmost everywhere. But
the theorem can be regarded as saying also that a particular approximate identity formed by dilations
applies to problems of almost-everywhere convergence, as well as to problems of norm convergence
and uniform convergence. A corollary of the theorem is that many approximate identities formed
by dilations yield almost-everywhere convergence theorems.
Section 7 redevelops the beginnings of the subject of Fourier series using the Lebesgue integral,

the theory having been developed with the Riemann integral in Section I.10. With the Lebesgue
integral and its accompanying tools, Fourier series are meaningful for more functions than before,
Dini’s test applies even to a wider class of Riemann integrable functions than before, and Fejér’s
Theorem and Parseval’s Theorem become easier and more general than before. A completely new
resultwith theLebesgue integral is theRiesz–FischerTheorem,whichcharacterizes the trigonometric
series that are Fourier series of square-integrable functions.
Sections 8–10 deal with Stieltjes measures, which are Borel measures on the line, and their

application to Fourier series. Such measures are characterized in terms of a class of monotone
functions on the line, and they lead to a handy generalization of the integration-by-parts formula.
This formula allowsone to bound the size of theFourier coefficients of functionsof boundedvariation,
which are differences of monotone functions. In combination with earlier results, this bound yields

334
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the Dirichlet–Jordan Theorem, which says that the Fourier series of a function of bounded variation
converges pointwise everywhere, the convergence being uniform on any compact set on which the
function is continuous. Section 10 is a short section on computation of integrals.

1. Lebesgue Measure and Other Borel Measures

Lebesgue measure on R1 was constructed in Section V.1 on the ring of
“elementary” sets—the finite disjoint unions of bounded intervals—and extended
from there to the σ -algebra of Borel sets by the Extension Theorem (Theorem
5.5), which was proved in Section V.5. Fubini’s Theorem (Theorem 5.47) would
have allowed us to build Lebesgue measure in RN as an iterated product of
1-dimensional Lebesgue measure, but we postponed the construction in RN

until the present chapter in order to show that it can be carried out in a fashion
independent of how we group 1-dimensional factors.
The Borel sets of R1 are, by definition, the sets in the smallest σ -algebra

containing the elementary sets, and we saw readily that every set that is open
or compact is a Borel set. We write B1 for this σ -algebra. In fact, B1 may
be described as the smallest σ -algebra containing the open sets of R1 or as the
smallest σ -algebra containing the compact sets. The reason that the open sets
generate B1 is that every open interval is an open set, and every interval is a
countable intersection of open intervals. Similarly the compact sets generate B1
because every closed bounded interval is a compact set, and every interval is the
countable union of closed bounded intervals.
Now let us turn our attention toRN . We have already used theword “rectangle”

in two different senses in connection with integration—in Chapter III to mean an
N -fold product along coordinate directions of open or closed bounded intervals,
and in Chapter V to mean a product of measurable sets. For clarity let us refer to
any product of bounded intervals as a geometric rectangle and to any product of
measurable sets as an abstract rectangle or an abstract rectangle in the sense of
Fubini’s Theorem. In RN , every geometric rectangle under our definition is an
abstract rectangle, but not conversely.
Define the Borel sets of RN to be the members of the smallest σ -algebra BN

containing all compact sets in RN . It is equivalent to let BN be the smallest
σ -algebra containing all open sets. In fact, every open geometric rectangle is the
countable union of compact geometric rectangles, and every open set in turn is
the countable union of open geometric rectangles; thus the open sets are in the
smallest σ -algebra containing the compact sets. In the reverse direction every
closed set is the complement of an open set, and every compact set is closed; thus
the compact sets are in the smallest σ -algebra containing the open sets.
Functions onRN measurable with respect to BN are called Borel measurable

functions or Borel functions. Any continuous real-valued function f on RN
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is Borel measurable because the inverse image f −1((c,+∞]) of the open set
(c,+∞] has to be open and therefore has to be a Borel set.

Proposition 6.1. If m and n are integers ∏ 1, then Bm × Bn = Bm+n within
the product set Rm × Rn = Rm+n .

PROOF. If U is open is Rm and V is open in Rn , thenU × V is open in Rm+n ,
and it follows that Bm × Bn ⊆ Bm+n . For the reverse inclusion, let W be open
in Rm+n . Then W is the countable union of open geometric rectangles, and each
of these is of the form U × V with U open in Rm and V open in Rn . Since
each such U × V is in Bm × Bn , so is W . Thus we obtain the reverse inclusion
Bm+n ⊆ Bm × Bn . §

Lebesgue measure on RN will, at least initially, be a measure defined on the
σ -algebraBN . Proposition 6.1 tells us that the σ -algebra on which the measure is
to be defined is independentof the groupingof variables used inFubini’s Theorem.
It will be quite believable that different constructions of Lebesgue measure by
using different iterated product decompositions of RN , such as (R1 × R1) × R1
andR1× (R1×R1), will lead to the samemeasure, but we shall give two abstract
characterizations of the result that will ensure uniqueness without any act of
faith. These characterizations will take some moments to establish, but we shall
obtain useful additional results along the way. The procedure will be to state the
constructions of the measure via Fubini’s Theorem, then to consider a wider class
of measures on BN known as the “Borel measures,” and finally to establish the
two characterizations of Lebesgue measure among all Borel measures on RN .
It is customary to write dx in place of dm(x) for Lebesguemeasure onR1, and

we shall do so except when there is some special need for the symbolm. Then the
notation for the measure normally becomes an expression like dx or dy instead
of m. To construct Lebesgue measure dx on RN , we can proceed inductively,
adding one variable at a time. Fubini’s Theoremallows us to construct the product
of Lebesgue measure on RN−1 and Lebesgue measure on R1, and Proposition
6.1 shows that the result is defined on the Borel sets of RN . Let us take this
particular construction as an inductive definition of Lebesgue measure on RN .
It is apparent from the construction that the measure of a geometric rectangle is
the product of the lengths of the sides.
Alternatively, we could construct Lebesgue measure on RN inductively by

grouping RN as some other Rm × RN−m and using the product measure from
versions of the Lebesgue measures on Rm and RN−m . Again the result has the
property that the measure of a geometric rectangle is the product of the lengths of
the sides. It is believable that this condition determines completely the measure
on RN , and we shall give a proof of this uniqueness shortly.
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A Borel measure on RN is a measure on the σ -algebra BN of Borel sets of
RN that is finite on every compact set. A key property of Borel measures on RN

is their regularity as expressed in Theorem 6.2 below. The theorem makes use of
two simple properties of RN :

(i) there exists a sequence {Fn}∞n=1 of compact sets with union the whole
space such that Fn ⊆ Fo

n+1 for all n,
(ii) for any compact set K , there exists a decreasing sequence of open sets

Un with compact closure such that
T∞

n=1Un = K .
For (i), we can take Fn to be the closed ball of radius n centered at the origin.
For (ii), we can take Un =

©
x

Ø
Ø D(x, K ) < 1/n

™
if K 6= ∅, and we can take all

Un = ∅ if K = ∅.

Theorem 6.2. Every Borel measure µ on RN is regular in the sense that the
value of µ on any Borel set E is given by

µ(E) = sup
K⊆E,

K compact

µ(K ) = inf
U⊇E,
U open

µ(U).

REMARK. This conclusion is new for us even for R1. Although regularity of
1-dimensional Lebesgue measure was introduced before Proposition 5.4, it was
established only for the elementary sets at that time.

PROOF. We shall begin by showing for each Borel set E and for any ≤ > 0 that

there exist closed C and open U such that
C ⊆ E ⊆ U and µ(U − C) < ≤. (∗)

Let A be the set of Borel sets E for which (∗) holds for all ≤ > 0.
If E is compact, then we can take C = E and U = Un as in (ii) for a suitable

n in order to prove (∗); Corollary 5.3 gives us limn µ(Un − C) = 0, since the
compact closure ofUn forcesµ(U1) to be finite. ThereforeA contains all compact
sets.
To see that A is closed under complements, suppose E is in A. Let ≤ > 0

be given and choose, by (∗) for E , a closed set C and an open set U such that
C ⊆ E ⊆ U and µ(U −C) < ≤. Taking complements, we have Uc ⊆ Ec ⊆ Cc

and µ(Cc −Uc) = µ(U − C) < ≤. Thus Ec is in A.
Let us see that A is closed under finite unions. Suppose that E1 and E2 are

in A. Let ≤ > 0 be given and choose, by (∗) for E1 and E2, two closed sets C1
and C2 and two open sets U1 and U2 such that C1 ⊆ E1 ⊆ U1, µ(U1 −C1) < ≤,
C2 ⊆ E2 ⊆ U2, and µ(U2 − C2) < ≤. Then C1 ∪ C2 ⊆ E1 ∪ E2 ⊆ U1 ∪ U2
and µ((U1 ∪U2) − (C1 ∪ C2)) ≤ µ(U1 − C1) + µ(U2 − C2) < 2≤. Since ≤ is
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arbitrary, E1 ∪ E2 is in A. Hence A is closed under finite unions, and A is an
algebra of sets.
The proof that A is closed under countable unions takes two steps. For the

first step we let a sequence of sets En in A be given with union E , and first
assume that all En lie in one of the sets FM in (i) above. Let ≤ > 0 be given
and choose, by (∗) for each En , closed sets Cn and open sets Un such that Cn ⊆
En ⊆ Un and µ(Un − Cn) < ≤/2n . Possibly by intersecting Un with Fo

M+1, we
may assume that all Un lie in the compact set FM+1. Set U =

S∞
n=1Un and

C =
S∞

n=1 Cn . Then C ⊆ E ⊆ U with U open but C not necessarily closed.
Nevertheless, we have U − C ⊆

S∞
n=1 (Un − Cn), and Proposition 5.1g gives

µ(U − C) ≤
P∞

n=1 µ(Un − Cn) < ≤. The sets Sm = U −
Sm

n=1 Cn form a
decreasing sequence within FM+1 with intersection U − C . Since µ(FM+1) is
finite, Corollary 5.3 shows that µ(Sm) decreases to µ(U − C), which is < ≤.
Thus there is some m = m0 with µ(Sm0) < ≤. The set C 0 =

Sm0
n=1 Cn is closed,

and we have C 0 ⊆ E ⊆ U and µ(U − C 0) = µ(Sm0) < ≤. Therefore E is in A.
For the second step we let the sets En be general members of A. Since A is

an algebra, En ∩ (Fm+1 − Fm) is inA for every n and m. Applying the previous
step, we see that E 0

m = E ∩ (Fm+1 − Fm) is inA for every m. The sets E 0
m have

union E , and E 0
m is contained in Fm+1− Fn . Changing notation, we may assume

that the given sets En all have En ⊆ Fn+1 − Fn . If ≤ > 0 is given, construct Un
open andCn closed as in the previous paragraph except thatUn is not constrained
to lie in a particular FM . Again let U =

S∞
n=1Un and C =

S∞
n=1 Cn , so that

C ⊆ E ⊆ U and µ(U − C) < ≤. The set U is open, and this time we can prove
that the set C is closed. In fact, let {xk} be a sequence in C convergent to some
limit point x0. The point x0 is in some FM since the sets FM have union the whole
space. Since FM ⊆ Fo

M+1 and F
o
M+1 is open, the sequence is eventually in F0M+1.

The inclusionCn ⊆ En ⊆ Fn+1− Fn shows thatCn ∩ FM+1 = ∅ for n ∏ M+1.
Thus no term of the sequence after some point lies in CM+1,CM+2, . . . , i.e., all
the terms of the sequence after some point lie in

SM
n=1 Cn . This is a closed set,

and the limit x0 must lie in it. Therefore x0 lies inC , andC is closed. This proves
that E is in A. Hence A is a σ -algebra and must contain all Borel sets.
From (∗) for all Borel sets, it follows that every Borel set E satisfies

µ(E) = sup
C⊆E,
C closed

µ(C) = inf
U⊇E,
U open

µ(U). (∗∗)

Proposition 5.2 shows that the sets Fn of (i) have the property that µ(C) =
supµ(C∩Fn) for everyBorel setC . WhenC is closed, the setsC∩Fn are compact,
and thus (∗∗) implies the equality asserted in the statement of the theorem. This
completes the proof. §

Recall from Section III.10 that the support of a scalar-valued function on a
metric space is the closure of the set where it is nonzero. Let Ccom(RN ) be the
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space of continuous scalar-valued functions on RN of compact support. If there
is no special mention of the scalars, the scalars may be either real or complex.
If K is a compact set and the open sets Un are as in (ii) before Theorem 6.2,

Proposition 2.30e gives us continuous functions fn : RN → [0, 1] such that fn
is 1 on K and is 0 onUc

n . The support of the function fn is then contained inU cl
n ,

which is compact. By replacing the functions fn by gn = min{ f1, . . . , fn}, we
may assume that they are pointwise decreasing. Consequently
(iii) there exists a decreasing sequence of real-valued members of Ccom(RN )

with pointwise limit the indicator function of K .

Corollary 6.3. If µ and ∫ are Borel measures on RN such that
R

RN f dµ =R
RN f d∫ for all continuous functions on RN of compact support, then µ = ∫.

PROOF. Let K be a compact subset of RN , and use (iii) to choose a decreasing
sequence { fn} of real-valued members of Ccom(RN ) with pointwise limit the
indicator function IK . Since f1 is integrable, dominated convergence allows us
to deduce

R
RN IK dµ =

R
RN IK d∫ from the equality

R
RN fn dµ =

R
RN fn d∫ for

all n. Thus µ(K ) = ∫(K ) for every compact set K . Applying Theorem 6.2, we
obtain µ(E) = ∫(E) for every Borel set E . §

Corollary 6.4. Let p = 1 or p = 2. If µ is a Borel measure on RN , then
(a) Ccom(RN ) is dense in L p(RN , µ),
(b) the smallest closed subspace of L p(RN , µ) containing all indicator func-

tions of compact sets in RN is L p(RN , µ) itself.

REMARK. The scalars are assumed to be the same for Ccom(RN ) as for
L1(RN , µ) and L2(RN , µ); the corollary is valid both for real scalars and for
complex scalars.
PROOF. If E is a Borel set of finite µ measure and if ≤ is given, Theorem 6.2

allows us to choose a compact set K with K ⊆ E and µ(E − K ) < ≤. ThenR
RN |IE− IK |p dµ = µ(E−K ) < ≤, and consequently the closure in L p(RN , µ)
of the set of all indicator functions of compact sets contains all indicator functions
of Borel sets of finite µ measure. Proposition 5.56 shows consequently that
the smallest closed subspace of L p(RN , µ) containing all indicator functions of
compact sets is L p(RN , µ itself. This proves (b).
For (a), let K be compact, and use (iii) to choose a decreasing sequence

{ fn} of real-valued members of Ccom(RN ) with pointwise limit IK . Since f p1 is
integrable, dominated convergence yields limn

R
RN | fn − IK |p dµ = 0. Hence

the closure ofCcom(RN ) in L p(RN , µ) contains all indicator functions of compact
sets. By Propositions 5.55c and 5.55d this closure contains the smallest closed
subspace of L p(RN , µ) containing all indicator functions of compact sets. By
(b), the latter subspace is L p(RN , µ) itself. This proves (a). §
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Fix an integer n ∏ 0, and let (a1, . . . , aN ) be an N -tuple of integers. The
diadic cube Qn(a1, . . . , aN ) in RN of side 2−n is defined to be the geometric
rectangle

Qn(a1, . . . , aN ) =
©
(x1, . . . , xN )

Ø
Ø 2−naj < xj ≤ 2−n(aj + 1) for 1 ≤ j ≤ N

™
.

LetQn be the set of all diadic cubes of side 2−n . The members ofQn are disjoint
and have union RN . Thus we can associate uniquely to each x in RN a sequence
{Qn} of diadic cubes such that x is in Qn and Qn is in Qn . Since for each n,
the members of Qn+1 are obtained by subdividing each member of Qn into 2N
disjoint smaller diadic cubes, the diadic cubes Qn associated to x must have the
property that Qn ⊇ Qn+1 for all n ∏ 0.

Lemma 6.5. Any open set in RN is the countable disjoint union of diadic
cubes.

PROOF. Let an open set U be given. We may assume that U 6= RN , so that
Uc 6= ∅. We describe which diadic cubes to include in a collection A so that A
has the required properties. If x is in U , then D(x,Uc) = d is positive since Uc

is closed and nonempty. Let {Qn} be the sequence of diadic cubes associated to
x . The distance between any two points of Qn is≤ 2−npN , and this is< d if n is
sufficiently large. Hence Qn is contained in U for n sufficiently large. The cube
in A that contains x is to be the Qn with n as small as possible so that Qn ⊆ U .
The construction has been arranged so that the union of the diadic cubes inA

is exactlyU . Suppose that Q and Q0 are members ofA obtained from respective
points x and x 0 in U . If Q ∩ Q0 6= ∅, let x 00 be in the intersection. Then Q
and Q0 are two of the diadic cubes in the sequence associated to x 00, and one has
to contain the other. Without loss of generality, suppose that Q ⊇ Q0. Then x 0

lies in Q as well as Q0, and we should have selected Q for x 0 rather than Q0 if
Q 6= Q0. We conclude that Q = Q0, and thus the members of A are disjoint.
Each collectionQn is countable, and therefore the collectionA is countable. §

Proposition 6.6. Any Borel measure on RN is determined by its values on all
the diadic cubes.

REMARK. We shall apply this result in the present section in connection with
Lebesgue measure on RN and in Section 8 in connection with general Borel
measures on R1.

PROOF. The values on the diadic cubes determine the values on all open sets
by Lemma 6.5, and the values on all open sets determine the values on all Borel
sets by Theorem 6.2. §
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Corollary 6.7. There exists a unique Borel measure on RN for which the
measure of each geometric rectangle is the product of the lengths of the sides.
The measure is the N -fold product of 1-dimensional Lebesgue measure.

REMARKS. The uniqueness is immediate from Proposition 6.6. The first
version of Lebesgue measure that we constructed has the property stated in the
corollary and therefore proves existence. All the other versions of Lebesgue
measure we constructed have the same property, and so all such versions are
equal. The corollary therefore allows us to use Fubini’s Theorem for any decom-
position RN = Rm × Rn with m + n = N . As in the 1-dimensional case, we
shall often write dx for Lebesgue measure.

Corollary 6.7 gives one characterization of Lebesgue measure. We shall use
Proposition 6.6 to give a second characterization, which will be in terms of
translation invariance.

Proposition 6.8. Under a Borel function F : RN → RN 0 , F−1(E) is in BN
whenever E is in BN 0 . In particular, this conclusion is valid if F is continuous.

PROOF. The set of E’s for which F−1(E) is inBN is a σ -algebra, and the result
will follow if this set of E’s contains the open geometric rectangles of RN 0 . If Fj
denotes the j th component of F , then Fj : RN → R1 is Borel measurable and
Proposition 5.6c shows that Fj−1(Uj ) is a Borel set in RN if Uj is open in R1.
Then F−1(U1 × · · · ×UN 0) =

TN 0

j=1 Fj−1(Uj ) is a Borel set in RN . §

Corollary 6.9. Any homeomorphism of RN carries BN to BN .

Corollary 6.9 is a special case of Proposition 6.8. The particular homeomor-
phisms of interest at the moment are translations and dilations. Translation by
x0 is the homeomorphism τx0(x) = x + x0. Its operation on a set E is given by
τx0(E) = {τx0(x) | x ∈ E} = {x + x0 | x ∈ E} = E + x0, and its operation on a
function f onRN is given by τx0( f )(x) = f (τ−1

x0 (x)) = f (x− x0). Its operation
on an indicator function IE is τx0(IE)(x) = IE(x − x0) = IE+x0(x) = Iτx0 (E)(x).
Because of Corollary 6.9, translations operate on measures, the formula being
τx0(µ)(E) = µ(τ−1

x0 (E)); since homeomorphisms carry compact sets to compact
sets, the right side is a Borel measure if µ is a Borel measure. The actions of τx0
on functions andmeasures are related by integration. If f ∏ 0 is a Borel function,
then so is τx0( f ), and

R
RN f d(τx0µ) =

R
RN τ−1

x0 ( f ) dµ; this formula is verified
by checking it for indicator functions and then passing to simple functions ∏ 0
by linearity and to Borel functions f ∏ 0 by monotone convergence.
Dilation δc by a nonzero real c is given on members ofRN by δc(x) = cx , and

the operations on sets, functions, indicator functions, andmeasures are analogous
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to the corresponding operations for translations. Although dilations will play a
recurring role in this book, the notation δc will be used only in the present section.

Theorem 6.10. Lebesgue measure m on RN is translation invariant in the
sense that τx0(m) = m for every x0 in RN . In fact, Lebesgue measure is the
unique translation-invariant Borel measure on RN that assigns measure 1 to the
diadic cube Q0(0, . . . , 0). The effect of dilations on Lebesgue measure is that
δc(m) = |c|−Nm, i.e.,

R
RN f (cx) dx = |c|−N

R
RN f (x) dx for every nonnegative

Borel function f .

REMARKS. From one point of view, translation and dilation are examples
of bounded linear operators on each L p(RN , dx), with translation preserving
norms and with dilation multiplying norms by a constant depending on p and
the particular dilation. From another point of view, translation and dilation are
especially simple examples of changes of variables. Operationally the theorem
allows us to write dy = dx when y = τx0(x) and dz = |c|N dx when z = cx .
These effects of translations and dilations on integration with respect to Lebesgue
measure are special cases of the general change-of-variables formula to be proved
in Section 5.

PROOF. For any x0 in RN , m and τx0(m) assign the product of the lengths of
the sides as measure to any diadic cube. From Proposition 6.6 we conclude that
m = τx0(m). The assertion about the effect of dilations on Lebesgue measure is
proved similarly.
We still have to prove the uniqueness. Let µ be a translation-invariant Borel

measure. The members ofQn are translates of one another and hence have equal
µ measure. The members of Qn+1 are obtained by partitioning each member
of Qn into 2N members of Qn+1 that are translates of one another. Thus the µ
measure of any member of Qn+1 is 2−N times the µ measure of any member of
Qn . Consequently the µ measure of any diadic cube is completely determined
by the value of µ on Q0(0, . . . , 0), which is a member of Q0. The uniqueness
then follows by another application of Proposition 6.6. §

For a continuous function on a closed bounded interval, it was shown at the
end of Section V.3 that the Riemann integral equals the Lebesgue integral. The
next proposition gives an N -dimensional analog. A general comparison of the
Riemann and Lebesgue integrals will be given in Section 4.

Proposition6.11. For a continuous functionon a compact geometric rectangle,
the Riemann integral equals the Lebesgue integral.

PROOF. The two are equal in the 1-dimensional case, and the N -dimensional
cases of eachmay be computed by iterated 1-dimensional integrals—as a result of
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Corollary 3.33 in the case of the Riemann integral and as a result of the definition
of Lebesgue measure as a product and the use of Fubini’s Theorem (Theorem
5.47) in the case of the Lebesgue integral. §

So far, we have worked in this section only with Lebesgue measure on the
Borel sets. The Lebesgue measurable sets are those sets that occur when
Lebesgue measure is completed. The Lebesgue measurable sets of measure 0
are of particular interest. In Section III.8 we defined an ostensibly different
notion of measure 0 by saying that a set in RN is of measure 0 if for any ≤ > 0,
it can be covered by a countable set of open geometric rectangles of total volume
less than ≤, and Theorem 3.29 characterized the Riemann integrable functions on
a compact geometric rectangle as those functions whose discontinuities form a
set of measure 0 in this sense. Later, Proposition 5.39 showed for R1 that a set
has measure 0 in this sense if and only if it is Lebesgue measurable of Lebesgue
measure 0. This equivalence extends to RN , as the next proposition shows.

Proposition 6.12. In RN , the Lebesgue measurable sets of measure 0 are
exactly the subsets E of RN with the following property: for any ≤ > 0, the set
E can be covered by countably many geometric rectangles of total volume less
than ≤.

PROOF. Let m be Lebesgue measure on RN . If E has the stated property, let
En be the union of the given countable collection of geometric rectangles of total
volume < 1/n used to cover E . Proposition 5.1g shows that m(En) < 1/n, and
hence the Borel set E 0 =

T
k Ek has m(E 0) < 1/n for every n. Therefore

m(E 0) = 0. Since E ⊆ E 0, E is Lebesgue measurable and has Lebesgue
measure 0.
Conversely if E is Lebesgue measurable of Lebesgue measure 0 and if ≤ > 0

is given, we are to find a union of open geometric rectangles containing E and
having total volume < ≤. Find a set E 0 in BN with E ⊆ E 0 and m(E 0) = 0. It is
enough to handle E 0. Writing RN as the union of compact geometric cubes Cn
of side 2n centered at the origin and covering E 0 ∩Cn up to ≤/2n , we see that we
may assume that E 0 is bounded, being contained in some cube Cn .
Within R1 ∩ [−n, n], we know that the set of finite unions of intervals is an

algebra A(n)
1 of sets such that B(n)

1 = B1 ∩ [−n, n] is the smallest σ -algebra
containing A(n)

1 . Applying Proposition 5.40 inductively, we see that the set of
finite disjoint unions of N -fold products of members of A(n)

1 is an algebra A(n)
N ,

and then Proposition 6.1 shows that the smallest σ -algebra containing A(n)
N is

B(n)
N = BN ∩ Cn . Proposition 5.38 shows that the measure m on B(n)

N is given by
m∗, where m∗(A) is the infimum of countable unions of members of A(n)

N that
cover A. Consequently the subset E 0 of Cn can be covered by countably many
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geometric rectangles of total volume < ≤. Doubling these rectangles about their
centers and discarding their edges, we obtain a covering of E 0 by open rectangles
of total volume < 2N≤, and we have the required covering. §

Borel measurable sets have two distinct advantages over Lebesguemeasurable
sets. One advantage is that Borelmeasurable sets are independent of the particular
Borel measure in question, whereas the sets in the completion of a σ -algebra
relative to aBorelmeasure verymuchdependon the particularmeasure. The other
advantage is that Fubini’s Theorem applies in a tidy fashion to Borel measurable
functions as a consequence of the identity Bm ×Bn = Bm+n given in Proposition
6.1. By contrast, there are Lebesgue measurable sets for RN that are not in the
product of the σ -algebras of Lebesgue measurable sets from Rm and RN−m . For
example, take a set E inR1 that is not Lebesguemeasurable; such a set is produced
in Problem 1 at the end of the present chapter. Then E × {0} in R2 is a subset
of the Borel set R1 × {0}, and hence it is Lebesgue measurable of measure 0.
However, E ×{0} is not in the product σ -algebra, because a section of a function
measurable with respect to the product has to be measurable with respect to the
appropriate factor (Lemma 5.46).
On the other hand, Lebesguemeasurable functions are sometimes unavoidable.

An example occurs with Riemann integrability: In view of Proposition 6.12,
Theorem 3.29 says that the Riemann integrable functions on a compact geometric
rectangle are exactly the functions whose discontinuities form a Lebesgue mea-
surable set of Lebesgue measure 0, and Problems 31–33 at the end of Chapter V
produced such a function in the 1-dimensional case that is not a Borel measurable
function.
The upshot is that a little care is needed when using Fubini’s Theorem and

Lebesgue measurable sets at the same time, and there are times when one wants
to do so. The situation is a little messy but not intractable. Problem 12 at the
end of Chapter V showed that a Lebesgue measurable function can be adjusted
on a set of Lebesgue measure 0 so as to become Borel measurable. Using this
fact, one can write down a form of Fubini’s Theorem for Lebesgue measurable
functions that is usable even if inelegant.

2. Convolution

Convolution is an important operation available for functions onRN . On a formal
level, the convolution f ∗ g of two functions f and g is

( f ∗ g)(x) =
Z

RN
f (x − y)g(y) dy.
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One place convolution arises is as a limit of a linear combination of translates:
We shall see in Proposition 6.13 that the convolution at x may be written also
as

R
RN f (y)g(x − y) dy. If f is fixed and if finite sets of translation operators

τyi and of weights f (yi ) are given, then the value at x of the linear combinationP
i f (yi )τyi applied to g and evaluated at x is

P
i f (yi )g(x− yi ). Corollary 6.17

will show a sense in which we can think of
R

RN f (y)g(x − y) dy as a limit of
such expressions.
Tomakemathematical sense out of f ∗g, let us beginwith the case that f and g

are nonnegative Borel functions onRN . The assertion is that f ∗ g is meaningful
as a Borel function ∏ 0. In fact, (x, y) 7→ f (x − y) is the composition of
the continuous function F : R2N → RN given by F(x, y) = x − y, followed
by the Borel function f : RN → [0,+∞]. If U is open in [0,+∞], then
f −1(U) is in BN , and Proposition 6.8 shows that ( f ◦ F)−1(U) = F−1( f −1(U))
is in B2N . Then the product (x, y) 7→ f (x − y)g(y) is a Borel function, and
Fubini’s Theorem (Theorem 5.47) and Proposition 6.1 combine to show that
x 7→ ( f ∗ g)(x) is a Borel function ∏ 0.

Proposition 6.13. For nonnegative Borel functions on RN ,
(a) f ∗ g = g ∗ f ,
(b) f ∗ (g ∗ h) = ( f ∗ g) ∗ h.

PROOF. We use Theorem 6.10 for both parts and also Fubini’s Theorem for
(b). For (a), the changes of variables y 7→ y + x and then y 7→ −y giveR

RN f (x − y)g(y) dy =
R

RN f (−y)g(y + x) dx =
R

RN f (y)g(x − y) dy. For
(b), the computation is

( f ∗ (g ∗ h))(x) =
R

RN f (x − y)(g ∗ h)(y) dy
=

R
RN

£ R
RN f (x − y)g(y − z)h(z) dz

§
dy

=
R

RN

£ R
RN f (x − y)g(y − z)h(z) dy

§
dz

=
R

RN

£ R
RN f (x − z − y)g(y)h(z) dy

§
dz

=
R

RN ( f ∗ g)(x − z)h(z) dz = (( f ∗ g) ∗ h)(x),

the change of variables y 7→ y + z being used for the fourth equality. §

In order to have a well-defined expression for f ∗ g when f and g are not
necessarily ∏ 0, we need conditions under which the nonnegative case leads to
something finite. The conditions we use ensure finiteness of (| f | ∗ |g|)(x) for
almost every x . For real-valued f and g, we then define f ∗ g(x) by subtraction
at the points where (| f | ∗ |g|)(x) is finite, and we define it to be 0 elsewhere.
For complex-valued f and g, we define ( f ∗ g)(x) as a linear combination of the
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appropriate parts where (| f | ∗ |g|)(x) is finite, and we define it to be 0 elsewhere.
When we proceed this way, the commutativity and associativity properties in
Proposition 6.13 will be valid even though f and g are not necessarily ∏ 0.

Proposition 6.14. For nonnegative Borel functions f and g on RN , convo-
lution is finite almost everywhere in the following cases, and then the indicated
inequalities of norms are satisfied:

(a) for f in L1(RN ) and g in L1(RN ), and then k f ∗ gk1 ≤ k f k1kgk1;
(b) for f in L1(RN ) and g in L2(RN ), and then k f ∗ gk2 ≤ k f k1kgk2;

for f in L2(RN ) and g in L1(RN ), and then k f ∗ gk2 ≤ k f k2kgk1;
(c) for f in L1(RN ) and g in L∞(RN ), and then k f ∗ gk∞ ≤ k f k1kgk∞;

for f in L∞(RN ) and g in L1(RN ), and then k f ∗ gk∞ ≤ k f k∞kgk1;
(d) for f in L2(RN ) and g in L2(RN ), and then k f ∗ gk∞ ≤ k f k2kgk2.

Consequently f ∗ g is defined in the above situations even if the scalar-valued
functions f and g are not necessarily∏ 0, and the estimates on the norm of f ∗ g
are still valid.
PROOF. For (a) and the first conclusions in (b) and (c), let p be 1, 2, or ∞ as

appropriate. By Minkowski’s inequality for integrals (Theorem 5.60),
k f ∗ gkp =

∞
∞ R

RN f (y)g(x − y) dy
∞
∞
p,x ≤

R
RN k f (y)g(x − y)kp,x dy

=
R

RN | f (y)| kg(x − y)kp,x dy =
R

RN | f (y)| kgkp dy = k f k1kgkp,
the next-to-last equality following from the translation invariance of dx . The
second conclusions in (b) and (c) require only notational changes.
For (d), we have

sup
x

|( f ∗ g)(x)| = supx
Ø
Ø R

RN f (y)g(x − y) dy
Ø
Ø

≤ supx k f k2kg(x − y)k2,y = k f k2kgk2,
the inequality following from the Schwarz inequality and the last step following
from translation invariance of dy and invariance under y 7→ −y.
Going over these arguments, we see that we may use them even if f and g are

not necessarily ∏ 0. Then the last statement of the proposition follows. §

Next let us relate the translation operators of Section 1 to convolution. The
formula for the effect of a translationoperatorona function is τt( f )(x) = f (x−t).

Proposition 6.15. Convolution commutes with translations in the sense that
τt( f ∗ g) = (τt f ) ∗ g = f ∗ τt g.
PROOF. It is enough to treat functions ∏ 0. Then we have τt( f ∗ g)(x) =

( f ∗g)(x−t) =
R

RN f (x−t−y)g(y) dy, whichequals
R

RN (τt f )(x−y)g(y) dy =
((τt f )∗g)(x) on the one hand and, because of translation invariance of Lebesgue
measure, equals

R
RN f (x − y)g(y − t) dy = ( f ∗ τt g)(x) on the other hand. §
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Proposition 6.16. If p = 1 or p = 2, then translation of a function is
continuous in the translation parameter in L p(RN , dx). In other words, if f is in
L p relative to Lebesgue measure, then limh→0 kτt+h f − τt f kp = 0 for all t .

REMARK. However, continuity fails on L∞. In this case, there is a substitute
result, and we take that up in a moment.

PROOF. Let f be in L p. By translation invariance of Lebesgue measure,
kτt+h f − τt f kp = kτh f − f kp. If g is in Ccom(RN ), then kτhg − gkpp =R

RN |g(x−h)−g(x)|p dx , and dominated convergence shows that this tends to 0
as h tends to 0. Let ≤ > 0 and f be given. By Corollary 6.4a, Ccom(RN ) is dense
in L p(RN , dx), and thus we can choose g inCcom(RN )with k f −gkp < ≤. Then

kτh f − f kp ≤ kτh f − τhgkp + kτhg − gkp + kg − f kp
= 2k f − gkp + kτhg − gkp ≤ 2≤ + kτhg − gkp.

If h is close enough to 0, the term kτhg− gkp is< ≤, and then kτh f − f kp < 3≤.
§

Corollary 6.17. Let p = 1 or p = 2, and let g1, . . . , gr be finitely many
functions in L p(RN ). If a positive number ≤ and a function f in L1(RN ) are
given, then there exist finitely manymembers yj ofRN , 1 ≤ j ≤ n, and constants
cj such that

∞
∞ f ∗ gk −

Pn
j=1 cjτyj gk

∞
∞
p < ≤ for 1 ≤ k ≤ r .

REMARK. In the case r = 1, the corollary says that any convolution f ∗ g can
be approximated in L p by a linear combination of translates of g. The result will
be used in Chapter VIII with r > 1.

PROOF. Let V be the set of functions f in L1(RN ) for which this kind of
approximation is possible for every ≤ > 0. The main step is to show that V
contains the indicator functions of the compact sets in RN . Let K be compact,
and let IK be its indicator function. Proposition 6.16 shows that the functions
y 7→ τygk are continuous from K into L p(RN ) for 1 ≤ k ≤ r , and therefore
these functions are uniformly continuous. Fix ≤ > 0, and let δ > 0 be such that
kτygk − τy0gkkp < ≤ for all k whenever |y − y0| < δ and y and y0 are in K . For
each y in K , form the open ball B(δ; y) in RN . These balls cover K , and finitely
many suffice; let their centers be y1, . . . , yn . Define sets S1, . . . , Sn inductively
as follows: Sj is the subset of K where |y − yj | < δ but |y − yi | ∏ δ for i < j .
Then K =

Sn
j=1 Sj disjointly. By the choice of δ, we have kτygk − τyj gkkp < ≤

for all y in Sj and all k. Using Minkowski’s inequality for integrals (Theorem
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5.60), and writing m for Lebesgue measure, we have
∞
∞ISj ∗ gk − m(Sj )τyj gk

∞
∞
p =

∞
∞ R

Sj (gk(x − y) − gk(x − yj )) dy
∞
∞
p

≤
R
Sj kgk(x − y) − gk(x − yj )kp,x dy

≤ ≤m(Sj ).

Summing over j gives
∞
∞IK ∗ gk −

Pn
j=1m(Sj )τyj gk

∞
∞
p ≤ ≤m(K ).

Since ≤ is arbitrary, IK lies in V .
If f1 and f2 are in V and if g1, . . . , gr are given, then we may assume, by

taking the union of the sets of members yj of RN and by setting any unnecessary
constants cj equal to 0, that the translates used for f1 and f2 with the same
≤ > 0 are the same. Thus we can write

∞
∞ f1 ∗ gk −

Pn
j=1 cjτyj gk

∞
∞
p < ≤/2 and

∞
∞ f2 ∗ gk −

Pn
j=1 djτyj gk

∞
∞
p < ≤/2 for suitable yj ’s and cj ’s, and the triangle

inequality gives
∞
∞( f1 + f2) ∗ gk −

Pn
j=1(cj + dj )τyj gk

∞
∞
p < ≤. Hence V is

closed under addition. Similarly V is closed under scalar multiplication. If
fl → f in L1 with fl in V and if ≤ > 0 is given, choose l large enough so that
k f − flk1 < ≤

±
(2max kgkkp). If

∞
∞ fl ∗ gk −

Pn
j=1 c

(l)
j τy(l)

j
gk

∞
∞
p < ≤/2, then the

inequality k f ∗ gk − fl ∗ gkkp ≤ k f − flk1kgkkp and the triangle inequality
together give

∞
∞ f ∗gk −

Pn
j=1 c

(l)
j τy(l)

j
gk

∞
∞
p < ≤. Hence f is in V , and V is closed.

By Corollary 6.4b, V = L1(RN ), and the proof is complete. §

In some cases with L∞(RN ), results have more content when phrased in terms
of the supremum norm k f ksup = supx∈RN | f (x)| defined in Section V.9. For a
continuous function f , the two norms agree because the set where | f (x)| > M
is open and therefore has positive measure if it is nonempty. For a bounded
function f , the condition limh→0 kτh f − f ksup = 0 is equivalent to uniform
continuity of f , basically by definition. The functions f in L∞ for which
limh→0 kτh f − f k∞ = 0 are not much more general than the bounded uniformly
continuous functions; we shall see shortly that they can be adjusted on a set of
measure 0 so as to be bounded and uniformly continuous.

Proposition 6.18. In RN with Lebesgue measure, the convolution of L1 with
L∞, or of L∞ with L1, or of L2 with L2 results in an everywhere-defined bounded
uniformly continuous function, not just an L∞ function. Moreover,

k f ∗gksup ≤ k f k1kgk∞, k f ∗gksup ≤ k f k∞kgk1, or k f ∗gksup ≤ k f k2kgk2

in the various cases.
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PROOF. We give the proof when f is in L1 and g is in L∞, the other cases
being handled similarly. The bound follows from the computation k f ∗ gksup =
supx

Ø
Ø R

RN f (x − y)g(y) dy
Ø
Ø ≤ supx kgk∞

R
RN | f (x − y)| dy = k f k1kgk∞.

For uniform continuity we use Proposition 6.15 and the bound k f ∗ gksup ≤
k f k1kgk∞ to make the estimate

kτh( f ∗ g) − ( f ∗ g)ksup = k(τh f ) ∗ g − f ∗ gksup
= k(τh f − f ) ∗ gksup ≤ kτh f − f k1kgk∞,

and then we apply Proposition 6.16 to see that the right side tends to 0 as h tends
to 0. §

A corollary of Proposition 6.18 gives a first look at how differentiability
interacts with convolution.

Corollary 6.19. Suppose that f is a compactly supported function of class
Cn on RN and that g is in L p(RN , dx) with p equal to 1, 2, or∞. Then f ∗ g is
of class Cn , and D( f ∗ g) = (Df ) ∗ g for any iterated partial derivative of order
≤ n.

PROOF. First suppose that n = 1. Fix j with 1 ≤ j ≤ N , and put Dj = @/@xj .
The function (Dj f ) ∗ g is continuous by Proposition 6.18. If we can prove that
Dj ( f ∗ g)(x) exists and equals ((Dj f ) ∗ g)(x) for each x , then it will follow that
Dj ( f ∗ g) is continuous. This fact for all j implies that f ∗ g is of class C1,
by Theorem 3.7, and the result for n = 1 will have been proved. The result for
higher n can then be obtained by iterating the result for n = 1.
Thus we are to prove that Dj ( f ∗ g)(x) exists and equals ((Dj f ) ∗ g)(x) for

each x . In the respective cases p = 1, 2,∞, put p0 = ∞, 2, 1. Let ej be the j th
standard basis vector ofRN and let h be real with |h| ≤ 1. Proposition 6.15 gives

h−1°( f ∗ g)(x + hej ) − ( f ∗ g)(x)
¢

=
°
(h−1(τ−hej f − f )) ∗ g

¢
(x). (∗)

Proposition 3.28a shows that h−1(τ−hej f − f ) converges uniformly, as h → 0, to
Dj f on any compact set; since the support is compact, h−1(τ−hej f − f ) converges
uniformly to Dj f on RN . Hence the convergence occurs in L∞, and dominated
convergence shows that it occurs in L1 and L2 also. Combining Proposition 6.18
and (∗), we see that

|h−1°( f ∗g)(x+hej )−( f ∗g)(x)
¢
−(Dj f )(x)| ≤ kh−1(τ−hej f−f )−Dj f kp0kgkp.

The right side tends to 0 as h → 0, and thus indeed Dj ( f ∗ g)(x) exists and
equals ((Dj f ) ∗ g)(x). §
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Twice in Chapter I wemade use of an “approximate identity” inR1, a systemof
functions peaking at the origin such that convolution by these functions acts more
and more like the identity operator on some class of functions. The first occasion
of this kind was in Section I.9 in connection with the Weierstrass Approximation
Theorem, where the functions in the systemwere ϕn(x) = cn(1−x2)n on [−1, 1]
with the constants cn chosen to make the total integral be 1. The polynomials ϕn
had the properties

(i) ϕn(x) ∏ 0,
(ii)

R 1
−1 ϕn(x) dx = 1,

(iii) for any δ > 0, supδ≤|x |≤1 ϕn(x) tends to 0 as n tends to infinity,
and the convolutions were with continuous functions f such that f (0) = f (1) =
0 and f vanishes outside [0, 1]. The second occasion was in Section I.10
in connection with Fejér’s Theorem, where the functions in the system were
trigonometric polynomials KN (x) such that

(i) KN (x) ∏ 0,
(ii) 1

2π
R π

−π KN (x) dx = 1,
(iii) for any δ > 0, supδ≤|x |≤π KN (x) tends to 0 as n tends to infinity.

In this case the convolutions were with periodic functions of period 2π over an
interval of length 2π , and the integrations involved 1

2π dx instead of dx .
Now we shall use the dilations of a single function in order to produce a more

robust kind of approximate identity, this time on RN . One sense in which con-
volution by this system acts more and more like the identity appears in Theorem
6.20 below, and a sample application appears in Corollary 6.21. The corollary
will illustrate how one can use an approximate identity to pass from conclusions
about nice functions in some class to conclusions about all functions in the class.

Theorem 6.20. Let ϕ be in L1(RN , dx), not necessarily ∏ 0. Define

ϕε(x) = ε−Nϕ(ε−1x) for ε > 0,

and put c =
R

RN ϕ(x) dx . Then the following hold:
(a) if p = 1 or p = 2 and if f is in L p(RN , dx), then

lim
ε↓0

kϕε ∗ f − c f kp = 0,

(b) the conclusion in (a) is valid for p = ∞ if f is in L∞(RN , dx) and
limt→0 kτt f − f k∞ = 0,

(c) if f is bounded on RN and is continuous at x , then limε↓0(ϕε ∗ f )(x) =
c f (x),

(d) the convergence in (c) is uniform for any set E of x’s such that f is
uniformly continuous at the points of E .



2. Convolution 351

PROOF. We prove conclusions (a) and (b) together. Since
R

RN ϕε(y) dy =
ε−N R

RN ϕ(ε−1y) dy =
R

RN ϕ(y) dy = c, we have

|(ϕε ∗ f )(x) − c f (x)| =
Ø
Ø R

RN ϕε(y) f (x − y) dy − c f (x)
Ø
Ø

=
Ø
Ø R

RN ϕε(y)[ f (x − y) − f (x)] dy
Ø
Ø

≤
R

RN |ϕε(y)| | f (x − y) − f (x)| dy. (∗)

Now we apply Minkowski’s inequality for integrals (Theorem 5.60), taking p to
be 1, 2, or∞, and we obtain

kϕε ∗ f − c f kp ≤
∞
∞ R

RN |ϕε(y)| | f (x − y) − f (x)| dy
∞
∞
p,x

≤
R

RN k |ϕε(y)| | f (x − y) − f (x)| kp,x dy

=
R

RN |ϕε(y)| kτy f − f kp dy

=
R

RN |ϕ(y)| kτεy( f ) − f kp dy.

Let ε decrease to 0. For p = 1 or p = 2, kτεy( f ) − f kp tends to 0 for each y by
Proposition 6.16; for p = ∞, it tends to 0 for each y by assumption on f . The
integrand |ϕ(y)| kτεy( f )− f kp is dominated pointwise by the integrable function
2|ϕ(y)| k f kp independently of ε, and therefore we have dominated convergence
along any sequence εn tending to 0. Since convergence to a limit withinR occurs
as ε ↓ 0 if and only if convergence to that limit occurs along every sequence
decreasing to 0, we conclude that limε↓0 kϕε ∗ f − c f kp = 0. This proves (a)
and (b).
For (c), inequality (∗) and a change of variables by a dilation gives

|(ϕε ∗ f )(x) − c f (x)| ≤
R

RN |ϕ(y)| | f (x − εy) − f (x)| dy.

Since f is bounded and ϕ is integrable, dominated convergence shows that the
right side tends to 0 if f is continuous at x . This proves (c).
For (d), let η > 0 be given, and choose M > 0 by the boundedness

of f and integrability of ϕ such that 2(supt∈RN | f (t)|)
R
|y|>M |ϕ(y)| dy ≤ η.

Then choose δ > 0 by uniform continuity such that |u| ≤ δ implies that
| f (x + u) − f (x)| ≤ η/kϕk1. Whenever ε ≤ δ/M , the inequality |y| ≤ M
implies that | f (x − εy) − f (x)| ≤ η

±
kϕk1. Then

R
RN |ϕ(y)| | f (x − εy) − f (x)| dy =

° R
|y|>M +

R
|y|≤M) (same) dy

≤ η +
R
|y|≤M |ϕ(y)|(η/kϕk1) dy ≤ 2η,

and (d) follows. §
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Corollary 6.21. If f in L∞(RN , dx) satisfies limt→0 kτt f − f k∞ = 0, then
f can be adjusted on a set of measure 0 so as to be uniformly continuous.

PROOF. Let ϕ be a member of Ccom(RN ) such that
R

RN ϕ(x) dx = 1. Fix a
sequence {εn} decreasing to 0 in R1. Proposition 6.18 shows that each ϕεn ∗ f
is bounded and uniformly continuous for every n, and Theorem 6.20 shows that
{ϕεn ∗ f } is Cauchy in L∞. Since the L∞ and supremum norms coincide for
continuous functions, {ϕεn ∗ f } is uniformly Cauchy and must therefore be uni-
formly convergent. Let g be the limit function, which is necessarily bounded and
uniformly continuous. Then k f −gk∞ ≤ k f −ϕεn ∗ f k∞ +kϕεn ∗ f −gk∞, and
both termson the right tend to0 asn tends to infinity. Consequentlyk f−gk∞ = 0,
and g is a bounded uniformly continuous function that differs from f only on a
set of measure 0. §

3. Borel Measures on Open Sets

A number of results in Sections 1–2 about Borel measures on RN extend to
suitably defined Borel measures on arbitrary nonempty open subsets V of RN ,
andwe shall collect some of these results here in order to do two things: to prepare
for the proof in Section 5 of the change-of-variables formula for the Lebesgue
integral inRN and to provide motivation for the treatment in Chapter XI of Borel
measures on locally compact Hausdorff spaces.
Throughout this section, let V be a nonempty open subset of RN . We shall

make use of the following lemma that generalizes to V three properties (i–iii)
listed for RN before Theorem 6.2 and Corollary 6.3. Let Ccom(V ) be the vector
space of scalar-valued continuous functions on V of compact support in V . If
nothing is said to the contrary, the scalars may be either real or complex.

Lemma 6.22.
(a) There exists a sequence {Fn}∞n=1 of compact subsets of V with union V

such that Fn ⊆ Fo
n+1 for all n.

(b) For any compact subset K of V , there exists a decreasing sequence of open
sets Un with compact closure in V such that

T∞
n=1Un = K .

(c) For any compact subset K of V , there exists a decreasing sequence of
functions in Ccom(V ) with values in [0, 1] and with pointwise limit the indicator
function of K .

PROOF. In (a), the case V = RN was handled by (i) before Theorem 6.2. For
V 6= RN , we can take Fn =

©
x ∈ V

Ø
Ø D(x, V c) ∏ 1/n and |x | ≤ n

™
as long

as n is ∏ some suitable n0. We complete the definition of the Fn’s by taking
F1 = · · · = Fn0−1 = ∅.
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In (b), the case V = RN was handled by (ii) before Theorem6.2. For V 6= RN ,
every x in K has D(x, V c) > 0 since V c is closed and is disjoint from K .
The function D( · , V c) is continuous and therefore has a positive minimum on
K . Choose n0 such that D(x, V c) ∏ 1/n0 for x in K , i.e., |x − y| ∏ 1/n0
for all x ∈ K and y ∈ V c. Then D(y, K ) ∏ 1/n0 if y is not in V . Let
Un =

©
y ∈ RN

Ø
Ø D(y, K ) < 1/n

™
for n > n0. This is an open set containing

K , and its closure in RN is contained in the set where D(y, K ) ≤ 1/n, which in
turn is contained in V . The set where D(y, K ) ≤ 1/n is closed and bounded in
RN and hence is compact. Therefore U cl

n is contained in a compact subset of V .
We complete the definition of the Un’s by letting U1, . . . ,Un0 all equal Un0+1.
For (c), we argue as with (iii) before Corollary 6.3. Choose open setsUn as in

(b) that decrease and have intersection K , and apply Proposition 2.30e to obtain
continuous functions fn : RN → [0, 1] such that fn is 1 on K and is 0 on Uc

n .
The support of the function fn is then contained in U cl

n , which is compact. By
replacing the functions fn by gn = min{ f1, . . . , fn}, we may assume that they
are pointwise decreasing. Then (c) follows. §

The Borel sets in the open set V are the sets in the σ -algebra

BN (V ) = BN ∩ V = {E ∩ V | E ∈ BN }

of subsets of V . We can regard V as a metric space by restricting the distance
function on RN , and because V is open, the open sets of V are the open sets of
RN that are subsets of V . We shall prove the following proposition about these
Borel sets after first proving a lemma.

Proposition 6.23. The σ -algebra BN (V ) is the smallest σ -algebra for V
containing the open sets of V , and it is the smallest σ -algebra for V containing
the compact sets of V .

Lemma 6.24. Let X be a nonempty set, let U be a family of subsets of X , let
B be the smallest σ -ring of subsets of X containing U, and let E be a member of
B. Then B ∩ E is the smallest σ -ring containing U ∩ E .

PROOF OF LEMMA 6.24. LetA be the smallest σ -ring containingU∩E , and let
A0 be the smallestσ -ring containingU∩Ec. SinceB∩E is aσ -ring of subsets of X
containingU∩E ,A is contained inB∩E . SimilarlyA0 ⊆ B∩Ec. Thus the set of
unions A∪A0 with A ∈ A and A0 ∈ A0 is contained inB, containsU, and is closed
under countable unions. To see that it is closed under differences, let A1∪ A0

1 and
A2 ∪ A0

2 be such unions. Then (A1 ∪ A0
1)− (A2 ∪ A0

2) = (A1− A2)∪ (A0
1− A0

2)
exhibits the difference of the given sets as such a union. Hence the set of such
unions is a σ -ring and must equal B. §
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PROOF OF PROPOSITION 6.23. The statement about open sets follows from
Lemma 6.24 by taking X to be RN , U to be the set of open sets in RN , and E to
be V . The set U ∩ E is the set of open subsets of V , and the lemma says that the
smallest σ -ring containing U ∩ E is BN (V ). This is a σ -algebra of subsets of V
since V itself is in U ∩ V .
Let {Fn} be the sequence of compact subsets of V produced by Lemma 6.22a.

Since V =
S∞

n=1 Fn , V is a member of the smallest σ -ring of subsets containing
the compact subsets of V . If F is a relatively closed subset of V , then each F∩Fn
is compact, and the countable union F is therefore in this σ -algebra. Taking
complements, we see that every open subset of V is in the smallest σ -algebra of
subsets of V containing the compact sets. Therefore BN (V ) is contained in this
σ -algebra and must equal this σ -algebra. §

A Borel function on V is a scalar-valued function measurable with respect to
BN (V ). A Borel measure on V is a measure on BN (V ) that is finite on every
compact set in V .

Theorem 6.25. Every Borel measure µ on the nonempty open subset V of
RN is regular in the sense that the value of µ on any Borel set E in V is given by

µ(E) = sup
K⊆E,

K compact in V

µ(K ) = inf
U⊇E,

U open in V

µ(U).

REMARK. If µ is a Borel measure on V and if we define ∫(E) = µ(E ∩V ) for
Borel sets E of RN , then ∫ is a measure on the Borel sets of RN , but ∫ need not
be finite on compact sets. Thus Theorem 6.25 is not a special case of Theorem
6.2.

PROOF. This is proved from parts (a) and (b) of Lemma 6.22 in exactly the
same way that Theorem 6.2 is proved from items (i) and (ii) before the statement
of that theorem. §

Corollary 6.26. If µ and ∫ are Borel measures on V such that
R
V f dµ =R

V f d∫ for all f in Ccom(V ), then µ = ∫.

PROOF. This is proved from Theorem 6.25 and Lemma 6.22c in the same way
that Corollary 6.3 is proved from Theorem 6.2 and item (iii) before the statement
of that corollary. §

Corollary 6.27. Let p = 1 or p = 2. If µ is a Borel measure on V , then
(a) Ccom(V ) is dense in L p(V, µ),
(b) the smallest closed subspace of L p(V, µ) containing all indicator func-

tions of compact subsets of V is L p(V, µ) itself,
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(c) Ccom(V ), as a normed linear space under the supremum norm, is separa-
ble,

(d) L p(V, µ) is separable.

PROOF. Conclusions (a) and (b) are proved from Lemma 6.22c with the aid of
Propositions 5.56 and 5.55d in the same way that Corollary 6.4 is proved from
item (iii) before Corollary 6.3 with the aid of those propositions.
For (c), Lemma 6.22a produces a sequence {Fn}∞n=1 of compact subsets of V

with union V such that Fn ⊆ Fo
n+1 for all n. Since the open sets Fo

n cover V , they
cover any compact subset K of V , and K must be contained in some Fo

n . Let us
put that observation aside for a moment. For each n, we can identify the vector
subspace of Ccom(V ) of functions supported in Fo

n with a vector subspace of
C(Fn). The latter is separable by Corollary 2.59, and hence the vector subspace
of Ccom(V ) of functions supported in Fo

n is separable. If we form the union on
n of these countable dense sets of certain vector subspaces and if we take into
account that the functions supported in any compact subset of V have compact
support within some Fo

n , we see that Ccom(V ) is separable.
For (d), we apply (a) and (c) with V replaced by Fo

n and take into account that
µ(Fn) < ∞. Let f be arbitrary in L p(Fo

n , µ
Ø
Ø
Fon

). If ≤ > 0 is given, choose g in
Ccom(Fo

n ) with k f − gkp ≤ ≤. Then choose h in the countable dense set Dn of
Ccom(Fo

n ) such that kg − hksup ≤ ≤. Since k f − hkp ≤ k f − gkp + kg − hkp
and kg − hkpp =

R
Fon

|g(x) − h(x)|p dµ(x) ≤ ≤ pµ(Fn), we obtain k f − hkp ≤

≤+≤µ(Fn)1/p. Hence the closure in L p(V, µ) of the countable set D =
S∞

n=1 Dn
contains f . In particular, Dcl contains a vector subspace containing all indicator
functions of compact subsets of V . By (b), Dcl = L p(V, µ). §

Proposition 6.28. With V still open inRN , let V 0 be an open set inRN 0 . Under
a continuous function or even a Borel measurable function F : V → V 0, F−1(E)
is in BN (V ) whenever E is in BN 0(V 0).

PROOF. The set of E’s for which F−1(E) is in BN (V ) is a σ -algebra, and this
σ -algebra contains the open geometric rectangles of RN 0 by the same argument
as for Proposition 6.8. Thus it contains BN 0(V 0). §

Corollary 6.29. If V 0 is a second nonempty open subset in RN besides V ,
then any homeomorphism of V onto V 0 carries BN (V ) to BN (V 0).

If K is a nonempty compact subset of RN , it will be convenient to be able to
speak of the Borel sets in K , just as we can speak of the Borel sets in an open
subset V of RN . The theory for K is easier than the theory for V , partly because
Borel measures on K can all be obtained by restriction from Borel measures on
RN .
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TheBorel sets in K are the sets in BN (K ) = BN ∩K . Using Lemma 6.24, we
readily see that BN (K ) is the smallest σ -algebra for K containing the compact
subsets of K ; the argument is simpler than the correspondingproof for Proposition
6.23 in that it is not necessary to produce some sequence of sets by means of
Lemma 6.22.
ABorel function on the compact set K is a scalar-valued function measurable

with respect to BN (K ). A Borel measure on K is a measure on BN (K ) that is
finite on compact subsets of K . In this situation regularity is a consequence of
the regularity of Borel measures on RN , and no separate argument is needed. In
fact, if µ is a Borel measure on K , we can define ∫(E) = µ(E ∩ K ) for each
Borel subset E on RN , and then the finiteness of µ(K ) implies that ∫ is a Borel
measure on RN . Borel measures on RN are regular, and therefore we have

∫(E) = sup
K 0⊆E,

K 0 compact in RN

∫(K 0) = inf
U⊇E,

U open in RN

∫(U).

Replacing E by E ∩ K and substituting from the definition of ∫, we obtain the
following proposition.

Proposition 6.30. Every Borel measure µ on a compact nonempty set K in
RN is regular in the sense that the value of µ on any Borel set E in K is given by

µ(E) = sup
K⊆E,

K 0 compact in K

µ(K 0) = inf
U⊇E,

U relatively
open in K

µ(U).

4. Comparison of Riemann and Lebesgue Integrals

This section contains the definitive theorem about the relationship between the
Riemann integral and the Lebesgue integral in RN . The Riemann integral is
defined in Section III.7, the Lebesgue integral is defined in Section V.3, and
Lebesgue measure in RN is defined in Section 1 of the present chapter. In order
to have a notational distinction between the Riemann and Lebesgue integrals,
we write in this section R

R
A f dx for the Riemann integral of a bounded real-

valued function on a compact geometric rectangle A, and we write
R
A f dx for

the Lebesgue integral.

Theorem6.31. Suppose that f is a bounded real-valued function on a compact
geometric rectangle A in RN . Then f is Riemann integrable on A if and only if
f is continuous except on a Lebesgue measurable set of Lebesgue measure 0. In
this case, f is Lebesgue measurable, andR

R
A f dx =

R
A f dx .
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PROOF. Proposition 6.12 shows that a set in RN has “measure 0” in the sense
of Chapter III if and only if it is Lebesguemeasurable of measure 0, and Theorem
3.29 shows that f is Riemann integrable on A if and only if f is continuous
except on a set of measure 0. This proves the first conclusion of the theorem.
For the second conclusion, suppose thatR

R
A f dx exists. Lemma 3.23 shows

that there exists a sequence of partitions P (k) of A, each refining the previous one,
such that the lowerRiemann sums L(P (k), f ) increase toR

R
A f dx and the upper

Riemann sums U(P(k), f ) decrease to R
R
A f dx . For each k, we define Borel

functions Lk andUk on A as follows: If x is an interior point of some component
(closed) rectangle S of P(k), we define Lk(x) = mS( f ), where mS( f ) is the
infimum of f on S; otherwise we let Lk(x) = 0. If we write |S| for the volume of
S, then the Lebesgue integral of Lk over S is given by

R
S Lk(x) dx = mS( f )|S|.

Consequently
Z

A
Lk(x) dx =

X

S
mS( f )|S| = L(P(k), f ).

We define Uk(x) similarly, using the supremum MS( f ) of f on S instead of the
infimum, and then

Z

A
Uk(x) =

X

S
MS( f )|S| = U(P(k), f ).

Let E be the subset of points x in A such that x is in the interior of a component
rectangle of P (k) for all k. The set A − E is a Borel set of Lebesgue measure 0.
Since P(k+1) is a refinement of P(k) for every k, we have Lk(x) ≤ Lk+1(x) and
Uk(x) ∏ Uk+1(x) for all x in E and all k. Therefore L(x) = lim Lk(x) and
U(x) = limUk(x) exist for x in E . Since Lk(x) ≤ f (x) ≤ Uk(x) for x in E , we
see that

L(x) ≤ f (x) ≤ U(x) for all x in E .

Define L(x) = U(x) = 0 on A − E . Then L and U are Borel functions with
L(x) ≤ U(x) everywhere on A. On E , we have dominated convergence, and
thus
Z

E
L(x) dx = lim

k

Z

E
Lk(x) dx and

Z

E
U(x) dx = lim

k

Z

E
Uk(x) dx .

The set A− E has Lebesgue measure 0, and therefore these equations imply that
Z

A
L(x) dx = lim

k

Z

A
Lk(x) dx and

Z

A
U(x) dx = lim

k

Z

A
Uk(x) dx .
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Consequently
Z

A
L(x) dx = lim

k

Z

A
Lk(x) dx = lim

k
L(P(k), f ) = R

Z

A
f dx

= lim
k
U(P(k), f ) = lim

k

Z

A
Uk(x) dx =

Z

A
U(x) dx .

Since L(x) ≤ U(x)on A, Corollary5.23 shows that the set F where L(x) = U(x)
is a Borel set such that A − F has Lebesgue measure 0. Since the inequalities
L(x) ≤ f (x) ≤ U(x) are valid for x in E , f (x) equals L(x) at least on E ∩ F .
The set E ∩ F is a Borel set, and L is Borel measurable; hence the restriction of f
to E∩F is Borel measurable. The set A−(E∩F) is a Borel set of measure 0, and
the restriction of f to this set is Lebesgue measurable no matter what values f
assumes on this set. Thus f is Lebesguemeasurable. Then the Lebesgue integralR
A f dx is defined, and we have
Z

A
f (x) dx =

Z

E∩F
f (x) dx =

Z

E∩F
L(x) dx =

Z

A
L(x) dx = R

Z

A
f dx .

§

5. Change of Variables for the Lebesgue Integral

A general-looking change-of-variables formula for the Riemann integral was
proved in Section III.10. On closer examination of the theorem, we found that
the result did not fully handle even as ostensibly simple a case as the change from
Cartesian coordinates in R2 to polar coordinates. Lebesgue integration gives us
methods that deal with all the unpleasantness that was concealed by the earlier
formula.

Theorem 6.32 (change-of-variables formula). Let ϕ be a one-one function of
class C1 from an open subsetU ofRN onto an open subset ϕ(U) ofRN such that
detϕ0(x) is nowhere 0. Then

Z

ϕ(U)

f (y) dy =
Z

U
f (ϕ(x))| detϕ0(x)| dx

for every nonnegative Borel function f defined on ϕ(U).

REMARK. The σ -algebra on ϕ(U) is understood to be BN ∩ ϕ(U), the set
of intersections of Borel sets in RN with the open set ϕ(U). If f is extended
from ϕ(U) to RN by defining it to be 0 off ϕ(U), then measurability of f with
respect to this σ -algebra is the same as measurability of the extended function
with respect to BN .
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PROOF. Theorem 3.34 gives us the change-of-variables formula, as an equality
of Riemann integrals, for every f in Ccom(ϕ(U)). In this case the integrands on
both sides, whenextended to be0outside the regionsof integration, are continuous
on all ofRN , and the integrations can be viewed as involving continuous functions
on compact geometric rectangles. Proposition 6.11 (or Theorem 6.31 if one
prefers) allows us to reinterpret the equality as an equality of Lebesgue integrals.
In the extension of this identity to all nonnegative Borel functions, measur-

ability will not be an issue. The function f is to be measurable with respect
to BN (ϕ(U)), and Corollary 6.29 shows that such f ’s correspond exactly to
functions f ◦ ϕ measurable with respect to BN (U).
Using Theorem 5.19, define a measure µ on BN (U) by

µ(E) =
Z

E
| detϕ0(x)| dx .

Corollary 5.28 implies that µ satisfies
Z

U
g dµ =

Z

U
g(x) | detϕ0(x)| dx (∗)

for every nonnegative g on U measurable with respect to BN (U). Next define
another set function ∫ on BN (U) by

∫(E) = m(ϕ(E)),

where m is Lebesgue measure. It is immediate that ∫ is a measure, and we haveR
ϕ(U) IE(ϕ−1(y)) dy =

R
ϕ(U) Iϕ(E) dy = m(ϕ(E)) = ∫(E) =

R
U IE d∫. Passing

to simple functions ∏ 0 and then using monotone convergence, we obtain
Z

ϕ(U)

g ◦ ϕ−1 dy =
Z

U
g d∫ (∗∗)

for every nonnegative g on U measurable with respect to BN (U).
If in (∗∗) and (∗) we take g = f ◦ ϕ with f in Ccom(ϕ(U)) and we substitute

into the change-of-variables formula as it is given for f inCcom(ϕ(U)), we obtain
the identity Z

U
g d∫ =

Z

U
g dµ (†)

for all g in Ccom(U). From Corollary 6.26 we conclude that µ = ∫. Hence
(†) holds for every nonnegative g on U measurable with respect to BN (U). We
unwind (†) using (∗∗) and (∗) with g = f ◦ ϕ but now taking f to be any
nonnegative function on ϕ(U) measurable with respect to BN (ϕ(U)), and we
obtain the conclusion of the theorem. §
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Let us return to the example of polar coordinates in R2, first considered in
Section III.10. The data in the theorem are

U =
©° r

θ

¢ Ø
Ø 0 < r < +∞ and 0 < θ < 2π

™
,

≥
x
y

¥
= ϕ

° r
θ

¢
=

≥
r cos θ
r sin θ

¥
,

and we have
ϕ(U) = R2 −

©° x
0
¢ Ø

Ø x ∏ 0
™
.

Since detϕ0
° r

θ

¢
= r , Theorem 6.32 gives

Z

ϕ(U)

f (x, y) dx dy =
Z

0<r<∞, 0<θ<2π
f (r cos θ, r sin θ) r dr dθ

for every nonnegative Borel function f on ϕ(U). The set of integration ϕ(U) on
the left side is not quite the whole plane; it omits the part of the x axis where
x ∏ 0. But this is a harmless defect: this subset of the x axis is contained in the
entire x axis, which is an abstract rectangle in the sense of Fubini’s Theorem and
has measure 0. Thus the formula can be changed to read

Z

R2
f (x, y) dx dy =

Z

0≤r<∞, 0≤θ<2π
f (r cos θ, r sin θ) r dr dθ

for every nonnegative Borel function f on R2. Here is an application of this
formula thatwe shall use in proving theFourier InversionFormula inChapterVIII.

Proposition 6.33.
Z ∞

−∞
e−πx2 dx = 1.

REMARK. Since we now know from Theorem 6.31 that there is no discrepancy
between the Riemann integral and the Lebesgue integral with respect to Lebesgue
measure, there will be no harm in the future in writing limits of integration in the
usual way for integrals with respect to 1-dimensional Lebesgue measure.

PROOF. We use polar coordinates and Fubini’s Theorem to compute the square
of the integral in question:

° R
R e

−πx2 dx
¢2

=
R

R2 e
−πx2e−πy2 dx dy =

R
R2 e

−π(x2+y2) dx dy

=
R ∞
0

R 2π
0 e−πr2r dθ dr = 2π

R ∞
0 re−πr2 dr

= 2π limN
R N
0 re−πr2 dr = limN

£
− e−πr2§N

0 = 1.

Since the integral in question is certainly > 0, the proposition follows. §
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Proposition 6.33 is closely related to properties of the “gamma function,” a
certain function of a complex variable that reduces essentially to the factorial
function on the positive integers. The definition of the gamma function makes
use of the expression t s defined for 0 < t < +∞ and s in C by t s = es log t .
Fix s ∈ C with Re s > 0. The function t 7→ t s−1e−t is continuous on

(0,+∞) and hence Borel measurable. Let us see that it is integrable with respect
to Lebesgue measure. Since |t s−1e−t | = tRe s−1e−t , we may assume that s is real
(and positive) in showing the integrability. Integrability on (0, 1] is no problem,
since we know that

R 1
0 t

s−1 dt < ∞ for s > 0. To handle [1,+∞), let n be
an integer ∏ s − 1. Then t s−1 ≤ tn = 2nn!

° 1
n!

° t
2
¢n¢

≤ 2nn!
P∞

k=0
1
k!

° t
2
¢k

=
2nn!et/2. Hence t s−1e−t ≤ 2nn!e−t/2, and the integrability on [1,+∞) follows.
With this integrability in place, we define the gamma function by

0(s) =
Z ∞

0
t s−1e−t dt for Re s > 0.

Proposition 6.34. The gamma function has the properties that
(a) 0(s + 1) = s0(s) for Re s > 0,
(b) 0(1) = 1 and 0(n + 1) = n! for integers n > 0,
(c) 0

° 1
2
¢

=
p

π .

PROOF. Part (a) follows from integration by parts, which needs to be done on
an interval [ε,M] and followed by passages to the limit ε → 0 and M → ∞. In
(b), the formula0(1) = 1 just amounts to the elementary integral

R ∞
0 e−t dt = 1,

and then the formula 0(n + 1) = n! for integers n > 0 follows by iterating (a).
For (c), the change of variables t = πx2 gives

0
° 1
2
¢

=
R ∞
0 t−1/2e−t dt =

R ∞
0 (πx2)−1/2e−πx22πx dx = 2

p
π

R ∞
0 e−πx2 dx .

Since
R ∞
0 e−πx2 dx = 1

2
R ∞
−∞ e−πx2 dx , Proposition 6.33 allows us to conclude

that 2
R ∞
0 e−πx2 dx = 1. Hence 0

° 1
2
¢

=
p

π . §

It is often true in applications of the change-of-variables formula that the set
ϕ(U) does not exhaust the set that onemight hope to have as region of integration.
For polar coordinates the exceptional set was the part of the x axis with x ∏ 0,
and an easy argument showed that the exceptional set had measure 0. In a more
complicated example, that easy argument will not ordinarily apply, but still the
exceptional set has a certain “lower-dimensional” quality to it. A general result
saying that certain lower-dimensional sets have measure 0 will be given as a
corollary of Sard’s Theorem, which we prove now.
Let √ : V → RN be a smooth map defined on an open subset V of RN . A

critical point x of √ is a point where √ 0(x) has rank < N . In this case, √(x) is
called a critical value.
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Theorem 6.35 (Sard’s Theorem). If √ : V → RN is a smooth map defined
on an open subset V of RN , then the set of critical values of √ is a Borel set of
Lebesgue measure 0 in RN .

PROOF. The set where √ 0(x) has rank ≤ N − 1 is relatively closed in V and
hence is the union of countably many compact sets. The set of critical values is
then the union of the compact images of these sets and consequently is a Borel set.
Let us see that this Borel set has Lebesgue measure 0. Since V is the countable
union of compact geometric rectangles and since the countable union of sets of
measure 0 is of measure 0, it is enough to prove the theorem for the restriction of
√ to a compact geometric rectangle R.
For points x = (x1, . . . , xN ) and x 0 = (x 0

1, . . . , x
0
N ) in R, the Mean Value

Theorem gives

√i (x 0) − √i (x) =
NX

j=1

@√i

@xj
(zi )(x 0

j − xj ), (∗)

where zi is a point on the line segment from x to x 0. Since the @√i
@xj are bounded

on R, we see as a consequence that

|√(x 0) − √(x)| ≤ a|x 0 − x | (∗∗)

with a independent of x and x 0. Let Lx(x 0) = (Lx,1(x 0), . . . , Lx,N (x 0)) be the
best first-order approximation to √ about x , namely

Lx,i (x 0) = √i (x) +
NX

j=1

@√i

@xj
(x)(x 0

j − xj ).

Subtracting this equation from (∗), we obtain

√i (x 0) − Lx,i (x 0) =
NX

j=1

µ
@√i

@xj
(zi ) −

@√i

@xj
(x)

∂
(x 0

j − xj ).

Since @√i
@xj is smooth and |zi − x | ≤ |x 0 − x |, we deduce that

|√(x 0) − Lx(x 0)| ≤ b|x 0 − x |2 (†)

with b independent of x and x 0.
If x is a critical point, let us bound the image of the set of x 0 with |x 0 − x | ≤ c.

The determinant of the linear part of Lx is 0, and hence Lx has image in a
hyperplane, not necessarily a coordinate hyperplane. By (†), √(x 0) has distance
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≤ bc2 from this hyperplane. In each of the N − 1 perpendicular directions,
(∗∗) shows that √(x 0) and √(x) are at distance ≤ ac from each other. Thus
√(x 0) is contained in a box1 centered at √(x) with volume 2N (ac)N−1(bc2) =
2NaN−1bcN+1.
We subdivide R into MN smaller compact geometric rectangles whose dimen-

sions are 1/M times those of R. If d is the diameter of R and if one of these
smaller geometric rectangles R0 contains a critical point x , then any point x 0 in R0

has |x 0 −x | ≤ d/M . By the result of the previous paragraph,√ of R0 is contained
in a box of volume 2NaN−1b(d/M)N+1. The union of these boxes, taken over all
of the smaller geometric rectangles containing critical points, contains the critical
values. Since there are at most MN of the smaller geometric rectangles, the outer
measure m∗ of the set of critical values, where m refers to Lebesgue measure, is
≤ 2NaN−1bdN+1M−1. This estimate is valid for all M , and hence the set S of
critical values hasm∗(S) = 0. Therefore the Borel set S has Lebesguemeasure 0.

§

Corollary 6.36. If √ : V → RN is a smooth map defined on an open subset
V ofRM with M < N , then the image of √ is a Borel set of Lebesgue measure 0
in RN .
PROOF. Sard’s Theorem (Theorem 6.35) applies to the composition of the pro-

jection RN → RM followed by √ . Every point of the domain is a critical point,
and hence every point of the image is a critical value. The result follows. §

We define a lower-dimensional set in RN to be any set contained in the
countable union of smooth images of open sets in Euclidean spaces of dimension
< N . The following result is immediate from Corollary 6.36.

Corollary 6.37. Any lower-dimensional set in RN is Lebesgue measurable of
Lebesgue measure 0.

The N -dimensional generalization of polar coordinates in R2 is spherical
coordinates in RN . In the notation of Theorem 6.32, we have

U =











r
θ1
...

θN−1






Ø
Ø
Ø
Ø
Ø

0 < r < +∞,
0 < θj < π for 1 ≤ j ≤ N − 2,
0 < θN−1 < 2π






√ x1
...
xN

!

= ϕ






r
θ1
...

θN−1




 =







r cos θ1
r sin θ1 cos θ2

...
r sin θ1··· sin θN−2 cos θN−1
r sin θ1··· sin θN−2 sin θN−1





 .and

1This box need not have its faces parallel to the coordinate hyperplanes.
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Problem 2 at the end of the chapter asks for three things to be checked:
(i) the determinant factor in the change-of-variables formula is given by

| detϕ0| = r N−1 sinN−2 θ1 sinN−3 θ2 · · · sin θN−2,

(ii) ϕ is one-one on U ,
(iii) the complement of ϕ(U) in RN is a lower-dimensional set.

Then it follows that the change-of-variables formula applies and that the integra-
tion over ϕ(U) can be extended over RN . We can write the result as
Z

RN
f (x) dx =

Z ∞

r=0

Z π

θ1=0
· · ·

Z π

θN−2=0

Z 2π

θN−1=0
f (r cos θ1, . . . )

× r N−1 sinN−2 θ1 · · · sin θN−2 dθN−1 · · · dθ1 dr.

The expression sinN−2 θ1 · · · sin θN−2 dθN−1 · · · dθ1 we abbreviate as dω. Geo-
metrically it is the contribution to Lebesguemeasure onRN from the sphere SN−1

of radius 1 centered at the origin. In Chapter XI we shall speak of Borel sets in
any compact metric space. The sphere SN−1 is a compact metric space, and we
shall note that dω refers to a rotation-invariant Borel measure on SN−1. We write

ƒN−1 =
Z

SN−1
dω

for the “area” of the sphere SN−1. This constant is evaluated in Problem 12 at the
end of the present chapter with the aid of Proposition 6.33. In terms of dω, the
change-of-variables formula for spherical coordinates is

Z

RN
f (x) dx =

Z ∞

r=0

Z

ω∈SN−1
f (rω) r N−1 dω dr.

This formula allows us quickly to check the integrability of powers of |x | near
the origin and near∞. In fact, we have

Z

|x |≤1
|x |q dx = ƒN−1

Z 1

0
rq+N−1 dr

Z

|x |∏1
|x |q dx = ƒN−1

Z ∞

1
rq+N−1 dr,and

from which we see that

|x |q is integrable near
Ω 0 for q > −N ,

∞ for q < −N .
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6. Hardy–Littlewood Maximal Theorem

This section takes a first look at the theory of almost-everywhere convergence.
The theory developed historically out of Lebesgue’s work on an extension of the
Fundamental Theorem of Calculus to general integrable functions on intervals of
the line, work that we address largely in the next chapter. We shall see gradually
that the theory applies to a broader range of problems than the ones immediately
generalizing Lebesgue’s work, and one can make a case that nowadays the theory
in this section is of considerably greater significance in real analysis than one
might expect from Lebesgue’s work on the Fundamental Theorem.
The theory brings together two threads. The first thread is the observation that

an effort to differentiate integrals of general integrable functions on an interval
of the line can be reinterpreted as a problem of almost-everywhere convergence
in connection with an approximate identity of the kind in Theorem 6.20. In
explaining this assertion, let us denote Lebesgue measure by m as necessary.
To differentiate F(x) =

R x
a f (t) dt , one forms the usual difference quotient

h−1[F(x + h) − F(x)], which can be written for h > 0 as

1
m([−h, 0])

Z

[−h,0]
f (x − y) dy =

Z

R1
f (x − y)m([−h, 0])−1 I[−h,0](y) dy

or as f ∗ϕh(x), where ϕ(y) = m([−1, 0])−1 I[−1,0](y). Here ϕ has integral 1, and
ϕh is the normalizeddilated function defined in Section 2 byϕh(y) = h−1ϕ(h−1y)
in the 1-dimensional case. Theorem 6.20 says for p = 1 and p = 2 that as h
decreases to 0, f ∗ ϕh converges to f in L p if f is in L p. Also, f ∗ ϕh converges
uniformly to f if f is bounded and uniformly continuous, and f ∗ϕh(x) converges
to f (x) at the point x if f is bounded and is continuous at x . The problem about
differentiation of integrals asks about convergence almost everywhere.
We shall want to have a theorem inRN , and for this purpose an N -dimensional

version of I[−1,0] does not seem attractive for generalizing. Instead, let us general-
ize from I[−1,1], taking the N -dimensional problem to involve a ball B of radius 1
centered at the origin; there is some flexibility in choosing the set B, and a cube
centered at the origin would work as well. We write r B for the set of dilates of
the members of B by the scalar r . Thus we investigate

m(r B)−1
Z

r B
f (x − y) dy

as r decreases to 0; equivalently we investigate

f ∗ ϕr (x), where ϕ(y) = m(B)−1 IB(y).
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The second thread comes from making a simple observation and then trying
to prove the converse in specific settings, as improbable as it sounds. The
observation is that if some sequence of nonnegative functions indexed by n
is to converge almost everywhere, its supremum on n must be finite almost
everywhere. A converse would say that a finite supremum almost everywhere
implies convergence almost everywhere. Banach succeeded in proving an abstract
such converse in a 1926 paper, making use of the completeness of the space of
functions he was studying. In a celebrated 1930 paper, Hardy and Littlewood
proved a concrete such converse in connection with differentiation of integrals;
they obtained a quantitative estimate about the supremum, and then the almost
everywhere convergence followed from that estimate and from the fact that the
convergence certainly takes place for nice functions. Here is an N -dimensional
version of the basic theorem in that direction.

Theorem 6.38 (Hardy–Littlewood Maximal Theorem). If f is in L1(RN ),
then

m
©
x

Ø
Ø f ∗(x) > ξ

™
≤
5Nk f k1

ξ

for every ξ > 0, where

f ∗(x) = sup
0<r<∞

m(r B)−1
Z

r B
| f (x − y)| dy.

Before examining the statement of the theoremmore closely and then proving
the theorem, let us see how to derive a corresponding N -dimensional convergence
result from it, and let us see how the first part of Lebesgue’s version of the
Fundamental Theorem of Calculus, the part about differentiation of integrals,
follows as well.

Corollary 6.39. If f is integrable on every bounded subset of RN , then

lim
r↓0

m(r B)−1
Z

r B
f (x − y) dy = f (x) a.e.

PROOF. Since the convergence for a particular x depends on the behavior of
the function only near x , we may assume that f is identically 0 off some bounded
set. The effect of this assumption for our purposes is that f then has to be in
L1(RN ). Define

Tr ( f ) = m(r B)−1
Z

r B
f (x − y) dy,

bearing in mind that f ∗(x) = supr>0 Tr (| f |)(x). If g is continuous of compact
support, then limr↓0 Tr g(x) = g(x) everywhere by Theorem 6.20c. Let ≤ > 0 be
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given, and choose by Corollary 6.4 a function g inCcom(RN )with k f − gk1 < ≤.
Then

lim sup
r↓0

|Tr f (x) − f (x)|

≤ lim sup
r↓0

|Tr ( f − g)(x)| + lim sup
r↓0

|Tr g(x) − g(x)| + |g(x) − f (x)|

≤ sup
r>0

|Tr ( f − g)(x)| + |g(x) − f (x)|

≤ sup
r>0

Tr (| f − g|)(x) + |g(x) − f (x)|.

If the left side is > ξ , at least one of the terms on the right side is > ξ/2. Hence
©
x

Ø
Ø lim sup |Tr f (x) − f (x)| > ξ

™

⊆
©
x

Ø
Ø ( f − g)∗(x) > ξ/2

™
∪

©
x

Ø
Ø | f (x) − g(x)| > ξ/2

™
.

By Theorem 6.38 and the inequality αm
©
x

Ø
Ø |F(x)| > α

™
≤ kFk1, the Lebesgue

measure of the right side is

≤
2 · 5Nk f − gk1

ξ
+
2k f − gk1

ξ
≤ ≤

2(5N + 1)
ξ

.

Since ≤ is arbitrary, S(ξ) =
©
x

Ø
Ø lim sup |Tr f (x) − f (x)| > ξ

™
has measure 0.

Letting ξ tend to 0 through the values 1/n, we see that S(0) has measure 0, i.e.,
that limr↓0 Tr f (x) = f (x) almost everywhere. §

Corollary 6.40 (first part of Lebesgue’s form of the Fundamental Theorem of
Calculus). If f is integrable on every bounded subset of R1, then

R x
a f (y) dy is

differentiable almost everywhere and

d
dx

Z x

a
f (y) dy = f (x) a.e.

PROOF. For f in L1(R1), let f ∗ be as in Theorem 6.38, and define

f ∗∗
r (x) = sup

h>0

1
h

Z h

0
| f (x + t)| dt and f ∗∗

l (x) = sup
h>0

1
h

Z 0

−h
| f (x + t)| dt.

Then

f ∗∗
r (x) ≤ sup

h>0

1
h

Z h

−h
| f (x + t)| dt = 2 f ∗(x),
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and similarly f ∗∗
l (x) ≤ 2 f ∗(x). From Theorem 6.38 it follows that

m
©
x

Ø
Ø f ∗∗

r (x) > ξ
™

≤ 10k f k1
±
ξ

m
©
x

Ø
Ø f ∗∗

l (x) > ξ
™

≤ 10k f k1
±
ξ.and

The same argument as for Corollary 6.39 allows us to conclude, for any f
integrable on every bounded subset of R1, that limh↓0

1
h

R h
0 f (x + t) dt = f (x)

a.e. and limh↓0
1
h

R 0
−h f (x + t) dt = f (x) a.e. Hence d

dx
R x
a f (t) dt = f (x)

almost everywhere for such f . §

Let us return to Theorem 6.38. The function f ∗(x) is called the Hardy–
Littlewood maximal function of f . It is measurable because the supremum
over rational r gives the same value of f ∗(x) for each x . If we let ξ tend to∞ in
the inequality m

©
x

Ø
Ø f ∗(x) > ξ

™
≤ 5N

∞
∞ f

∞
∞
1
±
ξ , we see immediately that f ∗(x)

is finite almost everywhere, i.e., that the supremum in question is actually finite
almost everywhere. The inequality is a quantitative version of that qualitative
conclusion.
For any situation in which it is desired to prove an almost-everywhere conver-

gence theorem, there is an associatedmaximal function in modern terminology,
which can be taken as the supremum of the absolute value of the quantity for
which one is trying to prove almost-everywhere convergence. In the above case
we used the supremum for | f | instead, which in principle could be larger.
There is no hope that the Hardy–Littlewoodmaximal function f ∗ is actually in

L1 if f is not a.e. the 0 function because the occurrence of large values of r in the
supremumalready rules out L1 behavior: in fact, f ∗(x) is necessarily∏ a positive
multiple of |x |−N for large |x |, and thus f ∗ cannot be integrable. On the other
hand, f ∗ is close to integrable: We shall see in Section 10 that the integral of any
nonnegative function g can be computed in terms of the functionm

©
x

Ø
Ø g(x) > ξ

™

of ξ , the formula being
R

RN g(x) dx =
R ∞
0 m

©
x

Ø
Ø g(x) > ξ

™
dξ . Theorem 6.38

shows that the integrand in the case of f ∗ is ≤ a multiple of 1/ξ , and 1/ξ is
close to being integrable on (0,+∞). This is a better qualitative conclusion than
merely finiteness almost everywhere, and Theorem 6.38 is a quantitative version
of just how close f ∗ is to being integrable.
The particular property of f ∗ that is isolated in Theorem 6.38 arises fairly

often. If g ∏ 0 is integrable and S is the set where g > ξ , then g ∏ ξ IS
everywhere; hence kgk1 ∏ ξ m(S) and m(S) ≤ kgk1

±
ξ . A function g is said to

be in weak L1 if
m

©
x

Ø
Ø |g(x)| > ξ

™
≤ C

±
ξ

for some constant C and for all ξ > 0. Theorem 6.38 says that the nonlinear
operator f 7→ f ∗ carries L1 to weak L1 with C bounded by a multiple of the L1
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norm of f , and an operator of this kind that satisfies also a certain sublinearity
property is said to be of weak type (1, 1). We return to this matter, with the
definition in a clearer context, in Chapter IX.
Now let us proveTheorem6.38. Onemodernproof uses the following covering

lemma, which takes into account the geometry ofRN in a surprisingly subtle way.
Once the lemma is in hand, the rest is easy.

Lemma 6.41 (Wiener’s Covering Lemma). Let E ⊆ RN be a Borel set, and
suppose that to each x in E there is associated some ball B(r; x) with r perhaps
depending on x . If the radii r = r(x) are bounded, then there is a finite or
countable disjoint collection of these balls, say B(r1; x1), B(r2; x2), . . . , such
that either the collection is infinite and inf1≤ j<∞ rj 6= 0 or

E ⊆
∞[

j=1
B(5rj ; xj ).

In either case,

m(E) ≤ 5N
∞X

j=1
m(B(rj ; xj )).

REMARK. The shape of the sets of B(r; x) is not very important. What is
important is that there be some neighborhood B of the origin that is closed under
the operation of multiplying all its members by −1 and by any positive number
r ≤ 1. The other sets are obtained from B by dilation and translation.

PROOF. Let

A1 =
©
all sets B(r; x) in question

™

R1 = sup
©
r
Ø
Ø B(r; x) is in A1 for some x

™
.and

By hypothesis, R1 is finite. Pick some B(r1; x1) with r1 ∏ 1
2 R1, and let

A2 =
©
members of A1 disjoint from B(r1; x1)

™
.

IfA2 is empty, let all further Rj ’s be 0 and let all further B(rj ; xj )’s be empty. If
A2 is nonempty, let

R2 = sup
©
r
Ø
Ø B(r; x) is in A2 for some x

™
.

Pick B(r2; x2) in A2 with r2 ∏ 1
2 R2. Let

A3 =
©
members of A2 disjoint from B(r2; x2)

™
,



370 VI. Measure Theory for Euclidean Space

and proceed inductively to construct R3, B(r3; x3), A4, etc.
The numbers Rj are monotone decreasing. We may assume that lim Rj = 0,

since otherwise infj rj 6= 0 and
P
m(B(rj ; xj )) = +∞. Let

Vj = union of all sets in Aj −Aj+1 for j ∏ 1

V0 = union of all sets in A1.and

Then V0 =
S∞

j=1 Vj ; in fact, if B(r; x) is in A1, then the equality lim Rj = 0
forces there to be a last index j such that B(r; x) is in Aj , and this j has the
property that B(r; x) is in Aj and not Aj+1.
Since E ⊆

S
x∈E B(r; x) = V0 =

S∞
j=1 Vj , the proof will be complete if we

show that
Vj ⊆ B(5rj ; xj ). (∗)

Thus let B(r; x) be in Aj −Aj+1. Then r ≤ Rj ,

B(r; x) ∩ B(rj ; xj ) 6= ∅,

and rj ∏ 1
2 Rj . Consequently r ≤ 2rj and

B(r; x−xj ) ∩ B(rj ; 0) 6= ∅.

This condition means that there is some p in B(rj ; 0) with |x − xj − p| < r . If
q is any member of B(r; x), then

|q − xj | ≤ |q − x | + |x − xj − p| + |p| < r + r + rj = 2r + rj .

Thus q is in B(2r+rj ; xj ) ⊆ B(5rj ; xj ), and (∗) follows. §

PROOF OF THEOREM 6.38. Let E =
©
x

Ø
Ø f ∗(x) > ξ

™
. If x is in E , then

m(B(r; 0))−1
R
B(r;x) | f (y)| dy > ξ for some r > 0. Associate this r to x in

applying Lemma 6.41. Since

ξ < m(B(r; 0))−1
Z

B(r;x)
| f (y)| dy ≤ r−Nm(B(1; 0))−1k f k1,

we see that r N ≤ ξ−1m(B(1; 0))−1k f k1. Hence the numbers r are bounded.
Thus the lemma applies, and we obtain

m(E) ≤ 5N
X

j
m(B(rj ; xj )) ≤ 5N ξ−1

X

j

Z

B(rj ;xj )
| f (y)| dy ≤ 5N ξ−1k f k1,

the last inequality holding because of the disjointness of the sets B(rj ; xj ). §
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Let us return to the theme of almost-everywhere convergence in connection
with approximate identities. Theorem 6.38 has the following consequence of just
that kind.

Corollary 6.42. Let ϕ ∏ 0 be a continuous integrable function on RN of the
form ϕ(x) = ϕ0(|x |), where ϕ0 is a decreasingC1 function on [0,∞), and define
ϕε(x) = ε−Nϕ(ε−1x) for ε > 0. Then there is a constant Cϕ such that

sup
ε>0

|(ϕε ∗ f )(x)| ≤ Cϕ f ∗(x)

for all x in RN and for all f in L1(RN ). Consequently if
R

RN ϕ(x) dx = 1, then
lim
ε↓0

(ϕε ∗ f )(x) = f (x)

almost everywhere for each f in L1(RN ).

PROOF. Put √(r) = −ϕ0
0(r) ∏ 0, so that ϕ0(r) − ϕ0(R) =

R R
r √(s) ds. The

integrability of ϕ and the fact that ϕ0 is decreasing force limR→∞ ϕ0(R) = 0, and
we obtain ϕ0(r) =

R ∞
r √(s) ds and ϕ(x) =

R ∞
|x | √(r) dr . Meanwhile, the inte-

grability of ϕ, together with the formula for integrating in spherical coordinates,
shows that

R ∞
0 ϕ0(r) r N−1 dr = C < +∞. Integrating by parts on the interval

[0,M] gives

C ∏
R M
0 ϕ0(r) r N−1 dr = 1

N
£
ϕ0(r) r N

§M
0 + 1

N
R M
0 √(r) r N dr,

and thus
1
N

R ∞
0 √(r) r N dr ≤ C < +∞.

The form of ϕ implies that
ϕε(x) = ε−N R ∞

ε−1|x | √(r) dr.
If, as in the statement of Theorem 6.38, we let B be the ball of radius 1 centered
at the origin, we obtain

|(ϕε ∗ f )(x)| ≤
R

RN ϕε(y)| f (x − y)| dy

=
R
y∈RN ε−N R ∞

r=ε−1|y| √(r)| f (x − y)| dr dy

=
R ∞
r=0 √(r)

£
ε−N R

|y|≤εr | f (x − y)| dy
§
dr

=
R ∞
r=0m(B)√(r) r N

£
m(εr B)−1

R
|y|≤εr | f (x − y)| dy

§
dr

≤ m(B)
£ R ∞

r=0 √(r) r N dr
§
f ∗(x).

The right side is ≤ Cϕ f ∗(x) with Cϕ = CNm(B). Applying Theorem 6.38,
we see that the operator f 7→ supε>0 |(ϕε ∗ f )(x)| is of weak type (1,1). Since
ϕε ∗ f converges pointwise (and in fact uniformly) to f when f is in Ccom(RN ),
the same argument as for Corollary 6.39 shows that limε↓0(ϕε ∗ f )(x) = f (x)
almost everywhere for each f in L1(RN ). §
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EXAMPLE. An example of a function ϕ as in Corollary 6.42 is P(x) =
1

1+ x2
in R1. We shall see in Chapter VIII that the function h(x, y) = (Py ∗ f )(x) for
this ϕ is the natural function on the half plane y > 0 in R2 that is harmonic, i.e.,

has
@2h
@x2

+
@2h
@y2

= 0, and has boundary value f . Corollary 6.42 says that h(x, y)

has f (x) as boundary values almost everywhere if f is in L1(R1).

7. Fourier Series and the Riesz–Fischer Theorem

As mentioned at the beginning of Chapter V, the use of the Riemann integral
imposes some limitations on the subject of Fourier series that no longer apply
when one uses the Lebesgue integral. In this section we shall redo the elementary
theory of Fourier series of Section I.10 with the Lebesgue integral in place, with
particular attention to the improved theorems that we obtain. It will be assumed
that the reader knows the theory of that section.
The underlyingmeasure spacewill be [−π, π] with the σ -algebra of Borel sets

and with the measure 1
2π dx , where dx is 1-dimensional Lebesgue measure. The

complex-valued functions under considerationwill be periodic of period 2π , thus
assuming the same value at π as at −π . The spaces L1, L2, and L∞ will refer
to this measure space when no other parameters are given. Since the measure
of the whole space is finite, these spaces satisfy the inclusions L∞ ⊆ L2 ⊆ L1.
The functions in L∞ being essentially bounded, they are certainly integrable and
square integrable. The inclusion L2 ⊆ L1 follows from the Schwarz inequality:
1
2π

R π

−π | f | 1 dx ≤
° 1
2π

R π

−π | f |2 dx
¢1/2° 1

2π
R π

−π 1 dx
¢1/2.

There is another way of viewing this measure space that will be especially
helpful in relating convolution to the theory. Namely, a periodic function on the
line of period 2π may be viewed as a function on the unit circle ofCwith the angle
as parameter. In fact, convolution is a construction that combines group theory
with measure theory when the measure is invariant under the group, and that is
why convolution appears more natural on the circle than on [−π, π]. The limits
of integration do not have to be written differently from the way they are written
on the line, but we must remember that functions are to be extended periodically
when we interpret integrands. The factor 1

2π in front of the measure means that
all convolutions of functions are to contain this factor. Thus the definition of
convolution for nonnegative f and g is

( f ∗ g)(x) =
1
2π

Z π

−π

f (x − y)g(y) dy.

Convolution is commutative and associative on the circle just as in Proposition
6.13, and the various norm estimates of Section 2 are valid in the setting of the
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circle. The use of dilations has no analog for the circle, and thus the circle has
no approximate identities of the form ϕε.
If f is in L1, the trigonometric series

∞X

n=−∞

cneinx with ck =
1
2π

Z π

−π

f (x)e−ikx dx

is called the Fourier series of f . This time we regard the integral as a Lebesgue
integral. We write

f (x) ∼
∞X

n=−∞

cneinx and sN ( f ; x) =
NX

n=−N
cneinx .

A Fourier series can be written also with cosines and sines, and the coefficients
an and bn are unchanged from Section I.10.

Theorem 6.43. Let f be in L2. Among all choices of d−N , . . . , dN , the
expression

1
2π

Z π

−π

Ø
Ø
Ø f (x) −

NX

n=−N
dneinx

Ø
Ø
Ø
2
dx

is minimized uniquely by choosing dn , for all n with |n| ≤ N , to be the Fourier
coefficient cn = 1

2π
R π

−π f (x)e−inx dx . The minimum value is

1
2π

Z π

−π

| f (x)|2 dx −
NX

n=−N
|cn|2.

PROOF. The proof is the same as for Theorem 1.53. §

Corollary 6.44 (Bessel’s inequality). If f is in L2 with f (x)∼
P∞

n=−∞ cneinx ,
then

∞X

n=−∞

|cn|2 ≤
1
2π

Z π

−π

| f (x)|2 dx .

In particular,
P∞

n=−∞ |cn|2 is finite.

PROOF. The proof is the same as for Corollary 1.54. §

Corollary 6.45 (Riemann–Lebesgue Lemma). If f is in L1 and has Fourier
coefficients {cn}∞n=−∞, then lim|n|→∞ cn = 0.

REMARK. Since L2 is properly contained in L1, this corollary is not a special
case of Corollary 6.44, unlike the situation with the Riemann integral.
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PROOF. The result is immediate from Corollary 6.44 in the case of L2 func-
tions and in particular in the case of continuous functions. Write cn(h) for the
nth Fourier coefficient of any function h. Let ≤ > 0 be given. Choose by
Corollary 6.27a a continuous g with k f − gk1 ≤ ≤/2. Then choose N such that
|n| ∏ N implies |cn(g)| ≤ ≤/2. Then |cn( f )| ≤ |cn( f − g)| + |cn(g)| ≤ ≤ since
|cn( f − g)| ≤ 1

2π
R π

−π | f − g||e−inx | dx = k f − gk1 ≤ ≤/2. §

Theorem 6.46 (Dini’s test). Let f be in L1, and fix x in [−π, π]. If there is a
constant δ > 0 such that

Z

|t |<δ

| f (x + t) − f (x)|
|t |

dt < ∞,

then limN sn( f ; x) = f (x).

REMARK. The condition in the corresponding result for the Riemann integral,
namely Theorem 1.57, was that | f (x + t) − f (x)| ≤ M|t | for |t | < δ and some
constant M . The condition in the present theorem is satisfied by f (x) =

p
|x | at

x = 0, and the condition in the earlier theorem is not.

PROOF. The proof is the same as for Theorem 1.57 except that we need to
appeal to the improved version of the Riemann–Lebesgue Lemma in Corollary
6.45. §

Now we work toward a proof of Parseval’s Theorem for all of L2. We need to
know about Fourier coefficients of convolutions.

Proposition 6.47. If f (x) ∼
P∞

n=−∞ cneinx and g(x) ∼
P∞

n=−∞ dneinx , then
( f ∗ g)(x) ∼

P∞
n=−∞ cndneinx .

PROOF. This is a consequence of Fubini’s Theorem and the translation invari-
ance of Lebesgue measure:

1
2π

Z π

−π

( f ∗ g)(x)e−inx dx =
1
2π

Z π

−π

h 1
2π

Z π

−π

f (x − y)g(y)e−inx dy
i
dx

=
≥ 1
2π

¥2 Z π

−π

h Z π

−π

f (x − y)g(y)e−inx dx
i
dy

=
≥ 1
2π

¥2 Z π

−π

h Z π

−π

f (x)g(y)e−in(x+y) dx
i
dy

=
≥ 1
2π

Z π

−π

f (x)e−inx dx
¥≥ 1
2π

Z π

−π

g(y)e−iny dy
¥
. §
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The proof of the version of Parseval’s Theorem for all of L2 will make use of
the Fejér kernel KN (t) introduced in Section I.10. We do not need to recall the
exact formula for KN , only the fact that it is a trigonometric polynomial of degree
N with the following three properties:

(i) KN (x) ∏ 0,
(ii) 1

2π
R π

−π KN (x) dx = 1,
(iii) for any δ > 0, supδ≤|x |≤π KN (x) tends to 0 as n tends to infinity.

These three properties identified KN as an approximate identity in the setting of
periodic functions, and Fejér’s Theorem in the form of Theorem 1.59 gave the
consequence for convergence at points of continuity of f . With the Lebesgue
integral, we get also results about norm convergence in L1 and L2.

Theorem 6.48 (Fejér’s Theorem). Let f be in L1. Then
(a) limN kKN ∗ f − f k1 = 0 with no additional hypotheses on f ,
(b) limN kKN ∗ f − f k2 = 0 if f is also in L2,
(c) limN (KN ∗ f )(x0) = f (x0) if f is bounded on [−π, π] and is continuous

at x0,
(d) the convergence in (c) is uniform for x0 in E if f is bounded on [−π, π]

and is uniformly continuous at the points of E ,
(e) limN (KN ∗ f )(x0) = 1

2
°
f (x0+) + f (x0−)

¢
if f is bounded on [−π, π]

and has right and left limits f (x0+) and f (x0−) at x0.

PROOF. For (a) and (b), let p = 1 or p = 2 as appropriate. Then

kKn∗ f − f kp

=
∞
∞
∞
1
2π

Z π

−π

KN (t)[ f (x − t) − f (x)] dt
∞
∞
∞
p,x

by (ii)

≤
1
2π

Z π

−π

KN (t)k f (x − t) − f (x)kp,x dt by (i) and
Theorem5.60

≤ sup
|t |≤δ

k f (x − t) − f (x)kp,x + 2 [ sup
δ≤|t |≤π

KN (t)] k f kp.

Given ≤ > 0, choose δ by Proposition 6.16 to make the first term of the final
bound be< ≤/2, and then choose N0 by (iii) to make the second term of the final
bound be < ≤/2 for N ∏ N0. Then the final bound is < ≤ for N ∏ N0.
Parts (c) and (d) are proved exactly as in Theorem 1.59. For (e), we may

assumewithout loss of generality that x0 = 0 because convolution commuteswith
translations. If we can prove (e) for a single function g with a jump discontinuity
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at x = 0 equal to the jump for f , then we can apply (c) to f − g and deduce (e)
for f . Let us see that such a function g may be taken as a multiple of

h(x) =

Ω 1
2 (π − x) for 0 < x ≤ π

1
2 (−π − x) for − π ≤ x < 0.

In fact, a computation at the beginning of Section I.10 shows explicitly that the
series

P∞
n=1(sin nx)/n converges to h(x) for x 6= 0, but we do not need this fact.

All that we need is that the series
P∞

n=1(sin nx)/n is the Fourier series of h, a
fact that we can readily check from the definition. The sum of this series at x = 0
is manifestly 0, and this sum matches the average of the jumps 12

°
π
2 + −π

2
¢
. The

Cesàro sums of the series
P∞

n=1(sin nx)/n must have the same limit 0, according
to Theorem 1.47, and (e) is proved. §

Theorem 6.49 (Parseval’s Theorem). If f is a function in L2 with f (x) ∼P∞
n=−∞ cneinx , then

lim
N→∞

1
2π

Z π

−π

| f (x) − sN ( f ; x)|2 dx = 0

and
1
2π

Z π

−π

| f (x)|2 dx =
∞X

n=−∞

|cn|2.

PROOF. From thefirst conclusionofTheorem6.43, we obtain 0 ≤ k f −sNk22 ≤
k f − (KN ∗ f )k22, and we know from Theorem 6.48b that k f − (KN ∗ f )k22 tends
to 0. This proves the first formula, and the second formula follows by passing to
the limit in the second conclusion of Theorem 6.43. §

Corollary 6.50 (uniqueness theorem). If f is in L1 and has all Fourier
coefficients 0, then f is the 0 element in L1.

PROOF. Proposition 6.47 shows that the Fourier coefficients of KN ∗ f are
cn(KN ∗ F) = cn(KN )cn( f ), and this is 0 for all n. By Proposition 6.18, KN ∗ f
is continuous, and thus KN ∗ f = 0 by Corollary 1.60. Since KN ∗ f tends to f
in L1 according to Theorem 6.48a, we conclude that f is the 0 element in L1. §

Now we come to the Riesz–Fischer Theorem, which historically was a great
triumph for the Lebesgue integral over the Riemann integral. The result uses the
completeness of L2 and has no counterpart with Riemann integration.

Theorem 6.51 (Riesz–Fischer Theorem). If {cn} is a given doubly infinite
sequence of complex numbers with

P∞
n=−∞ |cn|2 < ∞, then there exists an f in

L2 whose Fourier series is
P∞

n=−∞ cneinx .
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PROOF. Define fN (x) =
P

|n|≤N cneinx . For M ∏ N , Parseval’s Theorem
(Theorem 6.49) gives k fM − fNk22 =

P
N+1≤|n|≤M |cn|2, and the right side tends

to 0 as M and N tend to infinity because of the convergence of
P∞

n=−∞ |cn|2.
Thus { fN } is a Cauchy sequence in L2. By Theorem 5.59, L2 is complete as a
metric space, and thus { fN } converges in L2. Let f be (a function representing)
the limit element in L2. The inner product in L2 is a continuous function of the
L2 function in the first variable, and therefore the Fourier coefficients of f satisfy

cn( f ) =
°
f, einx

¢
= lim

N

°
fN , einx

¢
.

As soon as N gets to be ∏ |n|,
°
fN , einx

¢
equals cn . Thus cn( f ) = cn for all n,

and f has the required properties. §

8. Stieltjes Measures on the Line

A Stieltjes measure2 is a Borel measure on R1. Lebesgue measure dx is
an example, as is any measure f (x) dx in which f is nonnegative and Borel
measurable and is integrable on every bounded interval. A completely different
kind of Stieltjes measure is one that attaches nonnegative weights to countably
many points in such a way that the sum of the weights in any bounded interval
is finite. In this section we shall see that the Stieltjes measures stand in one-one
correspondence with a class of monotone functions on the line that we describe
shortly. We shall also obtain an integration-by-parts formula in which a Stieltjes
measure plays the role of the derivative of its corresponding monotone function.
If a Stieltjes measure µ is given, we associate to µ the function F : R1 → R1

defined by

F(x) =

Ω
−µ(x, 0] if x ≤ 0,
µ(0, x] if x ∏ 0.

The function F is called the distribution function of µ. It has the following
properties:3

(i) F is nondecreasing, i.e., ismonotone increasing,
(ii) F is continuous from the right in the sense that F(x0) = limx↓x0 F(x)

for every x0 in R1, i.e., limn F(xn) = F(x0) whenever {xn}n∏1 is a
sequence tending to x0 such that xn > x0 for all n ∏ 1,

(iii) F(0) = 0.
2Many books, this one included, take Stieltjes measures by definition to occur on the line.

However, there is a theory, albeit a somewhat unsatisfactory one, of “Stieltjes measures” in higher-
dimensional Euclidean space. It is of interest chiefly in probability theory.

3An alternative definition says F(x) equals −µ[x, 0) and µ[0, x) in the two cases, and then
property (ii) says that F is continuous fromthe left. The choicemadehere between these alternatives
is governed by keeping technicalities to a minimum in Section 10.
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Properties (i) and (iii) are immediate from the definition. With (ii), there are two
cases according as the limit x0 is ≤ 0 or > 0, and both cases are settled by the
complete additivity of µ.
The measure µ is completely determined by its distribution function F . In

fact, the definition of F forces µ((a, b]) = F(b) − F(a), and Proposition 6.6
implies that µ is determined as a Borel measure by this formula.

Theorem 6.52. The Stieltjes measures µ stand in one-one correspondence
with the functions F : R1 → R1 satisfying (i), (ii), and (iii), the correspondence
being that F is the distribution function of µ.

PROOF. We have seen that eachµ leads to an F and that F uniquely determines
µ. We need to see that every F satisfying (i), (ii), and (iii) arises from some µ.
If such a function F is given, we define a set function µ on bounded intervals by

µ((a, b]) = F(b) − F(a),

µ((a, b)) = lim
n
F(b − 1

n ) − F(a),

µ([a, b]) = F(b) − lim
n
F(a − 1

n ),

µ([a, b)) = lim
n
F(b − 1

n ) − lim
n
F(a − 1

n ).

We extend µ to the ringR of elementary subsets of R1, i.e., the ring of all finite
disjoint unions of bounded intervals, by setting µ of a finite disjoint union of
bounded intervals equal to the sum of the values of µ on each of the intervals,
just as with Lebesgue measure in Example 4 at the end of Section V.1.
To see that µ is unambiguously defined and is additive on R, we readily

reduce matters, just as with Lebesgue measure, to showing that if an interval is
decomposed into the union of two smaller intervals, then µ of the union is the
sum of µ of the components. Thus let a ≤ b ≤ c, and let an interval I from a
to c be the union of an interval from a to b and an interval from b to c. If the
interval I from a to c is (a, c), then the two possible cases are handled by

µ((a, b)) + µ([b, c)) = lim
n
F(b − 1

n ) − F(a) + lim
n
F(c − 1

n ) − lim
n
F(b − 1

n )

= µ((a, c))

µ((a, b]) + µ((b, c)) = F(b) − F(a) + lim
n
F(c − 1

n ) − F(b) = µ((a, c)).
and

If the interval I froma to c has one or both endpoints present, then the computation
is the same except that F(a) is replaced by limn F(a − 1

n ) if a is in I and
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limn F(c− 1
n ) is replaced by F(c) if c is in I . Thus µ is unambiguously defined,

and it is nonnegative and additive.
The next step is to prove, just as with Lebesgue measure in Section V.1, that

µ is regular on R in the sense that for each E in R and ≤ > 0, we can find a
compact K inR and an openU inR such that K ⊆ E ⊆ U , m(K ) ∏ m(E)− ≤,
and m(U) ≤ m(E) + ≤. As with Lebesgue measure, the proof comes down to
the case that E is a single interval, and this time there are four subcases. Choose
n large enough so that 2n < ≤, and then

for [a, b), take K = [a, b − 1
n ] and U = (a − 1

n , b),

for [a, b], take K = [a, b] and U = (a − 1
n , b + 1

n ),

for (a, b], take K = [a + 1
n , b] and U = (a, b + 1

n ),

for (a, b), take K = [a + 1
n , b − 1

n ] and U = (a, b).

An exception occurs in the definition of K if the listed left endpoint of K exceeds
the listed right endpoint of K , and then K is defined to be empty. Each of these
definitions contains a parameter n; if we write Kn and Un for the corresponding
sets K and U , then we can check from the definitions and property (ii) of the
function F that limn µ(Kn) = µ(E) and limn µ(Un) = µ(E). The regularity
condition for E follows from these limit relations.
The next step is to prove that µ is completely additive on R by imitating

the proof for Lebesgue measure. In fact, the proof of Proposition 5.4 applies
word-for-word except that m has to be changed to µ throughout and the word
“proposition” in the last sentence of the proof should be changed to “complete
additivity.”
Then µ extends to a measure on the Borel sets by Theorem 5.5. The extended

measure is σ -finite onR1 becauseR1 is the countable union of bounded intervals
and µ is finite on every bounded interval.
Finally we need to show that the distribution function G of µ is equal to F .

Our definitions make

G(x) =

Ω
−µ((x, 0]) = −(F(0) − F(x)) = F(x) if x ≤ 0,
µ((0, x]) = F(x) − F(0) = F(x) if x ∏ 0.

Thus G = F . §

EXAMPLES.
(1) Let F be any continuous distribution function that has a continuous de-

rivative f except possibly at finitely many points. If x is a point of conti-
nuity of f , then the Fundamental Theorem of Calculus (Theorem 1.32) gives
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d
dx

R x
0 f (t) dt = f (x). Put

G(x) =

Ω
−

R 0
x f (t) dt if x ≤ 0,

R x
0 f (t) dt if x ∏ 0.

ThenG is a continuous distribution function, and the formula for the derivative of
the integral shows that F 0(x) = G 0(x) except at finitely many points. Recursive
application of the Mean Value Theorem, starting from x = 0, to F − G on
intervals having F 0 − G 0 = 0 in their interiors, shows that F = G everywhere.
The Stieltjes measure µ associated to F , by the uniqueness in Theorem 6.52, is
given by

µ(E) =
Z

E
f (t) dt.

The special case with F(x) identically equal to x has f identically equal to 1,
and the measure is just Lebesgue measure.
(2) The function F with

F(x) =

Ω 0 for x ∏ 0,
−1 for x < 0,

has the three properties of a distribution function, and the associated measure µ
is a point mass assigning weight 1 to x = 0. The measure µ takes the value 1
on every Borel set containing 0 and takes the value 0 on every Borel set not
containing 0. This measure is sometimes called the delta measure at 0 or “delta
mass” at 0. Whenever a Stieltjes measure ∫ has ∫({p}) > 0 for some p in R1,
we say that ∫ contains a point mass at p of weight ∫({p}). Then ∫ is the sum of
a point mass at p of weight ∫({p}) and a Stieltjes measure containing no point
mass at p.
(3) Let {xn} be a sequence in R. For example, {xn} could be an enumeration

of the rationals. Let {wn} be a sequence of positive numbers with
P

wn < ∞,
and define

F(x) =






X

{n | 0<xn≤x}
wn for x ∏ 0,

−
X

{n | x<xn≤0}
wn for x < 0.

Then F satisfies (i), (ii), and (iii), and hence F is the distribution function of some
Stieltjes measure µ. The measure is given by

µ((a, b]) =
X

{n | a<xn≤b}
wn.

It is a countable sum of point masses. The function F , though monotone increas-
ing, is discontinuous at every xn , and this set is allowed to be dense.



8. Stieltjes Measures on the Line 381

(4) This example will be a nonzero Stieltjes measure that is carried on a Borel
set of Lebesguemeasure 0 and yet has a continuous distribution function. We start
from the standardCantor setC in [0, 1] described in detail in Section II.9. This set
is compact and is obtained as the intersection of a sequence {Cn} of sets with each
Cn consisting of the finite union of closed bounded intervals. The set C0 is [0, 1],
and Cn+1 is obtained from Cn by removing the open middle third of each of the

F1 F2

F3 F4

FIGURE 6.1. Construction of a Cantor function F . Graphs of
approximations F1, F2, F3, F4 to F .

constituent closed intervals of Cn . The Lebesgue measure of Cn is (2/3)n , and
thus C has Lebesgue measure limn(2/3)n = 0. The measure µ we construct will
have µ(C) = 1 and µ(Cc) = 0, yet it will assign 0 measure to every one-point
set. The properties that are needed of the corresponding distribution function F
so that µ has these properties are that F is continuous, F is 0 for x ≤ 0, F is 1
for x ∏ 1, and F is constant on every open interval I of [0, 1]−C , i.e., on every
open interval of every [0, 1] − Cn . This condition will make µ(I ) = 0 for all
such I . Since the metric space [0, 1]− C has a countable base, it is the union of
countably many such open intervals I , and thus µ([0, 1] − C) = 0. Since F is
constant for x ≤ 0 and for x ∏ 1, µ is 0 on (−∞, 0) and (1,+∞) as well, and
thus µ(Cc) = 0. To obtain the distribution function F , we construct a sequence
of approximating functions Fn and show that the sequence is uniformly Cauchy.
The set Cc

n ∩ [0, 1] is the union of 2n − 1 disjoint open intervals. On the kth such
interval we define Fn to be k2−n . We let Fn(x) = 0 for x ≤ 0 and F(x) = 1
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for x ∏ 1. On the complementary closed intervals, define Fn in any fashion that
makes Fn monotone increasing and continuous. Graphs of F1 through F4 are
shown in Figure 6.1 with the interpolation in the graphs done by straight lines.
The result is that

|Fn(x) − Fn+k(x)| ≤ 2−n

for all x . Hence {Fn} is uniformly Cauchy and therefore uniformly convergent.
Let F be the limit function. The function F continuous by Theorem 1.21, and
it is monotone increasing, satisfies F(0) = 0, and is constant on every open
interval contained in Cc. According to Problem 15 at the end of the chapter, it
is independent of the method of interpolation used in constructing the Fn’s. The
function F is called the Cantor function corresponding to the standard Cantor
set.

The most general monotone increasing function F on R1 is not far from
being the distribution function of some Stieltjes measure. In the first place the
monotonicity of F implies that F has left and right limits at every point, and
consequently its only discontinuities are jumps. There can be only countably
many such jumps: in fact, if there were uncountably many jump discontinuities,
there would be uncountably many in some bounded interval, and that interval
would contain uncountably many of magnitude at least 1/n for some integer n;
hence F would have to be unbounded on that bounded interval. Let us define
a function F1 by F1(x) = limt↓x F(t). This is well defined, since F has right
limits at every point, and we have F(x) = F1(x) except on a countable set. If we
define F2(x) = F1(x) − F1(0), then F2 satisfies the three defining properties (i),
(ii), (iii) of a distribution function. If µ is the Stieltjes measure corresponding to
F2 under Theorem 6.52, we call µ the associated Stieltjes measure for F .

Theorem 6.53 (integration by parts). Let a < b, let F be a monotone increas-
ing function on R1 that is continuous from the right at a and b, and let µ be the
associated Stieltjes measure. If G is aC1 complex-valued function on [a, b] with
derivative g, then

Z b

a
F(x)g(x) dx = G(b)F(b) − G(a)F(a) −

Z

(a,b]
G dµ.

PROOF. Without loss of generality, we may assume that G is real-valued. Let
F2 be the distribution function of µ. By construction of F2, there is a constant c
such that F − F2 = c except possibly at points of discontinuity of F , and the set
S of such points S within [a, b] is countable. This exceptional countable set S
does not contain a or b, since F and F2 are continuous from the right at a and b.
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We have
R b
a (F − F2)g dx =

R
S(F − F2)g dx +

R b
a cg(x) dx

= c
R b
a g(x) dx = c(G(b) − G(a))

and also

G(b)(F(b)−F2(b))−G(a)(F(a)−F2(a)) = G(b)c−G(a)c = c(G(b)−G(a)).

Thus
R b
a (F − F2)g dx = G(b)(F(b) − F2(b)) − G(a)(F(a) − F2(a)).

Comparing this formula with the formula in the statement of the theorem, we see
that if the theorem holds for F2, then it holds for F . Changing notation, we may
therefore assume that F is the distribution function of µ.
Let P be a partition a = x0 < x1 < · · · < xn−1 < xn = b of [a, b] with

mesh to be specified. For 1 ≤ i ≤ n, we use the Mean Value Theorem to choose
ti ∈ (xi−1, xi ) with G(xi ) − G(xi−1) = g(ti )(xi − xi−1). We can do so since we
have assumed that G is real valued. Then we have

F(xi )g(ti )(xi − xi−1) = F(xi )G(xi ) − F(xi )G(xi−1)

and

nP

i=1
F(xi )g(ti )(xi − xi−1)

= F(xn)G(xn) +
nP

i=2
F(xi−1)G(xi−1) −

nP

i=1
F(xi )G(xi−1)

= F(xn)G(xn) − F(x0)G(x0) −
nP

i=1
G(xi−1)(F(xi ) − F(xi−1))

= F(b)G(b) − F(a)G(a) −
nP

i=1
G(xi−1)(F(xi ) − F(xi−1)).

We shall show for small enough mesh that
Pn

i=1 F(xi )g(ti )(xi − xi−1) is close toR b
a F(x)g(x) dx and that

Pn
i=1 G(xi−1)(F(xi )−F(xi−1)) is close to

R
(a,b] G dµ.

Let M be an upper bound for |g| and |F | on [a, b], and let ≤ > 0 be given.
Choose a number δ > 0 by uniform continuity of G and g such that |x − x 0| < δ
implies |G(x) − G(x 0)| < ≤/M and |g(x) − g(x 0)| < ≤/(M(b − a)), as well as
another condition to be specified. If the mesh of the partition is < δ, then
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Ø
Ø
Ø

nP

i=1
G(xi−1)(F(xi ) − F(xi−1)) −

R
(a,b] G dµ

Ø
Ø
Ø

=
Ø
Ø
Ø

nP

i=1

R
(xi−1,xi ][G(xi−1) − G(x)] dµ

Ø
Ø
Ø

≤
nP

i=1

R
(xi−1,xi ] |G(xi−1) − G(x)| dµ

≤
nP

i=1

R
(xi−1,xi ](≤/M) dµ

= (≤/M)(F(b) − F(a))
≤ 2≤ since |F | ≤ M.

Also,
Ø
Ø
Ø

nP

i=1
F(xi )g(ti )(xi − xi−1) −

R b
a F(x)g(x) dx

Ø
Ø
Ø

=
Ø
Ø
Ø

nP

i=1

R
(xi−1,xi ]

°
F(xi )(g(ti ) − g(x)) + (F(xi ) − F(x))g(x)

¢
dx

Ø
Ø
Ø

≤
nP

i=1

R
(xi−1,xi ]|F(xi )| |g(ti ) − g(x)| dx +

nP

i=1

R
(xi−1,xi ]|F(xi ) − F(x)| |g(x)| dx

≤
nP

i=1

R
(xi−1,xi ] M(≤/(M(b − a))) dx +

nP

i=1
|F(xi ) − F(xi−1)|Mδ

= ≤ + (F(b) − F(a))Mδ by monotonicity of F

≤ ≤ + 2M2δ.

Thus if δ satisfies the additional condition that δ < ≤/(2M2), then the absolute
valueof thedifferenceof the two sides in the formulaof the theorem is< 2≤+2≤ =
4≤. This completes the proof. §

9. Fourier Series and the Dirichlet–Jordan Theorem

A real-valued function f on a bounded interval [a, b] is said to be of bounded
variation on [a, b] if there is a constant M such that every partition

P : a = x0 < x1 < · · · < xn−1 < xn = b

has

sup
P

nX

i=1
| f (xi ) − f (xi−1)| ≤ M.
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Let us write k f kBV for the least M such that this inequality holds. The set of
functions f of bounded variation on [a, b] is a pseudo normed linear space in the
sense of Section V.9, the pseudonorm being k · kBV . The only functions f with
k f kBV = 0 are the constants.
Examples of functions of bounded variation are furnished by arbitrary bounded

monotone functions and by any function with a continuous derivative. In fact,
if f is monotone increasing, then f is of bounded variation with k f kBV =
f (b) − f (a). If f has f 0 continuous, then the Mean Value Theorem gives

nX

i=1
| f (xi ) − f (xi−1)| =

nX

i=1
| f 0(ti )|(xi − xi−1) with xi−1 < ti < xi

≤ k f 0ksup

nX

i=1
(xi − xi−1)

= k f 0ksup(b − a),

and we see that f is of bounded variation with k f kBV ≤ k f 0ksup(b − a).
Let us associate two functions on [a, b] to f if f is of bounded variation. For a

real number r , define r+ = max{r, 0} and r− = −min{r, 0}, so that r = r+ − r−

and |r | = r+ + r−. The functions are the positive and negative variations of f ,
given by

V+( f )(x) = sup
P with x0=a
and xn=x

nX

i=1

°
f (xi ) − f (xi−1)

¢+
,

V−( f )(x) = sup
P with x0=a
and xn=x

nX

i=1

°
f (xi ) − f (xi−1)

¢−
,

the supremum in each case being taken over all partitions of [a, x].

Proposition 6.54. If f is of bounded variation on [a, b], then V+( f ) and
V−( f ) are monotone increasing functions such that

f (x) = f (a) + V+( f )(x) − V−( f )(x)

for all x in [a, b]. In particular, f is the difference of two monotone increasing
functions.
REMARK. Since monotone functions have left and right limits at each point,

it follows that every function f of bounded variation has left and right limits at
each point. We denote these by f (x−) and f (x+), respectively. The function f
is continuous from the left at x if and only if f (x−) = f (x), and it is continuous
from the right at x if and only if f (x) = f (x+).
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PROOF. It is evident from the definitions that V+( f ) and V−( f ) are monotone
increasing. Fix x , and let P be a partition of [a, x]. Then

f (x) − f (a) =
nX

i=1

°
f (xi ) − f (xi−1)

¢

=
nX

i=1

°
f (xi ) − f (xi−1)

¢+
−

nX

i=1

°
f (xi ) − f (xi−1)

¢−
.

Hence
nX

i=1

°
f (xi ) − f (xi−1)

¢+
=

nX

i=1

°
f (xi ) − f (xi−1)

¢−
+

°
f (x) − f (a)

¢

≤ V−( f )(x) +
°
f (x) − f (a)

¢
,

and
V+( f )(x) ≤ V−( f )(x) +

°
f (x) − f (a)

¢
.

Also,

nX

i=1

°
f (xi ) − f (xi−1)

¢−
=

nX

i=1

°
f (xi ) − f (xi−1)

¢+
−

°
f (x) − f (a)

¢

≤ V+( f )(x) −
°
f (x) − f (a)

¢
,

and
V−( f )(x) ≤ V+( f )(x) −

°
f (x) − f (a)

¢
.

Therefore
f (x) − f (a) = V+( f )(x) − V−( f )(x),

and the proof is complete. §

Theorem 6.55 (Dirichlet–Jordan Theorem). If f is a function of bounded
variation on [−π, π], then the Fourier series of f converges at each point to
1
2
°
f (x−) + f (x+)

¢
and it converges uniformly to f (x) on any compact set on

which the periodic extension of f is continuous.

By way of preparation, it will be convenient to extend the definition of Fourier
series to allow integrable functions to be replacedbymoregeneralBorelmeasures.
If µ is a Borel measure on [−π, π], we want to be able to regard µ as periodic.
One way to proceed would be to insist that µ really be a measure on the circle
group, hence be defined on (−π, π]. Alternatively, we could insist that any point
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mass contributing to µ at −π be matched by an equal point mass for µ at π .
A way of avoiding point masses contributing at the endpoints is to change the
interval [−π, π] to a suitable [c−π, c+π]; we can find a number cwith no point
masses at the ends because only countablymany point masses can contribute toµ
and still haveµ be a finite measure. In any event, we define the Fourier–Stieltjes
series of µ to be the series

∞X

n=−∞

cneinx with cn =
Z

(−π,π]
e−inx dµ(x).

Theusual factor of 1
2π is droppedbecausewe identify an integrable function f ∏ 0

with the measure 1
2π f dx when making the generalization. From the definition

of the Fourier–Stieltjes coefficients, we see immediately that |cn| ≤ µ((−π, π]);
hence the coefficients are bounded.

PROOF OF THEOREM 6.55. We take the given function f to be periodic of
period 2π . On some closed interval [a, b] containing [−π, π] in its interior, let
us decompose f according to Proposition 6.54 as f = f (a)+ V+( f )− V−( f ).
It is then enough to prove the theorem for the monotone increasing functions
f (a) + V+( f ) and V−( f ) separately. These functions need to be extended to
all of R1, and we may make that extension by taking them to be constant to the
left of [a, b] and to the right of [a, b].
Changing notation in the theorem, we may assume from the outset that f is

monotone and bounded, though no longer periodic. Neither the Fourier coeffi-
cients of f nor the hoped-for values of the sum of the Fourier series are changed
if we adjust f on a subset of the countable set where f is discontinuous. Thus
we may assume without loss of generality that f is continuous from the right at
every point. Let f (x) ∼

P∞
n=−∞ cneinx be its Fourier series.

Let µ be the Stieltjes measure associated to f . Applying integration by parts
(Theorem6.53) on the interval [−π, π]withG(x) = e−inx and g(x) = −ine−inx ,
we obtain
R π

−π f (x)(−in)e−inx dx = e−inπ f (π) − e−in(−π) f (−π) −
R
(−π,π]e

−inx dµ(x).

The left side is −2π incn , and the right side is the sum of two bounded terms
and the negative of a Fourier–Stieltjes coefficient of µ. These Fourier–Stieltjes
coefficients are bounded, and hence |cn| ≤ C/|n| for some constant C .
Let sN (x) =

PN
n=−N cneinx be the N th partial sum of the Fourier series

of f , and let σN(x) = 1
N+1

PN
k=0 sk(x) be the N th Cesàro sum. We know

that σN (x) = (KN ∗ f )(x), where KN is the Fejér kernel. Fejér’s Theorem
(Theorem 6.48) shows that limN σN(x) = 1

2
°
f (x−) + f (x+)

¢
for all x and



388 VI. Measure Theory for Euclidean Space

that limN σN(x) = f (x) uniformly on any compact set of points where f
is continuous. The Tauberian theorem stated as Proposition 1.50 allows us to
conclude that sN (x) converges and has the same limit as σN(x) if it is shown that
the sequence n(cneinx + c−ne−inx) is bounded for n > 0. But this boundedness
is immediate from the estimate |cn| ≤ C/|n| for the Fourier coefficients of f . §

10. Distribution Functions

This section concerns the computation of integrals. A measure space (X,A, ρ)
will be fixed throughout. A need to estimate integrals arises in two quite dis-
tinct situations, and the emphasis is different for the two situations. One is in
connection with problems in Fourier analysis and differential equations, and the
underlying measure space typically has X equal to RN ,A equal to the σ -algebra
of Borel sets, and ρ equal to Lebesgue measure. The other is in connection with
probability theory, and the underlying measure space is typically a complicated
space with ρ(X) = 1. Although the word “distribution” acquires multiple
meanings in the process, the theory can begin at the same point in the two cases.
Let f : X → R be a measurable function. We define a measure µ f on the

Borel sets of R and a function ∏ f : (0,+∞) → [0,+∞] by

µ f (E) = ρ( f −1(E)) = ρ
°©
x ∈ X

Ø
Ø f (x) ∈ E

™¢
for each Borel set E,

∏ f (ξ) = ρ(| f |−1((ξ,+∞))) = ρ
°©
x ∈ X

Ø
Ø | f (x)| > ξ

™¢
.

Proposition 6.56. If f : X → R is a measurable function, then
(a)

R
X 8( f (x)) dρ(x) =

R
R 8(t) dµ f (t) for every nonnegative Borel mea-

surable function8 : R → R,
(b)

R
X 8(| f (x)|) dρ(x) =

R ∞
0 ∏ f (ξ)ϕ(ξ) dξ whenever ϕ(ξ) dξ is a Stieltjes

measure on R1 and 8 is its distribution function.

PROOF. In (a), when8 is an indicator function IE , the two sides of the identity
are ρ( f −1(E)) and µ f (E), and these are equal by definition of µ f . We can
pass to nonnegative simple functions by linearity and then to general nonnegative
Borel measurable functions8 by monotone convergence.
In (b), when f is a nonnegative simple function s, let s =

Pn
k=1 ck IEk be the

canonical expansion of s as a linear combination of indicator functions, with the
cj ’s arranged so that c1 > c2 > · · · > cn ∏ 0. Put cn+1 = 0. Then we have

R ∞
0 ∏ f (ξ)ϕ(ξ) dξ =

Pn
k=1

R ck
ck+1 ρ

°Sk
j=1 Ej

¢
ϕ(ξ) dξ

=
Pn

k=1 ρ
°Sk

j=1 Ej
¢
[8(ck) − 8(ck+1)]

=
Pn

k=1
Pk

j=1 ρ(Ej )[8(ck) − 8(ck+1)]
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=
Pn

j=1
Pn

k= j ρ(Ej )[8(ck) − 8(ck+1)]
=

Pn
j=1 ρ(Ej )8(cj ) since 8(0) = 0

=
Pn

j=1
R
Ej 8(s(x)) dρ(x)

=
R
X 8(s(x)) dρ(x).

This proves (b) for nonnegative simple functions f . For a general measurable
| f | on X , choose an increasing sequence of nonnegative simple functions sn
with pointwise limit | f |. The definition of 8 in terms of ϕ makes 8 monotone
increasing and continuous, and thus 8(sn(x)) increases to 8(| f (x)|). Also, the
set

©
x ∈ X

Ø
Ø | f (x)| > ξ

™
, for each fixed ξ , is the increasing union of the sets©

x ∈ X
Ø
Ø sn(x) > ξ

™
, and thus ∏sn (ξ) = ρ

°©
x ∈ X

Ø
Ø sn(x) > ξ

™¢
increases to

∏ f (ξ) = ρ
°©
x ∈ X

Ø
Ø | f (x)| > ξ

™¢
for each ξ . Hence we can pass to the limit in

the identity for each sn and obtain the identity for | f | by monotone convergence.
This proves (b) for a general measurable | f |. §

For applications to Fourier analysis and differential equations, it is (b) that is
important, and the function 8 of most interest is 8(t) = t p with 0 < p < +∞.
The formula in this case is

Z

X
| f (x)|p dρ(x) = p

Z ∞

0
∏ f (ξ)ξ p−1 dξ.

Somewhat unfortunately, the function ∏ f is called the distribution function of
f ; the term does not conflict with the notion of the “distribution function” of a
Stieltjesmeasure as long as one does notmake any associations between functions
and measures.
A special case of the displayed formula is that X isRN , ρ is Lebesguemeasure,

and p is 1. In this case the formula simplifies to
R

RN | f (x)| dx =
R ∞
0 ∏ f (ξ) dξ, a

formula thatwasmentioned after the statement of theHardy–LittlewoodMaximal
Theorem (Theorem 6.38).
The displayed formula shows that

R
X | f |p dρ can be computed from the func-

tion ∏ f , and it is apparent that the integral cannot be finite if ∏ f (ξ) is everywhere
∏ some positive multiple of ξ−p. This observation can be improved uponwithout
the aid of Proposition 6.56 in the following way. We have

R
X | f (x)|p dρ(x) ∏R

{x∈X | | f (x)|>ξ} | f (x)|p dρ(x) ∏ ξ pρ
°©
x ∈ X

Ø
Ø | f (x)| > ξ

™
. Thus we obtain

ρ
°©
x ∈ X

Ø
Ø | f (x)| > ξ

™
≤

R
X | f |p dρ

ξ p
,

an inequality that goes under the name Chebyshev’s inequality.
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11. Problems

1. Let S1 be the unit circle of C, let T be the subgroup of elements of finite order,
and let E be a subset of S1 that contains exactly one element of each coset in
S1/T . (Such a set E exists by the Axiom of Choice.) Prove that E is not a
Lebesgue measurable subset of the circle and therefore that the corresponding
subset of (−π, π] is not Lebesgue measurable on R1.

2. Let ϕ be the mapping given explicitly in Section 5 that allows one to substitute
in an expression in Cartesian coordinates and obtain an expression in spherical
coordinates. Let U be the domain of ϕ. Prove that
(a) the determinant factor in the change-of-variables formula is given by

| detϕ0| = r N−1 sinN−2 θ1 sinN−3 θ2 · · · sin θN−2,

(b) ϕ is one-one on U ,
(c) the complement of ϕ(U) in RN is a lower-dimensional set.

3. Let L be a nonsingular N -by-N real matrix. Prove that
Z

RN
f (Lx) dx = | det L|−1

Z

RN
f (x) dx

for every nonnegative Borel measurable function f .

4. LetMN denote the N 2-dimensional Euclidean space of all real N -by-N matrices,
and let dx refer to its Lebesgue measure. Prove that

Z

MN

f (yx)
dx

| det x |N
=

Z

MN

f (x)
dx

| det x |N

for each nonsingular matrix y and Borel measurable function f ∏ 0. In the
formula, yx is the matrix product of y and x .

5. Fix α with 0 < α < 1. Suppose f : R → C is periodic of period 2π , is
smooth except at multiples of 2π , and satisfies the inequalities | f (x)| ≤ C|x |α ,
| f 0(x)| ≤ C|x |α−1, and | f 00(x)| ≤ C|x |α−2 for |x | ≤ 1.
(a) By breaking the integral at |x | = 1/|n|, prove that the Fourier coefficients

cn of f satisfy |cn| ≤ K/|n|1+α .
(b) How can one conclude from (a) that the Fourier series of f converges

uniformly? Why is the limit equal to f ?
(c) Prove or disprove: The real and imaginary parts of the function f are of

bounded variation on every bounded interval.

6. Let µ be a nonzero measure on the σ -algebra of all subsets of R1 assigning to
each set either measure 0 or measure 1. Prove that µ is a point mass.
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7. Determine all Stieltjes measures ∫ 6= 0 on the line with
Z

R1
f g d∫ =

≥ Z

R1
f d∫

¥≥ Z

R1
g d∫

¥

for all continuous nonnegative functions f and g.

Problems 8–10 make use of Fubini’s Theorem in unexpected ways.

8. (a) Show that the complement of any Lebesgue measurable set of Lebesgue
measure 0 in RN is dense.

(b) Let µ be a Stieltjes measure on the line, and let E be a Borel set in R1
with Lebesgue measure 0. Prove that µ(E + t) = 0 for almost every t with
respect to Lebesgue measure.

(c) Suppose that a Stieltjes measure µ on the line satisfies limt→0 µ(E + t) =
µ(E) for each bounded Borel set E in R1. Prove that µ(E) = 0 for every
Borel set E of Lebesgue measure 0.

9. In potential theoryapositive chargeonR3 is bydefinitionanyfiniteBorelmeasure
µ, and its potential h is the function h(x) =

R
R3

dµ(y)
|x−y| . Prove that the potential

is finite almost everywhere with respect to Lebesgue measure.

10. Let P(x1, . . . , xn) be a real-valued polynomial on Rn that is not identically 0.
Prove by induction that the set in Rn where P = 0 has Lebesgue measure 0.

Problems 11–14 concern the gamma function and some associated changes of vari-
ables.

11. Prove that
Z 1

0
t x−1(1− t)y−1 dt =

0(x)0(y)
0(x + y)

by starting from the product of0(x+y) and the left side, substituting for0(x+y),
making a change of variables, using Fubini’s Theorem, and making another
change of variables.

12. By evaluating the integral
R

RN e−π |x |2 dx first in Cartesian coordinates by means
of Proposition 6.33 and then in spherical coordinates by means of the change-
of-variables formula for multiple integrals, obtain an expression for the area
ƒN−1 =

R
SN−1 dω of the sphere SN−1. Express the answer in terms of a value

of the gamma function.

13. Let I be the “cube” of all u = (u1, . . . , un) in Rn with 0 < ui < 1 for all i , and
let S be the “simplex” of all x = (x1, . . . , xn) in Rn with xi > 0 for all i andPn

i=1 xi < 1. Define x = ϕ(u) by
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x1 = u1,
x2 = (1− u1)u2,

...

xn = (1− u1) · · · (1− un−1)un.

(a) Prove that
Pn

i=1 xi = 1−
Qn

i=1 (1− ui ).
(b) Prove that ϕ maps I one-one onto S, with inverse given by

ui =
xi

1− x1 − · · · − xi−1
.

(c) Prove that | detϕ0(u)| = (1− u1)n−1(1− u2)n−2 · · · (1− un−1) and that

| det(ϕ−1)0(x)| = [(1− x1)(1− x1 − x2) · · · (1− x1 − · · · − xn−1)]−1.

14. Using Problems 11 and 13, prove for the simplex S in Problem 13 that
Z

S
xa1−11 xa2−12 · · · xan−1n dx =

0(a1)0(a2) · · ·0(an)
0(a1 + · · · + an + 1)

when aj > 0 for all j .

Problems 15–17 concern the Cantor function for the standard Cantor set.
15. Prove that the values of the Cantor function F for the standard Cantor set

are independent of the method of defining the approximating functions Fn on
the complementary closed intervals as long as Fn is monotone increasing and
continuous.

16. Compute
R 1
0 F(x) dx if F is the Cantor function for the standard Cantor set.

17. The Stieltjes measure µ corresponding to the Cantor function for the standard
Cantor set C is called the Cantor measure. The set C consists of the members
of [0, 1] that can be expanded in the digits 0, 1, 2 of base 3 without using any 1’s.
Show, for each n-tuple of 0’s and 2’s, that µ attaches measure 2−n to the subset
of C whose base 3 expansion begins with that n-tuple.

Problems 18–20 introduce the Poisson integral formula for the unit disk in R2. The
Poisson kernel was the subject of Problems 27–29 at the end of Chapter I and is given
by

Pr (θ) =
∞X

n=−∞

r |n|einθ =
1− r2

1− 2r cos θ + r2
.

Harmonic functions in the unit disk were the subject of Problems 14–15 at the end
of Chapter III and also Problems 10–13 at the end of Chapter IV. The present set of
problems begins to relate the Poisson kernel to harmonic functions via convolution.
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18. If f is in L1
°
[−π, π], 1

2π dθ
¢
, then the Poisson integral of f is the function in

the unit disk defined in polar coordinates by

u(r, θ) =
1
2π

Z π

−π
f (ϕ)Pr (θ − ϕ) dϕ.

If cn is the nth Fourier coefficient of f , prove that u(r, θ) =
P∞

n=−∞ cnr |n|einθ ,
and conclude that u is harmonic in the open unit disk.

19. If p equals 1 or 2 and if f is in L p
°
[−π, π], 1

2π dθ
¢
, prove that the Poisson

integral u(r, θ) of f has the properties that ku(r, · )kp ≤ k f kp for 0 ≤ r < 1
and that u(r, · ) tends to f in L p in the sense that limr↑1 ku(r, · ) − f kp = 0.

20. Suppose that f is in L∞
°
[−π, π], 1

2π dθ
¢
and that u(r, θ) is the Poisson integral

of f .
(a) Prove that limr↑1 u(r, θ) = f (θ) uniformly on any set of θ’s where f is

uniformly continuous.
(b) For f of class C2, prove that the Poisson integral of f is the only harmonic

function u(r, θ) in the disk such that limr↑1 u(r, θ) = f (θ) uniformly in θ .
(c) Prove that u(r, · ) tends to f weak-star in L∞ relative to L1 in the sense that

limr↑1
R π
−π u(r, θ)g(θ) dθ =

R π
−π f (θ)g(θ) dθ for all g in L1. (Weak-star

convergence was defined in Section V.9.)

Problems 21–25 concern functions of bounded variation. For such a function f , the
positive and negative variations of f were defined in Section 9, and their values at x
were denoted by V+( f )(x) and V−( f )(x).
21. Prove that the product of two functions of bounded variation on [a, b] is of

bounded variation.
22. This problem concerns a certain minimality property of the decomposition

f (x) = f (a)+ V+( f )(x)− V−( f )(x) of a function f of bounded variation on
[a, b]. Prove that if g1 and g2 are any two nonnegativemonotone increasing func-
tions such that f (x) = f (a) + g1(x) − g2(x) for all x , then V+( f )(x) ≤ g1(x)
and V−( f )(x) ≤ g2(x).

23. Prove that if f is of bounded variation on [a, b] and is continuous at a point x in
(a, b), then both V+( f ) and V−( f ) are continuous at x .

24. If f is of bounded variation on [a, b], define the total variation of f as the
function given by

V ( f )(x) = sup
P with x0=a
and xn=x

nX

i=1

Ø
Ø f (xi ) − f (xi−1)

Ø
Ø,

the supremum being taken over all partitions of [a, x]. Prove that V ( f )(x) =
V+( f )(x) + V−( f )(x) for all x .
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25. Prove that the function f on [−1, 1] given by

f (x) =

Ω x sin(1/x) for x 6= 0,
0 for x = 0,

is not of bounded variation. Prove or disprove that the function g on [−1, 1]
given by

g(x) =

Ω x2 sin(1/x) for x 6= 0,
0 for x = 0,

is of bounded variation.

Problems 26–27 use elementary complex analysis as in Appendix B to shed further
light on the gamma function as defined in this chapter.
26. (a) Prove that 0(s) is continuous for Re s > 0.

(b) Use Morera’s Theorem to prove that 0(s) is analytic for Re s > 0.
27. Prove that the analytic function 0(s), initially defined for Re s > 0, extends to

a meromorphic function in C whose only poles are at the nonpositive integers.
Provemoreover that the extended function satisfies0(s+1) = s0(s) at all points
s other than the nonpositive integers.



CHAPTER VII

Differentiation of Lebesgue Integrals on the Line

Abstract. This chapter concerns the Fundamental Theorem of Calculus for the Lebesgue integral,
viewed from Lebesgue’s perspective but slightly updated.
Section 1 contains Lebesgue’s main tool, a theorem saying that monotone functions on the line

are differentiable almost everywhere. A relatively easy consequence is Fubini’s theorem that an
absolutely convergent series of monotone increasing functions may be differentiated term by term.
The result that the indefinite integral

R x
a f (t) dt of a locally integrable function f is differentiable

almost everywhere with derivative f follows readily.
Section 2 addresses the converse question of what functions F have the property for a particular f

that the integral
R b
a f (t) dt can be evaluated as F(b)−F(a) for all a and b. The development involves

a decomposition theorem for monotone increasing functions and a corresponding decomposition
theorem for Stieltjes measures. The answer to the converse question when f ∏ 0 and F 0 = f
almost everywhere is that F is “absolutely continuous” in a sense defined in the section.

1. Differentiation of Monotone Functions

The generalization of the Fundamental Theorem of Calculus to the Lebesgue
integral was the crowning achievement of Lebesgue’s book. We have already
stated and proved a particular result in that direction as Corollary 6.40, using a
more recent method that is of continual applicability in analysis. The statement
of the part of the Fundamental Theorem in that corollary is that

R x
a f (t) dt is

differentiable almost everywhere with derivative f (x) if f is a Borel function on
the line that is integrable on every bounded interval.
In this chapterwe shall develop that and allied results using something closer to

Lebesgue’s original method. These allied results are chiefly of historical interest,
no longer being of great importance as analytic tools. However, their beauty
is undeniable and by itself justifies their inclusion in this book. In addition,
these allied results motivate some results in Chapter IX, particularly the Radon–
Nikodym Theorem, that might seem strange indeed if the historical background
were omitted.
The starting point is the almost-everywhere differentiability ofmonotone func-

tions on the line, given in Theorem 7.2 below. Since monotone functions include
the distribution functions of Stieltjes measures, this differentiability shows at

395
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once that functions of the form
R x
a f (t) dt with f ∏ 0 are differentiable almost

everywhere, and thenwe arewell on ourway toward amore traditional proof of the
Fundamental Theorem for the Lebesgue integral. The advantage of starting with
allmonotone functions is that one can address at the same time the differentiability
of all distribution functions of Stieltjes measures, not just those of measures
f (t) dt . From this fact one can attack the question of how close the derivative
f (t) is to determining the function ofwhich it is the derivative almost everywhere.
This is the second aspect of the traditional Fundamental Theorem of Calculus as
in Theorem 1.32: for the case of continuous f , any two functions with derivative
f everywhere on an interval differ by a constant.
There is a certain formal similarity between the theory of differentiation of

monotone functions and the theory of the Hardy–Littlewood Maximal Theorem
as in Chapter VI. Wiener’s Covering Lemma captured the geometric core of the
theorem in Chapter VI, and another covering lemma captures the geometric core
here. This is the Rising Sun Lemma, which will be given as Lemma 7.1.
By way of preliminaries, any open subset U of R1 is uniquely the union of

countably many disjoint open intervals, the open interval containing a point x in
U being the union of all connected subsets of U containing x . These sets give
the required decomposition of U by Propositions 2.48 and 2.51. An open subset
of an interval (a, b) is necessarily open in R1, and hence it too is uniquely the
countable union of disjoint open intervals.

Lemma 7.1 (Rising Sun Lemma).1 Let g : [a, b] → R be continuous, and
define

E =
©
x ∈ (a, b)

Ø
Ø there exists ξ ∈ (a, b) with ξ > x and g(ξ) > g(x)

™
.

The set E is open in (a, b). If E is written as the disjoint union of open intervals
with endpoints ak and bk , then g(ak) ≤ g(bk) for each k.

a ak bk b

FIGURE 7.1. Rising Sun Lemma. Graph showing three open intervals
produced by the lemma.

1Some authors call this result Riesz’s Lemma.
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REMARK. The Rising Sun Lemma is so named because of the situation in
Figure 7.1. The sun rises in the east, viewed as the direction of the positive x
axis. It casts shadows within the graph of g, and the content of the lemma is the
nature of those shadows. Although the conclusion of the lemma is that g(ak) ≤
g(bk) for all k, the reader can observe in the figure that g(ak) = g(bk) for the
open intervals that are shown. This observation is valid in general except possibly
when ak = a, but the observation is not needed in the proof of Theorem7.2 below.

PROOF. If x0 ∈ E and ξ ∈ (a, b) have ξ > x0 and g(ξ) > g(x0), then every x
in (a, ξ) with |g(x) − g(x0)| < 1

2 (g(ξ) − g(x0)) lies in E . Hence E is open.
Let E be the disjoint union of intervals (ak, bk). Fix attention on one such

interval (ak, bk). We make critical use of the fact that the point bk is not in E . If
x0 satisfies ak < x0 < bk , we prove that g(x0) ≤ g(bk). Once we do so, we can
let x0 decrease to ak and use continuity to obtain the assertion g(ak) ≤ g(bk) of
the lemma.
Arguing by contradiction, suppose that g(x0) > g(bk). Since x0 is in E ,

there exists x1 > x0 with g(x1) > g(x0). If x1 > bk , then the inequality
g(x1) > g(x0) > g(bk) forces bk to be in E . Since bk is not in E , we conclude
that x1 ≤ bk . The set of all x with x1 ≤ x ≤ bk and g(x) ∏ g(x1) is closed,
bounded, and nonempty, and we let x2 be its largest element, so that x2 ≤ bk .
Since g(x2) ∏ g(x1) > g(x0) > g(bk), we must have x2 < bk ; in fact,

x2 = bk would yield the contradiction g(bk) > g(bk). From ak < x0 < x2 < bk
and (ak, bk) ⊆ E , we see that x2 is in E . Hence there is some ξ > x2 with
g(ξ) > g(x2). Then the conditions g(ξ) > g(bk) and bk /∈ E together force ξ to
be ≤ bk . So x2 < ξ ≤ bk with g(ξ) ∏ g(x1), in contradiction to the maximality
of x2. This contradiction allows us to conclude that g(x0) ≤ g(bk), and the proof
is complete. §

Theorem 7.2 (Lebesgue). If F is a monotone increasing function on an
interval, then F is differentiable almost everywhere in this sense: the set where
F fails to be differentiable is a Lebesgue measurable set of Lebesgue measure 0.
In addition, if the definition of F 0 is extended so that F 0(x) = 0 at every point
where F is not differentiable, then F 0 is Lebesgue measurable.

REMARK. Recall that any monotone increasing function F can have only
countably many discontinuities, and these are all given by jumps. In other words,
F has, at each point x , left and right limits F(x−) and F(x+), and the only
possible discontinuities occur when one or both of the equalities F(x−) = F(x)
and F(x) = F(x+) fail.

PROOF. The second statement is a consequence of the first. In fact, if E is
the Lebesgue measurable set of measure 0 where F is nondifferentiable and if B
is a Borel set of measure 0 containing E , then the sequence of Borel functions
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Gn(x) = 1
1/n (F(x + 1/n) − F(x)) converges everywhere on Bc to a function

G. If G is extended to the domain of F by defining it to be 0 on B, then G is a
Borel function that equals F 0 except on a subset of B, and hence F 0 is Lebesgue
measurable.
Let us come to the conclusion about differentiability. Possibly by taking the

union of countably many sets, we may assume that the domain of F is a bounded
interval [a, b]. For a < x < b, define

Ur (x) = lim sup
h↓0

1
h (F(x + h) − F(x))

Lr (x) = lim inf
h↓0

1
h (F(x + h) − F(x)),and

Ul(x) = lim sup
h↑0

1
h (F(x + h) − F(x))

Ll(x) = lim inf
h↑0

1
h (F(x + h) − F(x)).and

We shall prove that
Ur (x) < +∞

Ur (x) ≤ Ll(x)and

almost everywhere. If the latter inequality is applied to−F(−x), we obtain also

Ul(x) ≤ Lr (x)

almost everywhere. Putting these inequalities together, wehaveUl(x) ≤ Lr (x) ≤
Ur (x) ≤ Ll(x) ≤ Ul(x) almost everywhere, and equality must hold throughout,
almost everywhere. The pointswhere equality holds throughout and alsoUr (x) <
+∞ are the points where F is differentiable, and hence the two inequalities
Ur (x) < +∞ and Ur (x) ≤ Ll(x) prove the theorem.
For most of the proof, we shall assume that F is continuous. At the end we

return and show how to modify the proof to handle discontinuous F . First we
consider the inequalityUr (x) < +∞. The subset E of (a, b)where this inequality
fails is, for each positive integer n, contained in the set where Ur (x) > n. If

Ur (x) > n, then
F(ξ) − F(x)

ξ − x
> n for some ξ > x . That is, g(ξ) > g(x) for

the continuous function g(x) = F(x) − nx . In the notation of Lemma 7.1, E is
covered by a system of disjoint open intervals (ak, bk) such that g(ak) ≤ g(bk)
for each such interval. Thus n(bk − ak) ≤ F(bk) − F(ak) for each. Summing
on k gives n

P
k (bk − ak) ≤

P
k (F(bk) − F(ak)) ≤ F(b) − F(a). Thus the

exceptional set E can be covered by a system of open intervals of total measure
≤ 1

n (F(b)−F(a)). Sincen is arbitrary, Proposition5.39 shows that E isLebesgue
measurable of Lebesgue measure 0.
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Next we prove thatUr (x) ≤ Ll(x) almost everywhere on (a, b). If 0 ≤ p < q
are rational numbers, we prove that the set Epq where

Ll(x) < p < q < Ur (x)

has Lebesgue measure 0. The countable union of such sets is the exceptional set
in question, and thus we will have proved that the exceptional set has measure 0.

If Ll(x) < p, then there exists ξ ∈ (a, b) with ξ < x and
F(ξ) − F(x)

ξ − x
< p,

hence with pξ − F(ξ) < px − F(x). Define g(z) = pz + F(−z) for z in
[−b,−a]. If y = −x and η = −ξ , then pη + F(−η) > py + F(−y) and
hence g(η) > g(y) with η > y. Applying Lemma 7.1 to g on the interval
[−b,−a], we obtain a disjoint system of open intervals (−bi ,−ai ) covering the
set of y’s where Ll(−y) < p and having g(−bi ) ≤ g(−ai ) in each case. Thus
−pbi + F(bi ) ≤ −pai + F(ai ). In other words, the set of x’s where Ll(x) < p
is covered by a disjoint system of open intervals (ai , bi ) such that

F(bi ) − F(ai ) ≤ p(bi − ai ) (∗)

for each such interval. Applying the lemma to gp(x) = F(x)−qx on the interval
[ai , bi ], we obtain a disjoint system of open intervals (ai j , bi j ) indexed by j and
having gp(ai j ) ≤ gp(bi j ). Thus (∗) and

q(bi j − ai j ) ≤ F(bi j ) − F(ai j ) (∗∗)

hold in each case. Summing (∗∗) over j , we obtain

q
X

j
(bi j − ai j ) ≤

X

j
(F(bi j ) − F(ai j )) ≤ F(bi ) − F(ai ) ≤ p(bi − ai ). (†)

Summing this inequality over i and dividing by q gives

m(Epq) ≤
X

i, j
(bi j − ai j ) ≤ (p/q)(b − a).

If we repeat this argument with [ai j , bi j ] in place of [a, b], we obtain intervals
(ai juv, bi juv) and an inequality

m(Epq) ≤
X

i, j,u,v
(bi juv − ai juv) ≤ (p/q)

X

i, j
(bi j − ai j ) ≤ (p/q)2(b − a).

Iteration gives m(Epq) ≤ (p/q)n(b− a) for every n, and therefore m(Epq) = 0.
This completes the proof in the case that F is continuous.
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If F is possibly discontinuous, we modify Lemma 7.1 and the present proof
as follows. Each function g that arises has right and left limits g(x+) and g(x−)
at each point x , and we let G(x) be the largest of g(x−), g(x), and g(x+).
A modified Lemma 7.1 says that the set of x in (a, b) for which there is some
ξ ∈ (a, b)with ξ > x and g(ξ) > G(x) is an open set whose component intervals
(ak, bk) have g(ak+) ≤ G(bk) for each k. Going over the proof of Lemma 7.1
carefully and changing g to G as necessary, we obtain a proof of the modified
Lemma 7.1.
The modifications necessary to the present proof are as follows. In the proof

that Ur (x) < +∞ almost everywhere, the set E is to be taken to be the set
where F is continuous and this inequality fails. The inequality that results from
applying the modified Lemma 7.1 is n(bk − ak) ≤ F(bk+) − F(ak+), and this
inequality can be summed on k without any further change. Similarly in the proof
that Ur (x) ≤ Ll(x) almost everywhere, the set Epq is to be taken to be the set
where F is continuous and Ll(x) < p < q < Ur (x). Inequality (∗) becomes
F(bi−)−F(ai+) ≤ p(bi −ai ). Whenwe consider the interval [ai , bi ], the value
of F(bi+) is not relevant, and the value of F(bi ) can be adjusted to equal F(bi−)
for purposes of understanding F between ai and bi . With that understanding,
inequality (∗∗) becomes q(bi j − ai j ) ≤ F(bi j+) − F(ai j+), and step (†) is
replaced by

q
X

j
(bi j −ai j ) ≤

X

j
(F(bi j+)− F(ai j+)) ≤ F(bi−)− F(ai+) ≤ p(bi −ai ).

The two inequalities at the ends have come about from (∗) and (∗∗), and the critical
observation is that the convention F(bi ) = F(bi−) makes the middle inequality
hold. The rest of the argument proceeds as in the case that F is continuous, and
then the theorem is completely proved. §

Theorem 7.3 (Fubini’s theorem on the differentiation of series of monotone
functions). If F =

P
Fn is an absolutely convergent sequence of monotone

increasing functions on [a, b], then F 0(x) =
P∞

n=1 F 0
n(x) almost everywhere.

PROOF. Without loss of generality, we may assume that Fn(a) = 0 for all n.
Then Fn(x) ∏ 0 for all n and x . Possibly by lumping terms, we may assume
also that F(b) −

Pn
k=1 Fk(b) ≤ 2−n . Since F(x) −

Pn
k=1 Fk(x) is a monotone

increasing function that is 0 for x = a, we have

0 ≤ F(x) −
nX

k=1
Fk(x) ≤ 2−n (∗)

for a ≤ x ≤ b. The decomposition F(x) =
Pn

k=1 Fk(x) +
°P∞

k=n+1 Fk(x)
¢

exhibits F as the sum of n + 1 monotone increasing functions, and thus we have
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Pn
k=1 F 0

k(x) ≤ F 0(x) at all points where all the derivatives exist. In view of
Theorem 7.2, this inequality holds almost everywhere. Consequently

0 ≤
∞X

k=1
F 0
k(x) ≤ F 0(x) (∗∗)

almost everywhere. Now consider the series

G(x) =
∞X

n=1

≥
F(x) −

nX

k=1
Fk(x)

¥
.

Then

0 ≤ G(x) −
NX

n=1

≥
F(x) −

nX

k=1
Fk(x)

¥
≤

∞X

n=N+1
2−n = 2−N .

ThusG satisfies the same kind of inequality that F did in (∗), andwe can conclude
that G satisfies the analog of (∗∗), namely

0 ≤
∞X

n=1

≥
F 0(x) −

nX

k=1
F 0
k(x)

¥
≤ G 0(x).

The right side is finite almost everywhere by Theorem 7.2, and thus the individual
terms F 0(x) −

Pn
k=1 F 0

k(x) of the series tend to 0 almost everywhere. This
completes the proof. §

From Theorems 7.2 and 7.3, we can derive the first part of Lebesgue’s form of
the Fundamental Theorem of Calculus. This same result was stated as Corollary
6.40 and was proved in Chapter VI by using the Hardy–Littlewood Maximal
Theorem.

Corollary 7.4 (first part of Lebesgue’s form of the Fundamental Theorem of
Calculus). If f is integrable on every bounded subset of R1, then

R x
a f (y) dy is

differentiable almost everywhere and

d
dx

Z x

a
f (t) dt = f (x) almost everywhere.

PROOF. It is enough to prove the theorem for functions vanishing off an interval
[a, b]. Let A be the set of all Borel sets E ⊆ [a, b] such that d

dx
R x
a IE(t) dt =

IE(x) almost everywhere. Then A contains the elementary sets within [a, b],
and A is closed under complements within [a, b]. If {En} is an increasing
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sequence of sets in A with E0 = ∅ and with union E , let us write IE =P∞
n=1 (IEn − IEn−1). This is a series of nonnegative functions. Putting F(x) =R x

a IE(t) dt and Fn(x) =
R x
a (IEn (t) − IEn−1(t)) dt and applying Corollary 5.27,

we obtain F(x) =
P∞

n=1 Fn(x). ThenTheorem7.3 gives F 0(x) =
P∞

n=1 F 0
n(x) =

limN
PN

n=1 F 0
n(x) = limN

PN
n=1 (IEn (x) − IEn−1(x)) = limN IEN (x) = IE(x)

almost everywhere. Thus E is in A, and A is closed under increasing count-
able unions. Since A is closed under complements as well, A is closed under
decreasing countable intersections. Then the Monotone Class Lemma (Lemma
5.43) shows that A contains all Borel sets.
Now consider the set F of all integrable Borel functions f for which the

almost-everywhere equality d
dx

R x
a f (t) dt = f (x) holds. We have just seen that

F contains all indicator functions of Borel subsets of [a, b]. By linearity, F
contains all nonnegative simple functions vanishing off [a, b]. Let f ∏ 0 be an
integrable functionon [a, b], and let {sn} be an increasing sequenceof nonnegative
simple functions with pointwise limit f . The functions sn are in F. Put s0 = 0,
and let F(x) =

R x
a f (t) dt and Fn(x) =

R x
a (sn(t)−sn−1(t)) dt . Since sn ∏ sn−1,

each Fn is monotone increasing. Corollary 5.27 shows that F(x) =
P∞

n=1 Fn(x),
and Theorem 7.3 then shows that F 0(x) =

P∞
n=1 F 0

n(x) = limN
PN

n=1 F 0
n(x) =

limN
PN

n=1 (sn(x)− sn−1(x)) = limN sn(x) = f (x) almost everywhere. ThusF
contains all nonnegative integrable Borel functions, and by linearity it contains
all integrable Borel functions. §

2. Absolute Continuity, Singular Measures, and Lebesgue Decomposition

In this section we address questions about the Lebesgue integral raised by the
second part of the Fundamental Theorem of Calculus in Theorem 1.32. For
continuous integrands f , the result is a kind of uniqueness statement, asserting
that any functionwith derivative f differs from

R x
a f (t) dt by a constant function.

From a practical point of view, this is the really important part of the theorem for
calculus, since it provides a technique for evaluating definite integrals: find any
function whose derivative is the given function, evaluate it at the endpoints, and
subtract the results. With the Lebesgue integral and equality of derivatives only
almost everywhere, the uniqueness result is not as sharp. The practical aspect of
a uniqueness theorem is largely lost, and the resulting theory ends up having to
be appreciated only as an end in itself. We begin at the following point.

Proposition 7.5. Every monotone increasing function on R1 is uniquely the
sum of an indefinite integral G(x) =

R x
0 f (t) dt , where f ∏ 0 is integrable

on every bounded interval, and a monotone increasing function H such that
H 0(x) = 0 almost everywhere.
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PROOF. Let F be a given monotone increasing function on R1. If F =
G + H with G as in the statement of the proposition and with H 0(x) = 0
almost everywhere, Corollary 7.4 shows that we must have f = F 0. This proves
uniqueness.
For existence we take f = F 0. Regard h as a positive number tending to 0

through some sequence, so that h−1(F(t + h) − F(t)) tends to f (t) for almost
every t . If a < b, then

Z b

a

F(t + h) − F(t)
h

dt =
1
h

Z b+h

a+h
F(t) dt −

1
h

Z b

a
F(t) dt

=
1
h

Z b+h

b
F(t) dt −

1
h

Z a+h

a
F(t) dt.

The right side tends to F(b) − F(a) if a and b are points of continuity of F .
By Fatou’s Lemma (Theorem 5.29),

R b
a f (t) dt ≤ F(b) − F(a) if a and b are

points of continuity of F . The points of continuity of F are dense, and thus for
general a and b, we can find sequences of points of continuity decreasing to a
and increasing to b. Passing to the limit, we obtain

Z b

a
f (t) dt ≤ F(b−) − F(a+) ≤ F(b) − F(a) (∗)

for all a and b. Hence f is integrable. With G(x) as in the statement of the
proposition, (∗) givesG(b)−G(a) ≤ F(b)−F(a). Equivalently, F(a)−G(a) ≤
F(b) − G(b). Thus the function H(x) = F(x) − G(x) is monotone increasing
with F = G + H . Since F and G have derivative f almost everywhere, H has
derivative 0 almost everywhere. §

Thuswewant to identify allmonotone increasing functionswith derivative zero
almost everywhere. The first step is to see that the question of discontinuities of
a monotone function can be completely eliminated from the problem.

Proposition 7.6. Let c be a real number. If {xn} is a sequence in [a, b] and if
{cn} and {dn} are sequences of positive real numbers with

P
cn finite and

P
dn

finite, then the function

F(x) = c +
X

n with
xn≤x

cn +
X

n with
xn<x

dn

is a monotone increasing function on [a, b] with F 0(x) = 0 almost everywhere.
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PROOF. The function F is certainly monotone increasing. It is the convergent
sum of the constant function c and monotone increasing functions of the form

Fn(x) =






0 for x < xn,
cn for x = xn,
cn + dn for x > xn,

and the function Fn has derivative 0 except at the point xn . Thus the proposition
follows immediately from Theorem 7.3. §

A monotone increasing function on the line whose restriction to every closed
bounded interval is of the form in Proposition 7.6 is called a saltus function; the
name comes from the Latin word for “jump.” Since R1 is the countable union
of closed bounded intervals, it follows from Proposition 7.6 that every saltus
function has derivative 0 almost everywhere.

Proposition 7.7. Any monotone increasing function F on R1 is uniquely the
sum F = G+ S of a continuous monotone increasing function G with G(0) = 0
and a saltus function S.
PROOF. For existence, it is enough to obtain the decomposition without

insisting on the normalization G(0) = 0, since the sum of a saltus function
and a constant is a saltus function. Let x0 be a point of continuity of F , and
enumerate the points of discontinuity of F as xn , n ∏ 1. For each n ∏ 1, define
cn = F(xn) − F(xn−) and dn = F(xn+) − F(xn). Let S be the saltus function

S(x) =

Ω P
x0≤xn≤x cn +

P
x0≤xn<x dn if x ∏ x0,

−
P

x<xn≤x0 cn −
P

x≤xn≤x0 dn if x ≤ x0,
and putG = F−S. ThenG is continuous everywhere. To see thatG is monotone
increasing, let a < b be points of continuity of F and S. We start from the equality
S(xn+) − S(xn−) = F(xn+) − F(xn−) and sum for xn with a < xn < b to
obtain

S(b) − S(a) =
X

a<xn<b
(S(xn+) − S(xn−))

=
X

a<xn<b
(F(xn+) − F(xn−))

≤ F(b) − F(a).

Hence F(a) − S(a) ≤ F(b) − S(b), and we conclude that G(a) ≤ G(b) at
all points of continuity a < b of F and S. These points are dense, and G
is continuous everywhere. Hence G(a) ≤ G(b) whenever a < b, and G is
monotone increasing. This proves existence. Uniqueness follows from the fact
that S(b−) − S(a+) =

P
a<xn<b (F(xn+) − F(xn−)) whenever a < b, and the

proof is complete. §
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Consequently we need to understand the continuous monotone increasing
functions F on the line with F 0(x) = 0 almost everywhere. The Cantor function
for the standard Cantor set, constructed as in Section VI.8, is an example. For
such a function, F − F(0) satisfies the defining properties of the distribution
function of a Stieltjes measure µ on R1. The continuity of F is equivalent to the
fact thatµ contains no point masses. The following property isolates themeaning
of having derivative zero almost everywhere.

Proposition 7.8. Suppose that µ is a Stieltjes measure with no point masses.
If the distribution function F of µ has F 0(x) = 0 at every point of a Borel set E ,
then µ(E) = 0.

REMARK. The proof will use the Rising Sun Lemma (Lemma 7.1). Problem 3
at the end of the chapter asks for an alternative proof by means of Wiener’s
Covering Lemma (Lemma 6.41). A proof using Wiener’s Covering Lemma does
not make use of the continuity of F , and therefore it is not necessary to assume
in the proposition that µ has no point masses.

PROOF. We may confine our attention to an interval [a, b], taking E to be a
subset of [a, b]. Since µ has no point masses, we may discard a and b from E .
Fix a positive integer n. For every point x in E , we have F 0(x) < 1

n . Therefore
to each such x , we can associate some ξ > x with ξ in (a, b) such that

F(ξ) − F(x)
ξ − x

<
1
n
.

This inequality says that 1n ξ − F(ξ) > 1
n x − F(x), hence that the continuous

function g with g(x) = 1
n x − F(x) has g(ξ) > g(x). The Rising Sun Lemma

(Lemma 7.1) applies and shows that E is covered by countably many disjoint
open intervals (ak, bk) with g(ak) ≤ g(bk). Thus 1n ak − F(ak) ≤ 1

n bk − F(bk)
for each k. Adding, we obtain

µ(E) ≤
X

k
µ((ak, bk)) =

X

k
F(bk) − F(ak)) ≤ 1

n

X

k
(bk − ak) ≤ 1

n (b − a).

Since n is arbitrary, µ(E) = 0. §

Again consider a continuous monotone function F with derivative zero almost
everywhere. The function F − F(0) is the distribution function of some Stieltjes
measure µ with no point masses, and Proposition 7.8 shows that there is a Borel
set E such that µ(E) = 0 and m(Ec) = 0, where m is Lebesgue measure. In
other words, µ is concentrated completely on the set Ec of Lebesgue measure 0.
A Stieltjes measure µ for which there is a Borel set F with µ(Fc) = 0 and
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m(F) = 0 is called a singular Stieltjes measure or a “Stieltjes measure singular
with respect to Lebesguemeasure.” If also it contains no point masses, it is said to
be continuous singular. The Stieltjes measure associated to the Cantor function
for the standard Cantor set is an example. We can summarize matters either in
terms of decompositions of monotone functions or in terms of decompositions of
Stieltjes measures. The result in the case of monotone functions is a first answer
to the question of uniqueness in the Fundamental Theorem of Calculus for the
Lebesgue integral; the result in the case of Stieltjes measures gives the Lebesgue
decomposition of Stieltjes measures.

Theorem 7.9. Every monotone increasing function F on R1 decomposes
uniquely as the sum F = G + H + S, where G is the indefinite integral G(x) =R x
0 f (t) dt of a function f ∏ 0 integrable on every bounded interval, H is the
distribution function of a continuous singular measure, and S is a saltus function.
The function f is the derivative of F .

PROOF. Proposition 7.7 allows us to write F = P + S uniquely, where S
is a saltus function and P is continuous and monotone increasing with P(0) =
0. Proposition 7.5 says that P = G + H uniquely, where G is an indefinite
integralG(x) =

R x
0 f (t) dt and H ismonotone increasingwith H 0(x) = 0 almost

everywhere. The function f can be taken as the derivative of F . The function
H has H(0) = 0 and is continuous because P and G have these properties, and
therefore H is the distribution function of a Stieltjes measure µ containing no
point masses. Since H 0(x) = 0 almost everywhere, Proposition 7.8 shows that
µ is singular. §

Corollary 7.10 (Lebesgue decomposition). Every Stieltjes measureµ decom-
poses uniquely as the sum µ = f dx + µcs + µd , where f ∏ 0 is a function
integrable on every bounded interval, µcs is a continuous singular measure, and
µd is a countable sum of point masses such that the sum of the weights on any
bounded interval is finite.

PROOF. This follows by applying Theorem 7.9 to the distribution function
of µ. §

The final question that we address in this section is how to recognize the
particular monotone function G(x) =

R x
0 f (t) dt from among all the monotone

functions F = G + H + S described in Theorem 7.9.

Proposition 7.11. With m denoting Lebesgue measure, the following condi-
tions on a Stieltjes measure µa are equivalent:

(a) µa is of the form µa = f dx for some function f ∏ 0 that is integrable
on every bounded interval,
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(b) for each bounded interval [a, b] and number ≤ > 0, there exists a number
δ > 0 such that µa(E) < ≤ whenever E is a Borel subset of [a, b] with
m(E) < δ,

(c) µa(E) = 0 whenever E is a Borel subset of R1 with m(E) = 0.

REMARK. A Stieltjes measure µa satisfying the equivalent conditions in this
proposition is said to be absolutely continuous or “absolutely continuous with
respect to Lebesgue measure.” From any of these defining conditions, we see
right away that an absolutely continuous measure contains no point masses.

PROOF. Corollary 5.24 shows immediately that (a) implies (b). To see that (b)
implies (c), let E be aBorel set E inR1 withm(E) = 0. Applying (b) to E∩[a, b]
gives µa(E ∩ [a, b]) < ≤ for every positive ≤, and hence µa(E ∩ [a, b]) = 0.
Since [a, b] is arbitrary and µa is completely additive, µa(E) = 0.
To see that (c) implies (a), we appeal to Corollary 7.10 to decompose µa

according to the Lebesgue decomposition as

µa = f dx + µcs + µd , (∗)

where µcs is continuous singular and µd is discrete. The measures µcs and µd
have the property that there is a Borel set E with m(E) = 0 such that µcs(Ec) =
µd(Ec) = 0. Condition (c) shows that µa(E) = 0. Evaluating (∗) at E , we
obtain 0 = µa(E) = 0 + µcs(E) + µd(E). Therefore µcs(E) = µd(E) = 0.
Since µcs(Ec) = µd(Ec) = 0 also, we must have µcs = µd = 0, and then (∗)
shows that µa = f dx . §

In Chapter IX the implication (c) implies (a) will be generalized to a result in
abstract measure theory known as the Radon–Nikodym Theorem. Meanwhile, it
is conditions (b) and (c) thatwe can translate into a condition on the corresponding
distribution function, and then we shall have our second and final answer to the
question of uniqueness in the Fundamental Theoremof Calculus for the Lebesgue
integral. A monotone increasing function F on the line is said to be absolutely
continuous if for each bounded interval [a, b] and number ≤ > 0, there exists a
δ > 0 such that on any countable disjoint union

S
k (ak, bk) of intervals within

[a, b] having total length < δ, the variation
P

k (F(bk) − F(ak)) of F on that
union of intervals is < ≤.

Proposition 7.12. A Stieltjes measure is absolutely continuous if and only if
its distribution function is absolutely continuous.

PROOF. Let µ be a Stieltjes measure with distribution function F . Suppose
that µ is absolutely continuous. Fix an interval [a, b], let ≤ > 0 be given, and
choose δ > 0 by (b) in Proposition 7.11 such that m(E) < δ implies µ(E) < ≤.
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If the set A =
S

k (ak, bk) is a countable disjoint union of intervals within [a, b]
having total length < δ, then m(A) < δ, and hence µ(A) < ≤. ThereforeP

k (F(bk) − F(ak)) =
P

k µ((bk − ak)) = µ(A) < ≤, and we conclude that F
is absolutely continuous.
Conversely suppose that F is absolutely continuous, and suppose that E is a

Borel set with m(E) = 0. Fix an interval [a, b], and let ≤ > 0 be given. By
absolute continuity of F , there exists a δ > 0 such that on any countable disjoint
union

S
k (ak, bk) of intervals within [a, b] having total length< δ, the variationP

k (F(bk) − F(ak)) of F on that union of intervals is < ≤. With δ defined in
this way, we can find a countable disjoint union of intervals

S
k (ak, bk) covering

E ∩ [a, b] and having total length< δ. Then µ(E ∩ [a, b]) ≤ µ
°S

k (ak, bk)
¢

=P
k µ((ak, bk)) =

P
k ((F(bk)−F(ak)) < ≤. Since ≤ is arbitrary,µ(E∩[a, b]) =

0. Since [a, b] is arbitrary, µ(E) = 0. Therefore µ satisfies (c) in Proposition
7.11 and is absolutely continuous. §

Corollary 7.13 (second part of Lebesgue’s form of the Fundamental Theorem
of Calculus). Let F be a monotone increasing function on R1, and let f be its
almost-everywhere derivative. Then

R b
a f (t) dt = F(b)− F(a)whenever a < b

if and only if F is absolutely continuous.
PROOF. By Theorem 7.9 we can write F(x) =

R x
0 f (t) dt + H(x) + S(x),

where H is the distribution function of a continuous singular measure and S is a
saltus function. For a < b, we then have

F(b) − F(a) =
Z b

a
f (t) dt + (H(b) − H(a)) + (S(b) − S(a)).

If F(b)− F(a) =
R b
a f (t) dt whenever a < b, then the monotonicity of H and S

forces H and S to be constant functions, say with H(0)+ S(0) = c. Substituting,
we see that F(x) =

R x
0 f (t) dt+c for all x . The function

R x
0 f (t) dt is absolutely

continuous by Proposition 7.12, and the additive constant c does not hurt matters.
Thus F is absolutely continuous.
Conversely if F is absolutely continuous, then it is continuous, and its mono-

tonicity forces F − F(0) to be a distribution function of some Stieltjes measure
µ. Proposition 7.12 shows that the measure µ is absolutely continuous, and
Proposition 7.11 shows thatµ is of the formµ = g dx . Therefore F(x)−F(0) =R x
0 g(t) dt . By Corollary 7.4, g = F 0 = f almost everywhere. Hence
F(b) − F(a) =

R b
a g(t) dt =

R b
a f (t) dt whenever a < b. §

3. Problems

1. In the Rising Sun Lemma (Lemma 7.1), show that g(ak) = g(bk) if ak 6= a.
Give an example of a continuous g for which one of the intervals (ak, bk) has
ak = a and g(ak) < g(bk).
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2. Letm be Lebesgue measure. Does there exist a Lebesgue measurable set E such
that m(E ∩ I ) = 1

2m(I ) for every bounded interval I? Why or why not?
3. Prove Proposition 7.8 using Wiener’s Covering Lemma (Lemma 6.41) instead

of the Rising Sun Lemma (Lemma 7.1).
4. Find all continuous monotone increasing functions on R1 with derivative 0 at all

but countably many points.
5. Cantor sets within [0, 1] were introduced in Section II.9. Each is associated to

a sequence {rn}n∏1 of numbers with 0 < rn < 1, the standard Cantor set being
obtained when rn = 1/3 for every n. Section VI.8 showed how to associate a
distribution function to the standard Cantor set, and in similar fashion one can
associate a distribution function to any Cantor set. Let C be a Cantor set, let
F be the associated distribution function, and let µ be the associated Stieltjes
measure. The Lebesgue measure of C is the number P =

Q∞
n=1 (1− rn). Prove

that
(a) µ is singular if P = 0,
(b) µ is absolutely continuous if P > 0, being of the form P−1 IC (x) dx .

Problems 6–7 concern the Lebesgue set of an integrable function f on an interval
[a, b]. This is the set where d

dx
R x
a | f (t)− f (x)| dt exists and equals 0. Many almost-

everywhere convergence results involving f are valid at every point of the Lebesgue
set. Such results may be regarded as relatively straightforward consequences of
Corollary 7.4. Conversely an almost-everywhere convergence theorem that fails to
hold at some point of the Lebesgue set might well be expected to involve some new
idea.

6. For f integrable on [a, b], prove that almost every point of (a, b) is in the
Lebesgue set of f by showing that the Lebesgue set of f is the same as the set
where d

dx
R x
a | f (t) − r | dt 6= | f (x) − r | for some rational r .

7. The Fejér kernel, which was defined in Section I.10 and studied further in
Section VI.7, is the periodic function defined for t in [−π, π] by KN (t) =
1

N+1
1−cos(N+1)t
1−cos t . Let f be integrable on [−π, π], regard f as periodic, and let x

be in the Lebesgue set of f . Prove that limN (KN ∗ f )(x) = f (x) by following
these steps:
(a) Check that the estimates KN (t) ≤ N + 1 and KN (t) ≤ c/(Nt2) are valid

for all N and for |t | ≤ π .
(b) Check that the problem is to show that

R
|t |≤π KN (t)| f (x − t) − f (x)| dt

tends to 0 as N tends to infinity.
(c) Break the integral in (b) into pieces where |t | ≤ 1/N , where 2k−1/N ≤

|t | ≤ 2k/N for 1 ≤ k ≤ log2(N 3/4), and where 1/N 1/4 ≤ |t | ≤ π . Using
the better of the bounds in (a) in each piece, prove the statement that (b) says
needs to be shown.
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Problems 8–12 concern singular Stieltjesmeasures, which for notational convenience
we assume are continuous singular. In all these problems it is assumed that µ is a
continuous singular measure and m is Lebesgue measure. Among other things these
problems prove that the indefinite integral of µ has derivative 0 almost everywhere
with respect to Lebesgue measure, i.e., d

dx
R x
0 dµ(t) = 0 a.e. [dx], with the tools of

Chapter VI and without Theorem 7.2.
8. If ≤ > 0 is given, prove by considering m + µ that there exists an open set U in

R1 such that µ(U) < ≤ and m(Uc) = 0.
9. If U is an open subset of R1 and ∫ is a Stieltjes measure with ∫(U) = 0, prove

that limh↓0 (2h)−1∫((x − h, x + h)) = 0 for all x in U .
10. Let ∫ be any finite Stieltjes measure, and define

∫∗(x) = sup
h>0

(2h)−1∫((x − h, x + h)).

Prove for each ξ > 0 that m
©
x

Ø
Ø ∫∗(x) > ξ

™
≤ 5∫(R1)/ξ by imitating the proof

of Theorem 6.38.
11. For the singular measure µ, assume that µ(R1) is finite. Let ≤ > 0 be given,

and choose an open set U as in Problem 8. Define Stieltjes measures µ1 and µ2
by µ1(A) = µ(A ∩ U) and µ2(A) = µ(A − U). Use Problem 9 to prove that
limh↓0 (2h)−1µ2((x − h, x + h)) = 0 a.e. [dx], and use Problem 10 to prove for
all ξ > 0 that

m
©
x

Ø
Ø lim sup

h↓0
(2h)−1µ1((x − h, x + h)) > ξ

™
≤ 5≤/ξ.

12. Deduce from Problem 11 that limh↓0 (2h)−1µ((x−h, x+h)) = 0 a.e. [dx]. By
reviewing the proof of Corollary 6.40, show how the argument in Problems 8–11
can be adjusted to yield the better conclusion that d

dx
R x
0 dµ(t) = 0 a.e. [dx].



CHAPTER VIII

Fourier Transform in Euclidean Space

Abstract. This chapter develops some of the theory of the RN Fourier transform as an operator that
carries certain spaces of complex-valued functions on RN to other spaces of such functions.
Sections 1–3 give the indispensable parts of the theory, beginning in Section 1 with the defi-

nition, the fact that integrable functions are mapped to bounded continuous functions, and various
transformation rules. In Section 2 the main results concern L1, chiefly the vanishing of the Fourier
transforms of integrable functions at infinity, the fact that the Fourier transform is one-one, and
the all-important Fourier inversion formula. The third section builds on these results to establish a
theory for L2. The Fourier transform carries functions in L1 ∩ L2 to functions in L2, preserving the
L2 norm; this is the Plancherel formula. The Fourier transform therefore extends by continuity to
all of L2, and the Riesz–Fischer Theorem says that this extended mapping is onto L2. These results
allow one to construct bounded linear operators on L2 commuting with translations by multiplying
by L∞ functions on the Fourier transform side and then using Fourier inversion; a converse theorem
is proved in the next section.
Section 4 discusses the Fourier transform on the Schwartz space, the subspace of L1 consisting of

smooth functions with the property that the product of any iterated partial derivative of the function
with any polynomial is bounded. The Fourier transform carries the Schwartz space in one-one
fashion onto itself, and this fact leads to the proof of the converse theorem mentioned above.
Section 5 applies the Schwartz space in R1 to obtain the Poisson Summation Formula, which

relates Fourier series and the Fourier transform. A particular instance of this formula allows one to
prove the functional equation of the Riemann zeta function.
Section 6 develops the Poisson integral formula, which transforms functions onRN into harmonic

functions on a half space in RN+1. A function on RN can be recovered as boundary values of its
Poisson integral in various ways.
Section 7 specializes the theory of the previous section to R1, where one can associate a “con-

jugate” harmonic function to any harmonic function in the upper half plane. There is an associated
conjugate Poisson kernel that maps a boundary function to a harmonic function conjugate to the
Poisson integral. The boundary values of the harmonic function and its conjugate are related by the
Hilbert transform, which implements a “90◦ phase shift” on functions. The Hilbert transform is a
bounded linear operator on L2 and is of weak type (1, 1).

1. Elementary Properties

Although the Fourier transform in the one-variable case dates from the early
nineteenth century, it was not until the introduction of the Lebesgue integral
early in the twentieth century that the theory could advance very far. Fourier
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series in one variable have a standard physical interpretation as representing
a resolution into component frequencies of a periodic signal that is given as
a function of time. In the presence of the Riesz–Fischer Theorem, they are
especially handy at analyzing time-independent operators on signals, such as
those given by filters. An operator of this kind takes a function f with Fourier
series f (x) ∼

P∞
n=−∞ cneinx into the expression

P∞
n=−∞mncneinx , where the

constants mn depend only on the filter. If the original function f is in L2 and if
the constantsmn are bounded, the Riesz–Fischer Theorem allows one to interpret
the new series as the Fourier series of a new L2 function T ( f ), and thus the effect
of the filter is to carry f to T ( f ).
If one imagines that the period is allowed to increase without limit, one can

hope to obtain convergence of some sort to a transform that handles aperiodic
signals, and this was once a common attitude about how to view the Fourier
transform. In the twentieth century the Fourier transform began to be developed
as an object in its own right, and soon the theory was extended from one variable
to several variables.
The Fourier transform in Euclidean space RN is a mapping of suitable kinds

of functions on RN to other functions on RN . The functions will in all cases
now be assumed to be complex valued. The underlying RN is usually regarded
as space, rather than time, and the Fourier transform is of great importance in
studying operators that commute with translations, i.e., spatially homogeneous
operators. One example of such an operator is a linear partial differential operator
with constant coefficients, and another is convolution with a fixed function. In
the latter case if F denotes the Fourier transform and h is a fixed function, the
relevant formula is F(h ∗ f ) = F(h)F( f ), the product on the right side being
the pointwise product of two functions. Thus convolution can be understood in
terms of the simpler operation of pointwise multiplication if we understand what
F does and we understand how to invert F.
In the actual definition of the Fourier transform, factors of 2π invariably pop

up here and there, and there is no universally accepted place to put these factors.
This ambiguity is not unlike the distinction between radians and cycles in con-
nection with frequencies in physics; again the distinction is a factor of 2π . The
definition that we shall use occurs quite commonly these days, namely

bf (y) = F f (y) =
Z

RN
f (x)e−2π i x ·y dx,

with x ·y referring to the dot product andwith the 2π in the exponent. The formula
forF−1 will turn out to be similar looking, except that the minus sign is changed
to plus in the exponent. Some authors drop the 2π from the exponent, and then
a factor of (2π)−N is needed in the inversion formula. Other authors who drop
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the 2π from the exponent also include a factor of (2π)−N in front of the integral;
then the inversion formula requires no such factor. Still other authors who drop
the 2π from the exponent insert a factor of (2π)−N/2 in the formula for both F
and its inverse. In all cases, there is a certain utility in adjusting the definition
of convolution by an appropriate power of 2π so that the Fourier transform of
a convolution is indeed the pointwise product of the Fourier transforms. The
relationships among these alternative formulas are examined in Problem 1 at the
end of the chapter.
At any rate, in this book we take the boxed formula above as the definition of

the Fourier transform of a function f in L1(RN , dx). Convolution was defined in
Section VI.2. Although there are many elementary functions for which one can
compute the Fourier transform explicitly, there are precious few for which one
can make the pair of calculations that compute the Fourier transform and verify
the inversion formula. One example is e−π |x |2 , which will be examined in the
next section.
Recall from Section VI.1 that the translate τx0 f is defined by τx0 f (x) =

f (x − x0).

Proposition 8.1. The Fourier transform on L1(RN ) has these properties:
(a) f in L1 implies that bf is boundedanduniformlycontinuouswithk bf ksup≤

k f k1,
(b) f in L1 implies that the translate τx0 f and the product f (x)e−2π i x ·y0 have

(τx0 f )b(y) = e−2π i x0·y bf (y) and F( f (x)e2π i x ·y0)(y) = (τy0
bf )(y),

(c) f and g in L1 implies [f ∗ g = bf bg,
(d) f in L1 impliescf ∗ = bf , where f ∗(x) = f (−x),
(e) (multiplication formula) f andϕ in L1 implies

R
RN fbϕ dx=

R
RN

bf ϕ dx ,
(f) f in L1 and 2π i xj f in L1 implies that @ bf

@yj exists in the ordinary sense

everywhere and satisfies @ bf
@yj = F(−2π i xj f ),

(g) f in L1 and @ f
@xj existing in the L

1 sense, i.e., limh→0 h−1(τ−hej f − f )
existing in L1, impliesF

° @ f
@xj

¢
(y) = 2π iyj bf (y). This formula holds also

when f is in L1∩C1, the ordinary @ f
@xj is in L

1, and f vanishes at infinity.

PROOF. All the integrals will be over RN , and we drop RN from the notation.
For (a), we have | bf (y)| ≤

R
| f (x)| dx = k f k1, and hence k bf ksup ≤ k f k1. Also,

| bf (y1) − bf (y2)| ≤
R

| f (x)| |e−2π i x ·y1 − e−2π i x ·y2 | dx
=

R
| f (x)| |e−2π i x ·(y1−y2) − 1| dx .



414 VIII. Fourier Transform in Euclidean Space

On the right side the second factor of the integrand is bounded by 2 and tends
to 0 for each x as y1 − y2 tends to 0. Thus the right side tends to 0 by dominated
convergence at a rate depending only on y1 − y2.
For (b), (τx0 f )b(y) =

R
f (x − x0)e−2π i x ·y dx =

R
f (x)e−2π i(x+x0)·y dx =

e−2π i x0·y bf (y) and

F( f (x)e2π i x ·y0)(y) =
R
f (x)e2π i x ·y0e−2π i x ·y dx

=
R
f (x)e−2π i x ·(y−y0) dx = (τy0

bf )(y).

For (c), we use Fubini’s Theorem. The standard technique for verifying the
theorem’s applicability was mentioned near the end of Section V.7. Let us see
the technique in context this once. The procedure is to write out the computation,
blindly making the interchange, and then to check the validity of the interchange
by imagining that absolute value signs have been put in place. What needs to
be verified is that the double or iterated integrals with the absolute value signs in
place are finite. The computation here is

[f ∗ g(y) =
RR

f (x − t)g(t)e−2π i x ·y dt dx =
RR

f (x − t)g(t)e−2π i x ·y dx dt

=
RR

f (x)g(t)e−2π i(x+t)·y dx dt = bf (y)bg(y).

The steps with absolute value signs in place around the integrands are
RR

| f (x − t)g(t)e−2π i x ·y| dt dx =
RR

| f (x − t)g(t)e−2π i x ·y| dx dt
=

RR
| f (x)g(t)e−2π i(x+t)·y| dx dt.

The first interchange is valid, but the first and second integrals are not so clearly
finite. What is clear, because f and g are integrable, is that we have finiteness
for the third integral, and the second and third integrals are equal by a translation
in the inner integration. Thus the computation of [f ∗ g(y) is justified.
For (d), we havecf ∗(y) =

R
f (−x)e−2π i x ·y dx =

R
f (x)e−2π i x ·y dx = bf (y).

For (e), we use Fubini’s Theorem, justifying the details in the same way as in
(c). We obtain

R
fbϕ dx =

RR
f (x)ϕ(y)e−2π iy·x dy dx

=
RR

f (x)ϕ(y)e−2π iy·x dx dy =
R bf ϕ dy,

and the interchange is valid because f and ϕ have been assumed integrable.
For (f), we apply (b) and obtain

h−1° bf (y + hej ) − bf (y)
¢

= F
°
f (x) h−1(e−2π ihej ·x − 1)

¢
(y).
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Application of the Mean Value Theorem to the real and imaginary parts of
h−1(e−2π ihej ·x − 1) shows for |h| ≤ 1 that

Ø
ØRe(h−1(e−2π ihej ·x − 1))

Ø
Ø = |h−1(1− cos 2πhxj )| ≤ 2π |xj |

Ø
Ø Im(h−1(e−2π ihej ·x − 1))

Ø
Ø = |h−1 sin 2πhxj | ≤ 2π |xj |,and

Ø
Øh−1(e−2π ihej ·x − 1)| ≤ 4π |xj |.hence that

Since xj f (x) is assumed integrable, we have dominated convergence in the
computation of the limit of F

°
f (x) h−1(e−2π ihej ·x − 1)

¢
(y) as h tends to 0,

and we get F
°
− 2π i xj f

¢
(y) =

@ bf
@yj

(y).

For the first part of (g), the assumptions and (a) give
Ø
ØF(h−1(τ−hej f − f ))(y) − F

° @ f
@xj

¢
(y)

Ø
Ø ≤

∞
∞h−1(τ−hej f − f ) − @ f

@xj

∞
∞
1 → 0.

The left side equals
Ø
Ø bf (y)(h−1(e2π ihej ·y −1))−F

° @ f
@xj

¢
(y)

Ø
Ø by (b), and this tends

to
Ø
Ø bf (y)2π iyj − F

° @ f
@xj

¢
(y)

Ø
Ø. Hence F

° @ f
@xj

¢
(y) = 2π iyj bf (y).

For the second part of (g), let x 0
j denote the tuple of the N − 1 variables other

than xj . Then integration by parts in the variable xj gives

F
° @ f

@xj

¢
(y) =

R
RN−1

R ∞
−∞

@ f
@xj (x)e

−2π i x ·y dxj dx 0
j

=
R

RN−1 limn
R n
−n

@ f
@xj (x)e

−2π i x ·y dxj dx 0
j

=
R

RN−1 limn
£
f (x)e−2π i x ·y§n

xj=−n dx
0
j

−
R

RN−1 limn
R n
−n f (x)(−2π iyj )e

−2π i x ·y dxj dx 0
j

= 0+ 2π iyj bf (y),

as asserted. §

2. Fourier Transform on L1, Inversion Formula

The main theorem of this section is the Fourier inversion formula for L1(RN ).
The Fourier transform forR1 is the analog for the line of themapping that carries a
function f on the circle to its doubly infinite sequence {ck} of Fourier coefficients.
The inversion problem for the circle amounts to recovering f from the ck’s. We
know that the procedure is to form the partial sums sn(x) =

Pn
k=−n ckeikx and to

look for a sense in which {sn} converges to f . There is no problem for the case
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that f is itself a trigonometric polynomial; then sn will be equal to f for large
enough n, and no passage to the limit is necessary.
The situation with the Fourier transform is different. There is no readily

available nonzero integrable function on the line analogous to an exponential on
the circle for which we know an inversion formula with all constants in place. In
order to obtain such an inversion formula for the Fourier transform on L1, it is
necessary to be able to invert the Fourier transform of some particular nonzero
function explicitly. This step is carried out in Proposition 8.2 below, and then
we can address the inversion problem of L1(RN ) in general. The analog for the
circle of what we shall prove for the line is a rather modest result: It would say
that if

P
|ck | is finite, then the sequence of partial sums converges uniformly

to a function that equals f almost everywhere. The uniform convergence is a
relatively trivial conclusion, being an immediate consequence of the Weierstrass
M test; but the conclusion thatwe recover f lies deeper and incorporates a version
of the uniqueness theorem.

Proposition 8.2. F
°
e−π |x |2¢ = e−π |y|2 .

REMARKS. Readers who know about the Cauchy Integral Theorem from ele-
mentary complex analysis or else Green’s Theorem in the theory of line integrals
will recognize that the calculation below amounts to an application of one or the
other of these theorems to the function e−πz2 over a long thin geometric rectangle
next to the x axis in C. However, the present application of either of these
theorems is so simple that we can without difficulty substitute a proof of one of
these theorems in the special case of interest, and hence neither of these other
theorems needs to be assumed. As the proof belowwill show, matters come down
to the Fundamental Theorem of Calculus in its traditional form (Theorem 1.32).
PROOF. The question is whether

Z

RN
e−π(x21+···+x2N )e−2π i(x1y1+···+xN yN ) dx1 · · · dxN

?
= e−π(y21+···+y2N ),

and the integral on the left is the product of N integrals in one variable. Thus the
question is whether Z ∞

−∞
e−π(x2+2i xy) dx ?

= e−πy2 .

We start by observing that
Z ∞

−∞
e−π(x2+2i xy) dx = e−πy2

Z ∞

−∞
e−π(x+iy)2 dx . (∗)

Write

e−π(x+iy)2 = u(x, y) + iv(x, y) = e−π(x2−y2) cos 2πxy − ie−π(x2−y2) sin 2πxy.
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Direct calculation gives1

@u
@x

=
@v

@y
and

@u
@y

= −
@v

@x
. (∗∗)

Regard n as positive and large. Then
R n
−n u(s, 0) ds −

R n
−n u(s, y) ds

= −
R n
−n

R y
0

@u
@y (s, t) dt ds by Theorem 1.32

= +
R n
−n

R y
0

@v
@x (s, t) dt ds by (∗∗)

=
R y
0

R n
−n

@v
@x (s, t) ds dt by Fubini’s Theorem

=
R y
0 v(n, t) dt −

R y
0 v(−n, t) dt by Theorem 1.32.

With y fixedwe letn tend to infinity. Thenv(n, t) andv(−n, t) tend to 0 uniformly
for t between 0 and y by inspection of v, and hence the right side of our expression
tends to 0. Thus R ∞

−∞ u(s, 0) ds =
R ∞
−∞ u(s, y) ds,

which says that

Re
Z ∞

−∞
e−πx2 dx = Re

Z ∞

−∞
e−π(x+iy)2 dx . (†)

Similarly we calculate
R n
−n v(s, 0) ds −

R n
−n v(s, y) ds = −

R n
−n

R y
0

@v
@y (s, t) dt ds

= −
R n
−n

R y
0

@u
@x (s, t) dt ds by (∗∗)

= −
R y
0

R n
−n

@u
@x (s, t) ds dt

= −
R y
0 u(n, t) dt +

R y
0 u(−n, t) dt.

Again we can see that the right side tends to 0, and thus
R ∞
−∞ v(s, 0) ds =

R ∞
−∞ v(s, y) ds,

which says that

Im
Z ∞

−∞
e−πx2 dx = Im

Z ∞

−∞
e−π(x+iy)2 dx . (††)

Taking (∗) into account and combining (†) and (††), we obtain
Z ∞

−∞
e−π(x2+2i xy) dx = e−πy2

Z ∞

−∞
e−π(x+iy)2 dx = e−πy2

Z ∞

−∞
e−πx2 dx,

and the proposition follows from the formula
R ∞
−∞ e−πx2 dx = 1 given in Propo-

sition 6.33. §
1The equations (∗∗) are called theCauchy–Riemann equations. They occur again in Section 7.
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We shall use dilations to create an approximate identity out of e−π |x |2 in the
style of Section VI.2. Put ϕ(x) = e−π |x |2 and define ϕε(x) = ε−Nϕ(ε−1x) for
ε > 0. Whenever ϕ in an integrable function and ϕε is formed in this way, we
have

bϕε(y) =
R

RN ϕε(x)e−2π i x ·y dx = ε−N R
RN ϕ(ε−1x)e−2π i x ·y dx

=
R

RN ϕ(x)e−2π i x ·εy dx = bϕ(εy),

the next-to-last equality following from the change of variables ε−1x 7→ x .
For the particular function ϕ(x) = e−π |x |2 , this calculation shows that bϕε(y) =

e−πε2|y|2 . In particular, bϕε is ∏ 0 and vanishes at ∞ for each fixed ε > 0. As ε
decreases to 0, bϕε increases pointwise to the constant function 1. The constant
c in Theorem 6.20 for this ϕ is c =

R
RN ϕ(x) dx = 1 by Proposition 6.33. That

theorem gives various convergence results for ϕε ∗ f , one of which is that ϕε ∗ f
converges to f in L1 if f is in L1.

Theorem 8.3 (Riemann–Lebesgue Lemma). If f is in L1(RN ), then the
continuous function bf vanishes at infinity.

PROOF. The continuity of bf is by Proposition 8.1a. Put ϕ(x) = e−π |x |2 and
form ϕε. Then parts (c) and (a) of Proposition 8.1 give

kbϕε
bf − bf ksup = k\ϕε ∗ f − bf ksup ≤ kϕε ∗ f − f k1,

and Theorem 6.20 shows that the right side tends to 0 as ε decreases to 0. Hence
e−πε2|y|2 bf (y) tends to bf (y) uniformly in y. Since bf is bounded (Proposition
8.1a), e−πε2|y|2 bf (y) vanishes at infinity. The uniform limit of functions vanishing
at infinity vanishes at infinity, and the theorem follows. §

Theorem 8.4 (Fourier inversion formula). If f is in L1(RN ) and bf is in
L1(RN ), then f can be redefined on a set of measure 0 so as to be continuous.
After this adjustment,

f (x) =
Z

RN

bf (y)e2π i x ·y dy.

PROOF. Byway of preliminaries, recall fromProposition 8.1e that themultipli-
cation formula gives

R
f bg dx =

R bf g dx whenever f and g are both integrable.
With ε fixed for the moment, let us apply this formula with g(x) = e−πε2|x |2 . The
remarks before Theorem 8.3 about how the Fourier transform interacts with dila-
tions show thatbg(y) = ε−Ne−πε−2|y|2 . In other words, if we take ϕ(x) = e−π |x |2 ,
then Z

RN
f (x)ϕε(x) dx =

Z

RN

bf (y)e−πε2|y|2 dy. (∗)
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To prove the theorem, consider first the special case that f is bounded and
continuous. If we let ε decrease to 0 in (∗), the left side tends to f (0) by Theorem
6.20c, and the right side tends to

R
RN

bf (y) dy by dominated convergence since
bf is assumed integrable. Thus f (0) =

R
RN

bf (y) dy. Applying this conclusion
to the translate τ−x f and using Proposition 8.1b, we obtain

f (x) = (τ−x f )(0) =
R
(τ−x f )b(y) dy =

R bf (y)e2π i x ·y dy,

as required.
Without the special assumption on f , we adjust the above argument a little.

Using the equality ϕε(−y) = ϕε(y), we apply (∗) to the translate τ−x f of f to
get

R bf (y)e2π i x ·ye−πε2|y|2 dy =
R
f (x + y)ϕε(y) dy

=
R
f (x − y)ϕε(y) dy = (ϕε ∗ f )(x).

As ε decreases to 0, the left side tends pointwise to
R bf (y)e2π i x ·y dy by dominated

convergence, and the result is a continuous function of x , by a version of Propo-
sition 8.1a. The right side tends to f in L1 by Theorem 6.20, and hence Theorem
5.59 shows that a subsequence of ϕε ∗ f tends to f almost everywhere. Thus
f (x) =

R
RN

bf (y)e2π i x ·y dy almost everywhere, with the right side continuous.§

Corollary 8.5. The Fourier transform is one-one on L1(RN ).

PROOF. If f is in L1 and bf is identically 0, then bf is in L1, and the inversion
formula (Theorem 8.4) applies. Hence f is 0 almost everywhere. §

3. Fourier Transform on L2, Plancherel Formula

We mentioned in Section 1 that the Fourier transform is of great importance in
analyzing operators that commute with translations. The initial analysis of such
operators is done on L2(RN ), and this section describes some of how that analysis
comes about. The first result is the theorem forRN that is the analog of Parseval’s
Theorem for the circle.

Theorem 8.6 (Plancherel formula). If f is in L1(RN )∩L2(RN ), then k bf k2 =
k f k2.

REMARKS. There is a formal computation that is almost a proof, namely
R

| f (x)|2 dx =
R
f ∗(−x) f (x) dx = ( f ∗ ∗ f )(0)

=
R \f ∗ ∗ f (y) dy =

R bf ∗(y) bf (y) dy =
R

| bf (y)|2 dy,
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the middle equality using the Fourier inversion formula (Theorem 8.4). What is
needed in order to make this computation into a proof is a verification that the
Fourier inversion formula actually applies. We know that f ∗ ∗ f is in L1 since f ∗

and f are in L1, and we know from Proposition 6.18 that f ∗ ∗ f is continuous,
being in L2 ∗ L2. But it is not immediately obvious that the Fourier transform
to which the inversion formula is to be applied, namely \f ∗ ∗ f = | bf |2, is in L1.
We handle this question by proving a lemma that is a little more general than
necessary.

Lemma 8.7. Suppose f is in L1(RN ), is bounded on RN , and is continuous
at 0. If bf (y) ∏ 0 for all y, then bf is in L1(RN ).

PROOF. Put ϕ(x) = e−π |x |2 and ϕε(x) = ε−Nϕ(ε−1x). Then the function
ϕε ∗ f is continuous by Proposition 6.18 since ϕε is in L∞ and f is in L1, and

lim
ε↓0

(ϕε ∗ f )(0) = f (0)

by Theorem 6.20c. The function bϕε is in L1, and bf is bounded. Hence \ϕε ∗ f =
bϕε

bf is in L1. By the Fourier inversion formula (Theorem 8.4),

(ϕε ∗ f )(0) =
Z

RN

bf (y)e−πε2|y|2 dy.

Letting ε decrease to 0 and taking into account the monotone convergence, we
obtain f (0) =

R
RN

bf (y) dy. Therefore bf is integrable. §

PROOF OF THEOREM 8.6. The remarks after the statement of the theorem prove
everything except that the Fourier transform \f ∗ ∗ f = | bf |2 is in L1, and this step
is carried out by Lemma 8.7. §

Abstract linear operators between normed linear spaces were introduced in
Section V.9, and Proposition 5.57 showed that boundedness is equivalent to
uniform continuity. Let us make use of such operators now.
Theorem 8.6 allows us to extend the Fourier transform forRN from L1∩ L2 to

L2. In fact, Proposition 5.56 shows that L1 ∩ L2 is dense in L2. The conclusion
of Theorem 8.6 implies that the linear operator F is bounded relative to the
L2 norms on domain and range, and hence it is uniformly continuous. Since
the range space L2 is complete (Theorem 5.59), Proposition 2.47 shows that F
extends to a continuous map F : L2 → L2. This extended map, also called F,
is readily checked to be linear and then is a bounded linear operator satisfying
kF f k2 = k f k2 for all f in L2.
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If f is in L2(RN ), we can use any approximating sequence from L1 ∩ L2 to
obtain a formula for F f . One such is f IB(R;0), as R increases to infinity through
some sequence. Thus

F f (y) = lim
(in L2 sense)

R→∞

Z

|x |<R
f (x)e−2π i x ·y dx .

Corollary 8.8. If f is in L1(RN ) and g is in L2(RN ), then F( f ∗ g) =
F( f )F(g) and F(g∗) = F(g).

PROOF. Set gn = gIB(n;0), so that gn is in L1 ∩ L2 for all n and gn → g in
L2. Then f ∗ gn → f ∗ g in L2 since k f ∗ gn − f ∗ gk2 = k f ∗ (gn − g)k2 ≤
k f k1kgn − gk2. Therefore F( f )F(gn) = F( f ∗ gn) → F( f ∗ g) in L2. Since
F( f ) is a bounded function andF(gn) → F(g) in L2, we see thatF( f )F(gn) →
F( f )F(g) in L2. Hence F( f ∗ g) = F( f )F(g). The identity F(g∗) = F(g) is
proved similarly. §

Theorem 8.9 (Riesz–Fischer Theorem). The Fourier transform operator F
carries L2(RN ) onto L2(RN ).

PROOF. The operator F is built from the integral
R

RN f (x)e−2π i x ·y dx . In
a similar fashion, build an operator I from

R
RN f (x)e2π i x ·y dx , or equivalently

define I f (y) = F f (−y). Then kI f k2 = k f k2 for f in L2. It is sufficient to
prove that FI = 1 on L2, since for any f in L2, the equation FI = 1 implies
that I f is a member of L2 carried to f byF. Moreover, FI is continuous, being
bounded. It is therefore enough to prove thatFI f = f for f in a dense subspace
of L2. We shall do so for the dense subspace L1 ∩ L2.
For a function f in L1∩L2 with the additional property that bf is in L1 (and also

L2 by Theorem 8.6), Theorem 8.4 for I (or Theorem 8.4 applied to the function
f (−x)) shows that FI f = f .
For a general f in L1 ∩ L2, form ϕε ∗ f , where ϕ(x) = e−π |x |2 . Then

\ϕε ∗ f = bϕε
bf is in L1 ∩ L2; in fact, it is in L2 by Proposition 6.14 and Theorem

8.6, and it is in L1 because bf is bounded and bϕε is in L1. By the special case just
proved, FI(ϕε ∗ f ) = ϕε ∗ f . Since FI is continuous and ϕε ∗ f → f in L2
by Theorem 6.20a, FI f = f . Thus FI f = f on the dense subspace L1 ∩ L2,
and the proof is complete. §

We shall be interested especially in bounded linear operators A on L2(RN )
that commute with translations, i.e., that satisfy A(τx f ) = τx(A f ) for all x inRN

and all f in L2. Recall that the operator norm kAk of a bounded linear operator
on L2 is the least C such that kA f k2 ≤ Ck f k2 for all f in L2.



422 VIII. Fourier Transform in Euclidean Space

EXAMPLES.
(1) The translation τx0 is an example of a bounded linear operator on L2

that commutes with translations; the commutativity in question follows from the
commutativity of RN as an additive group, and the equality kτx0 f k2 = k f k2
shows that τx0 is bounded with kτx0k = 1. In terms of Fourier transforms,
Proposition 8.1 shows that (τx0 f )b(y) = e−2π i x0·y bf (y).
(2) Another example of a bounded linear operator on L2 that commutes with

translations is the operator Ag = f ∗ g for fixed f in L1. This commutes
with translations by Proposition 6.15, and it is bounded with kAk ≤ k f k1 by
Proposition 6.14. Proposition 8.1 shows that cAg = bf bg.
(3) Let M(y) be any L∞ function on RN , and for f in L2, define A f by

cA f = M bf . The function bf is in L2 by the Plancherel Theorem, M bf is in L2
since M is essentially bounded, and M bf is the Fourier transform of some L2
function by the Riesz–Fischer Theorem. We take this L2 function to be A f . The
brief formula is A f = F−1(MF f ). From the inequalities kA f k2 = kMF f k2 ≤
kMk∞kF f k2 = kMk∞k f k2, we see that A is boundedwith kAk ≤ kMk∞. The
bounded linear operator A commutes with translations, since

F(A(τx f ))(y) = F(F−1MFτx f )(y) = MFτx f (y) = M(y)e−2π i x ·yF f (y)

F(τx(A f ))(y) = e−2π i x ·yF(A f )(y) = e−2π i x ·yM(y)F f (y).and

One speaks of the function M as a multiplier on L2. The previous two exam-
ples are instances of this construction. Example 1 has M(y) = e−2π i x0·y , and
Example 2 has M(y) = bf (y). We shall see in Theorem 8.14 in the next section
that every bounded linear operator A on L2 commuting with translations arises
from some such essentially bounded M and that kAk = kMk∞; for this reason a
bounded linear operator on L2 that commutes with translations is often called a
“multiplier operator” or a “bounded multiplier operator” on L2.

4. Schwartz Space

This section introduces the space S(RN ) of Schwartz functions on RN . This
space is a vector subspace of L1(RN ), so that the Fourier transform is given on it
by the usual concrete formula; S(RN )will turn out to be another space besides L2
that is carried onto itself by the Fourier transform. Working with S(RN ) provides
a convenient way for using the Fourier transform and derivatives together, as
becomes clearer when one studies partial differential equations.
If Q is a complex-valued polynomial on RN , define Q(D) to be the partial

differential operator with constant coefficients obtained by substituting, for each
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j with 1 ≤ j ≤ N , the operator Dj = @
@xj for xj . A Schwartz function on RN is

a smooth function such that P(x)Q(D) f is bounded for each pair of polynomials
P and Q. An example is the function e−π |x |2 , since its iterated partial derivatives
are all of the form R(x)e−π |x |2 for some polynomial R. The Schwartz space
S = S(RN ) is the set of all Schwartz functions.
The Schwartz space S is evidently a vector space, and it is closed under

partial differentiation and under multiplication by polynomials. Closure under
partial differentiation is in effect built into the definition. To see closure under
multiplication by polynomials, it is enough to check closure under multipli-
cation by each monomial xj . This closure follows readily from the formula
Q(D)(xj f ) = Q#(D) f + xj Q(D) f , where Q# is 0 or is a polynomial having
degree strictly lower than Q has.
If f is a Schwartz function, then P(x)Q(D) f is actually integrable, as well as

bounded, for each pair of polynomials P and Q. In fact, (1+|x |2)N P(x)Q(D) f
is bounded, and therefore P(x)Q(D) f is ≤ a multiple of the integrable function
(1+ |x |2)−N . In particular, S is contained in L1, L2, and L∞.
Finally the Fourier transform F carries S into itself. In fact, parts (f) and (g)

of Proposition 8.1 give

P(x)Q(D) bf = P(x)F(Q(−2π i x) f ) = F(P((2π i)−1D)Q(−2π i x) f ),

and the right side is the Fourier transform of an L1 function and therefore is
bounded.

Proposition 8.10. The Fourier transform F is one-one from S(RN ) onto
S(RN ), and the Fourier inversion formula holds on S(RN ).

PROOF. Since S ⊆ L1, F is one-one on S as a consequence of Corollary 8.5.
Since F(S) ⊆ S ⊆ L1, Theorem 8.4 shows that the Fourier inversion formula
holds on S. Let (I f )(x) = (F f )(−x) for f in L1. Then I(S) ⊆ S. The
Riesz–Fischer Theorem (Theorem 8.9) shows that FI = 1 on L1 ∩ L2, and
hence FI = 1 on S as well. Therefore if f is in S, then g = I f is a member of
S such that Fg = f , and we conclude that F carries S onto S. §

Tomake effective use of Proposition 8.10, we need to know thatS(RN ) is quite
large, large enough so that we can shape functions suitably when we need them.
For U open in RN , let C∞

com(U) denote the vector space of smooth complex-
valued functions on U whose support is a compact subset of U . It is apparent
that C∞

com(U) is closed under pointwise multiplication and that every member of
C∞
com(U) extends to a member of C∞

com(RN ) when set equal to 0 off U . But it is
not apparent that C∞

com(U) contains nonzero functions. We shall construct some.
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Lemma 8.11. If δ1 and δ2 are given positive numbers with δ1 < δ2, then there
exists √ in C∞

com(RN ) such that √(x) depends only on |x |, √ is nonincreasing in
|x |, √ takes values in [0, 1], √(x) = 1 for |x | ≤ δ1, and √(x) = 0 for |x | ∏ δ2.

PROOF. Webegin from the statement inSection I.7 that the function f : R → R
with f (t) equal to e−1/t2 for t > 0 and equal to 0 for t ≤ 0 is smooth everywhere,
including at t = 0. (The verification that f is smooth occurs in Problems 20–22
at the end of Chapter I.) If δ > 0, then it follows that the function gδ(t) =
f (δ + t) f (δ − t) is smooth. Consequently the function hδ(t) =

R t
−∞ gδ(s) ds is

smooth, is nondecreasing, is 0 for t ≤ −δ, is some positive constant for t ∏ δ,
and takes only values between 0 and that positive constant. Forming the function
hδ,r (t) = hδ(r + t)hδ(r − t) with r at least δ and dilating it suitably, we obtain a
smooth even function√0(t) with values in [0, c], the function being identically 0
for |t | ∏ δ2 and being identically c for |t | ≤ δ1. Putting √(x) = c−1√0(|x |), we
obtain the desired function. §

Proposition 8.12. If K and U are subsets of RN with K compact, U open,
and K ⊆ U , then there exists ϕ ∈ C∞

com(U) with values in [0, 1] such that ϕ is
identically 1 on K .

PROOF. There is no loss of generality in assuming that K is nonempty and U
is bounded. The continuous distance function D(x,Uc) is everywhere positive
on the compact set K and hence assumes a positive minimum c. Define K 0 to
be the set {x ∈ RN | D(x, K ) ≤ 1

4c}. This set is compact, contains K , and
has nonempty interior. Since the interior is nonempty, K 0 has positive Lebesgue
measure |K 0|. Applying Lemma 8.11, let h be a nonnegative smooth function
that vanishes identically for |x | ∏ 1

4c and has total integral 1.
Define ϕ = h ∗ IK 0 , where IK 0 is the indicator function of K 0. Corollary 6.19

shows that ϕ is smooth. The functionϕ is∏ 0 and has sup |ϕ|≤khk1kIK 0k∞ = 1.
We have ϕ(x) =

R
RN h(x − y)IK 0(y) dy. If x is in K and h(x − y) is nonzero,

then |x − y| ≤ 1
4c. Then D(y, K ) ≤ |x − y| ≤ 1

4c, and y is in K
0. Hence

IK 0(y) = 1, and ϕ(x) =
R

RN h(x − y) dy = 1.
Next, suppose D(x,Uc) ≤ 1

4c and h(x− y) is nonzero, so that again |x− y| ≤
1
4c. The claim is that y is not in K 0, i.e., that D(y, K ) > 1

4c. Assuming the
contrary, we can find, because of the compactness of K , some k ∈ K with
|y − k| ≤ 1

4c. Then every uc ∈ Uc satisfies c ≤ |uc − k| ≤ |uc − x |+
|x − y| + |y− k| ≤ |uc − x | + 1

4c+ 1
4c, and we obtain |uc − x | ∏ 1

2c. Taking the
infimum over uc, we obtain D(x,Uc) ∏ 1

2c, and this is a contradiction. Thus y
is not in K 0, and the integrand is identically 0 whenever D(x,Uc) ≤ 1

4c. Hence
ϕ(x) = 0 if D(x,Uc) ≤ 1

4c, and the support of ϕ is a compact subset ofU . This
completes the proof. §
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Every function inC∞
com(RN ) is theFourier transformof someSchwartz function

by Proposition 8.10, and there are many such functions by Proposition 8.12. With
this fact in hand, we can prove the theorem about operators commuting with
translations that was promised in the previous section. We begin with a lemma.

Lemma 8.13. If A is a bounded linear operator on L2(RN ) commuting with
translations, then A commutes with convolution by any L1 function.

PROOF. We are to show that A( f ∗g) = f ∗(Ag) if f is in L1 and g is in L2. Let
≤ > 0 be given. Corollary 6.17, with g1 = g and g2 = Ag, shows that there exist
y1, . . . , yn inRN and constants c1, . . . , cn such that

∞
∞ f ∗ g−

Pn
j=1 cjτyj g

∞
∞
2 < ≤

and
∞
∞ f ∗ Ag −

Pn
j=1 cjτyj Ag

∞
∞
2 < ≤. Then we have

kA( f ∗ g) − f ∗ Agk2 ≤
∞
∞A

°
f ∗ g −

Pn
j=1 cjτyj g

¢∞∞
2

+
∞
∞A

°Pn
j=1 cjτyj g

¢
−

Pn
j=1 cjτyj Ag

∞
∞
2

+
∞
∞Pn

j=1 cjτyj Ag − f ∗ Ag
∞
∞
2.

The first term on the right side is ≤ kAk
∞
∞ f ∗ g −

Pn
j=1 cjτyj g

∞
∞ ≤ ≤kAk, the

second term is 0 since A commutes with translations, and the third term is < ≤
by construction. §

Theorem 8.14. If A is a bounded linear operator on L2(RN ) commuting with
translations, then there exists an L∞ function M such that A f = F−1(MF f ) for
all f in L2. As a member of L∞, M is unique and satisfies kMk∞ = kAk.

REMARKS. The idea of the proof comes from the corresponding result for L2 of
the circle, where it is easy to defineM . Call the operator T in the case of the circle.
Each function eikx is in L2, and the given operator T satisfies τx0(T (eikx)) =
T (τx0(eikx)) = T (eik(x−x0)) = e−ikx0T (eikx). If we write f for the L2 function
T (eikx) and form the Fourier series expansion f (x) ∼

P
cneinx , then τx0 f has

Fourier series τx0 f (x) ∼
P
cne−inx0einx by linearity and boundedness of τx0 .

Since we have just seen that τx0 f = e−ikx0 f , we conclude that
P
cne−inx0einx =P

cne−ikx0einx . If cn 6= 0 for some n unequal to k, then we do not have the
term-by-term match required by the uniqueness theorem. Hence only ck can
be nonzero, and we have T (eikx) = ckeikx . The number ck is the value of the
multiplier M at the integer k. In the actual setting of the theorem, the circle is
replaced by RN , and individual exponential functions are not in L2. Thus this
easy process for obtaining M is not available, and we are led to construct M by
successive approximations.

PROOF. Choose, by Proposition 8.12, functions8k ∈ C∞
com(RN ) with

(i) 0 ≤ 8k(y) ≤ 1 for all y,
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(ii) 8k(y) = 0 for |y| ∏ k + 1,
(iii) 8k(y) = 1 for |y| ≤ k.

Then 8j8k = 8min( j,k) if j 6= k, and 8k is in C∞
com(RN ) and hence in the

Schwartz space S(RN ). Put ϕk = F−1(8k). Proposition 8.10 shows that ϕk is in
S, and therefore ϕk is in L1∩ L2. Since the Fourier transform carries convolution
into pointwise product, we have ϕj ∗ ϕk = ϕmin( j,k) if j 6= k. Define

Mk = F(Aϕk)

as an L2 function. Lemma 8.13 shows that A commutes with convolution by an
L1 function, and thus ϕk ∗ Aϕk+1 = A(ϕk ∗ ϕk+1) = Aϕk = A(ϕk ∗ ϕk+2) =
ϕk ∗ Aϕk+2. Consequently

8kMk+1 = 8kMk+2

Mk+1(y) = Mk+2(y) for |y| ≤ k.and

This equation shows that if we put

M(y) = Mk+1(y) for |y| ≤ k,

then M is consistently defined and is locally in L2.
Let S0 = F−1(C∞

com(RN )) ⊆ S(RN ). If a member f of S0 has bf (y) = 0
for |y| ∏ k, then bf8k+1 = bf and hence f ∗ ϕk+1 = f . Application of A gives
A f = A( f ∗ ϕk+1) = f ∗ Aϕk+1. If we take the L2 Fourier transform of both
sides and use Corollary 8.8, we obtain F(A f ) = Mk+1 bf . The right side equals
M bf since bf (y) = 0 for |y| ∏ k, and thus

F(A f ) = M bf

whenever f is in S0 and bf (y) = 0 for |y| ∏ k.
The subspace C∞

com(RN ) of L2 is dense by Corollary 6.19 and Theorem 6.20a.
Since the L2 Fourier transformcarries L2 onto L2 and preserves norms (Theorems
8.6 and 8.9), S0 is dense in L2. Let a general f in L2 be given, and choose a
sequence { f j } in S0 with f j → f in L2. Then F(A fj ) → F(A f ) in L2. By
Theorem 5.59 we can pass to a subsequence, still written as { f j }, so that f j → f
and F( f j ) → F( f ) and F(A fj ) → F(A f ) almost everywhere. Consequently

F(A f )(y) = limF(A fj )(y) = limM(y)F( f j )(y)
= M(y) limF( f j )(y) = M(y)F( f )(y)

almost everywhere.
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To see that M is in L∞, suppose that |M(y)| ∏ C occurs at least on a set E of
positive finite measure. Then IE is in L2. If we put f = F−1(IE), then we have
kAkk f k2 ∏ kA f k2=kF(A f )k2=kMF( f )k2=kMIEk2 ∏ CkIEk2 = Ck f k2,
and hence kAk ∏ C . Therefore kAk ∏ kMk∞. In particular, M is in L∞.
In the reverse direction we have kA f k2 = kF(A f )k2 = kMF( f )k2 ≤

kMk∞kF( f )k2 = kMk∞k f k2 for all f in L2, and thus kAk ≤ kMk∞. We
conclude that kMk∞ = kAk. This completes the proof of existence.
If we have two candidates for the multiplier, say M and M1, then subtraction

of the equations F(A f ) = MF( f ) and F(A f ) = M1F( f ) shows that 0 =
(M − M1)F( f ) for all f in L2. Therefore M = M1 almost everywhere. This
proves uniqueness. §

5. Poisson Summation Formula

The Poisson Summation Formula is a result combining Fourier series and the
Fourier transforminaway that has remarkableapplications, bothpure andapplied.
Nowadays the formula is expressed as a result about Schwartz functions and
therefore fits at this particular spot in the discussion of the Fourier transform.
Part of the power of the formula comes about because it applies tomore settings

than originally envisioned. The Euclidean version applies to the additive group
RN , the discrete subgroup of points with integer coordinates, and the quotient
group equal to the product of circle groups. In this section we shall take N = 1
simply because a theory of Fourier series has been developed in this book only
in one variable.
We begin by stating and proving the 1-dimensional version of the theorem.

Theorem 8.15 (Poisson Summation Formula). If f is in the Schwartz space
S(R1), then

∞X

n=−∞

f (x + n) =
∞X

n=−∞

bf (n)e2π inx .

PROOF. Define F(x) =
P∞

n=−∞ f (x + n). From the definition of S, it is easy
to check that this series is uniformly convergent on any bounded interval and
also the series of kth derivatives is uniformly convergent on any bounded interval
for each k. Consequently the function F is well defined and smooth, and it is
periodic of period one. We form its Fourier series, taking into consideration that
the period is 1 rather than 2π ; the relevant formulas for Fourier series when the
period is L rather than 2π are

f (x) ∼
∞X

n=−∞

cne2π inx/L with cn =
1
L

Z L/2

−L/2
f (t)e−2π int/L dt.
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A smooth periodic function is the sum of its Fourier series, and thus

F(x) =
P∞

n=−∞

° R 1
0 F(t)e−2π int dt

¢
e2π inx . (∗)

The Fourier coefficient in parentheses in (∗) is
R 1
0 F(t)e−2π int dt =

R 1
0

P∞
k=−∞ f (t + k)e−2π int dt

=
P∞

k=−∞

R 1
0 f (t + k)e−2π int dt

=
P∞

k=−∞

R k+1
k f (t)e−2π int dt

=
R ∞
−∞ f (t)e−2π int dt

= bf (n),

and the theorem follows by substituting this equality into (∗). §

Corollary 8.16.
P∞

n=−∞ e−πr−2n2 = r
P∞

n=−∞ e−πr2n2 for any r > 0.

PROOF. The remarks before Theorem 8.3 show that it we define ϕ(x) = e−πx2

and ϕε(x) = ε−1ϕ(ε−1x), then bϕε(y) = bϕ(εy). If we put f (x) = rϕr (x) =
e−πr−2x2 , then it follows that bf (y) = re−πr2x2 . Applying Theorem 8.15 to this f
and setting x = 0 gives the asserted equality. §

Inoneespecially significant applicationof the1-dimensionalEuclideanversion
of the Poisson Summation Formula to pure mathematics, the remarkable identity
in Corollary 8.16 can be combined with some elementary complex analysis to
obtain a functional equation for the Riemann zeta function, which is initially
defined for complex s with Re s > 1 by

≥(s) =
∞X

n=1

1
ns

=
Y

p prime

≥
1−

1
ps

¥−1
.

The functional equation relates ≥(s) to ≥(1−s). More precisely the function ≥(s)
extends to be defined in a natural way2 for all s in C − {1}, and the functional
equation is

3(1− s) = 3(s), where 3(s) = ≥(s)0
° 1
2s

¢
π− 1

2 s .

This implication is just the beginning of a deep theory in which Fourier analysis,
elementary complex analysis, algebraic number theory, and algebraic geometry
come together to yield a vast array of surprising results about prime numbers.

2The natural way is as an analytic function in C − {1}. The function has a simple pole at s = 1.
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The extension of the definition of the Riemann zeta function toC−{1} and the
derivation of the functional equation of the Riemann zeta function use elementary
complex analysis as inAppendixB, and theywill be carriedout in Problems19–27
at the end of the chapter.

In real-world applications the 1-dimensional Fourier transform is of great
significance because of its interpretation in signal processing. A given function
f (t) on R1 is interpreted as the voltage of some signal, written as a function
of time, and the Fourier transform bf (ω) gives the components of the signal at
each frequency ω. The Plancherel formula states the comforting fact that energy
can be computed either by summing the contributions over time or by summing
the contributions over frequency, and the result is the same. Convolutions are
of special significance in the theory because they represent the effects of time-
independent operations on the signal—such as the passage of the signal through
a filter.
To make numerical computations, one takes some discretized version of the

signal, obtained for example by rapid sampling over a long interval of time. The
discrete signal, which may well be obtained at 2n points for some n, is then
regarded as periodic. In other words, the signal is really a function on a cyclic
group of order 2n . Computing a convolution involves multiplying each translate
of one function by the other function at 2n points, adding, and assembling the
results. The number of steps is on the order of 22n . Alternatively, a convolution
can be computed using Fourier transforms: One computes the Fourier transform
of each function, does a pointwise multiplication of the new functions, and then
computes an inverse Fourier transform. The pointwise multiplication involves
only 2n steps, which is relatively trivial compared with 22n steps. How many
steps are involved in the computation of a Fourier transform? Naively it would
seem that an exponential depending on y has to be multiplied by the value of
the function at each point x and the results added, hence 22n steps. However,
the mechanism of the Poisson Summation Formula contains a better way of
carrying out the computation of the Fourier transform that involves only about
n2n steps. The algorithm in question is known as the fast Fourier transform
and is discussed in more detail in Problems 13–18 at the end of the chapter. The
upshot is that the Poisson Summation Formula leads to a practical device that
cuts down enormously on the cost of analyzing signals mathematically.
Although the Poisson Summation Formula as stated in this section relates the

real line, the subgroup of integers, and the quotient circle group, the fast Fourier
transform iterates versions of the formula for settings that are different from this.
The groups in question are cyclic of order 2k with k ≤ n. We can take the
subgroup to have order 2, and the quotient group then has order 2k−1. A still
more general version of the Poisson Summation Formula applies to any “locally
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compact” abelian group with a discrete subgroup having compact quotient. This
more general version of the formula is used in the full-fledged application to
pure mathematics that combines Fourier analysis, elementary complex analysis,
algebraic number theory, and algebraic geometry.

6. Poisson Integral Formula

Let RN+1
+ be the open half space

©
(x, t)

Ø
Ø x ∈ RN and t > 0

™
. We view the

boundary
©
(x, 0)

Ø
Ø x ∈ RN™

asRN . For a function f in L p(RN ) for p equal to 1,
2, or∞, we consider the problem of finding u(x, t) that is defined on RN+1

+ , has
f as boundary value in a suitable sense, and is harmonic in the sense of being a
C2 function satisfying the Laplace equation1u = 0, where1 is the Laplacian

1 =
@2

@x21
+ · · · +

@2

@x2N
+

@2

@t2
.

We studied the corresponding problem for the unit disk in a sequence of
problems at the ends of Chapters I, III, IV, and VI. In that situation the open
disk played the role of the open half space, and the circle played the role of the
Euclidean-space boundary. We were able to see that the unique possible answer,
at least if f is of class C2, is given by the Poisson integral formula for the unit
disk:

u(r, θ) =
1
2π

Z π

−π

f (θ − ϕ)Pr (ϕ) dϕ,

where Pr (θ) = 1−r2
1−2r cos θ+r2 =

P∞
n=−∞ r |n|einθ .

The situation with RN+1
+ is different. One complication is that the boundary

is not compact, and a discrete sum can no longer be expected. Another is that the
harmonic function with given boundary values need not be unique; in fact, the
function u(x, t) = t is a nonzero harmonic function with boundary values given
by f = 0, and thus we cannot expect to get a unique solution to a boundary-value
problem unless we impose some further condition on u. In effect, the condition
we impose will amount to a growth condition on the behavior of u at infinity. A
partial compensation for these two complications is that the boundary is now the
Euclidean space RN , and dilations are available as a tool.
Let us make a heuristic calculation to look for a harmonic function with given

boundary values. Suppose u(x, t) is the solution we seek that corresponds to
f . Then we expect that the translate τx0u(x, t) is the solution corresponding to
τx0 f (x). We might further expect that the mapping f 7→ u( · , t) is bounded on
L2(RN ). By Theorem 8.14 we would therefore have

bu(y, t) = mt(y) bf (y),
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for some multipliermt(y); the Fourier transform is to be understood as occurring
in the x variable only. If t1 > 0 is fixed, thenu(x, t+t1) is harmonicwith boundary
value u(x, t1), and sobu(y, t + t1) = mt(y)bu(y, t1) = mt(y)mt1(y) bf (y). The left
side equals mt+t1(y) bf (y), and therefore

mt+t1(y) = mt(y)mt1(y).

Since this is only a heuristic calculation anyway, we might as well assume thatm
is jointly measurable. Then we deduce that

mt(y) = etg(y)

for some L∞ function g. To compute g, we use the condition 1u = 0 more
explicitly. Formally, as a result of the Fourier inversion formula, u(x, t) is given
as

Z

RN
bu(y, t)e2π i x ·y dy =

Z

RN
mt(y) bf (y)e2π i x ·y dy =

Z

RN
etg(y) bf (y)e2π i x ·y dy.

Without regard to the validity of the interchange of limits, we differentiate under
the integral sign to obtain

@2

@x2j
u(x, t) = −4π2

Z

RN
y2j e

tg(y) bf (y)e2π i x ·y dy

@2

@t2
u(x, t) =

Z

RN
g(y)2etg(y) bf (y)e2π i x ·y dy.and

Summing the derivatives and taking into account that bf (y) is rather arbitrary, we
conclude that g(y)2 = 4π2|y|2. Since mt(y) is an L∞ function, we expect that
the negative square root is to be used for all y. Thus g(y) = −2π |y|. Therefore
our guess for the multiplier is

mt(y) = e−2π t |y|.

This is an L1 function, and we begin our investigation of the validity of this
answer by computing its “inverse Fourier transform,” to see what to expect for
the form of the bounded linear operator f 7→ u( · , t).

Lemma 8.17. For t > 0,
Z

RN
e−2π t |y|e2π i x ·y dy =

cN t
(t2 + |x |2) 12 (N+1)

,

where cN = π− 1
2 (N+1)0

° N+1
2

¢
.
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REMARK. The idea is to handle t = 1 first and then to derive the formula for
other t’s by taking dilations into account. For t = 1, we express e−2π |y| as an
integral of dilates of e−π |y|2 , and then the integral in question will be computable
in terms of the known inverse Fourier transforms of dilates of e−π |y|2 .

PROOF. In one dimension, direct calculation using calculus methods on the
intervals [0,+∞) and (−∞, 0] separately gives

Z ∞

−∞
e−2π |u|e−2π iuv du =

1
π

1
1+ v2

.

Since (1+v2)−1 is integrable, the Fourier inversion formula inR1 (Theorem 8.4)
then shows that

1
π

Z ∞

−∞

1
1+ v2

e2π iuv dv = e−2π |u|.

Putting u = |y| with y in RN yields

e−2π |y| =
1
π

Z ∞

−∞
e2π iv|y| (1+ v2)−1 dv. (∗)

Any β > 0 has β−1 =
R ∞
0 e−βs ds, and hence (1+ v2)−1 = π

R ∞
0 e−(1+v2)πs ds.

Substitution for (1+ v2)−1 in (∗), interchange of integrals by Fubini’s Theorem,
and use of the formula inR1 for the inverse Fourier transform of a dilate of e−πv2

gives

e−2π |y| =
Z ∞

0
e−πs

h Z ∞

−∞
e2π iv|y|e−πv2s dv

i
ds =

Z ∞

0
e−πss−1/2e−π |y|2/s ds,

and this is our formula for e−2π |y| as an integral of dilates of e−π |y|2 .
We multiply both sides by e2π i x ·y , integrate, interchange the order of integra-

tion, use the formula inRN for the inverse Fourier transform of a dilate of e−π |y|2 ,
and make a change of variables πs(1+ |x |2) → s. The result is
Z

RN
e−2π |y|e2π i x ·y dy =

Z ∞

0
e−πss−1/2

h Z

RN
e−π |y|2/se2π i x ·y dy

i
ds

=
Z ∞

0
e−πss

1
2 (N−1)e−πs|x |2 ds

=
Z ∞

0
e−πs(1+|x |2)s

1
2 (N−1) ds

= π− 1
2 (N−1)(1+ |x |2)−

1
2 (N−1)π−1(1+ |x |2)−1

Z ∞

0
e−ss

1
2 (N−1) ds

= π− 1
2 (N+1)0

° N+1
2

¢
(1+ |x |2)−

1
2 (N+1).
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The proof is completed by making use of the effect of the Fourier transform
on dilations. We have just seen that the function ϕ(x) = (1 + |x |2)− 1

2 (N+1)

is integrable with Fourier transform c−1
N bϕ(y) = c−1

N e−2π |y|. Then ϕt(x) =

t−Nϕ(t−1x) = t (t2+|x |2)− 1
2 (N+1) hasFourier transformc−1

N bϕ(t y) = c−1
N e−2π t |y|.

§

We define
P(x, t) = Pt(x) =

cN t
(t2 + |x |2) 12 (N+1)

for t > 0, with cN as in Lemma 8.17, to be the Poisson kernel for RN+1
+ . The

Poisson integral formula for RN+1
+ is u(x, t) = (Pt ∗ f )(x), and the function u

is called the Poisson integral of f .

Proposition 8.18. The Poisson kernel for RN+1
+ has the following properties:

(a) Pt(x) = t−n P1(t−1x),
(b) Pt is integrable with bPt(y) = e−2π t |y|,
(c) Pt ∏ 0 and

R
RN Pt(x) dx = 1,

(d) Pt ∗ Pt 0 = Pt+t 0 ,
(e) P(x, t) is harmonic in N + 1 variables.

PROOF. Conclusion (a) is by inspection. For (b), the formula for Pt shows
that Pt , for fixed t , is continuous and is of order |y|−(N+1) as y tends to infinity.
Therefore Pt is integrable. The formula for bPt then follows from Lemma 8.17
and the Fourier inversion formula (Theorem 8.4). In (c), the first conclusion is by
inspection of the formula, and the second conclusion follows from (b) by setting
y = 0. Conclusion (d) follows from the corresponding formula on the Fourier
transform side, namely bPt bP 0

t = dPt+t 0 , and conclusion (e) may be verified by a
routine computation. §

Theorem 8.19. Let p be 1, 2, or ∞, let f be in L p(RN ), and let u(x, t) =
(Pt ∗ f )(x) be the Poisson integral of f . Then

(a) u is harmonic in N + 1 variables,
(b) ku( · , t)kp ≤ k f kp,
(c) u( · , t) converges to f in L p as t decreases to 0 provided p < ∞,
(d) u(x, t) converges to f (x) uniformly for x in E as t decreases to 0 provided

f is in L∞ and f is uniformly continuous at the points of E ,
(e) themaximal function f ∗∗(x) = supt>0 |(Pt∗ f )(x)| satisfies an inequality

m
°©
x

Ø
Ø f ∗∗(x) > ξ

™¢
≤ Ck f k1

±
ξ with C independent of f and ξ ,

(f) (Fatou’s Theorem) u(x, t) converges to f (x) for almost every x in RN .
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REMARKS. The theorem says that u is harmonic and has boundary value f in
various senses. The hypothesis for (f) is really that f is the sum of an L1 function
and an L∞ function, and every L2 function has this property, as will be observed
in the proof below.

PROOF. Let us leave aside (a) for the moment. Conclusion (b) is immediate
from Proposition 6.14 and parts (a) and (c) of Proposition 8.18. Conclusions (c)
and (d) follow fromparts (a) and (c) ofTheorem6.20. Conclusion (e) follows from
Corollary 6.42 and theHardy–LittlewoodMaximalTheorem (Theorem6.38), and
conclusion (f) for L1 functions f is part of Corollary 6.42. Now suppose that f
is an L∞ function. Fix a bounded interval [a, b] and write f = f1 + f2 with f1
equal to 0 off [a, b] and f2 equal to 0 on [a, b]. Then Pt ∗ f1 converges almost
everywhere to f1 since f1 is integrable, and Pt ∗ f2 converges to 0 everywhere on
(a, b) by (d). Hence Pt ∗ f converges almost everywhere on (a, b); since (a, b)
is arbitrary, Pt ∗ f converges almost everywhere. This proves (f).
Now we return to (a). Since P(x, t) is harmonic, conclusion (a) represents

an interchange of differentiation and convolution. The prototype of the tool we
need is Corollary 6.19, but that result does not apply here because Pt does not
have compact support. If we break a function f into two pieces, one where | f |
is> 1 and one where | f | is ≤ 1, we see that any L2 function is the sum of an L1
function and an L∞ function. Thus it is enough to prove (a) when f is in L1 or
L∞.
Let ϕ be P or one of P’s iterated partial derivatives of some order, let 1 ≤ j ≤

N + 1, and define Dj to be @/@xj if j ≤ N or @/@t if j = N + 1. It is sufficient
to check that

h−1°(ϕ ∗ f )((x, t) + hej ) − (ϕ ∗ f )(x, t)
¢
− ((Djϕ) ∗ f )(x, t)

tends to 0 pointwise as h tends to 0. Taking Proposition 6.15 into account, we
see that we are to check that

≥
h−1°ϕ(( · , t) + hej ) − ϕ( · , t)

¢
− (Djϕ)( · , t)

¥
∗ f (x)

tends to 0 as h tends to 0. Proposition 6.18 shows that it is enough to have

h−1°ϕ((x, t) + hej ) − ϕ(x, t)
¢
− (Djϕ)(x, t)

tend to 0 in L∞ of the x variable for each fixed t if f is in L1, or in L1 of the
x variable for fixed t if f is in L∞. The Mean Value Theorem shows that this
expression is equal to

(Djϕ)((x, t) + h0ej ) − (Djϕ)(x, t)
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for some h0 between 0 and h, with h0 depending on x and t , and a second
application of the Mean Value Theorem shows that the expression is equal to

h0(D2j ϕ)((x, t) + h00ej ).

We are to show that this tends to 0, for fixed t , uniformly in x and in L1 of the x
variable as h tends to 0. It is enough to show for each fixed t that

(D2j ϕ)((x, t) + hej ) (∗)

is dominated in absolute value by a fixed bounded function of x and a fixed L1
function of x when h satisfies |h| ≤ 1

2 min{1, t}.
An easy induction on the degree shows that any d th-order partial derivative of

P(x, t) is of the form Q(x, t)(t2 + |x |2)− 1
2 (N+1)−d , where Q(x, t) is a homoge-

neous polynomial in (x, t) of degree d + 1. Since any monomial of degree 1 is
bounded by a multiple of (t2+|x |2)1/2, the d th-order partial derivative is bounded
by a multiple of

(t2 + |x |2)−
1
2 (N+1)− 1

2 (d−1). (∗∗)

Thus the desired properties of the expression (∗) will follow if it is shown that
(∗∗) has these properties. This is a routine matter for d ∏ 1, and the proof of (a)
is complete. §

7. Hilbert Transform

This section concerns the Hilbert transform, the bounded linear operator H on
L2(RN ) given by

F(H f )(y) = −i(sgny)(F f )(y).
Formally this operator has the effect, for y > 0, of mapping exponentials by

e2π i x ·y 7→ −ie2π i x ·y and e−2π i x ·y 7→ ie−2π i x ·y,

and hence of mapping cosines and sines by

cos(2πx · y) 7→ sin(2πx · y) and sin(2πx · y) 7→ − cos(2πx · y).

For this reason, engineers sometimes call the Hilbert transform a “90◦ phase
shift.” The notion is of such importance that there is even a piece of hardware
called a “Hilbert transformer” that takes an input signal and produces some kind
of approximation to the Hilbert transform of the signal.3

3The delay in time that a Hilbert transformer requires in producing its output imposes a built-in
theoretical limit for how good the approximation to the Hilbert transform can be. An exact result
would require an infinite time delay.



436 VIII. Fourier Transform in Euclidean Space

We shall do some Fourier analysis in order to identify H more directly. To
get an idea what H is, we begin by computing the effect on L2 of composing
the Hilbert transform and convolution with the Poisson kernel Pε(x). Then we
examine what happens when ε decreases to 0.

Lemma 8.20. For ε > 0,
Z

R1
(−i sgn t)e−2πε|t |e2π i x ·t dt =

1
π

x
ε2 + x2

.

PROOF. This result follows by direct calculation, using calculus methods on
the intervals [0,+∞) and (−∞, 0] separately. §

If we define Q(x) =
1
π

x
1+ x2

for x in R1, then Qε(x) = ε−1Q(ε−1x) =

1
π

x
ε2 + x2

is the function in the statement of Lemma 8.20. We define

Q(x, ε) = Qε(x) =
1
π

x
ε2 + x2

,

for ε > 0, to be the conjugate Poisson kernel on R2
+. The function Qε is not in

L1(R1). However, it is in L2(R1), and therefore the convolution of Qε and any
L2 function is a well-defined bounded uniformly continuous function. For f in
L2, the function v(x, ε) = (Qε ∗ f )(x) is called the conjugate Poisson integral
of f .

Proposition 8.21. The conjugate Poisson kernel for R2
+ has the following

properties:
(a) the function v(x, y) = Qy(x) is harmonic inR2+, and the pair of functions

u and v with u(x, y) = Py(x) satisfies theCauchy–Riemann equations
@u
@x

=
@v

@y
and

@u
@y

= −
@v

@x
,

(b) the L2 Fourier transform F(Qε)(y) equals −i(sgn y)e−2πε|y|,
(c) Qε ∗ Pε0 = Qε+ε0 .

REMARKS. A fundamental result of elementary complex analysis is that if u
and v are C1 functions on an open subset of C satisfying the Cauchy–Riemann
equations, then f (z) = u(x, y) + iv(x, y) is an “analytic” function in the sense
that in any open disk about any point in the open set, f (z) equals the sum of
a power series convergent in that disk.4 We shall not make use of elementary
complex analysis at this time, but the analyticity of u + iv is the starting point
for a great deal of analysis that will not be treated in this book. In the special
case of the Poisson kernel and the conjugate Poisson kernel, the function f is
f (z) = i/(πz).

4This result amounts to a combination of Corollary B.2 and Theorem B.21 of Appendix B.
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PROOF. Part (a) is a routine calculation.
For (b), we know that Qε is in L2 and has an L2 Fourier transform g = F(Qε).

The inverse Fourier transform F−1 on L2 satisfies F−1(g) = Qε, and (b) will
follow if we show thatF−1( f ) = Qε, where f (t) = −i(sgn t)e−2πε|t |. For each
integer n > 0, let fn(t) be f (t) for |t | ≤ n and 0 for |t | > n. Then fn → f in L2
by dominated convergence, and hence F−1( fn) → F−1( f ) in L2. By Theorem
5.59 a subsequence of F−1( fn) converges almost everywhere to F−1( f ). Since
f is in L1, Lemma 8.20 shows that F−1( fn)(t) =

R n
−n f (t)e

2π i xt dt converges
pointwise to Qε(x), and therefore F−1( f ) = Qε.
For (c), Corollary 8.8 shows that F(Qε ∗ Pε0) = F(Qε)F(Pε0). In combi-

nation with Proposition 8.18b, conclusion (b) of the present proposition gives
F(Qε)(y)F(Pε0)(y) = −i(sgn y)e−2π(ε+ε0)|y| a.e., and this is F(Qε+ε0)(y) a.e.
by a second application of (b). §

Theorem 8.22. Let f be in L2(R1), and let u(x, y) = (Py ∗ f )(x) and
v(x, y) = (Qy ∗ f )(x) be the Poisson integral and conjugate Poisson integral of
f . Then
(a) the function v is harmonic inR2+, and the pair of functionsu and v satisfies

the Cauchy–Riemann equations,
(b) the function Qε ∗ f is in L2(R1) for every ε > 0, and its L2 Fourier

transform is F(Qε ∗ f )(y) = −i(sgn y)e−2πε|y|F( f )(y),
(c) kQε ∗ f k2 = kPε ∗ f k2 ≤ k f k2 for every ε > 0,
(d) Qε ∗ f → H( f ) in L2 as ε decreases to 0.

PROOF. Conclusion (a) is handled just like Theorem 8.19a. In the proof of
Theorem 8.19a, the integrability of Pε did not play a role; it was the integrability
of the iterated partial derivatives of Pε (i.e., the case d > 0) that was important.
The estimates involving such derivatives here are the same as in that case.
For (b), put g = F(Qε)F( f ). This is an L2 function since F(Qε) is in

L∞ by inspection and since F( f ) is in L2 by the Plancherel formula. Define
fn = IB(n;0) f , so that each fn is in L1∩ L2 and also fn → f in L2. SinceF(Qε)

is in L∞, the Plancherel formula shows that gn = F(Qε)F( fn) is in L2 for each
n and converges to g in L2. Since fn is in L1 and Qε is in L2, Corollary 8.8 gives
F(Qε ∗ fn) = F(Qε)F( fn) = gn for all n. Thus Qε ∗ fn = F−1(gn). We now
let n tend to infinity. We know that kQε ∗ fn − Qε ∗ f ksup ≤ kQεk2k fn − f k2.
Since Qε is in L2 and fn → f in L2, Qε ∗ fn converges uniformly to Qε ∗ f . On
the other hand, F−1(gn) converges to F−1(g) in L2, and Theorem 5.59 shows
that a subsequence converges almost everywhere. Therefore F−1(g) = Qε ∗ f .
Consequently F(Qε ∗ f ) = g = F(Qε)F( f ), and we obtain F(Qε ∗ f )(y) =
−i(sgn y)e−2πε|y|F( f )(y).
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Conclusions (c) and (d) follow by taking L2 Fourier transforms and using (b),
Proposition 8.18b, and the Plancherel Theorem. This completes the proof. §

To get a more direct formula for the Hilbert transform, we introduce the
functions

h(x) =

( 1
πx for |x | ∏ 1,

0 for |x | < 1,

hε(x) = ε−1h(ε−1x) =

( 1
πx for |x | ∏ ε,

0 for |x | < ε.
and

Let √(x) = Q(x) − h(x), so that √ε(x) = ε−1√(ε−1x) = Qε(x) − hε(x).

Lemma 8.23. The function √ on R1 is integrable, and
R ∞
−∞ √(x) dx = 0.

PROOF. For |x | < 1, we have √(x) = Q(x) = π−1x
±
(1 + x2). This is a

continuous odd function, and therefore it is integrable on [−1, 1] with integral 0.
For |x | ∏ 1, we have √(x) = π−1° x

1+x2 − 1
x
¢

= −π−1° 1
x(1+x2)

¢
. This is an

integrable function for |x | ∏ 1; since it is an odd function, its integral is 0. §

Theorem 8.24. Let hε be defined as above. If f is in L2(R1), then hε ∗ f is
in L2(R1) for every ε > 0, and hε ∗ f → H( f ) in L2 as ε decreases to 0.

REMARKS. More concretely the limit relation in the theorem is that

H f (x) = lim
(in L2 sense)

ε↓0

1
π

Z

|t |∏ε

f (x − t)
t

dt.

The integrand on the right side is the product of two L2 functions on the set where
|t | ∏ ε, and it is integrable by the Schwarz inequality.

PROOF. We have hε ∗ f = Qε ∗ f − √ε ∗ f . The term Qε ∗ f is in L2 by
Theorem 8.22b, and the term √ε ∗ f is in L2 by Lemma 8.23 and Proposition
6.14. As ε decreases to 0, Qε ∗ f tends to H f in L2 by Theorem 8.22d, and
√ε ∗ f tends to 0 in L2 by Theorem 6.20a. This completes the proof. §

Now that we have the concrete formula of Theorem 8.24 for the Hilbert trans-
form on L2 functions, we can ask whether the Hilbert transform is meaningful on
other kinds of functions. For example, we could ask, If we have some other vector
space V of functions and V ∩ L2(R1) is dense in V , can we extend H to V ? The
answer for V = L1(R1) is unfortunately negative. In fact, if f is in L1∩ L2, then
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the Fourier transform bf will be continuous and the Fourier transform of H f will
have to be −i(sgn y) bf . If bf (0) is nonzero, then −i(sgn y) bf is not continuous
and cannot be the Fourier transform of an L1 function.
However, in Chapter IX we shall introduce L p spaces for 1 ≤ p ≤ ∞, thereby

extending the definitionswehave alreadymade for p equal to 1, 2, and∞. Toward
the end of the chapter, we shall see that the Hilbert transform makes sense as a
bounded linear operator on L p(R1) for 1 < p < ∞. This boundedness is an
indication that the Hilbert transform is not a completely wild transformation, and
the result in question will be used in the problems at the end of Chapter IX to
prove that the partial sums of the Fourier series of an L p function on the circle
converge to the function in L p as long as 1 < p < ∞.
Actually, this boundedness on L p will be a consequence of a substitute result

about L1 thatwe shall prove now. Although theHilbert transform is not a bounded
linear operator on L1, its approximations in the statement of Theorem 8.24 are
of weak type (1, 1), in the same sense that the passage from a function to its
Hardy–Littlewood maximal function in Chapter VI was of weak type (1, 1).

Theorem 8.25. Let h1 be the function on R1 equal to 1/(πx) for |x | ∏ 1 and
equal to 0 for |x | < 1. For f in L1(R1) + L2(R1), define

H1 f (x) = h1 ∗ f (x) =
1
π

Z

|t |∏1

f (x − t)
t

dt

as the convolution of the fixed function h1 in L2 with a function f that is the sum
of an L1 function and an L2 function. Then

kH1 f k2 ≤ Ak f k2,

with the constant A independent of f , and

m
©
x ∈ R1 Ø

Ø |H1 f (x)| > ξ
™

≤
Ck f k1

ξ

for every ξ > 0, with the constant C independent of ξ and f .

REMARK. This result about the approximation H1 to H on L1 and L2 will be
enough for now. The result for L1 is much more difficult than the result for L2.
In the next chapter we shall derive from Theorem 8.25 a boundedness theorem
for all the other approximations Hε = hε ∗ ( · ) on L p(R1) for 1 < p < ∞, with a
bound independent of ε, and then it will be an easy matter to get the boundedness
of the Hilbert transform H itself on L p for these values of p.
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PROOF. A preliminary fact is needed that involves a computation with the
function h1. We need to know that

R
|x |∏2r |h1(x + r 0) − h1(x)| dx ≤ 6 (∗)

whenever 0 < |r 0| ≤ r . To see this, we break the region of integration into four
sets—one where |x | ∏ 2r , |x | ∏ 1, and |x + r 0| ∏ 1; a second where |x | ∏ 2r ,
|x | < 1, and |x+ r 0| ∏ 1; a third where |x | ∏ 2r , |x | ∏ 1, and |x+ r 0| < 1; and a
fourthwhere |x | ∏ 2r , |x | < 1, and |x+r 0| < 1. For the fourth piece the integrand
is 0. For the second and third pieces, the integrand is ≤ 1 in absolute value, and
the set has measure≤ 2; hence each of these pieces contributes at most 2. For the
first piece the absolute value of the integrand is |r 0|

±
|x(x + r 0)| ≤ 2r/x2; thus

the absolute value of the integral is ≤
R
|x |∏2r 2r/x

2 dx = 2. This proves (∗).
It is an easy matter to prove that H1 is a bounded linear operator on L2. In

fact, h1 = Q1 − √ , and √ is in L1 by Lemma 8.23. Thus Theorem 8.22c gives
kH1 f k2 ≤ kQ1 ∗ f k2 + k√ ∗ f k2 ≤ k f k2 + k√k1k f k2. In other words, H1 is
bounded on L2 with kH1k ≤ 1+ k√k1. Put A = 1+ k√k1.
Theheart of theproof is theobservation that if F is in L1, vanishesoff a bounded

interval I with center y0 and double5 I ∗, and has total integral
R

R1 F(y) dy equal
to 0, then

kH1FkL1(R−I ∗) ≤ 6kFk1. (∗∗)

To see this, we use the fact that the total integral of F is 0 to write

H1F(x) =
R
I h1(x − y)F(y) dy =

R
I [h1(x − y) − h(x − y0)]F(y) dy.

Taking the absolute value of both sides and integrating over R − I ∗, we obtain
R
x /∈I ∗ |H1F(x)| dx ≤

R
x /∈I ∗

R
y∈I |h1(x − y) − h(x − y0)| |F(y)| dy dx

=
R
y∈I

£ R
x /∈I ∗ |h1(x − y) − h(x − y0)| dx

§
|F(y)| dy

≤ 6
R
y∈I |F(y)| dy,

the last step holding by (∗). This proves (∗∗).
Let the L1 function f be given. Fix ξ > 0. We shall decompose the L1

function f into the sum f = g+b of a “good” function g and a “bad” function b,
in a manner dependent on ξ . The good function will be in L∞ and hence will be
in L1 ∩ L∞ ⊆ L2; the effect of applying H1 to it will be controlled by the bound
of H1 on L2. The bad function will be nonzero on a set of rather small measure,
and we shall be able to control the effect of H1 on it by means of (∗∗).

5The “double” of a bounded interval I is an interval of twice the length of I and the same center.
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Webegin by constructinga disjoint countable systemof boundedopen intervals
Ik such that

(i)
P

k m(Ik) ≤ 5k f k1
±
ξ ,

(ii) | f (x)| ≤ ξ almost everywhere off
S

k Ik ,
(iii) 1

m(Ik)
R
Ik | f (y)| dy ≤ 2ξ for each n.

Namely, let f ∗(x) = suph>0 1
2h

R
[x−h,x+h] | f (t)| dt be the Hardy–Littlewood

maximal function of f , and let E be the set where f ∗(x) > ξ . The set E is
open. In fact, if f ∗(x) > ξ , then 1

2h
R
[x−h,x+h] | f (t)| dt ∏ ξ + ≤ for some

≤ > 0. For δ > 0, the inequality 1
2h

R
[x−h,x+h+2δ] | f (t)| dt ∏ ξ + ≤ shows that

f ∗(x+δ) ∏ h
h+δ

(ξ +≤). Hence f ∗(x+δ) > ξ for δ sufficiently small. Similarly
f ∗(x − δ) > ξ for δ sufficiently small.
Since E is open, E is uniquely the disjoint union of countably many open

intervals, and these intervals will be the sets Ik . The disjointness of the Ik’s and
the Hardy–Littlewood Maximal Theorem (Theorem 6.38) together give

X

k
m(Ik) ≤ m(E) ≤ 5k f k1

±
ξ,

and this proves (i) and the boundedness of the intervals. The a.e. differentiability
of integrals (Corollary 6.39) shows that | f (x)| ≤ f ∗(x) a.e., and therefore
| f (x)| ≤ ξ a.e. off E =

S
k Ik . This proves (ii). If I = (a, b) is one of the Ik’s,

then a is not in E , and we must have 1
2(b−a)

R
[b−2(b−a),b] | f (t)| dt ≤ f ∗(a) ≤ ξ .

Therefore 1
b−a

R
[a,b] | f (t)| dt ≤ 2ξ . This proves (iii).

With the open intervals Ik in hand, we define the decomposition f = g+b by

g(x) =






1
m(Ik)

Z

Ik
f (y) dy for x ∈ Ik,

f (x) for x /∈
S

k Ik,

b(x) =






f (x) −
1

m(Ik)

Z

Ik
f (y) dy for x ∈ Ik,

0 for x /∈
S

k Ik .

Since
©
x

Ø
Ø |H1 f (x)| > ξ

™
⊆

©
x

Ø
Ø |H1g(x)| > ξ/2

™
∪

©
x

Ø
Ø |H1b(x)| > ξ/2

™
, it is

enough to prove
• m

°©
x

Ø
Ø |H1g(x)| > ξ/2

™¢
≤ C 0k f k1

±
ξ and

• m
°©
x

Ø
Ø |H1b(x)| > ξ/2

™¢
≤ C 0k f k1

±
ξ

for some constant C 0 independent of ξ and f .
The definition of g shows that

R
Ik |g(x)| dx ≤

R
Ik | f (x)| dx for all k and

that |g(x)| = | f (x)| for x /∈
S

k Ik ; therefore
R

R |g(x) dx ≤
R

R | f (x)| dx .
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Also, properties (ii) and (iii) of the Ik’s show that |g(x)| ≤ 2ξ a.e. These two
inequalities, together with the bound kH1gk2 ≤ Akgk2, give
R

R |H1g(x)|2 dx ≤ A2
R

R1 |g(x)|2 dx ≤ 2ξ A2
R

R |g(x)| dx ≤ 2ξ A2
R

R | f (x)| dx .

Combining this result with Chebyshev’s inequality m
°©
x

Ø
Ø |F(x)| > β

™¢
≤

β−2 R
R |F(x)|2 dx for the function F = H1g and the number β = ξ/2, we obtain

m
°©
x

Ø
Ø |H1g(x)| > ξ/2

™¢
≤
4
ξ 2
2ξ A2

Z

R
| f (x)| dx =

8A2k f k1
ξ

.

This proves the bulleted item about g.
For b, let bk be the product of b with the indicator function of Ik . Then we

have b =
P

k bk with the sum convergent in L1. Since H1 is convolution by the
L2 function h1, H1b =

P
k H1bk with the sum convergent in L2. Lumping terms

via Theorem 5.59 if necessary, we may assume that the convergence takes place
a.e. Therefore |H1b(x)| ≤

P
k |H1bk(x)| a.e. Using monotone convergence and

(∗∗), we conclude that

kH1bkL1
°
R−

S
k I ∗

k

¢ ≤
X

k
kH1bkkL1

°
R−

S
j I ∗

j

¢

≤
X

k
kH1bkkL1(R−I ∗

k ) ≤ 6kbkk1 = 6kbk1 ≤ 6k f k1.

Thus m
°©
x ∈ R −

S
k I

∗
k

Ø
Ø |H1b(x)| > ξ/2

™¢
≤ 6k f k1

±
(ξ/2) = 12k f k1/ξ.

Sincem
°©
x ∈

S
k I ∗

k
™¢

≤ 5k f k1
±
ξ by (i), we obtainm

°©
x

Ø
Ø |H1b(x)| > ξ/2}

¢
≤

17k f k1
±
ξ , and the bulleted item about b follows. §

8. Problems

1. For each of the following alternative definitions of the Fourier transform in RN ,
find a constant α such that the Fourier inversion formula is as indicated, and find
a constant β such that when convolution is defined by

f ∗ g(x) = β
R

RN f (x − t)g(t) dt,

then the Fourier transform of the convolution is the product of the Fourier
transforms.
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(a) Fourier transform bf (y) =
R

RN f (x)e−i x ·y dy and inverse Fourier transform
f (x) = α

R
RN bf (y)eix ·y dy.

(b) Fourier transform bf (y) = (2π)−N
R

RN f (x)e−i x ·y dy and inverse Fourier
transform f (x) = α

R
RN bf (y)eix ·y dy.

(c) Fourier transform bf (y) = (2π)−N/2 R
RN f (x)e−i x ·y dy and inverse Fourier

transform f (x) = α
R

RN bf (y)eix ·y dy.
2. Let (u, v)2 =

R
RN u(x)v(x) dx if u and v are in L2(RN ), and let F denote the

Fourier transform on L2(RN ). Prove for every pair of functions f and g in L2
that ( f, g)2 = (F( f ),F(g))2.

3. Prove that the Poisson kernel P and the conjugate Poisson kernel Q for R2+
satisfy the identity Qε ∗ Qε0 = Pε+ε0 .

4. This problem is an analog for the Fourier transformof Problem20c of Chapter VI
concerning Fourier series and weak-star convergence. Weak-star convergence
was defined in Section V.9.
(a) If f is in L∞(RN ) and Pt is the Poisson kernel, prove that Pt ∗ f converges

to f weak-star against L1(RN ) as t decreases to 0. In other words, prove
that limt↓0

R
RN (Pt ∗ f )(x)g(x) dx =

R
RN f (x)g(x) dx for every g in L1.

(b) Theorem 8.19b shows that kPt ∗ f k∞ ≤ k f k∞ if f is in L∞(RN ). Prove
that limt↓0 kPt ∗ f k∞ = k f k∞.

5. Let M+(RN ) be the space of finite Borel measures on RN . This problem
introduces convolution and the Poisson integral formula forM+(RN ). Each
finite Borel measure on RN defines, by means of integration, a bounded linear
functional on the normed linear space Ccom(RN ) equipped with the supremum
norm, and thus it is meaningful to speak of weak-star convergence of such
measures against Ccom(RN ).
(a) The convolution of a finite Borel measure µ on RN with an integrable

function f is defined by ( f ∗ µ)(x) =
R

RN f (x − y) dµ(y). Define
the convolution µ = µ1 ∗ µ2 of two members ofM+(RN ) by µ(E) =R

RN µ1(E − x) dµ2(x) for all Borel sets E . Check that the result is a Borel
measure and that the definition for f dx ∗ µ, i.e., for the situation in which
µ1 and µ2 are specialized so that µ1 = f dx and µ2 = µ, is consistent with
the definition in the special case.

(b) With convolution of finite Borel measures onRN defined as in (a), prove thatR
RN g d(µ1 ∗ µ2) =

R
RN

R
RN g(x + y) dµ1(x) dµ2(y) for every bounded

Borel function g on RN .
(c) Verify that kPt ∗µk1 ≤ µ(RN ) ifµ is inM+(RN ). Prove the limit formula

limt↓0 kPt ∗ µk1 = µ(RN ).
(d) If µ is inM+(RN ), prove that the measures (Pt ∗ µ)(x) dx converge to µ

weak-star against Ccom(RN ) as t decreases to 0. In other words, prove that
limt↓0

R
RN (Pt ∗ µ)(x)g(x) dx =

R
RN g(x) dµ(x) for every g in Ccom(RN ).
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Problems 6–12 examine the Fourier transform of a measure inM+(RN ), ultimately
proving “Bochner’s theorem” characterizing the “positive definite functions” on RN .
They take for granted the Helly–Bray Theorem, i.e., the statement that if {µn} is a
sequence inM+(RN ) with {µn(RN )} bounded, then there is a subsequence {µnk }
convergent to somememberµ ofM+(RN )weak-star againstCcom(RN ). TheHelly–
Bray Theorem will be proved in something like this form in Chapter XI.
6. If µ is inM+(RN ), the Fourier transform of µ is defined to be the function

bµ(y) =
R

RN e−2π i x ·y dµ(x).
(a) Prove that bµ is bounded and continuous.
(b) Prove that the Fourier transform of the delta measure at 0 does not vanish at

infinity.
(c) Prove that \µ1 ∗ µ2 = cµ1cµ2 when convolution of finite measures is defined

as in Problem 5.
(d) By forming ϕε ∗ µ, prove that bµ can equal 0 for some µ inM+(RN ) only

if µ = 0.
7. A continuous function F : RN → C is called positive definite if for each

finite set of points x1, . . . , xk in RN and corresponding system of complex
numbers ξ1, . . . , ξk , the inequality

P
i, j F(xi − xj )ξiξj ∏ 0 holds. Prove that

the continuous function F is positive definite if and only if the inequalityR
RN

R
RN F(x − y)g(x)g(y) dx dy ∏ 0 holds for each member g of Ccom(RN ).

8. Prove that the Fourier transform of any member µ ofM+(RN ) is a positive
definite function.

9. Using sets of one and then two elements xi in the definition of positive definite,
prove that a positive definite function F must have F(0) ∏ 0 and |F(x)| ≤ F(0)
for all x .

10. Suppose that F is positive definite, that ϕ ∏ 0 is in L1(RN ), and that 8(x) =R
RN e2π i x ·yϕ(y) dy. Prove that F(x)8(x) is positive definite.

11. Suppose that F is positive definite. Let ε > 0, and let ϕ be as in Problem 10, so
that ϕ(x) = ε−Ne−πε−2|x |2 and 8(x) = e−πε2|x |2 .
(a) The function F0(x) = F(x)8(x) is positive definite by Problem 10. Prove

that it is integrable.
(b) Using Problem 2 and the alternative definition of positive definite in Prob-

lem7, prove that
R

RN bF0(y)|bg(y)|2 dy ∏ 0 for every function g inCcom(RN ).
(c) Deduce from (b) that the function f0 = bF0 is ∏ 0.
(d) Conclude from (c) that f0 is integrable with

R
RN f0 dy = F(0), hence that

f0(y) dy is a finite Borel measure.
12. (Bochner’s Theorem) By combining the results of the previous problems with

the Helly–Bray Theorem, prove that each positive definite function on RN is the
Fourier transform of a finite Borel measure.
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Problems 13–18 concern a version of the Fourier transform for finite abelian groups,
along with the Poisson Summation Formula in that setting. They show for a cyclic
group of order m = pq that the use of the idea behind the Poisson Summation
Formula makes it possible to compute a Fourier transform in about pq(p + q) steps
rather than the expected m2 = p2q2 steps. This savings may be iterated in the case
of a cyclic group of order 2n so that the Fourier transform is computed in about n2n
steps rather than the expected 22n steps. An organized algorithm to implement this
method of computation is known as the fast Fourier transform.

13. Let G be a finite abelian group. A multiplicative character χ of G is a homo-
morphism of G into the circle group {eiθ }. If f and g are two complex-valued
functions on G, their L2 inner product is defined to be

P
t∈G f (t)g(t).

(a) Prove that the set of multiplicative characters of G forms an abelian group
under pointwisemultiplication, the identity element being the constant func-
tion 1 and the inverse of χ being χ . This group bG is called the dual group
of G.

(b) Prove that distinct multiplicative characters are orthogonal and hence that
the members of bG form a linearly independent set.

(c) Let Jm be the cyclic group {0, 1, 2, . . . ,m−1} of integers modulo m under
addition, and let ≥m = e2π i/m . For k in Jm define a multiplicative character
χn of Jm by χn(k) = (≥ nm)k . Prove that the resulting m multiplicative
characters exhaust cJm and that χnχn0 = χn+n0 . Therefore cJm is isomorphic
to Jm . For Problems 16–18 below, it will be convenient to identify χn with
χn(1) = ≥ nm .

(d) If G is a direct sum of cyclic groups of ordersm1, . . . ,mr , use (c) to exhibitQr
j=1mj distinct members of bG. Using (b) and the theorem that every finite

abelian group is the direct sum of cyclic groups, conclude for any finite
abelian group G that these members of bG exhaust bG and form a basis of
L2(G).

14. Let G be a finite abelian group, and let bG be its dual group. The Fourier
transform of a function f in L2(G) is the function bf on bG given by bf (χ) =P

t∈G f (t)χ(t). Prove that the Fourier transform mapping carries L2(G) one-
one onto L2(bG) and that the correct analog of the Fourier inversion formula is
f (t) = |G|−1

P
χ∈bG bf (χ)χ(t), where |G| is the order of G.

15. LetG be a finite abelian group, let H be a subgroup, and letG/H be the quotient
group. If t is inG, write

.
t for the coset of t inG/H . Let f be in L2(G) and define

F(
.
t) =

P
h∈H f (t + h) as a function on G/H . Suppose that χ is a member of

bG that is identically 1 on H , so that χ descends to a member .
χ of [G/H . By

imitating steps in the proof of Theorem 8.15, prove that bf (χ) = bF(
.
χ).
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16. Now suppose that G = Jm with m = pq; here p and q need not be relatively
prime. Let H = {0, q, 2q, . . . , (p−1)q} be the subgroup of G isomorphic to Jp,
so that G/H = {0, 1, 2, . . . , q−1} is isomorphic to Jq . Prove that the characters
χ of G identified as in Problem 13c with ≥ 0m, ≥

p
m , ≥

2p
m , . . . , ≥

(q−1)p
m are the ones

that are identically 1 on H and therefore descend to characters of G/H . Verify
that the descended characters .

χ are the ones identifiedwith ≥ 0q , ≥ 1q , ≥ 2q , . . . , ≥
q−1
q .

Consequently the formula bf (χ) = bF(
.
χ) of the previous problem provides a way

of computing bf at ≥ 0m, ≥
p
m , ≥

2p
m , . . . , ≥

(q−1)p
m from the values of bF . Show that if

bF is computed from the definition of Fourier transform in Problem 14, then the
number of steps involved in its computation is about q2, apart from a constant
factor. Show therefore that the total number of steps in computing bf at these
special values of χ is therefore on the order of q2 + pq.

17. In the previous problem show for each k with 0 ≤ k ≤ p−1 that the value of bf at
≥ km, ≥

p+k
m , ≥

2p+k
m , . . . , ≥

(q−1)p+k
m can be handled in the same way with a different

F by replacing f by a suitable variant of f . Doing so for each k requires p times
the number of steps detected in the previous problem, and therefore all of bf can
be computed in about p(q2 + pq) = pq(p + q) steps.

18. Show how iteration of this process to compute the Fourier transform of each F ,
together with further iteration of this process, allows one to compute a Fourier
transform for Jm1m2···mr in about m1m2 · · ·mr (m1 + m2 + · · · + mr ) steps.

Problems 19–27 combine the Poisson Summation Formula of this chapter with el-
ementary complex analysis as in Appendix B to establish the analytic continuation
and functional equation of the Riemann zeta function. As in Section 5 the Riemann
zeta function is defined initially for complex s with Re s > 1 by

≥(s) =
∞P

n=1

1
ns =

Q

p prime

°
1− 1

ps
¢−1

.

Problems 19–20 establish that ≥(s) extends to be a meromorphic function defined for
Re ≥ > 0 in such a way that its only pole is simple and occurs at s = 1. Afterward
Problems 21–27 establish that ≥ extends analytically to all of C − {1} in such a way
that

3(1− s) = 3(s), where 3(s) = ≥(s)0
° 1
2 s

¢
π− 1

2 s .

It is to be understood in this statement that 0 has been extended to a meromorphic
function on C whose only poles are at the nonpositive integers. This result was
established in Problems 26–27 at the end of Chapter VI.
19. By manipulating the defining formula for ≥(s), show for Re s > 1 that

≥(s) =
1

s − 1
+

∞P

n=1

R n+1
n (n−s − t−s) dt.
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20. Prove that the series on the right side in Problem 19 converges uniformly on each
compact subset of s with Re s > 0, and deduce that ≥(s) − 1

s−1 extends to be
analytic for Re s > 0.

21. Let τ = ρ + iσ be a complex variable, and define

θ(τ) =
∞P

n=−∞
ein2πτ = 1+ 2

∞P

n=1
ein2πτ .

Show that θ(τ) is an analytic function forσ = Im τ > 0 and that θ(τ+2) = θ(τ).
22. Derive the formula θ(−1/(iσ)) = σ 1/2θ(iσ) from the special case of the Poisson

Summation Formula given in Corollary 8.16. Here the branch of the square root
is understood to be the principal branch. Explain how it follows that

θ(−1/τ) = (τ/ i)1/2θ(τ) for Im τ > 0.

23. Show by a change of variables that
R ∞
0 e−n2πσ σ

1
2 s−1 dσ = n−s0( 12 s)π

− 1
2 s for Re s > 1.

24. Sum the identity in the previous problem over n, and justify the conclusion that

3(s) = ≥(s)0( 12 s)π
− 1
2 s =

R ∞
0

1
2 [θ(iσ) − 1]σ

1
2 s−1 dσ for Re s > 1.

25. By estimating the series for 12 [θ(iσ) − 1], show that
R ∞
1

1
2 [θ(iσ) − 1] σ

1
2 s−1 dσ

converges for all complex s and defines an entire function h(s).
26. Applying the result of Problem 22 and then making the change of variables

σ 7→ 1/σ prove that
R 1
0
1
2θ(iσ)σ

1
2 s−1 dσ =

R ∞
1

1
2 [θ(iσ) − 1] σ

1
2 (1−s)−1 dσ −

1
1− s

for Re s > 1.
27. Combining the results of Problems 24, 25, and 26, obtain the conclusion that

3(s) = h(s) + h(1− s) −
1

1− s
−
1
s

for Re s > 1.

with h(s) entire. Conclude that 3(s) extends to a meromorphic function in C
whose only possible poles are at 0 and 1 and that 3(1 − s) = 3(s). Taking
for granted that 0(s) is nowhere 0, a fact that would follow by first proving the
identity 0(z)0(1− z) = π/ sin(πz), deduce that ≥(s) extends to a meromorphic
function on C whose only pole is at s = 1.



CHAPTER IX

L p Spaces

Abstract. This chapter extends the theory of the spaces L1, L2, and L∞ to include a whole family
of spaces L p , 1 ≤ p ≤ ∞, in order to be able to capture finer quantitative facts about the size of
measurable functions and the effect of linear operators on such functions.
Sections 1–2 give the basics about L p . For general measure spaces these consist of Hölder’s

inequality, Minkowski’s inequality, a completeness theorem, and related results. For Euclidean
space they include also facts about convolution.
Sections 3–4 develop some tools that at first may seem quite unrelated to L p spaces but play

a significant role in Section 5. These are the Radon–Nikodym Theorem and two decomposition
theorems for additive set functions. The Radon–Nikodym Theorem gives a sufficient condition for
writing a measure as a function times another measure.
Section 5 identifies the space of continuous linear functionals on L p for 1 ≤ p < ∞ when

the underlying measure is σ -finite. For one thing this identification makes Alaoglu’s Theorem in
Chapter V concrete enough so as to be quite useful.
Section 6 establishes the Riesz–Thorin Convexity Theorem, which asserts that linear operators

that are bounded between two pairs of L p spaces are bounded between suitable intermediate pairs
of L p spaces as well. Immediate corollaries include the Hausdorff–Young Theorem concerning the
Euclidean Fourier transform and Young’s inequality concerning convolution of functions in two L p
spaces.
Section 7 discusses the Marcinkiewicz Interpolation Theorem, which allows one to reinterpret

bounded sublinear operators between two pairs of L p spaces as bounded between suitable interme-
diate pairs of L p spaces as well. The theorem has immediate corollaries for the Hardy–Littlewood
maximal function and an approximation to the Hilbert transform, and Section 7 goes on to use each
of these corollaries to derive interesting consequences.

1. Inequalities and Completeness

In the context of any measure space, we introduced in Section V.9 the spaces L1,
L2, and L∞. Since then, we have used these three spaces to capture quantitative
facts about the size of measurable functions. The construction in each case
involved introducing a certain pseudonorm in a vector space of functions, thereby
making the vector space into a pseudo normed linear space and in particular a
pseudometric space. The correspondingmetric space obtained from the construc-
tion of Proposition 2.12 was L1, L2, or L∞ in the respective cases. For each of

448
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the three, the vector-space structure for the pseudometric space yielded a vector-
space structure for the metric space, and L1, L2, and L∞ were normed linear
spaces. As was true in Chapters V and VI, it continues in the present chapter
to be largely a matter of indifference whether the functions in question are real
valued or complex valued, hence whether the scalars for these vector spaces are
real or complex.
Now we shall enlarge the family consisting of L1, L2, L∞ to a family L p for

1 ≤ p ≤ ∞ in order to be able to capture finer quantitative facts about the size
of measurable functions. Enlarging the family in this way makes it possible to
get better insight into the behavior of specific operators and to make more helpful
estimates with partial differential equations.
Let (X,A, µ) be a measure space. We have already dealt with p = ∞. For

1 ≤ p < ∞, we consider the setV = Vp ofmeasurable functions f on X such thatR
X | f |p dµ is finite. This integral is well defined; in fact, f measurable implies

| f | measurable, and also, for c > 0, (| f |p)−1(c,+∞) = | f |−1(c1/p,+∞). The
set V is in fact a vector space of functions. It is certainly closed under scalar
multiplication; let us see that it is closed under addition. If f and g are in V , then
we have

(| f (x)| + |g(x)|)p ≤
°
max{| f (x)|, |g(x)|} +max{| f (x)|, |g(x)|}

¢p

= 2p max{| f (x)|p, |g(x)|p} ≤ 2p| f (x)|p + 2p|g(x)|p

for every x in X . Integrating over X , we see that f + g is in V if f and g are
in V .
Following the construction of the prototypes L1 and L2 in Section V.9, we

introduce the expression k f kp =
° R

X | f |p dµ
¢1/p for f in Vp. We would like

k · kp to be a pseudonorm in the sense of satisfying
(i) kxkp ∏ 0 for all x ∈ V ,
(ii) kcxkp = |c|kxkp for all scalars c and all x ∈ V ,
(iii) kx + ykp ≤ kxkp + kykp for all x and y in V .

Properties (i) and (ii) are certainly satisfied, but a little argument is needed to
verify (iii). We return to this matter in a moment. Once the function k · kp on the
vector space Vp is known to be a pseudonorm, Vp meets the conditions of being
a pseudo normed linear space in the sense of Section V.9.
We can pass to the set of equivalence classes just as in that section, and this set

is defined to be L p or L p(X) or L p(X, µ). The equivalence class of 0 is again
the set of all functions vanishing almost everywhere. The function k · kp is well
defined on L p, and L p is a normed linear space. In particular, it has the structure
of a metric space. This handles 1 ≤ p < ∞, and the space L∞ was constructed
in Section V.9.
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As is true with L1, L2, and L∞, one sometimes relaxes the terminology and
works with the members of L p(X) as if they were functions, saying, “Let the
function f be in L p(X)” or “Let f be an L p function.” There is little possibility
of ambiguity in using such expressions.
Let us return to property (iii) above. This will be proved as Minkowski’s

inequality below. But first we prove a numerical lemma and then “Hölder’s
inequality,” which is a version for L p of the Schwarz inequality for L2. Hölder’s

inequalitymakesuseof thedual index p0 to p, definedby the equality
1
p
+
1
p0

= 1.

The dual index to 1 is∞, and vice versa. The index 2 is its own dual.

Lemma 9.1. If s, t , α, and β are real numbers ∏ 0 with α + β = 1, then

sαtβ ≤ αs + βt.

PROOF. If any of s, t, α, β is 0, the result is certainly true. If all are nonzero,
consider the function

f (x) = αxα−1 + (1− α)xα,

defined for x > 0. The derivative f 0(x) = (1 − α)αxα−2(x − 1) is < 0 for
0 < x < 1, is = 0 for x = 1, and is > 0 for x > 1. Therefore f (x) assumes its
absolute minimum value for x = 1. Since f (1) = 1, we have

1 ≤ αxα−1 + (1− α)xα = αx−β + βxα

for all x > 0. The lemma follows by putting x = t/s in this inequality and by
multiplying both sides by sαtβ . §

REMARK. Alternatively, this lemma can be proved by Lagrange multipliers in
the same way that Problem 20 at the end of Chapter III suggested using for the
arithmetic-geometric mean inequality.

Theorem 9.2 (Hölder’s inequality). Let (X,A, µ) be any measure space, let
1 ≤ p ≤ ∞, and let p0 be the dual index to p. If f is in L p and g is in L p0 , then
f g is in L1, and

k f gk1 ≤ k f kpkgkp0 .

REMARK. The inequality holds trivially if k f kp = +∞ or kgkp0 = +∞.

PROOF. We already know the result if p = 1 and p0 = ∞ or the other way
around. Thus suppose that p > 1 and p0 > 1. We may assume that neither f
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nor g is 0 almost everywhere. Then we can apply Lemma 9.1 with α = p−1,
β = p0−1,

s =
| f (x)|p

R
X | f |p dµ

, and t =
|g(x)|p0

R
X |g|p0 dµ

,

getting
| f (x)g(x)|
k f kpkgkp0

≤
| f (x)|p

p
R
X | f |p dµ

+
|g(x)|p0

p0
R
X |g|p0 dµ

.

Integrating, we obtain
R
X | f g| dµ

k f kpkgkp0

≤
1
p

+
1
p0

= 1,

and the conclusions of the theorem follow. §

Theorem 9.3 (Minkowski’s inequality). Let (X,A, µ) be any measure space,
and let 1 ≤ p ≤ ∞. If f and g are in L p, then f + g is in L p and

k f + gkp ≤ k f kp + kgkp.

REMARK. The theorem assumes the usual convention that f + g is made to
be 0 at any point x where f (x) + g(x) is not defined. The set where this change
occurs is of measure 0 since f and g have to be finite almost everywhere to be in
L p.

PROOF. We have already seen that f + g is in L p, and we know the inequality
for p = 1 and p = ∞ from Section V.9. For 1 < p < ∞, let p0 be the dual
index. We apply Hölder’s inequality (Theorem 9.2) to f and | f + g|p−1 and to
g and | f + g|p−1 to obtain
R
X | f + g|p dµ ≤

R
X | f + g| | f + g|p−1 dµ

≤
R
X | f | | f + g|p−1 dµ +

R
X |g| | f + g|p−1 dµ

≤ k f kp
° R

| f +g|(p−1)p0 dµ
¢1/p0

+kgkp
° R

| f +g|(p−1)p0 dµ
¢1/p0

=
° R

X | f + g|p dµ
¢1/p0

(k f kp + kgkp),

the last step holding because (p − 1)p0 = p. If k f + gkp = 0, the inequality of
the theorem is certainly true. Otherwise the inequality of the theorem follows
after dividing the inequality of the display by

° R
X | f + g|p dµ

¢1/p0

, which we
know to be finite, and using the fact that 1− 1

p0 = 1
p . §
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Thus L p is a normed linear space for 1 ≤ p ≤ ∞. Let us derive some of its
properties.

Proposition 9.4. Let (X,A, µ) be ameasure space, and let 1 ≤ p < ∞. Then
every indicator function of a set of finite measure is in L p(X), and the smallest
closed subspace of L p(X) containing all such indicator functions is L p(X) itself.
Consequently

(a) the set of simple functions built from sets of finite measure lies in every
L p(X) for 1 ≤ p ≤ ∞ and is dense in L p(X) if 1 ≤ p < ∞,

(b) 1 ≤ p1 ≤ p ≤ p2 ≤ ∞ and p < ∞ together imply that L p1(X)∩L p2(X)
is dense in L p(X).

In addition,
(c) 1 ≤ p1 ≤ p ≤ p2 ≤ ∞ implies that L p(X) ⊆ L p1(X) + L p2(X).

PROOF. The conclusion in the second sentence of the proposition is proved by
the same argument as for Proposition 5.56. Part (a) then follows from Proposition
5.55d. Part (b) follows by combining these two results once it is known that
L p1(X)∩ L p2(X) ⊆ L p(X). For this inclusion let f be in L p1(X)∩ L p2(X). We
may assume that p < ∞. If p2 < ∞, then

R
X | f |p dµ =

R
{| f |>1} | f |p dµ +

R
{| f |≤1} | f |p dµ

≤
R
{| f |>1} | f |p2 dµ +

R
{| f |≤1} | f |p1 dµ < +∞,

and hence f is in L p(X). If p2 = ∞, then {| f | > 1} has finite measure since f
is in L p1 and p1 < ∞. Thus

R
X | f |p dµ =

R
{| f |>1} | f |p dµ +

R
{| f |≤1} | f |p dµ

≤ k f kp∞ µ({| f | > 1}) +
R
{| f |≤1} | f |p1 dµ < +∞,

and again f is in L p(X). This completes the proof of (b).
For (c), let f be in L p, and write f = f1 + f2, where

f1(x) =

Ω f (x) if | f (x)| > 1
0 otherwise

æ
and f2(x) =

Ω f (x) if | f (x)| ≤ 1
0 otherwise

æ
.

Then Z

X
| f1|p1 dµ =

Z

{| f |>1}
| f |p1 dµ ≤

Z

{| f |>1}
| f |p dµ < ∞

shows that f1 is in L p1(X). It is apparent that f2 is in L∞(X), and thus f2 is
certainly in L p2(X) if p2 = ∞. If p2 < ∞, then

Z

X
| f2|p2 dµ =

Z

{| f |≤1}
| f |p2 dµ ≤

Z

{| f |≤1}
| f |p dµ < ∞

shows that f2 is in L p2(X). This proves (c). §
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Hölder’s inequality allows us to prove the following supplement to the con-
clusions of Proposition 9.4.

Proposition 9.5. Let (X,A, µ) be any measure space. Let 1 ≤ p1 < p < p2,
and define t with 0 ≤ t ≤ 1 by 1

p = 1−t
p1 + t

p2 . Then

k f kp ≤ k f k1−tp1 k f ktp2 .

PROOF. First suppose that p2 < ∞. Since 1
p > 1−t

p1 , we can find b with
1 < b < +∞ such that 1

bp = 1−t
p1 . If b

0 denotes the dual index, then 1
b0 p =

1
p − 1

bp = 1
p − 1−t

p1 = t
p2 . Define a by the equation ab = p1. Then (p − a)b0 =

°
p − p1

b
¢ p2
tp = p2

° 1
t − p1

btp
¢

= p2
° 1
t − 1−t

t
¢

= p2.
We write | f |p = | f |a| f |p−a . Application of Hölder’s inequality with index b

and dual index b0 gives
R

| f |p dµ ≤
° R

| f |ab dµ
¢1/b° R

| f |(p−a)b0 dµ
¢1/b0

, and
hence

k f kp ≤
° R

| f |ab dµ
¢1/(bp)° R

| f |(p−a)b0 dµ
¢1/(b0 p)

.

We have seen that ab = p1, 1/(bp) = (1− t)/p1, (p−a)b0 = p2, and 1/(b0 p) =
t/p2. Thus the inequality reads k f kp ≤ k f k1−tp1 k f ktp2 , and the proof is complete
when p2 < ∞.
When p2 = ∞, we write | f |p = | f |p1 | f |p−p1 . Replacing | f |p−p1 by its

essential supremum gives
R

| f |p dµ ≤ k f kp−p1
∞

R
| f |p1 dµ and hence k f kp is

≤
° R

| f |p1 dµ
¢1/p

k f k(p−p1)/p
∞ =

° R
| f |p1 dµ

¢(1−t)/p1k f k1−p1/p
∞ =k f k1−tp1 k f kt∞.

This completes the proof when p2 = ∞. §

We have already made serious use of the completeness of L p for p equal to 1,
2, and∞ as proved in Theorem 5.58. As might be expected, this result extends
to be valid for the other values of p.

Theorem 9.6. Let (X,A, µ) be any measure space, and let 1 ≤ p ≤ ∞.
Any Cauchy sequence { fk} in L p has a subsequence { fkn } such that k fkn − fkmkp
≤ Cmin{m,n} with

P
n Cn < +∞. A subsequence { fkn } with this property is

necessarily Cauchy pointwise almost everywhere. If f denotes the almost-
everywhere limit of { fnk }, then the original sequence { fk} converges to f in
L p. Consequently the space L p, when regarded as a metric space, is complete in
the sense that every Cauchy sequence converges.
REMARK. As in the case with p equal to 1, 2, and∞, the detail is important.

The detailed statement of the theorem allows us to conclude, among other things,
that if a sequence of functions is convergent in L p1 and in L p2 , then the limit
functions in the two spaces are equal almost everywhere.
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PROOF. We may assume that p < ∞, the case p = ∞ having been handled
in Theorem 5.58. The argument for 1 ≤ p < ∞ is word-for-word the same as in
the proof for p = 1 and p = 2 of Theorem 5.58. §

In Section V.9 the inequality k f + gkp ≤ k f kp + kgkp for p equal to 1, 2,
or∞ says in words that “the norm of a sum is ≤ the sum of the norms.” In that
section we obtained a generalization for those values of p, saying that “the norm
of an integral is ≤ the integral of the norms.” The generalization continues to be
valid for the other p’s under study; the proof amounts to a direct derivation from
Hölder’s inequality.

Theorem 9.7 (Minkowski’s inequality for integrals). Let (X,A, µ) and
(Y,B, ∫) be σ -finite measure spaces, and let 1 ≤ p ≤ ∞. If f is measurable on
X × Y , then

∞
∞
∞

Z

X
f (x, y) dµ(x)

∞
∞
∞
p,d∫(y)

≤
Z

X
k f (x, y)kp,d∫(y) dµ(x)

in the following sense: The integrand on the right side is measurable. If the
integral on the right is finite, then for almost every y [d∫] the integral on the left
is defined; when it is redefined to be 0 for the exceptional y’s, then the formula
holds.

PROOF. Theorem 5.60 handles p = 1 and p = ∞, and we may assume that
1 < p < ∞. The measurability question is handled for 1 < p < ∞ in the same
way as in Theorem 5.60 for p = 2. In proving the inequality, we may assume
without loss of generality that f ∏ 0. The generalization of the computation in
the proof of Theorem9.3makes use of Fubini’s Theorem and proceeds as follows:

R
Y

Ø
Ø R

X f (x, y) dµ(x)
Ø
Øp d∫(y)

=
R
Y

Ø
Ø R

X f (x, y) dµ(x)
Ø
Ø
Ø
Ø R

X f (x 0, y) dµ(x 0)
Ø
Øp−1 d∫(y)

=
R
X

© R
Y f (x, y)

Ø
Ø R

X f (x 0, y) dµ(x 0)
Ø
Øp−1 d∫(y)

™
dµ(x)

≤
R
X

° R
Y | f (x, y)|p d∫(y)

¢1/p

×
° R

Y

Ø
Ø R

X f (x 0, y) dµ(x 0)
Ø
Ø(p−1)p0

d∫(y)
¢1/p0

dµ(x)

=
° R

X k f (x, y)kp,d∫(y) dµ(x)
¢ ° R

Y

Ø
Ø R

X f (x 0, y) dµ(x 0)
Ø
Øp d∫(y)

¢1/p0

.

The next-to-last step uses Hölder’s inequality (Theorem 9.2), and the last step
uses the fact that (p − 1)p0 = p.
In order to complete the proof, we need to be able to divide by the factor

° R
Y

Ø
Ø R

X f (x 0, y) dµ(x 0)
Ø
Øp d∫(y)

¢1/p0

. There is no problem with the theorem if
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this factor is 0, since then the left side of the inequality of the theorem is 0. A
problem occurs if this factor is infinite. Instead of trying to prove directly that this
factor is finite (and hence the division is allowable), let us retreat to the special
case that f is bounded and is equal to 0 off an abstract rectangle of finite µ × ∫
measure. Then the factor in question is certainly finite, the division is allowable,
andwe obtain the inequality of the theorem. To handle generalmeasurable f ∏ 0,
we do not attempt to justify this division. Instead, we observe that the validity
of the inequality in the theorem when f is bounded and is equal to 0 off a set of
finite µ× ∫ measure implies the validity of the inequality in general, by a routine
application of monotone convergence. This completes the proof. §

The last basic fact about L p spaces is the identification of continuous linear
functionals on L p, at least when p is finite. Deriving the necessary tools for this
analysis will require a digression, and we shall return to this topic in Section 5.
Meanwhile, we can easily obtain one part of the identification of continuous linear
functionals, as in Proposition 9.8 below. It amounts to a combination of Hölder’s
inequality and a converse, and it gives a way of computing L p norms by starting
with computations that are linear.

Proposition 9.8. Let (X,A, µ) be any measure space, let 1 ≤ p ≤ ∞, and
let p0 be the dual index. If p < ∞, then

k f kp = sup
g∈L p0 ,

kgkp0≤1

Ø
Ø
Ø
Ø

Z

X
f g dµ

Ø
Ø
Ø
Ø,

and this equality remains valid for p = ∞ if µ is σ -finite.
REMARK. The equality can fail when p = ∞ and µ is not σ -finite. Problem 4

at the end of the chapter gives an example.

PROOF. With 1 ≤ p ≤ ∞, if g is in L p0 withkgkp0 ≤1, thenHölder’s inequality
gives

Ø
ØR f g dµ

Ø
Ø ≤

R
| f g| dµ ≤ k f kpkgkp0 ≤ k f kp. Taking the supremum over

g with kgkp0 ≤ 1 shows that supg
Ø
Ø R f g dµ

Ø
Ø ≤ k f kp.

For the reverse inequality we may assume that k f kp 6= 0. First suppose that
1 < p < ∞. Define g(x) by

g(x) =

Ω
k f k−(p−1)

p f (x) | f (x)|p−2 if f (x) 6= 0,
0 if f (x) = 0.

Then
R

|g(x)|p0 dµ = k f k−(p−1)p0

p
R

| f (x)|(p−1)p0 dµ = k f k−p
p

R
| f (x)|p dµ =

1. For this g, we have
Ø
Ø R f g dµ

Ø
Ø = k f k−(p−1)

p
R

| f |p dµ = k f kp. Thus the
supremum over the relevant g’s of

Ø
Ø R f g dµ

Ø
Ø is ∏ k f kp.
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Next suppose that p = 1. If we define g(x) to be f (x)/| f (x)|when f (x) 6= 0
and to be 0 when f (x) = 0, then kgk∞ = 1 and

Ø
Ø R f g dµ

Ø
Ø =

R
| f |2/| f | dµ =

k f k1, and the supremum over g of
Ø
Ø R f g dµ

Ø
Ø is ∏ k f k1.

Finally suppose that p = ∞. Let ≤ > 0 be given with ≤ ≤ k f k∞, and let E be
the set where | f (x)| ∏ k f k∞ − ≤. Since µ is σ -finite, there must exist a subset
of E with nonzero finite measure. If F is such a subset and if g(x) is defined to be
µ(F)−1 f (x)/| f (x)| when x is in F and to be 0 when x is in Fc, then kgk1 = 1
and

Ø
Ø R

X f g dµ
Ø
Ø = µ(F)−1

R
F | f | dµ ∏ k f k∞ − ≤. Thus the supremum over

g of
Ø
Ø R

X f g dµ
Ø
Ø is ∏ k f k∞ − ≤. Since ≤ is arbitrary, the supremum over g ofØ

Ø R
X f g dµ

Ø
Ø is ∏ k f k∞. §

2. Convolution Involving L p

In this section we collect results about L p spaces that extend facts proved about
L1, L2, and L∞ in the first three sections of Chapter VI.

Proposition 9.9. If µ is a Borel measure on a nonempty open set V inRN and
if 1 ≤ p < ∞, then

(a) Ccom(V ) is dense in L p(V, µ),
(b) the smallest closed subspace of L p(V, µ) containing all indicator func-

tions of compact subsets of V is L p(V, µ) itself,
(c) L p(V, µ) is separable.

PROOF. Parts (a) and (b) are proved from Lemma 6.22c, the regularity of
µ (Theorem 6.25), Proposition 9.4, and Proposition 5.56 by the same kind of
argument as for Corollary 6.4. Part (c) is obtained as a consequence in the same
way that Corollary 6.27d follows from the other parts of that corollary. §

The remaining results in this section concern Lebesgue measure in RN , and
the L p spaces are understood to be L p(RN , {Borel sets}, dx).

Proposition 9.10. Let 1 < p < ∞, and let p0 be the dual index. Convolution
is defined in the following additional cases beyond those listed in Proposition
6.14, and the indicated inequalities hold:

(e) for f in L1(RN , dx) and g in L p(RN , dx), and thenk f ∗gkp≤k f k1kgkp;
for f in L p(RN , dx) and g in L1(RN , dx), and thenk f ∗gkp≤k f kpkgk1;

(f) for f in L p(RN , dx) and g in L p0
(RN , dx), and then k f ∗ gk∞ ≤

k f kpkgkp0 ;
for f in L p0

(RN , dx) and g in L p(RN , dx), and then k f ∗ gk∞ ≤
k f kp0kgkp.
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PROOF. The two conclusions in (e) follow from Minkowski’s inequality for
integrals (Theorem 9.7) in the same way that the special case of p = 2 was
proved in Proposition 6.14 from Theorem 5.60. The two conclusions in (f)
follow from Hölder’s inequality (Theorem 9.2) in the same way that the special
case p = p0 = 2 was proved in Proposition 6.14 from the Schwarz inequality. §

Proposition 9.11. If 1 ≤ p < ∞, then translation of a function is continuous
in the translation parameter in L p(RN , dx). In otherwords, if f is in L p(RN , dx),
then limh→0 kτt+h f − τt f kp = 0 for all t .

PROOF. This follows from the denseness of Ccom(RN ) in L p(RN , dx) (Propo-
sition 9.9a) and is proved in the same way that Proposition 6.16 is derived from
Corollary 6.4a. §

Proposition 9.12. Let 1 ≤ p ≤ ∞, and let p0 be the dual index. Then the con-
volution of an L p function with an L p0 function results in an everywhere-defined
bounded uniformly continuous function, not just an L∞ function. Moreover,

k f ∗ gksup ≤ k f kpkgkp0 .

PROOF. This extends Proposition 6.18 and is derived for 1 < p < ∞ from
Propositions 9.10 and 9.11 in the same way that Proposition 6.18 is derived for
p = 2 from Propositions 6.14 and 6.16. §

Theorem 9.13. Let ϕ be in L1(RN , dx), define

ϕε(x) = ε−Nϕ(ε−1x) for ε > 0,

and put c =
R

RN ϕ(x) dx . If f is in L p(RN , dx) with 1 ≤ p < ∞, then

lim
ε↓0

kϕε ∗ f − c f kp = 0.

PROOF. This is derived from Minkowski’s inequality for integrals (Theorem
9.7) and the continuity of translation in L p (Proposition 9.11) in the same way
that Theorem 6.20a is derived for p = 2 from Theorem 5.60 and Proposition
6.16. §
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3. Jordan and Hahn Decompositions

Now we digress before returning in Section 5 to the subject of continuous linear
functionals on L p spaces. The subject of the present section is decompositions of
additive and completely additive real-valued set functions into positive and nega-
tive parts. Thismaterialwill be applied in Section4 to obtain theRadon–Nikodym
Theorem, an abstract generalization of some consequences of Lebesgue’s theory
of differentiation of integrals. In turn, we shall use the Radon–NikodymTheorem
in Section 5 to address the subject of continuous linear functionals on L p spaces.
A real-valued additive set function ∫ on an algebra of sets is said to be bounded

if |∫(E)| ≤ C for all E in the algebra. A real-valued completely additive set
function on a σ -algebra of sets is said to be a signed measure.

Theorem 9.14 (Jordan decomposition). Let ∫ be a bounded additive set
function on an algebra A of sets, and define set functions ∫+ and ∫− on A
by

∫+(E) = sup
F⊆E,
F∈A

∫(F) and ∫−(E) = − inf
F⊆E,
F∈A

∫(F).

Then ∫+ and ∫− are nonnegative bounded additive set functions on A such that
∫ = ∫+ − ∫−. They are completely additive if ∫ is completely additive. In any
event, the decomposition ∫ = ∫+ − ∫− is minimal in the sense that an equality
∫ = µ+−µ− in whichµ+ andµ− are nonnegative bounded additive set functions
must have ∫+ ≤ µ+ and ∫− ≤ µ−.

PROOF. First let us see that ∫+ is additive always. In fact, let E1 and E2 be
disjoint members of A. If F ⊆ E1 ∪ E2, then the additivity of ∫ implies that
∫(F) = ∫(F ∩ E1) + ∫(F ∩ E2) ≤ ∫+(E1) + ∫+(E2). Hence

∫+(E1 ∪ E2) ≤ ∫+(E1) + ∫+(E2).

On the other hand, if F1 ⊆ E1 and F2 ⊆ E2, then ∫(F1)+∫(F2) = ∫(F1∪ F2) ≤
∫+(E1 ∪ E2). Taking the supremum over F1 and then over F2 gives

∫+(E1) + ∫+(E2) ≤ ∫+(E1 ∪ E2).

Thus ∫+ is additive.
Second let us see that ∫+ is completely additive if ∫ is completely additive.

Let En be a disjoint sequence of sets inAwhose union E is inA. If F ⊆ E , then
the complete additivity of ∫ implies that ∫(F) =

P
n ∫(F ∩ En) ≤

P
n ∫+(En).

Hence ∫+(E) ≤
P∞

n=1 ∫+(En). On the other hand, the fact that ∫+ is nonnegative
additive implies for every N that

PN
n=1 ∫+(En) = ∫+(E1 ∪ · · · ∪ EN ) ≤ ∫+(E).

Thus
P∞

n=1 ∫+(En) ≤ ∫+(E). Therefore ∫+ is completely additive.
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Third let us see that ∫ = ∫+ − ∫−. This equality will imply also that ∫−

is additive and that ∫− is completely additive if ∫ is completely additive. Form
∫(E)+∫−(E) = ∫(E)+supF⊆E{−∫(F)}; we are to show that this equals ∫+(E).
For any F ⊆ E , we have ∫(E) + (−∫(F)) = ∫(E − F) ≤ ∫+(E). Taking the
supremum over F gives ∫(E) + ∫−(E) ≤ ∫+(E). In the reverse direction,
F ⊆ E implies that ∫(F) = ∫(E) − ∫(E − F) ≤ ∫(E) + supG⊆E{−∫(G)} =
∫(E) + ∫−(E). Taking the supremum over F gives ∫+(E) ≤ ∫(E) + ∫−(E).
This proves the decomposition ∫ = ∫+ − ∫−.
Finally we prove the minimality of the decomposition. Let ∫ = µ+ − µ−

with µ+ and µ− nonnegative additive. If F ⊆ E , then we can write ∫(F) =
µ+(F) − µ−(F) ≤ µ+(F) ≤ µ+(E). Taking the supremum over F gives
∫+(E) ≤ µ+(E). Similarly ∫− ≤ µ−. §

Theorem 9.15 (Hahn decomposition). If ∫ is a bounded signed measure on a
σ -algebra A of subsets of X , then there exist disjoint measurable sets P and N
in A with X = P ∪ N such that ∫(E) ∏ 0 for all sets E ⊆ P and ∫(E) ≤ 0 for
all sets E ⊆ N .

PROOF. Write ∫ = ∫+ − ∫− as in Theorem 9.14. If ≤ > 0 is given, choose A
in A with ∫(A) ∏ ∫+(X) − ≤. Then

∫−(A) = ∫+(A) − ∫(A) ≤ ∫+(A) − ∫+(X) + ≤ ≤ ≤

∫+(Ac) = ∫+(X) − ∫+(A) ≤ ∫(A) + ≤ − ∫+(A) ≤ ≤.and

By taking P0 = A and N0 = Ac, we see that for any ≤ > 0 we can write
X = P0 ∪ N0 disjointly with ∫+(N0) ≤ ≤ and ∫−(P0) ≤ ≤.
For n ∏ 1, write X = Pn ∪ Nn disjointly with ∫+(Nn) ≤ 2−n and ∫−(Pn) ≤

2−n . Define

P =
S∞

n=1
T∞

m=n Pm and N = Pc =
T∞

n=1
S∞

m=n Nm .

These sets are in A since A is a σ -algebra. Theorem 9.14 shows that ∫− is
completely additive, and hence ∫−(P) ≤

P∞
n=1 ∫−

°T∞
m=n Pm

¢
. The right side

is 0 since ∫−
°T∞

m=n Pm
¢

≤ ∫−(Pn+k) ≤ 2−(n+k) for all k ∏ 0, and there-
fore ∫−(P) = 0. In addition, every n has ∫+(N ) ≤ ∫+

°S∞
m=n ∫+(Nm)

¢
≤P∞

m=n ∫+(Nm) ≤
P∞

m=n 2−m = 2−n+1, and therefore ∫+(N ) = 0. §

4. Radon–Nikodym Theorem

The Lebesgue decomposition of Chapter VII says that any Stieltjes measureµ on
the line decomposes as µ(E) =

R
E f dx + µs with µs = µcs + µd concentrated
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on a Borel set of Lebesgue measure 0. The function f is obtained in that chapter
as the derivative almost everywhere of the distribution function ofµ, hence as the
limit of µ(I )/m(I ) as intervals I shrink to a point; here m is Lebesgue measure.
In this formulation of the result, the geometry of the line plays an essential role,
and attempts to generalize to abstract settings the construction of f from limits
of µ(I )/m(I ) have not been fruitful.
Nevertheless, the Lebesgue decomposition itself turns out to be a general

measure-theory theorem, valid for any two measures in place of µ and dx , as
long as suitable finiteness conditions are satisfied. For a reinterpretation of the
results of Chapter VII, the heart of the matter is that one can tell in advance which
µ’s have µ(E) =

R
E f dx with the singular term µs absent. The answer is given

by the equivalent conditions of Proposition 7.11, which are taken in that chapter as
a definition of “absolute continuity” ofµwith respect to dx . The remarkable fact
is that those conditions continue to be equivalent when any two finite measures
replace µ and dx . This is the content of the Radon–Nikodym Theorem, which
we shall prove in this section, and then a version of the Lebesgue decomposition
will follow as a consequence.
Let X be a nonempty set, and letA be a σ -algebra of subsets of X . If µ and ∫

are measures defined on A, we say that ∫ is absolutely continuous with respect
to µ, written ∫ ø µ, if ∫(E) = 0 whenever µ(E) = 0.

Theorem 9.16 (Radon–Nikodym Theorem). Let (X,A, µ) be a σ -finite mea-
sure space, and let ∫ be a σ -finite measure onA with ∫ ø µ. Then there exists a
measurable f ∏ 0 such that ∫(E) =

R
E f dµ for all E in A, and f is unique up

to a set of µ measure 0.

The Radon–Nikodym Theorem has two chief initial applications. One is to
the identification of continuous linear functionals on L p for 1 ≤ p < ∞, and the
other is to the construction of “conditional expectation” in probability theory. The
application to L p will be given in Section 5, and the application to conditional
expectation appears in Problems 23–26 at the end of the chapter.
In both applications one needs a version of the theorem inwhich the completely

additive set function ∫ is complex-valued but not necessarily ∏ 0. We take up
this extension of the theorem later in this section.
Most of the effort in the proof goes into showing existence when µ and ∫

are both finite measures, as we shall see. In this setting we can quickly use the
Hahn decomposition (Theorem 9.15) to get an idea how to construct f : Imagine
that ∫(E) =

R
E f dµ for all E . Fix c and d, and let S be the set of x’s where

c ≤ f (x) < d. On any subset E of S, we then have cµ(E) ≤ ∫(E) ≤ dµ(E).
In other words, the bounded signed measure ∫ − cµ is ∏ 0 on every subset of
S, and the bounded signed measure ∫ − dµ is ≤ 0 on every subset of S. Let
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X = Pc ∪ Nc and X = Pd ∪ Nd be Hahn decompositions of ∫ − cµ and ∫ − dµ
with respect to µ. Then it is reasonable to expect S to be Pc ∩ Nd . In particular, c
is a good lower bound for the values of f on S. It is easy to imagine that we can
use this process repeatedly to obtain a monotone sequence of functions fn ∏ 0
tending to the desired function f .
Actually, this argument can be pushed through, but handling the details is a

good deal more complicated than one might at first suppose. The reason is that
a Hahn decomposition is not necessarily unique. Sets of measure 0 account for
the nonuniqueness, and the particular measures yielding these sets of measure 0
are constantly changing. The complication is that one has to adjust all the Hahn
decompositions to satisfy various compatibility conditions. We shall not pursue
this idea because a simpler proof is available.

PROOF OF UNIQUENESS IN THEOREM 9.16. Suppose that f and g are non-
negative measurable functions with

R
E f dµ =

R
E g dµ for every measurable

E . If F is a set where the equal integrals
R
F f dµ and

R
F g dµ are finite, thenR

E∩F ( f − g) dµ = 0 for every measurable subset E ∩ F of F . If E is taken
as the set where f > g, then Corollary 5.23 shows that f = g a.e. on E ∩ F .
Similarly f = g a.e. on the set Ec ∩ F , where f ≤ g. Thus f = g a.e. on F . By
σ -finiteness of µ and ∫, we can write X =

S∞
n=1 Xn disjointly with µ(Xn) and

∫(Xn) finite for all n. Taking F equal to each Xn in turn, we see that f = g a.e.
on each Xn , and we conclude that f = g a.e. on X . §

PROOF OF EXISTENCE IN THEOREM 9.16 WHEN µ AND ∫ ARE FINITE. Let F(∫)
be the set of all f ∏ 0 in L1(X, µ) such that

R
E f dµ ≤ ∫(E) for all sets E in

A. The zero function is in F(∫), and thus it makes sense to define

C = sup f ∈F(∫)

R
X f dµ.

Let { fn} be a sequence in F(∫) with limn
R
X fn dµ = C .

Let us show that there is no loss of generality in assuming that the fn satisfy
f1 ≤ f2 ≤ · · · . To show this, it is enough to show that g and h in F(∫) implies
that max{g, h} is in F(∫). We have

R
E max{g, h} dµ =

R
E∩{g∏h} g dµ +

R
E∩{g<h} h dµ

≤ ∫(E ∩ {g ∏ h}) + ∫(E ∩ {g < h}) = ∫(E),

and hence max{g, h} is indeed in F(∫).
With the fn’s now increasing with n, put f (x) = limn f (x). Monotone

convergence shows that f is in F(∫) and
R
X f dµ = C . Define

∫0(E) = ∫(E) −
R
E f dµ.
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Then ∫0 is a measure, ∫0 ø µ, and the class F(∫0) for ∫0 consists of 0 alone. We
shall complete this part of the proof by showing that ∫0 = 0.
If ∫0 6= 0, choose n large enough so that ∫0(X) − 1

n µ(X) > 0, and put
∫ 0
0 = ∫0 − 1

n µ. Let X = P ∪ N be a Hahn decomposition for ∫0
0 as in Theorem

9.15, and define g = 1
n IP . Then the calculation

R
E
1
n IP dµ = 1

n µ(P ∩ E) = ∫0(P ∩ E) − ∫ 0
0(P ∩ E) ≤ ∫0(P ∩ E) ≤ ∫0(E)

shows that g is in F(∫0). Hence g = 0 a.e. [dµ], and µ(P) = 0. Since ∫0 ø µ,
we obtain ∫0(P) = 0 and therefore also ∫ 0

0(P) = 0. Then ∫ 0
0 ≤ 0, and we must

have ∫0(X) − 1
nµ(X) ≤ 0. This contradicts the choice of n, and the proof of

existence is complete when µ and ∫ are finite. §

PROOF OF EXISTENCE IN THEOREM 9.16 WHEN µ AND ∫ ARE σ -FINITE. Write
X as the countable disjoint union of sets Xn such that µ(Xn) and ∫(Xn) are
both finite. If we put µn(E) = µ(E ∩ Xn) and ∫n(E) = ∫(E ∩ Xn), then
µn and ∫n are finite measures such that ∫n ø µn , and the above special case
produces functions fn ∏ 0 such that ∫n(E) =

R
E fn dµn for all E . Since

∫n(Xc
n) = 0, we may assume that fn(x) = 0 for x /∈ Xn . Let f ∏ 0 be the

measurable function that equals fn on Xn for each n. Then our formula reads
∫(E ∩ Xn) =

R
E∩Xn f dµ for all n and for all E . Summing on n, we obtain

∫(E) =
R
E f dµ for all E in A. §

Corollary 9.17. Let (X,A, µ) be a finite measure space, and let ∫ be a (real-
valued) bounded signed measure on A with ∫ ø µ in the sense that µ(E) = 0
implies ∫(E) = 0. Then there exists a function f in L1(X, µ) such that ∫(E) =R
E f dµ for all E in A, and f is unique up to a set of µ measure 0.

PROOF. Let ∫ = ∫+−∫− be the Jordan decomposition of ∫ as in Theorem9.14,
and let X = P ∪ N be a Hahn decomposition of ∫ as in Theorem 9.15. Suppose
µ(E) = 0. Sinceµ is nonnegative, we obtainµ(E ∩ P) = 0 and µ(E ∩ N ) = 0,
and the assumption ∫ ø µ forces

0 = ∫(E ∩ P) = ∫+(E ∩ P) = ∫+(E)

0 = ∫(E ∩ N ) = −∫−(E ∩ N ) = −∫−(E).and

Therefore ∫+ ø µ and ∫− ø µ, and the corollary follows by applying Theorem
9.16 to ∫+ and ∫− separately. §

Corollary 9.18. Let (X,A, µ) be a σ -finite measure space, and let ∫ be a
σ -finite measure on A. Then there exist a measurable f ∏ 0 and a set S in A
with µ(S) = 0 such that ∫ = f dµ+ ∫s , where ∫s(E) = ∫(E ∩ S). The measure
∫s is unique, and the function f is unique up to a set of µ measure 0.
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REMARK. The measure ∫s , being carried on a set of µ measure 0, is said to be
singularwith respect toµ. Themeasure f dµ is, of course, absolutely continuous
with respect toµ. Thedecompositionof∫ into the sumof anabsolutelycontinuous
part and a singular part is called theLebesgue decomposition of ∫ with respect to
µ. The corollary asserts that this decomposition of measures exists and is unique.

PROOF. As in the proof of Theorem 9.16, we can reduce matters to the case
that ∫ and µ are both finite, and it is therefore enough to handle this special
case. Among all sets E in A with µ(E) = 0, let C be the supremum of ∫(E).
The number C is finite, being ≤ ∫(X). Choose a sequence of sets En in A with
µ(En) = 0 and ∫(En) increasing toC . Without loss of generality, wemay assume
that E1 ⊆ E2 ⊆ · · · . Put S =

S
n En . Proposition 5.2 shows that µ(S) = 0 and

∫(S) = C . Define ∫a(E) = ∫(E ∩ Sc) and ∫s(E) = ∫(E ∩ S). Then ∫a and ∫s
are measures, and ∫ = ∫a + ∫s .
Certainly ∫s is singular with respect to µ, being carried on the set S of µ

measure 0. Let us see that ∫a is absolutely continuous. Thus suppose thatµ(E) =
0. Then µ(S ∪ E) ≤ µ(S) + µ(E) = 0, and the construction of C shows that
∫(S∪E) ≤ C = ∫(S). Therefore ∫(S∪E)−∫(S) ≤ 0 and ∫(S∪E)−∫(S) = 0.
Hence 0 = ∫(S∪ E)−∫(S) = ∫(E− S) = ∫(E ∩ Sc) = ∫a(E), and ∫a is indeed
absolutely continuous. Applying the Radon–NikodymTheorem (Theorem 9.16),
we obtain ∫ = ∫a + ∫s = f dµ + ∫s . This proves existence.
For uniqueness, suppose that we have ∫ = f dµ + ∫s = f # dµ + ∫#s with ∫s

and ∫#s carried on respective sets S and S# ofµmeasure 0. The functions f and f #
are integrable with respect to µ, and we have

R
E( f − f #) dµ = ∫#s (E) − ∫s(E).

Taking E to be any subset T in A of S ∪ S#, we see that 0 = ∫#s (T ) − ∫s(T ).
Therefore ∫#s (T ) = ∫s(T ) whenever T ⊆ S ∪ S#. On (S ∪ S#)c, we have
∫#s ((S ∪ S#)c) = ∫s((S ∪ S#)c) = 0. Therefore ∫#s = ∫s . The uniqueness of
the function part follows from the uniqueness in the Radon–Nikodym Theorem,
which is part of the statement of that theorem (Theorem 9.16). §

5. Continuous Linear Functionals on L p

We return to the question of identifying the continuous linear functionals on L p

spaces. Let (X,A, µ) be a fixed σ -finite measure space. The space L p(X, µ)
is a normed linear space and, as such, is both a vector space and a metric space.
The scalars may be real or complex.
Recall fromSectionV.9 that a linear functional on L p(X, µ) is a linear function

from L p(X, µ) into the scalars. Proposition 5.57 shows that a linear functional
x∗ is continuous if and only if it is bounded in the sense that |x∗( f )| ≤ Ck f kp
for some constant C and all f in L p. The inequality |x∗( f )| ≤ Ck f kp holds for
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all f in L p if and only if it holds for all f with k f kp ≤ 1, if and only if it holds
for all f with k f kp = 1. If there is such a constant C , then the finite number

kx∗k = sup
k f kp≤1

|x∗( f )| = sup
k f kp=1

|x∗( f )|

is the least such constant C and is called the norm of x∗. Since kx∗k is one such
constant C , we have

|x∗( f )| ≤ kxk∗k f kp.

Let p be the dual index to p, defined by 1
p + 1

p0 = 1. Each member g
of L p0

(X, µ) provides an example of a continuous linear functional on L p by
the formula x∗( f ) =

R
X f g dµ. The linear functional x∗ is bounded, hence

continuous, as a consequence of Hölder’s inequality:
Ø
Ø R

X f g dµ
Ø
Ø ≤ kgkp0k f kp.

This inequality shows that kx∗k ≤ kgkp0 . Proposition 9.8 shows that equality
kx∗k = kgkp0 holds if µ is σ -finite and 1 ≤ p ≤ ∞.
Theorem 9.19 gives a converse when 1 ≤ p < ∞, saying that there are no

other examples of continuous linear functionals ifµ is σ -finite. By contrast, there
can be other examples in the case of L∞(X, µ). For example, for the situation
in which X is the set of positive integers and A consists of all subsets of X and
µ is the counting measure, Problems 39–43 at the end of Chapter V show how
to construct a bounded additive set function onA that is not completely additive,
and they show how this set function leads to a notion of integration (hence a linear
functional) on this L∞ space; this linear functional is not given by an L1 function.

Theorem 9.19 (Riesz Representation Theorem for L p). Let (X,A, µ) be a
σ -finite measure space, let 1 ≤ p < ∞, and let p0 be the dual index to p. If x∗ is
a continuous linear functional on L p(X, µ), then there exists a unique member g
of L p0

(X, µ) such that
x∗( f ) =

Z

X
f g dµ

for all f in L p. For this function g, kx∗k = kgkp0 .

REMARKS. For 1 ≤ p < ∞, Proposition 9.9 shows that L p(V, µ) is separable
if µ is a Borel measure on an open subset of RN . For this or any other setting
in which any of these L p spaces is separable, Alaoglu’s Theorem (Theorem
5.58) says that any bounded sequence in L p(V, µ)∗ has a weak-star convergent
subsequence. Because of Theorem 9.19 we know what the members of the dual
space are. Thus any bounded sequence in L p0 has a subsequence that is convergent
weak-star against L p. In effect we obtain a nonconstructive way of producing
members of L p0 . Problem 8 at the end of the chapter will illustrate the usefulness
of this technique.
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PROOF OF UNIQUENESS. Write X =
S∞

n=1 Xn disjointly with µ(Xn) finite
for all n. If

R
X f g dµ = 0 for all f in L p, then

R
X IA∩Xn g dµ = 0 for every

measurable subset A of X . Taking A successively to be each of the sets where
Re g or Im g is ∏ 0 or is ≤ 0 and applying Corollary 5.23, we see that g is 0
almost everywhere on Xn for each n. Hence g is 0 almost everywhere. §

PROOF OF EXISTENCE IF µ(X) IS FINITE. Temporarily let us suppose that the
underlying scalars are real. Define a set function ∫ onA by ∫(E) = x∗(IE); ∫ is
well defined because every IE is in L p, and ∫ is additive because x∗ is linear. If
En is an increasing sequence ofmeasurable sets with union E , then limn IEn = IE
pointwise, and hence limn |IE− IEn |p = 0 pointwise. By dominated convergence,
limn kIE − IEnkp = 0. Thus

|∫(E) − ∫(En)| = |x∗(IE − IEn )| ≤ kx∗kkIE − IEnkp,

and the right side has limit 0. By Proposition 5.2, ∫ is completely additive.
The set function ∫ is bounded because |∫(E)| = |x∗(IE)| ≤ kx∗kkIEkp =
kx∗k(µ(E))1/p ≤ kx∗k(µ(X))1/p, and it satisfies ∫ ø µ because if µ(E) = 0,
then IE is the 0 function of L p and thus ∫(E) = x∗(IE) = x∗(0) = 0. By the
Radon–NikodymTheorem in the formofCorollary9.17, there exists an integrable
real-valued function g such that ∫(E) =

R
E g dµ for all E , i.e.,

x∗(IE) =
R
X IEg dµ for every measurable set E .

By linearity, this equality extends to show that x∗(s) =
R
X sg dµ for every

simple function s. Let f ∏ 0 be in L p, and choose an increasing sequence
{sn} of simple functions ∏ 0 with pointwise limit f . We shall show that f g
is integrable and x∗( f ) =

R
f g dµ. In fact, let A be the set where g(x) ∏ 0.

Then limn | f IA − sn IA|p = 0 pointwise, and hence limn k f IA − sn IAkp = 0 by
dominated convergence. Since

|x∗( f IA) − x∗(sn IA)| ≤ kx∗kk f IA − sn IAkp

and since the right side tends to 0, the set {x∗(sn IA)} of numbers is bounded.
Thus the set

© R
X sn IAg dµ

™
of equal numbers is bounded. Since g ∏ 0 on A, the

functions sn IAg increase to f IAg, and thus
R
X f IAg dµ is finite by monotone

convergence. In other words, f g+ is integrable. Similarly f g− is integrable, and
thus f g is integrable. Since limn x∗(sn IA) = x∗( f IA) and limn

R
X sn IAg dµ =R

X f IAg dµ and since a similar result holds for g−, we conclude that

x∗( f ) =
R
X f g dµ for all f ∏ 0 in L p.
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This conclusion, now proved for f ∏ 0, immediately extends by linearity to all
f in L p and completes the verification that x∗( f ) =

R
X f g dµ in the case that

the scalars are real.
If the scalars are complex, we apply the above argument to the restrictions of

Re x∗ and Im x∗ to the real-valued functions in L p, obtaining real-valued functions
g1 and g2 in L p0 with Re x∗( f ) =

R
X f g1 dµ and Im x∗( f ) =

R
X f g2 dµ for all

real-valued f . Then x∗( f ) =
R
X f (g1 + ig2) dµ for all real-valued f , and it

follows that this same equality is valid for all complex-valued f . Since g1 and g2
are in L p, so is g1 + ig2. This completes the verification that x∗( f ) =

R
X f g dµ

for a suitable g in the case that the scalars are complex.
Finally Proposition 9.8 shows that kx∗k = kgkp0 and completes the proof of

the theorem under the assumption that µ(X) is finite. §

PROOF OF EXISTENCE IF µ(X) IS σ -FINITE. Again we temporarily suppose
that the underlying scalars are real. Since µ is σ -finite, we can write X as the
increasing union of sets En of finite measure. Let L p

n be the set of members of L p

that vanish off En , and let x∗
n be the restriction of x∗ to L p

n . Find, by the special
case just completed, a function gn for each n such that x∗

n ( fn) =
R
En fngn dµ for

all fn in L p
n . The already proved uniqueness result implies that the restriction of

gn+1 to En equals gn almost everywhere [dµ]. Let g be the measurable function
equal to g1 on E1 and equal to gn on En − En−1 if n ∏ 2. Let A be the set where
g(x) ∏ 0, and let f ∏ 0 be in L p. Then f IEn∩A increases to f IA, and dominated
convergence implies that limn k f IEn∩A − f IAkp = 0. Since f IEn∩Ag increases
pointwise to f IAg, monotone convergence gives

R
X f IAg dµ = limn

R
X f IEn∩Ag dµ = limn

R
X f IEn∩Agn dµ

= limn x∗
n ( f IEn∩A) = limn x∗( f IEn∩A) = x∗( f IA),

the last equality holding since k f IEn∩A − f IAkp tends to 0. Hence f g+ is
integrable. By proceeding similarly with the set where g(x) < 0 and by writing
a general f as f = f + − f −, we conclude that f g is integrable for every f in
L p and x∗( f ) =

R
X f g dµ, provided the scalars are real.

Again there is no difficulty in extending the argument to the case that the scalars
are complex, and Proposition 9.8 shows that kx∗k = kgkp0 . §

6. Riesz–Thorin Convexity Theorem

This section and the next concern linear functions and some almost-linear func-
tions between L p spaces. We saw evidence in Proposition 9.5 that the L p spaces
behave collectively like a well-behaved family of spaces. That result specifically
gave an upper bound for k f kp in terms of k f kp1 and k f kp2 when p1 ≤ p ≤ p2.
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It turns out that linear functions between pairs of L p spaces satisfy inequalities
of a similar sort.
At the level of this book, there are two classes of results in this direction.

Results of the first kind, which are the subject of this section, touch on methods
of complex analysis, address bounded linear operators only, and give estimates
for a one-parameter family of operators that are sharp at the ends. The main
result of this kind is the “Riesz1–Thorin Convexity Theorem,” given below as
Theorem 9.19A. Results of the second kind use methods of real analysis and will
be considered in Section 7.
Before formulating the Riesz–Thorin Convexity Theorem precisely, we give

some definitions and make some observations. Let (X,A, µ) be a σ -finite mea-
sure space, and let p be an index such that 1 ≤ p ≤ ∞. Recall from Section
9.1 that members of L p(X, µ) are really equivalence classes of functions, two
functionsbeing equivalent if theydiffer on a set ofmeasure0. In spite of the formal
definition in terms of equivalence classes, we use language that treats members
of L p(X, µ) as genuine functions, and we expect no confusion to result. We shall
make use of the fact that the vector subspace of simple functions in L p(X, µ)
is dense in L p(X, µ). The reason is that the closure of this vector subspace
has to be a vector subspace and that all nonnegative functions in L p(X, µ) are
approximablebynonnegative simple functions in L p(X, µ). For 1 ≤ p < ∞, this
approximation property is proved in Proposition 9.4a, which is an consequence
of Proposition 5.11 and the Monotone Convergence Theorem. For p = ∞,
monotone convergence is not invoked, but the convergence of the approximations
in Proposition 5.11 is manifestly uniform for bounded measurable functions.
If 1 ≤ p < ∞, then the simple functions in L p(X, µ) are exactly all simple

functions that vanish off some set of finite measure, the set depending on the
function. The space of them is independent of p. For p = ∞ and the case that
µ(X) is infinite, the constant function 1 is a simple function that is in L∞(X, µ)
but is not in the space of all simple functions that vanish off a set of finitemeasure.
Suppose that (Y,B, ∫) is a second σ -finite measure space and that q is an index

with 1 ≤ q ≤ ∞. A linear operator T : L p(X, µ) → Lq(Y, ∫) will be said to be
of type (p, q) or strong type (p, q) if it is bounded, i.e., if kT f kq ≤ Mk f kp for
all f in L p(X, µ) and for some finite constant M independent of f . The least M
for which this inequality holds is called the norm or operator norm of T . We
allow the same terminology if T is defined only on a dense subspace of LP(X, µ)
and if the same estimate holds for all f in that subspace. This usage on the dense
subspace is consistent with the usage on the whole space because of the uniform

1The person in question here is Marcel Riesz, whose name is associated also with convergence
of the partial sums of the Fourier series of an L p function in L p for 1 < p < ∞. The other mentions
of the name “Riesz” in this book, namely in connection with the Rising Sun Lemma of Section VII.1
and various results known as the Riesz Representation Theorem, refer to Frigyes Riesz.
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continuity of T given in Proposition 5.57, the completeness of Lq(Y, ∫) given in
Theorem 9.6, and the extendability of T boundedly to all of L p(X, µ) given in
Proposition 2.47.
We are interested in the situation where we have two such estimates for the

same linear function T . Thus let 1 ≤ p0 ≤ p1 ≤ ∞, and let q0 and q1 be two
indices between 1 and ∞. We want to be able to say that T is of type (p0, q0)
and also type (p1, q1), and we have to make the two versions of T agree on the
common domain. We can formulate matters this way: We suppose that T is a
linear function from L p0(X, µ) ∩ L p1(X, µ) to the vector space of equivalence
classes of measurable functions on Y , two functions being equivalent on Y if
they differ on a set of ∫ measure 0. If p1 < ∞, then the vector subspace
L p0(X, µ) ∩ L p1(X, µ) is dense in L p0(X, µ) and dense in L p1(X, µ) because it
contains the space of simple functions that vanish off a set of finite measure. It
is then meaningful to suppose that T is of type (p0, q0) and also type (p1, q1),
i.e., that T satisfies the estimates kT f kq0 ≤ k f kp0 and kT f kq1 ≤ k f kp1 for f in
L p0(X, µ) ∩ L p1(X, µ).
We can ask about any other pairs (p, q) such that T is automatically of type

(p, q). Proposition 9.4c shows that members of L p(X, µ) are in the sum of
L p0(X, µ) and L p1(X, µ) if p0 ≤ p ≤ p1. The thrust of the Riesz–Thorin
Convexity Theorem is that if a linear operator T is of type (p0, q0) and type
(p1, q1), then T is also of type (p, q) for all pairs (p, q) such that

° 1
p ,

1
q
¢
lies on

the line segment in the
° 1
p ,

1
q
¢
plane from

° 1
p0 ,

1
q0

¢
to

° 1
p1 ,

1
q1

¢
. The conclusion

gives also some specific information about the norm of T on L p(X, µ).
1/q

(0, 1) (1, 1)

√−−−−−−−− main diagonal p = q

upper
triangle
p ∏ q

√−−−−−−−−−−−−−− “dual diagonal” p−1+q−1 = 1

lower
triangle
p ≤ q

(0, 0) (1, 0)
1/p

FIGURE 9.1. Geometric description of pairs (1/p, 1/q) occurring
in the Riesz–Thorin Convexity Theorem.

Theorem 9.19A (Riesz–Thorin Convexity Theorem). Let (X,A, µ) and
(Y,B, ∫) be σ -finite measure spaces, let 1 ≤ p0 ≤ p1 ≤ ∞ be given, and
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let q0 and q1 be indices between 1 and ∞. Suppose that T is a complex-linear
function with domain L p0(X, µ)∩ L p1(X, µ) taking values in the vector space of
equivalence classes of measurable complex-valued functions on Y , two functions
being equivalent if they differ on a set of ∫ measure 0. Suppose further that T
is of type (p0, q0) with bound Mp0,q0 and type (p1, q1) with bound Mp1,q1 . Then
for 0 ≤ t ≤ 1, T is of type (p, q) if p and q satisfy

1
p

=
1− t
p0

+
t
p1

and
1
q

=
1− t
q0

+
t
q1

.

Moreover, the boundMp,q as an operator of type (p, q) hasMp,q ≤ M1−t
p0,q0M

t
p1,q1 .

REMARKS.
(1) Domain indices in the proof are consistently labeled as p, possibly with

a subscript, and range indices are consistently labeled as q, possibly with a
subscript. See Figure 9.1, in which various pairs (p, q) are plotted in a plane with
coordinates as (p−1, q−1). The theorem says that if T is bounded for two pairs
(p, q), then it is of type (p, q) at all points on the straight line segment between
them in the (p−1, q−1) plane. In other words, the set of points (p−1, q−1) such
that T is of type (p, q) is convex.
(2) Themain diagonal in the figure has p = q, and any corresponding operator

is to carry a space L p(X, µ) to itself. The other diagonal has p−1 + q−1 = 1,
and any corresponding operator carries a space L p(X, µ) to its dual (except that
L∞(X, µ) is to be carried to its predual L1(X, µ)). That is why the figure refers
to this diagonal as the “dual diagonal.”
(3) In practice when µ(X) = ∞, as is the case when X = RN and µ is

Lebesgue measure, we usually have p ≤ q, and the points of interest are in the
lower triangle. Of particular importance are themain diagonal, the parallels below
it, and the part of the dual diagonal that lies in the lower triangle. OnRN , examples
of operators yielding boundedness in these important cases are convolution with
a fixed L1 function (in the case of the main diagonal), convolution with a fixed
function in a class Lr (in the case of a line parallel to the main diagonal), and the
Fourier transform (in the case of the lower half of the dual diagonal). For precise
statements of boundedness in these cases, see the convolution result in Proposition
9.10, Young’s Inequality in Theorem 9.19D, and the Hausdorff–Young Theorem
in Theorem 9.19C.

In order to give the proof of the theorem, we require the lemma below, which
is known as theThree Lines Theorem. The lemma refers to “analytic functions”
and is really a result in elementarycomplex analysis, but in keepingwith thedesign
of this book, we shall prove it using real analysis, avoiding using any results in
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Appendix B that depend on the Cauchy Integral Theorem and its consequences.
The corresponding argument via complex analysis will appear in a footnote.
A complex-valued function f on a connected open subset U of C is said to

be analytic if f has a complex derivative at each point of U . The definition of
“complex derivative” to use is the usual one for functions of real variables, except
that the domain and range are now allowed to be complex. Alternatively one can
write f in terms of its real and imaginary parts as f (z) = u(x, y) + iv(x, y) and
require the function

≥
x
y

¥
7→

≥
u(x,y)
v(x,y)

¥
to be differentiable in the sense of Chapter

III in such a way that the Jacobian matrix of the derivative represents a complex
number, i.e., has the form

≥
a −b
b a

¥
. This condition on the Jacobian matrix is the

same as the condition that u and v satisfy the Cauchy–Riemann equations:

@u
@x

=
@v

@y
and

@u
@y

= −
@v

@x
.

Such a function f is actually C∞ on U . This fact is not so easy to prove in
general, but it will be evident for the particular functions that enter the proof of
the Three Lines Theorem. Thus we omit the argument.
By the usual proofs given in calculus, analytic functions are closed under

addition, subtraction, multiplication, and division, provided division by 0 is not
involved. Then we see from the Cauchy–Riemann equations that

@2u
@x2

=
@

@x

≥@v

@y

¥
=

@

@y

≥@v

@x

¥
=

@

@y

≥
−

@u
@y

¥
= −

@2u
@y2

,

i.e., that u is harmonic in the sense of satisfying Laplace’s equation

@2u
@x2

+
@2u
@y2

= 0.

Similarly v is harmonic, and hence the complex-valued function f = u + iv is
harmonic.
Although our lemma will be stated in terms of complex analysis, it will make

use of amaximum principle in real analysis, namely that for a complex-valued
harmonic function f (z) on a connected open subsetU ofC, | f (z)| cannot attain a
maximum onU unless f is constant. We give a conversational proof. Harmonic
functionswere treated in Problem14 at the end of Chapter III and Problems 10–12
at the end of Chapter IV, and we make use of the results of those problems. The
idea is to show that the set where | f (z)| attains its maximum is open and closed in
U . SinceU is connected, the set either must then be empty or be all ofU . The set
where | f (z)| attains its maximum is certainly closed, since f is continuous, and
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we have to show that the set is a neighborhood of each of its points. If | f | attains
a maximum, we may assume without loss of generality that it does so at z = 0.
The mentioned problems in Chapters III and IV show that f has an expansion
f (reiθ ) =

P∞
n=−∞ cnr |n|einθ valid for r ∏ 0 sufficiently close to 0. On every

sufficiently small circle r = r0 about 0, term-by-term integration shows that the
function f has 1

2π
R π

−π f (r0eiθ ) dθ = c0, i.e., its average value equals its value at
0, where | f | attains its maximum. Hence f is constant on all such circles, and 0
is an interior point of the set where | f | attains the value |c0|. This completes the
argument and establishes the maximum principle.2
Armed with the maximum principle for analytic functions on connected open

subsets of C, we can prove the Three Lines Theorem.

Lemma 9.19B (Three Lines Theorem). Let 8 be analytic on an open subset
of C containing the closed vertical strip 0 ≤ Re(z) ≤ 1, and suppose that |8(z)|
is bounded in the strip. Define Mt = sup−∞<y<∞ |8(t + iy)| for 0 ≤ t ≤ 1.
Then

Mt ≤ M1−t
0 Mt

1

for all y.

REMARK. In other words, logMt ≤ (1 − t) logM0 + t logM1. Scaling the
domain, we see that this kind of inequality must persist for any three t values
between 0 and 1. Briefly the conclusion is that logMt is convex as a function
of t .

PROOF. First we handle the special case that M0 = M1 = 1. We are to prove
thatMt ≤ 1. It is enough to prove that |8(t)| ≤ 1 since the case of8(t+ iy0) can
be handled by considering a vertical translate of8. Since8(z) is by assumption
bounded in the strip, we can write |8(z)| ≤ A for some constant A. For each
n ∏ 1, define 8n(z) = ez2/n8(z). This is analytic on the same open subset as
for 8, and it has

|8n(z)| ≤ |8(z)||ez
2/n| ≤ Ae(x2−y2)/n ≤ Ae(1−y2)/n.

since z = x+ iy has 0 ≤ x ≤ 1. Fix n. By taking y large enough, we can arrange
that Ae(1−y2)/n ≤ 1. Thus on a suitably large vertical rectangle with 0 ≤ x ≤ 1
and y symmetric about 0, |8n(z)| is bounded by 1 on the top and bottom, and it
has

|8n(z)| ≤ |8(z)|e(x2−y2)/n ≤ ex
2/n ≤ e1/n

2If elementary complex analysis is allowed in the proof of the Three Lines Theorem, then the
previous page can be replaced by the simple remark that theMaximumModulus Theorem (Corollary
B.24) applies to analytic functions f on connected open subsets of C; for such a function, | f (z)|
cannot attain its maximum value unless f is a constant function.
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on the left and right sides. By the maximum principle, |8n(z)| ≤ e1/n in the
interior of the rectangle. In particular, |8n(t)| ≤ e1/n for real t satisfying 0 ≤
t ≤ 1. That is, et2/n|8(t)| ≤ e1/n . Letting n tend to infinity, we conclude that
|8(t)| ≤ 1 for 0 ≤ t ≤ 1. This completes the discussion of the special case.
The case that M0 = 0 or M1 = 0 requires separate comment. In this case,

8(z) vanishes on an entire vertical line. An analytic function on a connected open
set cannot vanish on a vertical line without vanishing identically,3 and hence the
lemma is valid if M0 = 0 or M1 = 0.
For the general case with M0 and M1 nonzero, we modify our given analytic

function 8 by defining 80(z) = 8(z)Mz−1
0 M−z

1 . The function 80 is bounded
on the vertical strip and has

|80(iy)| = |8(iy)||Miy−1
0 ||M−iy

1 | ≤ M0M−1
0 M0

1 = 1

and

|80(1+ iy)| = |8(1+ iy)||Miy
0 ||M−1−iy

1 | ≤ M1M0
0M

−1
1 = 1.

The special case applies and shows that |80(t)| ≤ 1. Therefore |8(t)| ≤
M1−t
0 Mt

1. §

PROOF OF THEOREM 9.19A. Let M0 = Mp0,q0 and M1 = Mp1,q1 . We may
assume that 0 < t < 1. Let f 6= 0 be simple on X with k f kp ≤ 1, and write
f =

P
m am IEm uniquely with the sets Em disjoint and the complex numbers am

distinct and nonzero. By Proposition 9.8 and the denseness of simple functions,

kT f kq = sup
g simple,
kgkq0≤1

Ø
ØR
Y (T f )g d∫

Ø
Ø, (∗)

where q 0 is the dual index to q defined by q−1 + q 0−1 = 1. Fix g simple with
kgkq 0 ≤ 1, and write g =

P
n bn IFn uniquely with the sets Fn disjoint and the

complex numbers bn distinct and nonzero. We shall prove that
Ø
Ø R

Y (T f )g d∫
Ø
Ø ≤ M1−t

0 Mt
1. (∗∗)

For complex z, define

α(z) =
1− z
p0

+
z
p1

and β(z) =
1− z
q0

+
z
q1

.

3It is possible to come to this conclusion as a consequence of properties of harmonic functions
in the mentioned problems in Chapters III and IV, but we shall not bother to do so.
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Put
α = α(t) = p−1 and β = β(t) = q−1.

Observe that 1− β = 1− q−1 = q 0−1. The cases that α = 0, i.e., that p = ∞,
and that 1− β = 0, i.e., that q 0 = ∞, require special treatment and are deferred
to the end of the proof. In the remaining cases, We define

fz = | f |
α(z)
α

f
| f |

and gz = |g|
1−β(z)
1−β g

|g|
.

Here fz(x) is understood to be 0 whenever f (x) = 0, and gz(y) is understood to
be 0 whenever g(y) = 0. Observe that ft = f and gt = g.
For each complex z, the functions fz and gz defined above are simple functions

on X and Y given by

fz =
P

m
|am |

α(z)
α
am
|am |

IEm and gz =
P

n
|bn|

1−β(z)
1−β bn

|bn|
IFn .

The operations on the coefficients make sense because am 6= 0 and bn 6= 0 for all
m and n. Let

8(z) =
R
Y (T fz)gz d∫ =

P

m,n
|am |

α(z)
α |bn|

1−β(z)
1−β am

|am |
bn
|bn |

R
Y (T IEm )IFn d∫.

The expansion on the right shows that 8(z) is analytic for all complex z. There
are only finitely many terms, and each term is unaffected in absolute value by
changing the imaginary part of z. Therefore 8(z) is bounded for 0 ≤ Re z ≤ 1.
Moreover,

8(t) =
R
Y (T f )g d∫

because ft = f and gt = g.
Let us see that

|8(iy)| ≤ M0 = Mp0,q0 and |8(1+ iy))| ≤ M1 = Mp1,q1 . (†)

For the first inequality we have

|8(iy)| =
Ø
Ø R

Y (T fiy)giy d∫
Ø
Ø ≤

∞
∞T fiy

∞
∞
q0

∞
∞giy

∞
∞
q 0
0
≤ M0k fiykp0kgiykq 0

0
. (††)

Now
α(iy)p0

α
= p

≥
(1− iy) +

iyp0
p1

¥
, and hence

| fiy|p0 =
Ø
Ø| f |

α(iy)p0
α

Ø
Ø = | f |p.
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So k fiykp0 =
° R

X | f |p dµ
¢1/p0 = k f kp/p0p , and this is ≤ 1 since k f kp ≤ 1.

Also 1−β(iy0)
1−β

= q 0(1 − β(iy0)) = q 0
°
1 − 1−iy0

q0 − iy0
q1 ) = q 0

° 1
q 0
0

+ iy0
q0 − iy0

q1

¢
,

and hence
|giy|q

0
0 =

Ø
Ø|g|

(1−β(iy))q0
0

1−β

Ø
Ø = |g|q

0
.

So kgiykq 0
0
=

° R
Y |g|q 0 d∫

¢1/q 0
0 = kgkq

0/q 0
0

q 0 , and this is ≤ 1 since kgkq 0 ≤ 1.
The first inequality in (†) follows from (††) and the estimates k fiykp0 ≤ 1 and

kgiykq 0
0
≤ 1 that we have just established. The second inequality in (†) is proved

similarly.
Applying Lemma 9.19B and using (†) and the boundedness of 8(z) for 0 ≤

Re z ≤ 1, we conclude that |8(t)| ≤ M1−t
0 Mt

1. This is inequality (∗∗), which
we trying to prove. Taking the supremum over all g simple with kgkq 0 ≤ 1 and
applying (∗), we find that kT f kq ≤ M1−t

0 Mt
1. Here f is nonzero simple with

k f kp ≤ 1.
We conclude that T satisfies the inequality

kT f kq ≤ M1−t
0 Mt

1k f kp (‡)

for all simple f in L p(X, µ). This is the boundedness estimate required by the
theorem, except that we have proved it only for simple functions f in L p(X, µ),
whereas the theorem is asserting this estimate for all f in L p0(X, µ)∩L p1(X, µ).
The fact that T was given as well defined on L p0(X, µ) ∩ L p1(X, µ) implies

that T iswell definedon the set of sumsofmembers of L p0(X, µ)+L p1(X, µ), the
definition being that T f = T fp0 + T fp1 whenever f ∈ L p(X, µ) is decomposed
as a sum f = fp0 + fp1 in L p0(X, µ) + L p1(X, µ). The space L p(X, µ) is
contained in this space of sums,4 and thus we were already given a definition of
T on L p(X, µ).
Inequality (‡) and Proposition 2.47 give us a second definition of T on

L p(X, µ), namely as the continuous extension of T to L p(X, µ) from the sub-
space of simple functions in L p(X, µ), and we have to check that the two defini-
tions of T on L p(X, µ) coincide. For this purpose let f be given in L p(X, µ). The
function f is a linear combinationof four functions∏ 0. For eachone, Proposition
5.11 gives us a sequence of simple functions increasing monotonically to the
function∏ 0, and monotone convergence shows that the convergence takes place
simultaneously in L p0 , L p, and L p1 . The linear combination of the sequences
of simple functions is therefore a sequence of simple functions {sn} converging
to f simultaneously in L p0 , L p, and L p1 . On L p0(X, µ) and L p1(X, µ), T was
given as continuous, and thus T f = lim T sn in Lq0(Y, ∫) and Lq1(Y, ∫). Using

4Under the identification of its members with genuine functions rather than functions modulo
sets of measure 0.
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Theorem 9.6, we can pass to a subsequence, which we still call {sn}, that is
convergent almost everywhere to T f in Lq0(Y, ∫) and Lq1(Y, ∫). This version of
T f is the result of the operation of T on L p0(X, µ) + L p1(X, µ).
The second version of T f is the one obtained by using (‡) and the resulting

continuity on L p(X, µ). For it we have T f = lim T sn in L p(X, µ). Again
we can pass to a subsequence by Theorem 9.6 and obtain T f as a limit almost
everywhere. The two almost-everywhere limits must be equal, and thus the two
definitions of T f coincide.
To complete the proof, we must handle the deferred cases that α = 0 or that

1 − β = 0, or both. If α = 0, then p = ∞. The fact that 0 < t < 1 forces
p0 = p1 = ∞. For this situation we define fz = f for all z instead of using the
earlier definition fz =

P

m
|am |

α(z)
α am

|am | IEm . If 1− β = 0, then q 0 = ∞ and q = 1.

The fact that 0 < t < 1 forces q0 = q1 = 1. For this situation we define gz = g

for all z instead of using the earlier definition gz =
P

n
|bn|

1−β(z)
1−β bn

|bn | IFn . Again we

let8(z) =
R
Y (T fz)gz d∫, and the earlier argument that (‡) holds for f simple in

L p(X, µ) goes through. Arguing as earlier, we find that (‡) holds for general f
in L p(X, µ), and the proof is complete. §

Now that we have the the Riesz–Thorin Convexity Theorem in hand, we shall
obtain two consequences—the Hausdorff–Young Theorem and Young’s inequal-
ity. For the Hausdorff–Young Theorem our theory is to be applied with T equal
to the Euclidean Fourier transform.

Corollary 9.19C (Hausdorff–Young Theorem). If 1 ≤ p ≤ 2 and if p0 is
the dual index, then the Euclidean Fourier transform F, whose definition on
L1(RN , dx) ∩ L2(RN , dx) makes it well defined on L1(RN , dx) + L2(RN , dx)
and hence on the subspace L p(RN , dx), satisfies

kF( f )kp0 ≤ k f kp

for all f in L p(RN , dx).

PROOF. The linear operator T in the Hausdorff–Young Theorem is the Fourier
transformF, and the instances of the theorem that we know from earlier are when
(p, p0) equals (1,∞) or (2, 2). The numerology that allows the Riesz–Thorin
Convexity Theorem (Theorem 9.19A) to apply is that

1
p

=
1− t
1

+
t
2

and
1
p0

=
1− t
∞

+
t
2

for the same t . Corollary 9.19C follows immediately. §
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For Young’s inequality our theory is to be applied with T equal to the convo-
lution operator g 7→ f ∗ g with f fixed in L p(RN , dx).

Corollary 9.19D (Young’s inequality). Let p, q, and r be three indices ∏ 1
and ≤ ∞ such that 1r = 1

p + 1
q − 1. Then convolution f ∗ g is well defined for

f in L p(RN , dx) and g in Lq(RN , dx), and it satisfies

k f ∗ gkr ≤ k f kpkgkq .

PROOF. The linear operator T in Young’s inequality is the convolution operator
g 7→ f ∗ g with f fixed in L p(RN , dx). The instances of the inequality that we
know from earlier are when (q, r) equals (1, p) or (p0,∞). The numerology that
allows the Riesz–Thorin Convexity Theorem (Theorem 9.19A) to apply is that

1
q

=
1− t
1

+
t
p0

and
1
r

=
1− t
p

+
t
∞

for the same t . Corollary 9.19D follows immediately. §

REMARK. It is instructive to consider how the pairs (q, r) for fixed p appear
in the (1/q, 1/r) plane. Subtraction of the two displayed equations in the above
proof gives 1q − 1

r = 1− 1
p , and thus the set is the intersection of the lower triangle

with a line parallel to the main diagonal.

7. Marcinkiewicz Interpolation Theorem

A second class of results concerning linear operators between L p spaces is
built around the the Marcinkiewicz Interpolation Theorem. This result actually
applies to a somewhat wider class of operators than linear operators, and the
extra generality is important. To fix the notation, let (X,A, µ) and (Y,B, ∫)
be σ -finite measure spaces, and let T be a function from a vector subspace
of measurable functions on X , modulo sets5 of µ measure 0, into measurable
functions on Y , modulo sets of ∫ measure 0. We say that T is a sublinear
operator if |T ( f + g)| ≤ |T ( f )| + |T (g)| for all f and g in the domain of T .
The two examples of T to keep in mind are the sublinear operator f 7→ f ∗ in

RN of passing to the Hardy–Littlewoodmaximal function, as in SectionVI.6, and
the linear operator f 7→ H1 f inR1 of forming a certain approximation H1 to the
Hilbert transform, as in Section VIII.7. More specifically the Hardy–Littlewood
maximal function of a locally integrable function f on RN is defined as

f ∗(x) = sup
0<r<∞

m(Br )−1
Z

Br
| f (x − y)| dy, where Br = B(r; 0) in RN ,

5This condition means that the domain of T is to be regarded as a vector subspace of measurable
functions, except that two functions are identified if they differ only on a set of measure 0.
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and the sublinear operator T is T f = f ∗. The approximation H1 to the Hilbert
transform is defined for f in L1 + L2 by

H1 f (x) = h1 ∗ f (x) =
1
π

Z

|t |∏1

f (x − t)
t

dt

as the convolution with a fixed L2 function.
Let 1 ≤ p, q ≤ ∞. We generalize the notion of boundedness of a linear

operator between L p(X, µ) and Lq(Y, ∫) so that we can work with sublinear
operators as well as linear ones. A sublinear operator T is said to be of type
(p, q) or strong type (p, q) if kT f kq ≤ Mk f kp with M finite and independent
of f . The least M for which this inequality holds is called the norm or operator
norm of T . If q < ∞, then Chebyshev’s inequality from Section VI.10 gives

∫
°©
y ∈ Y

Ø
Ø |T f (y)| > ξ

™
≤

R
Y |T f |q d∫

ξq
,

and for any M such that kT f kq ≤ Mk f kp for all f , it follows that

∫
°©
y ∈ Y

Ø
Ø |T f (y)| > ξ

™
≤

µMk f kp
ξ

∂q

.

If q < ∞, a sublinear operator T is said to be ofweak type (p, q) if it satisfies

∫
°©
y ∈ Y

Ø
Ø |T f (y)| > ξ

™
≤

µMk f kp
ξ

∂q

for someM . In this case the least suchM is called theweak-type norm of T . We
already encountered the definition of weak type (1, 1) in Section VI.6. If q = ∞,
the convention is that weak type (p,∞) is the same as strong type (p,∞).
Consider our two examples. The operation T ( f ) = f ∗ of passing to the

Hardy–Littlewood maximal function in RN is of weak type (1, 1) by the Hardy–
Littlewood Maximal Theorem (Theorem 6.38), and the evident inequality

∞
∞
∞ sup
0<r<∞

m(Br )−1
Z

Br
| f (x − y)| dy

∞
∞
∞

∞
≤ k f k∞

shows that f 7→ f ∗ is of type (∞,∞) as well. The linear operator T ( f ) = H1 f
of passing to the approximation H1 to the Hilbert transform inR1 is of weak type
(1, 1) and type (2, 2) by Theorem 8.25.
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We include below a statement of the Marcinkiewicz Interpolation Theorem in
general and the proof in a special case of exceptional interest. TheMarcinkiewicz
theorem imposes some restrictions on the pairs (p1, q1) and (p2, q2) that are not
needed in the Riesz–Thorin Convexity Theorem, but situations that do not satisfy
these restrictions are of comparatively little interest in applications. In any event,
in the situations where the Marcinkiewicz theorem applies, it is only the specific
information about the operator bound in the Riesz–Thorin theorem that does not
come out of the real-analysis proof of the Marcinkiewicz theorem.

Theorem 9.20 (Marcinkiewicz Interpolation Theorem). Let (X,A, µ) and
(Y,B, ∫) be σ -finite measure spaces, and let (p1, q1) and (p2, q2) be two pairs of
indices between 1 and∞. Suppose that 1 ≤ p1 ≤ q1 ≤ ∞, 1 ≤ p2 ≤ q2 ≤ ∞,
and p1 6= p2. Let T be a sublinear operator from L p1(X, µ) + L p2(X, µ) to the
space of measurable functions on Y modulo sets of ∫ measure 0, and suppose
that T is of weak types (p1, q1) and (p2, q2) with respective weak-type norms
M1 and M2. Fix t with 0 < t < 1, and define (p, q) by

1
p

=
1− t
p1

+
t
p2

and
1
q

=
1− t
q1

+
t
q2

.

Then T is of strong type (p, q) with

kT f kq ≤ Ck f kp for all f ∈ L p(X, µ),

with the constant C depending only on t,M1,M2, p1, q1, p2, q2 and with C
bounded as a function of t as long as t is bounded away from 0 and 1.

Before discussing the proof, let us apply the theorem to the two examples
mentioned at the beginning of the section, the Hardy–Littlewood maximal func-
tion and the approximation H1 to the Hilbert transform. Then let us draw some
consequences of these applications. As was said before the statement of Theorem
9.20, the sublinear operator f 7→ f ∗ is of weak type (1, 1) and strong type (2, 2).
The theorem immediately gives the following corollary.

Corollary 9.21. If 1 < p ≤ ∞, then there exists a constant Ap such that the
Hardy–Littlewood maximal function satisfies

k f ∗kp ≤ Apk f kp

for all f in L p(RN ).
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The case of this result in one dimension implies something in N dimensions
that we have not obtained earlier. If f is locally integrable on RN , one says that
strong differentiation holds for f at x if

lim
diam(R)→0,

R=geometric rectangle
centered at x

1
m(R)

Z

R
f (y) dy = f (x).

A consequence of Corollary 9.21 is that strong differentiation holds almost ev-
erywhere for each f in L p(RN , dx) for p > 1. The proof is outlined in Problems
13–15 at the end of the chapter. By contrast, it is known that there are functions
in L1(RN , dx) for which strong differentiation fails everywhere.
In the second example the operator H1 that approximates the Hilbert transform

is of weak type (1, 1) and strong type (2, 2), and Theorem 9.20 allows us to
conclude that it is of strong type (p, p) for 1 < p ≤ 2. But we can do better.
The operator H1 is convolution by the function h1 with h1(x) = 1/(πx) for
|x | ∏ 1 and h1(x) = 0 for |x | < 1. The function h1 is in L p for all p > 1,
and Proposition 9.10f shows that h1 ∗ f is well defined as a bounded continuous
function whenever f is in some Lq with 1 ≤ q < ∞. Thus H1 is defined on
all L p classes for 1 < p < ∞, and a general result that we prove below as
Lemma 9.22 shows that an inequality kH1 f kp ≤ Apk f kp for all f in L p implies
kH1gkp0 ≤ Apkgkp0 for all g in L p0 , provided p0 is the dual index to p and
1 < p < ∞. Thus the boundedness result for H1 on L p extends to 1 < p < ∞.
Next, we define the dilate hε in the usual way by hε(x) = ε−1h1(x), and we

put Hε f = hε ∗ f . In Theorem 9.23 below we shall see for every ε > 0 that
kHε f kp ≤ Apk f kp with the same constant Ap. In addition, we shall see that we
can let ε decrease to 0 and obtain the Hilbert transform H as a well-defined linear
operator on all L p classes for 1 < p < ∞; the estimate is kH f kp ≤ Apk f kp,
again for the same Ap. Problems 20–22 at the end of the chapter indicate how
to use this boundedness to prove that the Fourier series of any L p function on
[−π, π] converges to the function in L p if 1 < p < ∞; this is the convergence
result ofM.Riesz thatwasmentioned in a footnote near the beginningof Section6.

Lemma 9.22. Fix p with 1 < p < ∞, let p0 be the dual index, and suppose
that h is in L p(RN )∩ L p0

(RN ). If kh ∗ f kp ≤ Apk f kp for all f in L p(RN ), then
kh ∗ gkp0 ≤ Apkgkp0 for all g in L p0 .

REMARKS. Since h is in L p0 , h ∗ f is in L∞ when f is in L p. Thus h ∗ f is
well defined, and it is meaningful to say that h ∗ f is actually in L p. When h ∗ f
is in L p, the integral

R
(h ∗ f )g dx is well defined for g in L p0 . A little care is

required in working with this integral in the proof because
R
(|h| ∗ f )g dx need

not be well defined and Fubini’s Theorem may not directly applicable.
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PROOF. For any function F on RN , define F#(x) = F(−x) and observe that
kF#kr = kFkr for 1 ≤ r ≤ ∞. If g is an integrable simple function, then
(h# ∗g)(x) =

R
h(y− x)g(y) dy =

R
h(−y− x)g#(y) dy = (h ∗g#)(−x). Thus

this g and an integrable simple function f together satisfy
R
(h ∗ f #)(x)g(x) dx =

RR
h(x − y) f (−y)g(x) dy dx

=
RR

h(x + y) f (y)g(x) dy dx
R
(h ∗ g#)(y) f (y) dy =

R
(h# ∗ g)(−y) f (y) dyand

=
RR

h#(−y − x)g(x) f (y) dx dy
=

RR
h(x + y)g(x) f (y) dx dy.

Because f and g are in every Lr class, the right sides of these two displays are
finite when absolute value signs are inserted in the integrands. Thus Fubini’s
Theorem applies and shows that the two right sides are equal. Combining this
fact with Hölder’s inequality and the hypothesis about h, we obtain
Ø
Ø R (h ∗ g#)(y) f (y) dy

Ø
Ø =

Ø
Ø R (h ∗ f #)(x)g(x) dx

Ø
Ø

≤ kh ∗ f #kpkgkp0 ≤ Apk f #kpkgkp0 = Apk f kpkgkp0

whenever f and g are integrable simple functions. If a general f0 in L p is given,
wecanfinda sequence fn of integrable simple functions such thatk fn− f0kp → 0,
and we apply this inequality to each fn . Then the left side of the inequality tends
to

Ø
Ø R (h ∗ g#)(y) f0(y) dy

Ø
Ø, and the right side tends to Apk f0kpkgkp0 . Taking the

supremum over all f0 with k f0kp ≤ 1 and applying Proposition 9.8, we find that
kh ∗ g#kp0 ≤ Apkgkp0 = Apkg#kp0 . In other words,

kh ∗ gnkp0 ≤ Apkgnkp0

for every integrable simple function gn . For a general g in L p0 , choose a sequence
of integrable simple functions gn with kgn−gkp0 → 0. Since h is in L p, it follows
from Proposition 9.10f that h ∗ gn converges to h ∗ g uniformly. On the other
hand, the inequality kh ∗ (gm − gn)kp0 ≤ Apkgm − gnkp0 shows that {h ∗ gn} is
Cauchy in L p0 . By Theorem 5.58, {h ∗ gn} converges to some function in L p0 and
has an almost-everywhere convergent subsequence to this function. Since h ∗ gn
converges uniformly to h ∗ g, we conclude that h ∗ gn converges to h ∗ g in L p0 .
Therefore kh ∗ gkp0 ≤ Apkgkp0 , and the proof is complete. §

Again let h1 be the function on R1 equal to 1/(πx) for |x | ∏ 1 and equal
to 0 for |x | < 1. This is in Lr (R1) for every r > 1. Our operator giving an
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approximation to the Hilbert transform is H1 f = h1 ∗ f . Using our results from
ChapterVIII alongwith theMarcinkiewicz InterpolationTheorem,we saw earlier
in this section that H1 satisfies kH1 f kp ≤ Apk f kp for 1 < p ≤ 2 and all f in
L p(R1). Lemma 9.22 shows that this inequality remains valid for 1 < p < ∞.
From this result we can extend the Hilbert transform to L p(R1) for all p with
1 < p < ∞, as follows.

Theorem 9.23. Let 1 < p < ∞, let

hε(x) = ε−1h1(ε−1x) =

Ω 1/(πx) for |x | ∏ ε,

0 for |x | < ε,

and define Hε f = hε ∗ f for f in L p and ε > 0. Then
(a) there exists a constant Ap independent of ε such that kHε f kp ≤ Apk f kp

for all f in L p,
(b) the limit

H f (x) = lim
ε↓0

1
π

Z

|t |∏ε

f (x − t) dt
t

exists in L p for every f in L p,
(c) the operator H satisfies kH f kp ≤ Apk f kp for every f in L p.

PROOF. Convolution with hε is well defined on L p because hε is in L p0 , p0

being the dual index for p. The three computations

Hε f (x) = ( f ∗ hε)(x) =
R
f (x − y)ε−1h1(ε−1y) dy =

R
f (x − εy)h1(y) dy

=
R

ε−1 fε−1(ε−1x − y)h1(y) dy = ε−1(H1 fε−1)(ε−1x),

R
|(Hε f )(x)|p dx = ε−p R

|(H1 fε−1)(ε−1x)|p dx = ε1−p R
|(H1 fε−1)(x)|p dx,

R
|gε−1(x)|p dx = ε p

R
|g(εx)|p dx = ε−1+p R

|g(x)|p dxand

allow us to write

kHε f kpp = ε1−pkH1 fε−1kpp ≤ Ap
p ε1−pk fε−1kpp = Ap

pk f k
p
p .

This proves (a), the constant Ap being any constant that works for H1.
In Lemma 9.24 below we show by a direct computation that (b) holds for the

dense subset ofC1 functions f of compact support. Let us deduce (b) for general
f in L p from this fact and (a). In fact, if we are given f , we choose a sequence
fn in this dense set with fn → f in L p. Then

kHε f − Hε0 f kp ≤ kHε( f − fn)kp + kHε fn − Hε0 fnkp + kHε0( fn − f )kp
≤ Apk fn − f kp + kHε fn − Hε0 fnkp + Apk fn − f kp.
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Choose n to make the first and third terms small on the right, and then choose ε
and ε0 sufficiently close to 0 so that the second term on the right is small. The
result is that Hεn f is Cauchy in L p along any sequence εn tending to 0. This
proves (b), apart from the direct computation for the dense subset.
In (b), we proved that Hε f → H f in L p. Then (a) gives kH f kp =

limε↓0 kHε f kp ≤ lim supε↓0 Apk f kp = Apk f kp. This proves (c) and completes
the proof of Theorem 9.23 except for the following lemma. §

Lemma 9.24. If f is a C1 function of compact support on R1, then

lim
ε↓0

1
π

Z

|t |∏ε

f (x − t) dt
t

exists uniformly and in L p for every p > 1.

PROOF. Let k · k denote the supremum norm or the L p norm. By the Cauchy
criterion it is enough to show that

∞
∞ R

ε1≤|t |≤ε2

f (x−t) dt
t

∞
∞

tends to 0 for the above interpretations of k · k as ε1 and ε2 tend to 0. Since
| f 0(u)| ≤ M , use of the Mean Value Theorem on Re f and Im f shows that
| f (x− t)− f (x)| ≤ 2M|t |. Suppose that 0 < ε1 ≤ ε2 ≤ 1. If E is a compact set
containing the sum of any member of the support of f and any x with |x | ≤ 1,
then it follows that

∞
∞ R

ε1≤|t |≤ε2

f (x−t) dt
t

∞
∞ =

∞
∞ R

ε1≤|t |≤ε2

[ f (x−t)− f (x)] dt
t

∞
∞

≤
R
ε1≤|t |≤ε2

k f (x−t)− f (x)kx dt
|t |

≤
R
ε1≤|t |≤ε2

2M|t |kIEk dt
|t |

= 4MkIEk(ε2 − ε1).

The right side tends to 0 as ε1 and ε2 tend to 0, and the proof of the lemma is
complete. §

Having now completely proved Theorem 9.23, let us return to a discussion of
the proof of theMarcinkiewicz theorem, Theorem9.20. The proof is considerably
simplified by assuming that q1 = p1 and q2 = p2, which happens to be the special
case of most interest to us, and we shall give a proof only under this additional
hypothesis.6 The idea in the special case will be to estimate integrals of powers

6A proof in the general case may be found in Appendix B of Stein’s Singular Integrals and
Differentiability Properties of Functions.
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of functions by using Proposition 6.56b to reduce the estimates to facts about
distribution functions.
The proof in general has the sameflavor as the argumentwe give, but it involves

also a subtler decomposition of f into two parts, a nonobvious application of
Hölder’s inequality, and a clever use of Proposition 9.8.

PROOF OF THEOREM 9.20 WHEN p1 = q1 < p2 = q2. We divide matters into
two cases, the first when p2 < ∞ and the second when p2 = ∞.
We begin with the case with p2 < ∞. Let

∏(ξ) = ∏T f (ξ) = ∫
°©
y
Ø
Ø |T f (y)| > ξ

™

be the distribution function of T f as in Section VI.10. Proposition 6.56b shows
that

kT f kpp = p
R ∞
0 ξ p−1∏(ξ) dξ = 2p p

R ∞
0 ξ p−1∏(2ξ) dξ. (∗)

With ξ > 0 fixed, we shall estimate ∏(2ξ). We decompose f as f = f1 + f2
with

f1(x) =

Ω f (x) if | f (x)| > ξ

0 otherwise

æ
and f2(x) =

Ω f (x) if | f (x)| ≤ ξ

0 otherwise

æ
.

Just as in the proof of Proposition 9.4c, f1 is in L p1(X, µ) and f2 is in L p2(X, µ).
Because f = f1 + f2, sublinearity of T gives |T f | ≤ |T f1| + |T f2|. If ∏1 and
∏2 are the distribution functions of T f1 and T f2 and if α > 0 is given, then

∏(2α) ≤ ∏1(α) + ∏2(α)

because |T f | can be > 2α only if at least one of |T f1| and |T f2| is > α. For
every α > 0, the assumption that T is of weak types (p1, p1) and (p2, p2) gives
us

∏1(α) ≤

µM1k f1kp1
α

∂p1
and ∏2(α) ≤

µM2k f2kp2
α

∂p2
.

For α = ξ , we therefore obtain

∏(2ξ) ≤ ∏1(ξ) + ∏2(ξ) ≤ Mp1
1 ξ−p1

R
X | f1|p1 dµ + Mp2

2 ξ−p2
R
X | f2|p2 dµ

= Mp1
1 ξ−p1

R
{| f |>ξ} | f |p1 dµ + Mp2

2 ξ−p2
R
{| f |≤ξ} | f |p2 dµ. (∗∗)

With the estimate for∏(2ξ) in hand, we can now let ξ vary and estimate kT f kpp .
From (∗) and (∗∗) we obtain kT f kpp ≤ I1 + I2, where

I1 = 2p pM p1
1

R ∞
0 ξ p−p1−1

R
{| f (x)|>ξ} | f (x)|p1 dµ(x) dξ

I2 = 2p pM p2
2

R ∞
0 ξ p−p2−1

R
{| f (x)|≤ξ} | f (x)|p2 dµ(x) dξ.and
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Fubini’s Theorem gives

I1 = 2p pM p1
1

R
X | f |p1

£ R | f |
0 ξ p−p1−1 dξ

§
dµ = 2p pM p1

1
p−p1

R
X | f |p dµ.

Similarly
I2 = 2p pM p2

2
p2−p

R
X | f |p dµ,

and thus kT f kpp ≤ C pk f kpp as required.
The remaining case to handle has p2 = ∞. The general line of the argument

is the same as above, but there are small differences. With ξ fixed, the definitions
of f1 and f2 are adjusted to be

f1(x) =

(
f (x) if | f (x)| > ξ/kTk∞,

0 otherwise,

and f2 = f − f1. Then k f2k∞ ≤ ξ
±
kTk∞, kT f2k∞ ≤ ξ , and ∏2(ξ) = 0. Hence

∏(2ξ) ≤ ∏1(ξ) + ∏2(ξ) = ∏1(ξ) ≤ Mp1
1 ξ−p1

R
{| f |>ξ/kTk∞} | f |p1 dµ,

and then the proof can proceed along the lines above. §

8. Problems

1. For a measure space of finite measure, prove that L p ⊆ Lq whenever p ∏ q ∏ 1.
Moreparticularlyprove, for the case that the totalmeasure is 1, thatk f kq ≤ k f kp
whenever p ∏ q ∏ 1.

2. Let p, q, r be real numbers in [1,+∞] with 1
p + 1

q + 1
r = 1. Using the equality

r 0

p + r 0

q = 1 and Hölder’s inequality, prove that
R
X | f gh| dµ ≤ k f kpkgkqkhkr .

3. For a measure space of finite measure, let { fn} be a sequence of measurable
functions convergingpointwise to f . Suppose that 1 ≤ q < p < ∞, and suppose
that the sequence of numbers {k f kp} is bounded. Using Egoroff’s Theorem
(Problem 17, Chapter V) or uniform integrability (Problem 21, Chapter V),
prove that fn → f in Lq .

4. This problem produces an example of a measure space in which two distinct
members of L∞ act as the same linear functional on L1. The measure space
(X,A, µ) has X consisting of a single point p,A = {∅, X}, and µ(X) = +∞.
(a) Show that dim L1(X) = 0 and dim L∞(X) = 1.
(b) Proposition 9.8 assumed σ -finiteness to ensure its conclusion when p = ∞.

Show that the conclusion of Proposition 9.8 fails for p = ∞ in this example.
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5. If f is real-valued and integrable on the measure space (X,A, µ), what are all
the Hahn decompositions for the signed measure ∫(E) =

R
E f dµ?

6. Provide examples of each of the following. Each example can be produced on
one of the following three algebras of subsets of a set X : the finite subsets of
a X and their complements, all subsets of a countable set X , the Borel sets of
X = [0, 1].
(a) An additive set function ∫ on an algebra of sets with |∫(X)| < ∞ but with

supE |∫(E)| = ∞.
(b) A counterexample to the Hahn decomposition if the assumption “σ -algebra”

is relaxed to “algebra” but the other assumptions are left in place.
(c) Afinitemeasure ∫ and a nonσ -finitemeasureµ, both defined on aσ -algebra,

such that ∫ ø µ but ∫ is not given by an integral with respect to µ.

Problems 7–8 concern harmonic functions and the Poisson integral formula for the
unit disk in R2. These matters were the subject of Problems 27–29 at the end of
Chapter I, Problems 14–15 at the end of Chapter III, Problems 10–13 at the end of
Chapter IV, and Problems 18–20 at the end of Chapter VI. Problem 7 updates the
results from Chapter VI so that they apply for 1 ≤ p < ∞, and Problem 8 uses
weak-star convergence to establish a converse result.

7. If 1 ≤ p < ∞ and if f is in L p
°
[−π, π], 1

2π dθ
¢
, prove that the Poisson integral

u(r, θ) of f has the properties that ku(r, · )kp ≤ k f kp for 0 ≤ r < 1 and that
u(r, · ) tends to f in L p in the sense that limr↑1 ku(r, · ) − f kp = 0.

8. Suppose that 1 < p0 ≤ ∞ and that u(r, θ) is a harmonic function on the open
unit disk such that sup0≤r<1 ku(r, · )kp0 is finite. By using Problem 13 at the end
of Chapter IV and taking a weak-star limit of a suitable sequence of functions
u(rn, θ) with {rn} increasing to 1, prove that u(r, θ) is the Poisson integral of a
function in L p0°[−π, π], 1

2π dθ
¢
.

Problems 9–12 concern decomposing any bounded nonnegative additive set function
on an algebra into a completely additive part and a “purelyfinitely additive” part. They
make use of Zorn’s Lemma (Section A9 of Appendix A). A bounded nonnegative
additive set function µ will be called purely finitely additive if there is no nonzero
completely additive set function ∫ such that 0 ≤ ∫(E) ≤ µ(E) for all E .

9. Suppose that µ is an additive set function on the σ -algebra of all subsets of
the integers such that µ has image {0, 1} and µ({n}) = 0 for every integer n.
Prove that µ is purely finitely additive. (Such a µ was constructed by means of
a nontrivial ultrafilter in Problems 39–41 at the end of Chapter V.)

10. Use Zorn’s Lemma to show that any bounded nonnegative additive set function
is the sum of a nonnegative completely additive set function and a purely finitely
additive set function.
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11. Prove that if ∫ is a bounded nonnegative completely additive set function and if
µ is bounded nonnegative and purely finitely additive with 0 ≤ µ(E) ≤ ∫(E)

for all E , then µ = 0.
12. Deduce from the previous problem and the Jordan Decomposition Theorem that

the decomposition of Problem 10 is unique.

Problems 13–15 prove the theorem, for the case of R2, of Jessen–Marcinkiewicz–
Zygmund concerning strong differentiation of integrals of L p functions almost ev-
erywhere when p > 1. Strong differentiation holds at (x, y) for the locally integrable
function f on R2 if

lim
diam(R)→0,

R=geometric rectangle
centered at (x,y)

1
m(R)

Z

R
f (u, v) dv du = f (x, y).

Let f ∗∗ be the associated maximal function, given by

f ∗∗(x, y) = sup
diam(R)→0,

R=geometric rectangle
centered at (x,y)

1
m(R)

Z

R
| f (u, v)| dv du.

13. Let f1(x, y) be the value of the one-dimensional Hardy–Littlewood maximal
function of y 7→ f (x, y), and let f2(x, y) be the value of the one-dimensional
Hardy–Littlewood maximal function of x 7→ f1(x, y). Prove that f ∗∗(x, y) ≤
f2(x, y).

14. Using Corollary 9.21 and the previous problem, prove that k f ∗∗kp ≤ A2pk f kp
if 1 < p ≤ ∞.

15. Conclude that strong differentiation holds almost everywhere for each f in
L p(R2) if 1 < p ≤ ∞.

Problems 16–19 concern the Hilbert transform H defined in Section VIII.7 and
Theorem 9.23. The operator H is defined on L p(R1) for 1 < p < ∞. Recall
the functions hε, Qε, and √ε on R1 satisfying Qε = hε + √ε. Let f be in L p, and
let f ∗ be the Hardy–Littlewood maximal function of f .
16. Prove that there exists a continuous integrable function8 ∏ 0 onR1 of the form

8(x) = 80(|x |), where80 is a decreasing C1 function on [0,∞), such that the
function √ε for ε = 1 satisfies |√1| ≤ 8.

17. Deduce from theprevious problemandCorollary6.42 that supε>0 |(√ε∗ f )(x)| ≤
C f ∗(x). How does it follow that limε↓0(√ε ∗ f )(x) = 0 almost everywhere for
all f in L p, 1 ≤ p ≤ ∞?

18. Prove that Qε ∗ f = Pε ∗ (H f ) for f ∈ L p with 1 < p < ∞, where Pε(x) =
P(x, ε) is the Poisson kernel.
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19. Deduce from the previous two problems that the limit in the equality

H f (x) = lim
ε↓0

1
π

Z

|t |∏ε

f (x − t) dt
t

of Theorem 9.23 may be interpreted as an almost-everywhere limit if f is in
L p(R1) and 1 < p < ∞.

Problems 20–22 prove the theorem of M. Riesz that the partial sums of the Fourier
series of a function in L p([−π, π]) converge to the function in L p if 1 < p < ∞.
Recall from Sections I.10 and VI.7 that if f is integrable on [−π, π], then the nth
partial sum of the Fourier series of f is given by (Sn f )(x) = (Dn ∗ f )(x), where
Dn is the Dirichlet kernel Dn(t) =

sin(n+ 1
2 )t

sin 12 t
and the convolution is taken relative to

1
2π dt .
20. Suppose it can be proved that kSn f kp ≤ Apk f kp for 1 < p < ∞ with Ap

independent of n and f . Prove that Sn f → f in L p for all f in L p, provided
1 < p < ∞.

21. Define En(t) =
2 sin(n+ 1

2 )t
t for 1

2n+1 ≤ |t | ≤ π and En(t) = 0 for |t | < 1
2n+1 .

Then extend En(t) periodically. Show that Dn − En = ϕn is integrable on
[−π, π] with kϕnk1 ≤ C independently of n, and say why it is therefore enough
to prove that the operators Tn with Tn f = En ∗ f satisfy kTn f kp ≤ Bpk f kp for
1 < p < ∞ with Bp independent of n and f .

22. In En(t), write sin(n + 1
2 )t as a linear combination of two exponentials e

ikt ,
rewrite each exponential as e−ik(x−t)eikx , and decompose the operator Tn as the
corresponding sum of two operators. By relating these two operators separately
to the operators Hε in Theorem 9.23, prove that the Tn’s satisfy the desired
estimate kTn f kp ≤ Bpk f kp.

Problems 23–26 develop a kind of function-valued integration known as conditional
expectation in probability theory. They make use of the Radon–Nikodym Theorem
(Theorem 9.16). Let (X,A, µ) be a measure space with µ(X) = 1.
23. If f is integrable and if B is a σ -algebra contained in A, prove that there exists

a function E[ f |B] that
(i) is measurable with respect to B and
(ii) has

R
B f dµ =

R
B E[ f |B] dµ for all B in B.

Show further that E[ f |B] is unique in this sense: any two functions satisfying
(i) and (ii) differ only on a set in B of µ measure 0.

24. Suppose that X is a countable disjoint union of sets Xn in A and that B consists
of all possible unions of the Xn’s. Give an explicit formula for E[ f |B].

25. Show that if B = A, then E[ f |B] = f almost everywhere.
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26. Let B and C be σ -algebras with C ⊆ B ⊆ A. Prove the following:
(a) E[E[ f |B] | C] = E[ f |C] almost everywhere.
(b) If f and g are integrable and everywhere finite, then

E[ f +g | B] = E[ f |B]+ E[g|B]
almost everywhere.

(c) If g is measurable with respect to B and if f and f g are integrable, then
E[ f g | B] = gE[ f |B] almost everywhere.

(d) If f and g are in L2(X,A, µ), then
R
X f E[g|B] dµ =

R
X E[ f |B] g dµ.

Problems 27–33 concern bounded linear operators A : L p(RN , dx) → Lq(RN , dx)
that commute with translations. Recall that the translation operators are defined on
functions on RN by (τx f )(y) = f (y − x) and that the condition of commuting with
translations means that Aτx f = τx A f for all x ∈ RN and all functions in question.

27. Using Theorem 8.14, prove that every bounded linear operator from L2(R1, dx)
to itself commuting with translations and dilations is a linear combination of the
identity and the Hilbert transform. (The dilation δr for r > 0 is defined on a
function f on R1 by (δr f )(x) = f (r−1x).)

28. Suppose that 1 ≤ p < ∞ and 1 ≤ q < ∞. Going over the proof of
Lemma 8.13 and the results in Chapter VI on which it depends, prove that if
A : L p(RN , dx) → Lq(RN , dx) is a bounded linear operator that commutes
with translations, then A commutes with convolution by L1 functions in the
following sense: if f in in L1 and g is in L p, then the members f ∗ Ag and
A( f ∗ g) of Lq are equal.

29. Suppose that 1 < p < ∞, that A is bounded linear from L p to itself, and that A
commutes with translations. Let p0 be the dual index.
(a) Prove the following for every pair of simple functions f and g that vanish

off a set of finite measure:
R

RN (A f )(x)g(−x) dx =
R

RN (Ag)(x) f (−x) dx .
(b) Taking into account that the space of simple functions vanishing off a set

of finite measure is dense in L p0 , prove that A extends to a bounded linear
operator from L p0 to itself commuting with translations and that the norm
of A : L p0

→ L p0 equals the norm of A : L p → L p.
(c) Explain how (b) generalizes in the case of a linear operator bounded from

L p to Lq if also 1 < q < ∞.

30. Let 1 < p ≤ 2, let p0 be the dual index, and let F : L p → L p0 be the Fourier
transform as defined in the Hausdorff–Young Theorem (Corollary 9.19C). Prove
the following generalization of Theorem 8.14: If A is bounded linear from L p
to itself and if A commutes with translations, then there exists an L∞ function
m such that F(A f ) = mF( f ) for all f in L p.
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31. Take for granted the Helly–Bray Theorem, i.e., the statement that if {µn} is
a sequence of finite measures on RN with {µn(RN )} bounded, then there is a
subsequence convergent to some finite measure µ weak-star against Ccom(RN ).
This result was assumed and used previously for Problems 6–12 in Chapter VIII;
it will be proved in something like the stated form in Chapter XI. Carry out the
following steps to prove that each bounded linear A : L1 → L1 commuting
with translations is given by convolution with a finite signed measure on RN ,
convolutionwith a finitemeasure being defined in Problem5 at the end ofChapter
VIII and the notion being extended fromfinitemeasures to finite signedmeasures
by the Jordan decomposition (Theorem 9.14) and linearity:
(a) Let ϕ be a function in Ccom(RN ) with integral 1, and form the approximate

identity {ϕε} as in Theorem 6.20. Show that there is a finite signed
measure ρ on RN such that some sequence {ϕεk } with εk decreasing to
0 has limk

R
RN h(x)(Aϕεk )(x) dx =

R
RN h(x) dρ(x) for all h ∈ Ccom(RN ).

(b) With g ∈ Ccom(RN ) and with g ∗ ρ defined as the function (g ∗ ρ)(x) =R
RN g(x − y) dρ(y), prove that g ∗ ρ is a continuous function.

(c) For any function f on RN , define f #(x) = f (−x). Prove for every h in
Ccom(RN ) that limk(Ah# ∗ ϕεk )(y) = (h# ∗ ρ)(y) for every y ∈ RN .

(d) Conclude that A f = f ∗ρ for all f in L1, hence that A is givenbyconvolution
with a finite signed measure.

32. Suppose that 1 ≤ p < q < ∞. Give an example of a nonzero bounded linear
operator A : L p(RN , dx) → Lq(RN , dx) commuting with translations.

33. Suppose that 1 ≤ q < p < ∞. Prove that there is no nonzero bounded linear
operator A : L p(RN , dx) → Lq(RN , dx) commuting with translations. Carry
out the following steps to do so:
(a) Make use of the fact that Ccom(RN ) is dense in L p to prove that

limh→∞ kτh f + f kp = 21/pk f kp.
(b) Arguing by contradiction, suppose that such an A has norm M > 0. Let f

be arbitrary in L p. Obtain an estimate kτh(A f ) + A f kq ≤ Mkτh f + f kp
for all f ∈ L p, let h tend to infinity, and derive a contradiction.



CHAPTER X

Topological Spaces

Abstract. This chapter extends considerably the framework for discussing convergence, limits, and
continuity that was developed in Chapter II: topological spaces replace metric spaces.
Section 1makes various definitions, including definitions for the terms topology, open set, closed

set, continuous function, base for a topology, separable, and subspace. It introduces two general
kinds of constructions useful in analysis and other fields for forming new topological spaces out of
old ones—weak topologies and quotient topologies. The section gives several examples of each.
Sections 2–3 develop standard facts, mostly elementary, about how certain combinations of

properties of topological spaces imply others. Examples show some limitations to such implications.
Properties that are studied include Hausdorff, regular, normal, dense, compact, locally compact,
Lindelöf, and σ -compact.
Section 4 discusses product topologies on arbitrary product spaces, an example of a weak

topology. The main theorem, the Tychonoff Product Theorem, says that the product of compact
spaces is compact.
Section 5 introduces nets, a generalizationof sequences. Sequences by themselves are inadequate

for detecting convergence in general topological spaces, and nets are a substitute. The use of nets in
many cases provides an easier way of establishing properties of subsets of a topological space than
direct arguments with open and closed sets.
Section 6 elaborates on quotient topologies as introduced in Section 1. Conditions under which

a quotient space is Hausdorff are of particular interest.
Sections 7–8 prove and apply Urysohn’s Lemma, which says that any two disjoint closed sets

in a normal topological space may be separated by a real-valued continuous function. This result
is fundamental to serious uses of topological spaces in analysis. One application is to showing that
every separable Hausdorff regular topology arises from a metric.
Section 9 extends Ascoli’s Theorem and the Stone–Weierstrass Theorem from their settings in

compact metric spaces in Chapter II to the wider setting of compact Hausdorff spaces.

1. Open Sets and Constructions of Topologies

In applications involving metric spaces, we have seen several times that the
explicit form of a metric may not at all be one of objects of interest for the space.
Instead, wemay be interested in the open sets, or in convergence, or in continuity,
or in some other aspect of the space. The same open sets, convergence, and

490
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continuity may come from two different metrics, and we have even encountered
notions of convergence that are not associated with any metric at all. We saw in
Section II.5, for example, that we could associate three different natural-looking
metrics to the product X × Y of two metric spaces, and the three metrics led to
the same open sets, the same convergence of sequences, and the same continuous
functions. On the other hand, the notions in Chapter V of pointwise convergence,
convergence almost everywhere, andweak-star convergencewere definedwithout
reference to a metric, and depending on the details of the situation, there need
not be metrics yielding these notions of convergence. We have brushed against
further, more subtle situations with one or the other of these phenomena—no
special distinguished metric or no metric at all—but there is no need to produce
a complete list. The present chapter introduces and studies an abstract gener-
alization of the notion of a metric space, namely a “topology,” that makes it
unnecessary to have the kind of explicit formula demanded by the definition of
metric space.
The framework for a “topological space” consists of a nonempty set and a

collection of “open sets” satisfying the conditions of Proposition 2.5. Thus let X
be a nonempty set. A set T of subsets of X is called a topology for X if

(i) X and ∅ are in T,
(ii) any union of members of T is a member of T,
(iii) any finite intersection of members of T is a member of T.

The members of T are called open sets, and (X, T ) is called a topological space.
When there is no chance for ambiguity, we may refer to X itself as a topological
space.
Every metric space furnishes an example of a topological space by virtue of

Proposition 2.5; we refer to the topology in question as the metric topology for
the space. Two other examples of general constructions leading to topological
spaces will be given later in this section, and some specific examples of other
kinds will be given in Section 2.
Neighborhoods, open neighborhoods, interior, closed sets, limit points, and

closure may be defined in the same way as in Section II.2. As remarked after
Corollary 2.11, the proofs of certain results relating these notions depended only
on the definitions and the three properties of open sets listed above. These
results are Proposition 2.6 and Corollary 2.7 characterizing interior, Proposition
2.8 giving properties of the family of all closed sets, Proposition 2.9 relating
closed sets to limit points, and Proposition 2.10 and Corollary 2.11 characterizing
closure. Thus we may take all those results as known for general topological
spaces, and it is not necessary to repeat their statements here.
The notion of continuity extends to topological spaces in straightforward

fashion. Specifically the definition of continuity at a point is extracted from
the statement of Proposition 2.13: if X and Y are topological spaces, a function
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X → Y is continuous at a point x ∈ X if for any open neighborhood V of
f (x) in Y , there is a neighborhoodU of x such that f (U) ⊆ V . Then Corollary
2.14 is immediately available, saying that if f : X → Y is continuous at x and
g : Y → Z is continuous at f (x), then the composition g ◦ f is continuous at x .
Proposition 2.15 and its proof are available also, saying that the function

f : X → Y is continuous at every point of X if and only if the inverse image
under f of every open set in Y is open in X , if and only if the inverse image under
f of every closed set in Y is closed in X . We say that f : X → Y is continuous
if these equivalent conditions are satisfied. The function f : X → Y is said to be
a homeomorphism if f is continuous, f is one-one and onto, and f −1 : Y → X
is continuous. The relation “is homeomorphic to” is an equivalence relation.
Now let us come to the two general constructions of topological spaces, known

as “weak topologies” and “quotient topologies.” Both of these have many appli-
cations in real analysis.
The notion of “weak topology” starts from the fact that the intersection of a

nonempty collection of topologies for a set is a topology; this fact is evident from
the very definition. The prototype of a weak topology is the “product topology”
for the product of a nonempty set of topological spaces. In the terminology of
Section A1 of Appendix A, if S is a nonempty set and if Xs is a nonempty set for
each s in S, then the Cartesian product X = ×s∈S Xs is the set of all functions f
from S into

S
s∈S Xs such that f (s) is in Xs for all s ∈ S. Now suppose that each

Xs is a topological space, and let ps : X → Xs be the sth coordinate function,
givenby ps( f ) = f (s). If X is given thediscrete topologyD, inwhich every sub-
set of X is open, then each ps is continuous; in fact, the inverse imageof anopen set
in Xs is some subset of X , and every subset of X is inD. Form the collection of all
topologies Tα on X such that each ps : X → Xs is continuous relative to Tα. The
collection is nonempty sinceD is one. LetT be their intersection. The inverse im-
age of any open set in Xs under ps lies in Tα for each α and hence lies in T. There-
fore each ps is continuous relative to T. We speak of T as the “weakest topology”
on X such that all ps are continuous, and this topology for X is called the product
topology for X . We shall study product topologies in more detail in Section 4.
More generally let X be a nonempty set, let S be a nonempty set, let Xs be

a topological space for each s in S, and suppose that we are given a function
fs : X → Xs for each s in S. If X is given the discrete topology, then every fs
is continuous. Arguing as in the previous paragraph, we see that there exists a
smallest topology for X making all the functions fs continuous. This is called
the weak topology for X determined by { fs}s∈S .
EXAMPLES.
(1) Let (X, d) be a metric space. Then the weak topology for X determined

by all functions x 7→ d(x, y) as y varies through X is the usual metric topology
on X , as we readily check from the definitions.
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(2) Let X be a normed linear space with field of scalars F, such as an L p space
for 1 ≤ p ≤ ∞, and let X∗ be the vector space of continuous linear functionals
on X , as introduced in Section V.9. (For X = L p with 1 ≤ p < ∞ and with the
assumption that the underlying measure is σ -finite, Theorem 9.19 identified X∗

explicitly as L p0 , where p0 is the dual index to p.) Each member x of X defines
a function fx : X∗ → F by the formula fx(x∗) = x∗(x). The weak topology
on X∗ determined by X is called the weak-star topology on X∗ relative to X .
The words “relative to X” are included in the terminology because two normed
linear spaces X might have the same set X∗ of continuous linear functionals.
In Section V.9 we introduced a notion of weak-star convergence but no metric
associated to it. In problems at the ends of Chapters VI, VIII, and IX, this kind
of convergence became a powerful tool for working with harmonic functions,
Poisson integrals, and positive definite functions. Later in the present chapter
we shall relate topologies to convergence of sequences,1 and it will be apparent
that weak-star convergence as defined in Section V.9 is the appropriate notion of
convergence for the newly defined weak-star topology.
(3) The construction in Example 2 can be transposed to other situations in

which a topology is to be imposed on a vector space. For example, let X be a
normed linear space with field of scalars F equal to R or C, and let X∗ be the
vector space of continuous linear functionals on X . Then X∗ indexes a set of
functions x∗ : X → F. The weak topology on X determined by X∗ is known as
the weak topology on X . This topology arises in some advanced situations, but
we shall not have occasion to make use of it in the present volume.
(4)We have encountered three vector spaces of scalar-valued smooth functions

on open sets of Euclidean space—in Section III.2 the spaceC∞(U) of all smooth
functions onU , in Section VIII.4 the spaceC∞

com(U) of all smooth functions onU
with compact support contained in U , and in Section VIII.4 the space S(RN ) of
Schwartz functions defined on RN . The subject of partial differential equations
makes extensive use of functions of all three of these kinds, and it is necessary to
be able to discuss convergence for them. The easiest convergence to describe is for
C∞(U), where convergence is to mean uniform convergence of the function and
all of its partial derivatives on each compact subset of U . Uniform convergence
by itself is captured by the supremum norm, and somehow we want to work here
with the supremum norms of the function and each of its partial derivatives on
each compact subset. The appropriate topology turns out to be the weak topology
determined by all the functions f 7→ k f − gk, where k · k is the supremum of
some iterated partial derivative on some compact subset of U . This construction
is carried out in detail in the companion volume, Advanced Real Analysis. A
topology for the Schwartz space S(RN ) is obtained in a qualitatively similar way.

1And to “nets,” which are a generalization of sequences.
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A topology forC∞
com(U) is more subtle, and it too is constructed in the companion

volume.

The second general construction of topological spaces is the “quotient topol-
ogy” for the set of equivalence classes on X when X is a topological space and
some equivalence relation2 has been specified on X . If the relation is written as∼,
the set of equivalence classes may be written as X/∼, and the quotientmap, i.e.,
passage fromeachmember of X to its equivalence class, is awell-defined function
q : X → X/∼. With a topology in place on X , define a subset U of X/∼ to be
open if q−1(U) is open. Since inverse images of functions preserve set-theoretic
operations, it is immediate that the resulting collection of open subsets of X/∼
is a topology for X/∼ and that this topology makes q continuous. This topology
is called the quotient topology for X/∼. In any other topology T 0 on X/∼, any
subset V of X/∼ that is open in T 0 but not open in the quotient topology must
have the property that q−1(V ) is not open; this condition implies that q is not
continuous when T 0 is the topology on X/ ∼. Therefore the quotient topology
is the finest topology on X/∼ that makes the quotient map continuous—in the
sense that it contains all topologies making q continuous.

EXAMPLES.
(1) Let (X, d) be a pseudometric space such as the set of all integrable functions

on some measure space (S,A, µ) with d(g, h) =
R
S |g − h| dµ. The pseudo-

metric on X gives X a topology. For x and y in X , define x ∼ y if d(x, y) = 0.
The result is an equivalence relation, and we know from Proposition 2.12 that the
pseudometric d descends to be a metric on the set X/∼ of equivalence classes.
The quotient topology on X/∼ coincideswith the topology defined by thismetric.
(2) Let X be the interval [−π, π] with its usual topology from the metric onR,

let S1 be the unit circle in C with its usual topology from the metric on C, and let
q : X → S1 be given by q(x) = eix . We can consider S1 as the set of equivalence
classes of X under the relation that lets −π and π be the only nontrivial pair of
elements of X that are equivalent. The function q is continuous, and it carries
compact sets to compact sets. In Problem 11 at the end of the chapter, we shall
see that q exhibits S1 as having the quotient topology.
(3) Let X be the line R with its usual metric, let S1 be the unit circle as in the

previous example, and let q : X → S1 be given by q(x) = eix . The domain X
is a group, and the function q identifies S1 set-theoretically as the quotient group
R/2πZ, where Z is the subgroup of integers. This example illustrates the natural

2Equivalence relations and their connection with equivalence classes are discussed in Section A6
of Appendix A.
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topology to impose on any quotient of a group when the group has a topology for
which all translations are homeomorphisms.3

In many situations the problem of describing what sets are to be open sets in a
topological space is simplified by the notion of a base for a topology. By a base
B for the topology T on X is meant a subfamily of members of T such that every
member of T is a union of sets in B. In Chapter II the topology for a metric space
was really introduced by specifying that the family of all open balls is to be a
base. Arguing as with Proposition 2.31, we obtain the following result.

Proposition 10.1. A family B of subsets of a nonempty set X is a base for
some topology T on X if and only if

(a) X =
S

B∈B B and
(b) wheneverU and V are in B and x is inU ∩V , then there is a B in B such

that x is in B and B ⊆ U ∩ V .
In this case the topology T is necessarily the set of all unions of members of
B, and hence T is determined by B. A family B of subsets of X is a base for a
particular given topology T0 on X if and only if (a) holds and
(b0) for each x ∈ X and memberU of T0 containing x , there is some member

B of B such that x is in B and B is contained in U .

REMARK. Condition (b) is satisfied if B is closed under finite intersections.
Thus any family of subsets of X that is closed under finite intersections and has
union X is a base for some topology on X .

A topological space (X, T ) is said to be separable if T has a base consisting
of only countably many sets.4 A separable metric space has a countable base
consisting entirely of open balls.
As with metric spaces, there is a natural definition of subspaces for general

topological spaces. If (X, T ) is a topological space and if A is a nonempty subset
of X , then the relative topology for A is the family of all sets U ∩ A with U in
T. We can write T ∩ A for this family. It is a simple matter to check that T ∩ A is
indeed a topology for A, and we say that (A, T ∩ A) is a topological subspace
of (X, T ). If there is no possibility of confusion and if the relative topology is
understood, we may say that “A is a subspace of X .”

3The definition of “topological group,” which is given in the companion volume, Advanced Real
Analysis, imposes further conditions beyond the fact that every translation is a homeomorphism.

4Some authors use the word “separable” to mean that X has a countable dense set, but the
meaning in the text here is becoming more and more common. The existence of a countable dense
set is not a particularly useful property for a general topological space.
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Proposition 10.2. If A and B are subspaces of a topological space X with
B ⊆ A ⊆ X , then the relative topology of B considered as a subspace of X is
identical to the relative topology of B considered as a subspace of A.

PROOF. The relative topology of B considered as a subspace of X consists of
all sets U ∩ B with U open in X , and the relative topology of B considered as a
subspace of A consists of all sets (U ∩ A)∩ B withU open in X . Thus the result
follows from the identity (U ∩ A) ∩ B = U ∩ (A ∩ B) = U ∩ B. §

The next two propositions are proved in the same way as Proposition 2.26 and
Corollary 2.27.

Proposition 10.3. If A is a subspace of a topological space X , then the closed
sets of A are all sets F ∩ A, where F is closed in X . Consequently B is closed
in A if and only if B = Bcl ∩ A.

Proposition 10.4. If X and Y are topological spaces and f : X → Y is
continuous at a point a of a subspace A of X , then the restriction f

Ø
Ø
A : A → Y

is continuous at a. Also, f is continuous at a if and only if the function
f0 : X → f (X) obtained by redefining the range to be the image is continuous
at a.

2. Properties of Topological Spaces

Proposition 2.30 listed certain properties of metric spaces as “separation prop-
erties.” These properties are not shared by all topological spaces, and instead
we list them in this section as definitions. After giving the definitions, we shall
examine implications among them and some roles that they play. The disproofs of
certain implications provide an opportunity to introduce some further examples
of topological spaces beyond those obtained from the constructions in Section 1.
Let (X, T ) be a topological space. We say that
(i) X is a T1 space if every one-point set in X is closed,
(ii) X is Hausdorff if for any two distinct points x and y of X , there are

disjoint open sets U and V with x ∈ U and y ∈ V ,
(iii) X is regular if for any point x ∈ X and any closed set F ⊆ X with

x /∈ F , there are disjoint open sets U and V with x ∈ U and F ⊆ V ,
(iv) X is normal if for any two disjoint closed subsets E and F of X , there

are disjoint open sets U and V such that E ⊆ U and F ⊆ V .
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Proposition2.30 listed one further property of an arbitrarymetric space X , namely
that any two disjoint closed sets can be separated by a continuous function from
X into [0, 1]. Urysohn’s Lemma in Section 7 will establish this property for any
normal topological space.

Proposition 10.5. If (X, T ) is a topological space, then
(a) X is T1 if and only if for any pair of distinct points x and y, there are

open sets U and V such that x ∈ U , y /∈ U , x /∈ V , and y ∈ V ,
(b) X is regular if and only if for any point x and any closed set F with x /∈ F ,

there is an open set U such that x ∈ U and U cl ∩ F = ∅,
(c) X is normal if and only if for any pair of disjoint closed sets E and F ,

there is an open set U such that E ⊆ U and U cl ∩ F = ∅.

PROOF. If X is T1 and if x and y are given, we can choose U = {y}c and
V = {x}c. In the reverse direction, if x is given, choose, for each y 6= x , an open
set Vy such that x /∈ Vy and y ∈ Vy; then {x}c =

S
y Vy is open, and hence {x}

is closed.
If X is regular and if x and F are given, we can choose disjoint open setsU and

V with x ∈ U and F ⊆ V . Then the closed set V c has V c ⊇ U and V c∩ F = ∅;
therefore also V c ⊇ U cl and U cl ∩ F = ∅. In the reverse direction, suppose
that x and F are given and that U is an open set with x ∈ U and U cl ∩ F = ∅;
choosing V = (U cl)c, we see that x ∈ U , F ⊆ V , and U ∩ V = ∅.
If X is normal and if E and F are given, we can choose disjoint open setsU and

V with E ⊆ U and F ⊆ V . Then the closed set V c has V c ⊇ U and V c∩F = ∅;
therefore also V c ⊇ U cl andU cl ∩ F = ∅. In the reverse direction, suppose that
E and F are given and that U is an open set with E ⊆ U and U cl ∩ F = ∅;
choosing V = (U cl)c, we see that E ⊆ U , F ⊆ V , and U ∩ V = ∅. §

Proposition 10.6. If (X, T ) is a topological space and
(a) if X is T1 and normal, then X is regular,
(b) if X is T1 and regular, then X is Hausdorff,
(c) if X is Hausdorff, then X is T1.

PROOF. In (a), if x and a disjoint closed set F are given, then {x} is closed, and
the fact that X is normal implies that we can separate the closed sets {x} and F
by disjoint open sets. In (b), if x and y are distinct points in X , then {y} is closed
and the fact that X is regular implies that we can separate the point x and the
disjoint closed set {y} by disjoint open sets. In (c), the fact that X is Hausdorff
means that for any two distinct points x and y, there are disjoint open setsU and
V with x ∈ U and y ∈ V . Then X satisfies the condition in Proposition 10.5a
that was shown to be equivalent to the T1 property. §
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EXAMPLES.
(1) A space that is not T1, regular, or normal. Let X = {a, b, c}, and let

T = {∅, {a}, {a, b}, {a, c}, {a, b, c}}.
(2) A space that is T1 but not Hausdorff. Let X be an infinite set, and let T

consist of the empty set and all complements of finite sets.
(3) A Hausdorff space that is not regular. Let X be the real line. A subset U

of X is to be in T if for each point x ofU , there is an open interval Ix containing
x such that every rational number in Ix is in U . Then every open interval is in
T, and hence X is certainly Hausdorff. On the other hand, the set of rationals is
open in this topology, and therefore the set of irrationals is closed. The set of
irrationals cannot be separated from the point 0 by disjoint open sets.
(4) A Hausdorff regular space that is not normal. Let X be the closed upper

half plane {Im z ∏ 0} in C. A base for T consists of all open disks in X that do
not meet the x axis, together with all open disks in X that are tangent to the x
axis; the latter sets are to include the point of tangency. It is easy to see that X is
Hausdorff, but a little argument is needed to see that X is regular. To begin with,
every open set in the usual metric topology for X is in T, and hence every closed
set in the usual metric topology for X is closed relative to T. Let p be a point in
X , and let F be a T closed subset of X not containing p. There is no difficulty in
separating p and F by disjoint open sets if p has y coordinate positive, and we
therefore assume that p lies on the x axis. Since F is closed, Proposition 10.1
produces a basic open set U tangent to the x axis at p such that U ∩ F = ∅.
If D denotes a strictly smaller basic open set tangent to the x axis at p, then
the only point of the ordinary boundary of U that lies in Dcl is p itself. Thus
F ∩ Dcl = ∅, and it follows that D and (Dcl)c are disjoint open sets separating
p and F . Consequently X is regular. We postpone the argument that X is not
normal until Section 7, when Urysohn’s Lemma will be available.
(5) A normal space that is not regular. Let X = {a, b}, and let T consist of∅,

{a}, and {a, b}.

We shall see in Section 5 that the Hausdorff property is exactly the right condi-
tion to make limits be unique, hence to allow a reasonable notion of convergence.
Also, in the construction of a quotient space, it is often a subtle matter to decide
whether the quotient space is Hausdorff; we shall obtain sufficient conditions in
Section 6.
The property of regularity makes possible a generalization of the passage from

a pseudometric space of points to a metric space of equivalence classes. The
point of departure is the following proposition; we shall examine the resulting
quotient space further in Section 6.
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Proposition 10.7. Let X be a regular topological space. For points x and y in
X , define x ∼ y if x is in {y}c. Then ∼ is an equivalence relation.

PROOF. Certainly x lies in {x}cl, and if x lies in {y}cl and y lies in {z}cl, then
x lies in {z}cl. For the symmetry property, we argue by contradiction and use the
regularity of X . Suppose that x lies in {y}cl but y does not lie in {x}cl. Regularity
allows us to find disjoint open sets U and V such that y ∈ U and {x}cl ⊆ V .
Then the closed set V c contains y and hence also {y}cl. Since x lies in {y}cl, x
lies in V c. But this relationship contradicts the fact that x lies in V . We conclude
that ∼ is symmetric and is therefore an equivalence relation. §

Subspaces of topological spaces inherit certain properties if the original space
has them. Among these are T1, Hausdorff, and separable. A subspace of a
normal space need not be normal, as is seen by taking X = {a, b, c, d}, and T =
{∅, {a}, {a, b}, {a, c}, {a, b, c, d}}, the subspace being {a, b, c} and the relatively
closed subsets of interest being {b} and {c}. Let us state the result for regularity
as a proposition.

Proposition 10.8. A subspace of a regular topological space is regular.

PROOF. Within a subspace A of X , let F be a relatively closed set, and let x
be a point of A not in F . By Proposition 10.3 we have F = Fcl ∩ A, the closure
being taken in X . Since x is in A but not F , x is not in Fcl. Since X is regular,
we can find disjoint open sets U and V in X with x ∈ U and Fcl ⊆ V . Then
U ∩ A and V ∩ A are disjoint relatively open sets containing x and F . §

As with metric spaces, a subset D of a topological space X is dense in A if
Dcl ⊇ A; D is dense if D is dense in X . A set D is dense if and only if there
is some point of D in each nonempty open set of X . If X is separable, then X
has a countable dense set; we have only to select one point from each nonempty
member of the base.
The properties of bases of a topological space X become more transparent

with the aid of the notion of a local base. A set Ux of open neighborhoods of x is
a local base at x if each open set containing x contains some member of Ux . If B
is a base, then the members of B containing x form a local base at x . Conversely
if Ux is a local base for each x , then the union of all the Ux ’s is a base. We say that
X has a countable local base at each point5 if a countable such Ux can be chosen
for each x in X . Metric spaces have this property; the open balls of rational radii
centered at a point form a local base at the point.

5Someauthors say instead that “X satisfies thefirst axiomof countability”or “X is first countable”
if this condition holds. In the same kind of terminology, one says that “X satisfies the second axiom
of countability” or “X is second countable” if X is separable in the sense of Section 1.
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EXAMPLE 4, CONTINUED. A space that has a countable dense set and has a
countable local base at each point and yet is not separable. As in Example 4
earlier in this section, let X be the closed upper half plane {Im z ∏ 0} in C. A
base for T consists of all open disks in X that do not meet the x axis, together
with all open disks in X that are tangent to the x axis; the latter sets are to include
the point of tangency. For a point p on the x axis, the open disks of rational
radii with point of tangency p form a countable local base, and for a point p
off the x axis, the open disks within the open upper half plane having center p
and rational radius form a countable local base. A countable dense set consists
of all points with rational coordinates and with y coordinate positive. We shall
see in Corollary 10.10 in the next section that a separable regular space has to be
normal, and this X is not normal, according to the statement in Example 4 and
the proof to be given in Section 7. Thus X cannot be separable.

3. Compactness and Local Compactness

Let X be a topological space. In this sectionwe carry over to a general topological
space X some definitions made in Section II.7 for metric spaces. A collection U
of open sets is an open cover of X if its union is X . An open subcover of U is a
subset of U that is itself an open cover.
We begin with a new term, saying that the topological space X is a Lindelöf

space if every open cover of X has a countable subcover. Proposition 2.32 showed
that a metric space X is separable if and only if X is a Lindelöf space. For general
topological spaces it is still true that any separable X is a Lindelöf space, by the
same argument as for the implication that condition (a) implies condition (b) in
Proposition 2.32. In fact, every subspace of a separable space is separable, and
hence every subspace of a separable space is Lindelöf. However, a Lindelöf space
need not be separable, as the following example shows rather emphatically.

EXAMPLE. We construct a topological space (X, T ) that is Hausdorff and
normal, has a countable dense set, has a countable local base at each point, is
Lindelöf, yet is not separable. Take X as a set to be the real line. The intersection
of any two bounded intervals of the form [a, b) is an interval of the same kind,
and the union of all such intervals is the whole line. Hence the bounded intervals
[a, b) form a base for some topology on the line, and this topology we take to
be T. It is called the half-open interval topology for the real line. Since every
ordinary open interval of the line is the union of intervals [a, b), any open set in
the usual metric topology is open in the half-open interval topology. Any two
distinct points of X may be separated by ordinary disjoint open intervals, and
therefore X is Hausdorff. To see that X is regular, let a point x and a closed set
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F with x not in F be given. Since x is in the open set Fc, some [x, x + ≤) is
disjoint from F . Then U = [x, x + ≤) and V = (−∞, x) ∪ [x + ≤,+∞) are
disjoint open sets separating x and F , and we conclude that X is regular. Once
we prove that X is Lindelöf, it will follow from Proposition 10.9 below that X
is normal. The rationals form a countable dense subset of X , and the set of all
intervals

£
x, x + 1

n
¢
is a countable local base at x . The space X is not separable.

In fact, if B is any base, we can find, for each x , some open neighborhood Bx of
x that is in B and is contained in [x, x + 1). If x < y, then x cannot lie in By and
hence Bx 6= By; therefore B has to be uncountable. Finally let us see that X is
Lindelöf. Let an open cover U of X be given, and fix a negative real number x0.
Consider the set S(x0) of all real numbers x such that some countable collection
of members of U covers [x0, x]. Since x0 is covered by some member of U, the
set S(x0) contains x0. If the set contains an element x1, then the member of the
countable collection that covers x1 must contain [x1, x1 + ≤) for some ≤ > 0.
Thus x1 + ≤

2 is in S(x0), and S(x0) contains no largest element. We shall show
that S(x0) = [x0,+∞). If the contrary is true, then S(x0) must be bounded. In
this case, let c be the least upper bound. For large enough n, c − 1

n is in S(x0).
Taking the union of the countable collections that cover

£
x0, c− 1

n
§
, together with

one more set to cover c, we obtain a countable collection that covers [x0, c], and
we see that c is in S(x0). Since c is in S(x0), we have a contradiction to the
fact that S(x0) contains no largest element. We conclude that some countable
subcollection of U covers [x0,+∞), no matter what x0 is. Taking the union of
the countable subcollections corresponding to each negative integer, we obtain a
countable subcollection of U covering (−∞,+∞). Thus X is Lindelöf.

It is not always so obvious when a topological space is normal. The next result
provides one sufficient condition.

Proposition 10.9 (Tychonoff’s Lemma). Every regular Lindelöf space is
normal.

PROOF. Let X be regular and Lindelöf, and let disjoint closed subsets E and F
of X be given. By regularity and Proposition 10.5b each point of E has an open
neighborhood whose closure is disjoint from F . Therefore the class U of open
sets with closures disjoint from F covers E . Similarly the class V of open sets
with closures disjoint from E covers F . Thus U∪ V∪ {X − (E ∪ F)} is an open
cover of X . Since X is Lindelöf, there exist sequences of sets Un in U and Vn in
V such that E ⊆

S∞
n=1Un and F ⊆

S∞
n=1 Vn . Put

U 0
n = Un −

[

k≤n
V clk and V 0

n = Vn −
[

k≤n
U cl
k .
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When m ≤ n, we have Vm ⊆
S

k≤n V clk . Then U 0
n ∩ Vm = ∅, and hence the

smaller set U 0
n ∩ V 0

m is empty. Reversing the roles of the U ’s and the V ’s shows
thatU 0

n ∩V 0
m is empty form ∏ n. ThereforeU 0

n ∩V 0
m = ∅ for all n andm. Define

U =
∞[

n=1
U 0
n and V =

∞[

m=1
V 0
m .

Then U ∩ V =
S

n,m (U 0
n ∩ V 0

m) = ∅. Also,

E∩U = E∩
∞[

n=1

≥
Un−

[

k≤n
V clk

¥
⊇ E∩

∞[

n=1

≥
Un−

∞[

k=1
V clk

¥
= E∩

≥
X−

∞[

k=1
V clk

¥
,

the last equality holding since {Un} covers E . The right side here equals E since
V clk ⊆ X − E for all k, and therefore E ⊆ U . Similarly F ⊆ V . The proof is
complete. §

Corollary 10.10. Every regular separable space is normal.

PROOF. A separable space is automatically Lindelöf, and thus the corollary
follows from Proposition 10.9. §

Let us return to the concluding example in Section 2, in which X as a set is
the closed upper half plane {Im z ∏ 0} but in which the topology is nonstandard
near the real axis. It was shown in Section 2 that this particular X is regular, and
it was stated that Urysohn’s Lemma would be used in Section 7 to show that X
is not normal. By Corollary 10.10, X cannot be separable. This completes the
argument that X has a countable dense set and has a countable local base at each
point yet is not separable.
We can now proceed with carrying over some definitions from Section II.7,

valid there formetric spaces, to a general topological space X . We call X compact
if every open cover of X has a finite subcover. A subset E of X is compact if it is
compact as a subspace of X , i.e., if every collection of open sets in X whose union
contains E has a finite subcollection whose union contains E . It is immediate
from the definition that the union of two compact subsets is compact.
This definition generalizes the property of closed bounded sets of Rn given

by the Heine–Borel Theorem. We shall see that the Heine–Borel property, rather
than the Bolzano–Weierstrass property for sequences, is the useful property to
carry over to more general situations in real analysis. In fact, in several places in
this book, we have combined an iterated application of the Bolzano–Weierstrass
property with the Cantor diagonal process to obtain some conclusion. This
construction is tantamount to proving that the product of countablymany compact
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metric spaces, which is a metric space essentially by Proposition 10.28 below, is
compact. There will be situations for which we want to consider an uncountable
product of compact metric spaces, and then arguments with sequences are not
decisive. Instead, it is the Heine–Borel property that is relevant. The Tychonoff
Product Theorem of Section 4 will be the substitute for the Cantor diagonal
process, and the use of nets, considered in Section 5, will be analogous to the use
of sequences.
A number of the simpler results in Section II.7 generalize easily from compact

metric spaces to all compact topological spaces or at least to all compactHausdorff
spaces. We list those now. A consequence of Proposition 10.12 below is that
compactness is preserved under homeomorphisms.
A set of subsets of a nonempty set is said to have the finite-intersection

property if each intersection of finitely many of the subsets is nonempty.

Proposition 10.11. A topological space X is compact if and only if each
set of closed subsets of X with the finite-intersection property has nonempty
intersection.
PROOF. Closed sets with the finite-intersection property have complements

that are open sets, no finite subcollection of which is an open cover. §

Proposition 10.12. Let X and Y be topological spaces with X compact. If
f : X → Y is continuous, then f (X) is a compact subset of Y .
PROOF. If {Uα} is an open cover of f (X), then { f −1(Uα)} is an open cover of

X . Let { f −1(Uj )}nj=1 be a finite subcover. Then {Uj }nj=1 is a finite subcover of
f (X). §

Corollary 10.13. Let X be a compact topological space, and let f : X → R
be a continuous function. Then f attains its maximum and minimum values.
PROOF. By Proposition 10.12, f (X) is a compact subset of R. Arguing as in

the proof of Corollary 2.39, we see that f (X) has a finite supremum and a finite
infimum and that both of these must lie in f (X). §

Proposition 10.14. Aclosed subset of a compact topological space is compact.
PROOF. Let E be a closed subset of the compact space X , and let U be an open

cover of E . Then U ∪ {Ec} is an open cover of X . Passing to a finite subcover
and discarding Ec, we obtain a finite subcover of E . Thus E is compact. §

Lemma 10.15. Let K and E be subsets of a topological space X , and let K be
compact. Suppose that to each point x of K there are disjoint open sets Ux and
Vx such that x is in Ux and E ⊆ Vx . Then there exist disjoint open setsU and V
such that K ⊆ U and E ⊆ V .
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PROOF. As x varies through K , the open setsUx form an open cover of K . By
compactness, a finite subcollection of the Ux ’s is a cover, say Ux1, . . . ,Uxn . Put
U =

Sn
k=1Uxk and V =

Tn
k=1 Vxk . Then K ⊆ U and E ⊆ V . Also, U ∩ V =°Sn

k=1Uxk
¢
∩

°Tn
k=1 Vxk

¢
=

Sn
k=1

°
Uxk ∩

°Tn
l=1 Vxl

¢¢
⊆

Sn
k=1(Uxk ∩Vxk ) = ∅,

and thus U and V have the required properties. §

Proposition 10.16. Every compact Hausdorff space is regular and normal.

PROOF. Let X be compactHausdorff. If a point x and a closed set F with x /∈ F
are given, we observe by Proposition 10.14 that F is compact. The Hausdorff
property of X allows us to take E = {x} and K = F in Lemma 10.15, and we
obtain disjoint open sets U and V such that x is in V and F ⊆ U . Thus X is
regular.
If disjoint closed sets E and F are given, then F is compact by Proposition

10.14. The fact that X has been shown to be regular allows us to take K = F in
Lemma 10.15, and we obtain disjoint open sets U and V such that E ⊆ V and
F ⊆ U . Thus X is normal. §

Proposition 10.17. In a Hausdorff space every compact set is closed.

PROOF. Let X be a Hausdorff space, and let K be a compact subset of X . Fix x
in Kc. The Hausdorff property of X allows us to take E = {x} in Lemma 10.15,
and we obtain disjoint open sets Ux and Vx such that x is in Vx and K ⊆ Ux .
Letting x now vary, we see that Kc =

S
x∈Kc Vx . Hence Kc is open and K is

closed. §

Corollary 10.18. Let X and Y be topological spaces with X compact and
with Y Hausdorff. If f : X → Y is continuous, one-one, and onto, then f is a
homeomorphism.

PROOF. We are to show that f −1 : Y → X is continuous. Let E be a closed
subset of X , and consider ( f −1)−1(E) = f (E). The set E is compact in X by
Proposition 10.14, f (E) is compact by Proposition 10.12, and f (E) is closed by
Proposition 10.17. Since the inverse image under f −1 of any closed set is closed,
f −1 is continuous. §

A topological space is locally compact if every point has a compact neigh-
borhood. Compact spaces are locally compact, but the real line with its usual
topology is locally compact and not compact. In a sense to be made precise in
the next two propositions, locally compact Hausdorff spaces are just one point
away from being compact Hausdorff.
Let (X, T ) be an arbitrary topological space. Define a new set X∗ by X∗ =

X ∪ {∞}, where∞ is not already a member of X , and define T ∗ to be the union
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of T and the set of all complements in X∗ of closed compact subsets of X . We
shall verify in Proposition 10.19 that T ∗ is a topology for X∗. The topological
space (X∗, T ∗) is called the one-point compactification of (X, T ). By way of
examples, the one-point compactification of R may be visualized as a circle and
the one-point compactification of R2 may be visualized as a sphere.

Proposition 10.19. If (X, T ) is a topological space, then (X∗, T ∗) is a
compact topological space, X is an open subset of X∗, and the relative topology
for X in X∗ is T.

PROOF. To see that T ∗ is a topology, we observe first that∅ and X∗ are in T ∗.
If U and V are in T ∗, there are three cases in checking that U ∩ V is in T ∗: If U
and V are both in T, thenU ∩V is in T since T is closed under finite intersections.
If U is in T and V is not, then V c is closed compact in X , and X − V c is thus
open in X ; since T is closed under finite intersections,U ∩V = U ∩ (X −V c) is
in T. If U and V are not in T, then the complementsUc and V c in X∗ are closed
compact subsets of X ; so is their union (U ∩ V )c, and hence U ∩ V is in T ∗.
We still have to check closure of T ∗ under arbitrary unions. Suppose that Uα

is in T for α in an index set A and Vβ has closed compact complement for β
in an index set B. Then

S
α∈A Uα is in T, and if B is nonempty,

T
β∈B V

c
β is a

closed subset of one V c
β and hence is compact; in this case,

°S
β∈B Vβ

¢c is closed
compact in X , and hence

S
β∈B Vβ is in T ∗. Thus we have only to check that

U ∪ V is in T ∗ ifU is in T and V c is closed compact in X . As the intersection of
two closed sets, one of which is compact, (X −U) ∩ V c = (X −U) ∩ (X − V )
is closed and compact in X , and thus U ∪ V = ((X −U) ∩ V c)c is in T ∗. Thus
T ∗ is a topology.
To see that X∗ is compact, let U be an open cover of X∗. Find some V in U

containing the point∞. The members of U ∩ T cover the compact subset V c of
X , and there is a finite subcollection V that covers V c. Then V ∪ {V } is a finite
subcollection of U that covers X∗.
The set X is in T and is therefore in T ∗. Thus X is open in X∗. To complete

the proof, we are to show that T ∗ ∩ X = T. We know that T ∗ ∩ X ⊇ T. If V is
a member of T ∗ that does not lie in T, then V c is closed compact in X , and its
complement X − V c = V ∩ X in X is open in X . Hence V ∩ X is in T.

Proposition 10.20. If X∗ is the one-point compactification of a topological
space X , then X∗ is Hausdorff if and only if X is both locally compact and
Hausdorff.

PROOF. Suppose that X is locally compact and Hausdorff. Since X is Haus-
dorff, any two points of X can be separated by disjoint open sets in X , and these
sets will be open in X∗. To separate a point x in X from∞, let C be a compact
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neighborhood of x in X . Since X is Hausdorff, C is closed in X . Thus Cc is in
T ∗. Then Co and Cc are disjoint open sets in X∗ such that x is in Co and∞ is in
Cc, and X∗ is Hausdorff.
Conversely suppose that X∗ is Hausdorff. Proposition 10.19 shows that X is

a subspace of X∗. Since any subspace of a Hausdorff space is Hausdorff, X is
Hausdorff. To see that X is locally compact, let x be in X , and find disjoint open
setsU and V in X∗ such that x is in U and∞ is in V . ThenU must be in T, and
V c must be closed compact in X . Since U ∩ V = ∅, U ⊆ V c. This inclusion
exhibits V c as a compact neighborhood of x , and thus X is locally compact. §

Corollary 10.21. Every locally compact Hausdorff space is regular.

PROOF. If X is locally compact Hausdorff, Propositions 10.19 and 10.20 show
that the one-point compactification X∗ is compact Hausdorff and allow us to
regard X as a subspace of X∗. Proposition 10.16 shows that X∗ is regular, and
Proposition 10.8 shows that X is therefore regular. §

A locally compact Hausdorff space need not be normal; an example is given
in Problem 5 at the end of the chapter. The remainder of this section concerns
senses in which a locally compact Hausdorff space is almost normal.

Corollary 10.22. If K and F are disjoint closed sets in a locally compact
Hausdorff space and if K is compact, then there exist disjoint open setsU and V
such that K ⊆ U and F ⊆ V .

PROOF. This is immediate from Lemma 10.15 and Corollary 10.21. §

Corollary 10.23. If K is a compact set in a locally compact Hausdorff space,
then there is a compact set L such that K ⊆ Lo.

PROOF. Let X be locally compact Hausdorff, and form the one-point compact-
ification X∗. Since X∗ is compact Hausdorff by Proposition 10.20, Proposition
10.17 shows that K is closed in X∗ and Proposition 10.16 shows that X∗ is regular.
Thus Proposition 10.5b shows that we can find an open set U in X∗ such that∞
is in U and U cl ∩ K = ∅. Then K ⊆ X∗ − U cl ⊆ X∗ − U . By definition of
the topology of X∗, the set L = X∗ −U is compact in X . Its subset X∗ −U cl is
open and is therefore contained in Lo. Thus K ⊆ Lo ⊆ L with L compact. §

A topological space is called σ -compact if there is a sequence of compact sets
with union the whole space. The real line with its usual topology is σ -compact.
For that matter, so is the subspace of rationals since each finite subset is compact.
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Proposition 10.24. A locally compact topological space is σ -compact if and
only if it is Lindelöf. Consequently every σ -compact locally compact Hausdorff
space is normal.

PROOF. If X is σ -compact, write X =
S∞

n=1 Kn with Kn compact. If U is an
open cover of X , then U is an open cover of each Kn , and there is a finite subcover
Un of Kn . Then

S∞
n=1 Un is a countable subcover of U, and X is Lindelöf.

Conversely if X is locally compact and Lindelöf, choose, for each x in X , a
compact neighborhood Kx of x , and letUx be the interior of Kx . As x varies, the
Ux form an open cover of X . Since X is Lindelöf, there is a countable subcover
{Uxn }

∞
n=1. Since we haveUxn ⊆ Kxn for all n, {Kxn }

∞
n=1 is a sequence of compact

sets with union X . Hence X is σ -compact.
Finally if X is locally compact Hausdorff and σ -compact, hence also Lin-

delöf, then Corollary 10.21 shows that X is regular, and Tychonoff’s Lemma
(Proposition 10.9) shows that X is normal. §

Proposition 10.25. In a σ -compact locally compact Hausdorff space, there
exists an increasing sequence {Kn} of compact sets with union the whole space
and with Kn ⊆ Ko

n+1 for all n.

PROOF. Let X be a locally compact Hausdorff space such that X =
S∞

n=1 Ln
with Ln compact. Replacing Ln by the union of the previous members of the
sequence, we may assume that Ln ⊆ Ln+1 for all n ∏ 1. Put L0 = K0 = ∅. Use
Corollary 10.23 to choose K1 compact with L1 ⊆ K 0

1 .
Inductively suppose that n > 0 and that for all k with 0 < k ≤ n, a compact

set Kk has been defined such that Lk ∪ Kk−1 ⊆ Ko
k . Applying Corollary 10.23,

we can find a compact set Kn+1 such that the compact set Ln+1∪ Kn is contained
in Ko

n+1. Then Kk−1 ⊆ Ko
k for all k ∏ 1 as required, and X =

S∞
n=1 Kn since

Kn ⊆ Ln and
S∞

n=1 Ln = X . §

4. Product Spaces and the Tychonoff Product Theorem

The product topology for the product of topological spaces was discussed briefly
in Section 1. If S is a nonempty set and if Xs is a topological space for each s in
S, then the Cartesian product X = ×s∈S Xs , as a set, is the set of all functions f
from S into

S
s∈S Xs such that f (s) is in Xs for all s ∈ S. The topology that is

imposed on X is, by definition, theweakest topology thatmakes the sth coordinate
function ps : X → Xs be continuous for every s.
Let us investigate what sets have to be open in this topology, and then we can

look at examples and see better what the topology is. If Us is any open subset
of Xs , then p−1

s (Us) has to be open in X since ps is continuous. For example,
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if S = {1, 2}, we are considering X = X1 × X2. A set p−1
1 (U1) is of the form

U1 × X2, and a set p−1
2 (U2) is of the form X1 × U2. These have to be open if

U1 is open in X1 and U2 is open in X2. The intersection of any two such sets,
which is of the form U1 × U2, has to be open in X , as well. We do not need to
intersect these sets further, since p−1

1 (U1) ∩ p−1
1 (V1) = p−1

1 (U1 ∩ V1). By the
remark with Proposition 10.1, the sets p−1

1 (U1) ∩ p−1
2 (U2) with U1 open in X1

and U2 open in X2 form a base for some topology on X = X1 × X2. These sets
have to be open in the product topology, and p1 and p2 are indeed continuous in
this topology. Therefore the product topology on X = X1 × X2 has

©
p−1
1 (U1) ∩ p−1

2 (U2)
Ø
Ø U1 open in X1, U2 open in X2

™

as a base. More generally the product topology on X = X1 × · · · × Xn has
n n\

k=1
p−1
k (Uk)

Ø
Ø
Ø Uk open in Xk for each k

o

as a base.
When the index set S is the set of positive integers, the product X = ×n∈S Xn ,

as a set, is the set of sequences { f (n)}n∈S . Again any set p−1
n (Un) with Un open

in Xn has to be open in X . Hence any finite intersection of such sets as n varies
has to be open. But there is no need for infinite intersections of such sets to be
open, and a base for the product topology in fact consists of all finite intersections
of sets p−1

n (Un) with Un open in Xn .
The use of finite intersections, and not infinite intersections, persists for all S

and gives us a description of a base for the product topology in general. When
S = [0, 1] and all Xs are [0, 1], the description of the product topology has a
helpful geometric interpretation. The set X consists of all functions from the
closed unit interval to itself, and we can visualize these in terms of their graphs.
A basic open set of such functions imposes restrictions at finitely many values of
s, i.e., at finitely many points of the domain. At such values of s, the graph of a
function in the basic open set is to pass through a certain window Us depending
on s. At all other values of s, the function is unrestricted.

Proposition 10.26. The topological product of Hausdorff topological spaces
is Hausdorff.
PROOF. Let a product X = ×n∈S Xn be given, let ps : X → Xs be the

sth coordinate function, and let two distinct members f and g of X be given.
Members of X are functions of a certain kind, and these two functions, being
distinct, have f (s) 6= g(s) for some s ∈ S. Since Xs is Hausdorff, we can choose
disjoint open setsUs and Vs in Xs such that f (s) is inUs and g(s) is in Vs . Then
p−1
s (Us) and p−1

s (Vs) are disjoint open sets in X such that f is in p−1
s (Us) and g

is in p−1
s (Vs). §
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Theorem 10.27 (Tychonoff Product Theorem). The topological product of
compact topological spaces is compact.

REMARKS. This theorem is a fundamental tool in real analysis. We shall give
the proof and then discuss how the theorem can be regarded as a generalization of
the Cantor diagonal process used in the proofs earlier of the fact that any totally
bounded complete metric space is compact (Theorem 2.46), the Helly Selection
Principle (Problem 10 at the end of Chapter I), Ascoli’s Theorem (Theorems
1.22 and 2.56), and, by implication, the Cauchy–Peano Existence Theorem for
differential equations (Problems 24–29 at the end of Chapter IV). The proof
will make use of Zorn’s Lemma (Section A9 of Appendix A), which is one
formulation of the Axiom of Choice. Actually, the Axiom of Choice arises in two
more transparent ways in the proof as well. One is simply in the statement that
the topological product is a topological space; for this to be the case, the product
has to be nonempty, and that is the content of the Axiom of Choice. The other
is the construction of a particular element x in the product that occurs near the
beginning of the proof below.

PROOF. Let X=×s∈S Xs begivenwith each Xs compact, and let ps : X → Xs
be the sth coordinate function. We are to prove that any open cover of X has a
finite subcover, and we begin by proving a special case. Let S be the family of all
sets p−1

s (Us) as Us varies through all open sets of Xs and as s varies. We know
that finite intersections of members of S form a base for the product topology on
X . For the special case let U be an open cover of X by members of S; we shall
produce a finite subcover. For each s, let Bs be the family of all open sets Us in
Xs such that p−1

s (Us) is in U. We may assume for each s that no finite subfamily
of Bs covers Xs , since otherwise the corresponding finitely many sets p−1

s (Us)
would cover X . By compactness of Xs , Bs does not cover Xs ; say that xs is not
covered. The point x of X whose sth coordinate is xs then belongs to no member
of U, and U cannot be a cover. This contradiction shows that the special U has a
finite subcover.
Now let U be any open cover of X , and suppose that no finite subfamily of U

covers X . Let C be the system of all open covers V of X such that U ⊆ V and such
that no finite subfamily of V covers X . The set C is partially ordered by inclusion
upward and is nonempty, having U as a member. If {Vα} is a chain in C, then we
shall show that V =

S
α Vα is in C and hence is an upper bound in C for the chain

{Vα}. In fact, V is certainly an open cover. If it has a finite subcover, then each
member of the finite subcover lies in one of the covers, say Vαj . Since {Vα} is a
chain, all members of the finite subcover lie in the largest of those Vαj ’s. Thus
one of the Vαj ’s fails to be in C, and we arrive at a contradiction. We conclude
that every chain in C has an upper bound in C. By Zorn’s Lemma let U ∗ be a
maximal cover from C of X .
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The family S ∩ U ∗ of all members of U ∗ that are in the family S of the first
paragraph of the proof has the property that no finite subfamily is a cover of X .
By the result of the first paragraph, S ∩ U ∗ cannot be a cover of X . Hence we
shall have arrived at a contradiction if we show that the union of the members
of U ∗ is contained in the union of the members of S ∩ U ∗. Let U be a member
of U ∗, and fix a point x in U . Since finite intersections of members of S form a
base, Proposition 10.1 shows that there are members S1 ∩ · · · ∩ Sn of S such that
x is in S1 ∩ · · · ∩ Sn and S1 ∩ · · · ∩ Sn ⊆ U . We shall show that one of the sets
Sj is in U ∗, hence in U ∗ ∩ S, and then the proof will be complete.
If S1 is in U ∗, we are finished. Otherwise, by the maximality of U ∗, there are

finitely many open sets C1, . . . ,Ck of U ∗ such that X = S1 ∪ C1 ∪ · · · ∪ Ck .
Again by the maximality, no open set containing S1 can belong to U ∗, since the
union of that set withC1∪· · ·∪Ck would be X . Proceeding inductively, suppose
we have shown that no open set containing S1 ∩ · · · ∩ Si is in U ∗ and that there
are open sets D1, . . . , Dm in U ∗ with

X = (S1 ∩ · · · ∩ Si ) ∪ (D1 ∪ · · · ∪ Dm).

If, as we may assume, Si+1 is not in U ∗, then by maximality of U ∗, there are open
sets E1, . . . , Er in U ∗ such that X = Si+1 ∪ E1 ∪ · · · ∪ Er . Then

X − Si+1 ⊆ E1 ∪ · · · ∪ Er ,
Si+1 = (S1 ∩ · · · ∩ Si+1) ∪ (Si+1 ∩ (D1 ∪ · · · ∪ Dm))and

⊆ (S1 ∩ · · · ∩ Si+1) ∪ (D1 ∪ · · · ∪ Dm).

Hence

X = Si+1∪(X− Si+1) ⊆
°
(S1∩· · ·∩ Si+1)∪(D1∪· · ·∪Dm)

¢
∪

°
E1∪· · ·∪Er

¢
.

That is,

X = (S1 ∩ · · · ∩ Si+1) ∪ (D1 ∪ · · · ∪ Dm ∪ E1 ∪ · · · ∪ Er ).

Therefore, once again bymaximality ofU ∗, no open set containing S1∩· · ·∩Si+1
can be in U ∗, and the induction is complete. In particular, U , which is an open
set containing S1∩ · · · ∩ Sn , is not in U ∗. This contradiction concludes the proof.

§

As announced above, the Tychonoff Product Theorem is a generalization of
the Cantor diagonal process. In fact, let us see how that diagonal process may be
used to show directly that the product of a sequence of copies of [0, 1] is compact.
Denote the product as a set by X = ×∞

n=1 [0, 1]. A member of X is a sequence
{xn} with terms xn . Let us impose on X the Hilbert-cube metric of Example 11
in Section II.1:
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d({xn}, {yn}) =
X

n
2−n|xn − yn|.

We show below in Corollary 10.29 that this metric on X yields the product
topology. By Theorem 2.36 the space X will then be compact if every sequence
in X has a convergent subsequence. A sequence in X means a system {x (m)

n } in
which the nth term of the mth sequence is x (m)

n . Convergence is term-by-term
convergence. To produce a convergent subsequence of sequences, we iterate use
of the Bolzano–Weierstrass property of [0, 1]. Remembering that m tells which
sequence we are dealing with, we find first a subcollection mk of the indices m
such that we have convergence along the mk’s for n = 1, then a subcollection
mkl of that such that we have convergence along the mkl ’s for n = 2, and so on.
Since the intersection of all these sequences may be empty, we instead obtain
a convergent subsequence of our sequences by requiring that the kth term of
the desired subsequence be the kth term of the kth subsequence. This “diagonal
process” thus shows that any sequence in X has a convergent subsequence. Hence
X , being a metric space, is compact.
The general Tychonoff Product Theorem may thus be viewed as a topological

generalization of the diagonal process to product spaces with an uncountable
number of factors.
Here is one way in which the Tychonoff Product Theorem is used in real

analysis. For the situation in which we have a set Y and a system of functions
fs : Y → C for s in some set S, the first section of this chapter introduced
the weak topology for Y determined by { fs}s∈S . This is the weakest topology
making all the functions fs continuous. Often in analysis a set Y and a system
of functions fs of this kind arise in a construction, and then this weak topology
is imposed on Y . In favorable cases it turns out that each function fs is bounded
on Y . In this case if there are enough functions fs to separate points of Y
(i.e., enough so that for each x and y there is some s with fs(x) 6= fs(y)),
then Y is a candidate for a compact Hausdorff space. To see what is needed for
compactness, let Xs be a compact subset of C containing the image of fs , and let
X = ×s∈S Xs . Define a function F : Y → X by “F(y) is the function whose sth
coordinate is fs(y).” It is readily verified that F is a homeomorphism of Y onto
a subspace of the compact Hausdorff space X . Thus Y is compact if and only if
F(Y ) is closed in X . Checking that a set is closed is much easier than checking
compactness directly, and it is especially easy if one uses “nets,” which are the
objects introduced in the next section as a useful generalization of sequences.
To complete our discussion, we still need to prove that the Hilbert-cube metric

on X = ×∞
n=1 [0, 1] yields the product topology. It will be helpful to prove the

following more general result and to obtain the statement about the Hilbert cube
as a special case.
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Proposition 10.28. Suppose that X is a nonempty set and {dn}n∏1 is a sequence
of pseudometrics on X such that dn(x, y) ≤ 1 for all n and for all x and y in X .
Then d(x, y) =

P∞
n=1 2−ndn(x, y) is a pseudometric. If the open balls relative

to dn are denoted by Bn(r; x) and the open balls relative to d are denoted by
B(r; x), then the Bn’s and B’s are related as follows:

(a) whenever some Bn(rn; x) is given with rn > 0, there exists some B(r; x)
with r > 0 such that B(r; x) ⊆ Bn(rn; x),

(b) whenever B(r; x) is given with r > 0, there exist finitely many rn > 0,
say for n ≤ K , such that

TK
n=1 Bn(rn; x) ⊆ B(r; x).

PROOF. For (a), choose r = 2−nrn . If d(x, y) < r , then 2−mdm(x, y) < r for
all m and in particular dn(x, y) < 2nr = rn .
For (b), choose K large enough so that 2−K < r/2, and put rn = r/2 for

n ≤ K . If y is in
TK

n=1 Bn(rn; x), then dn(x, y) < rn = r/2 for n ≤ K .
Hence d(x, y) ≤

PK
n=1 2−ndn(x, y) +

P∞
n=K+1 2−n <

PK
n=1 2−nr/2 + 2−K <

r/2+ r/2 = r . Therefore y is in B(r; x). §

Corollary 10.29. The Hilbert-cube metric on X = ×∞
n=1 [0, 1] yields the

product topology.

PROOF. Proposition 10.28a implies that any basic open neighborhood of x
in the product topology contains a basic open neighborhood in the Hilbert-cube
metric topology. Proposition 10.28b shows that any basic open neighborhood of
x in the Hilbert-cube metric topology contains a basic open neighborhood in the
product topology. §

5. Sequences and Nets

Sequences are of limited interest in general topological spaces. Nets, which are
generalized sequences of a certain kind, are a useful substitute, and we introduce
them in this section. Using nets, we shall be able to see that product topologies are
appropriate for detecting pointwise convergence in the same way that the metric
topology obtained from the supremum norm is appropriate for detecting uniform
convergence.
We begin with two examples that illustrate some of the difficulties with using

sequences in general topological spaces. We use the natural definition suggested
by Section II.4—that a sequence {xn} in X converges to x0 if for each neigh-
borhood of x0, there is some N depending on the neighborhood such that xn is
in the neighborhood for n ∏ N . We say that the sequence is eventually in the
neighborhood. The point x0 is a limit of the sequence.
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EXAMPLES.

(1) Let X be the set of positive integers, and let a topology for X consist of
the empty set and all sets whose complements are finite. If xn = 2n, then the
sequence {xn} converges to every point of X and hence does not have a unique
limit. The space X is T1 and has a countable local base at each point, but X is
not Hausdorff.

(2) Let X be the set of points (m, n) in the plane with m and n integers ∏ 0.
Define a topology for X as follows. Any set not containing (0, 0) is to be open. If
a setU contains (0, 0), thenU is defined to be open if there are only finitely many
columns Cm = {(m, n) | n = 0, 1, 2 . . . } such that Cm − (U ∩ Cm) is infinite.
Enumerate X , and define xn to be the nth point in the enumeration. It is easy to
check that the image of the sequence {xn} has (0, 0) as a limit point and that no
subsequence of {xn} converges to (0, 0). The space X is Hausdorff but does not
have a countable local base at (0, 0).

Thus the elementary results in Section II.4 do not generalize to all topological
spaces. But Proposition 2.20 (the uniqueness of the limit of any sequence)
is still valid if X is Hausdorff, and Proposition 2.22 and Corollary 2.23 (the
characterization of limit points and of closed sets in terms of sequences) are still
valid if X has a countable local base at each point. Nets will cure the problem
about characterizing limit points and closed sets without countable local bases
but not the problem about nonuniqueness of limits, and thus we shall be able to
work well with nets in all Hausdorff spaces. In particular we shall be able to use
nets in uncountable products of Hausdorff spaces, which arise frequently in real
analysis and tend not to have a countable local base at each point.
Before defining nets, let us give one positive result whose statement mixes

topological spaces and metric spaces. If S is any nonempty set, we have made
B(S), the vector space of all bounded scalar-valued functions on S, into a normed
linear space—and hence a metric space—by means of the supremum norm. If
S is a topological space, let C(S) be the subset of continuous members of B(S);
this is a vector subspace and hence is itself a normed linear space.

Proposition 10.30. If S is a topological space and { fn} is a sequence of scalar-
valued functions continuous at s0 and converging uniformly to a function f , then
f is continuous at x0. Consequently the subspace C(S) of B(S) is a closed
subspace, and C(S) is complete as a metric space.

PROOF. Given ≤ > 0, choose N such that n ∏ N implies k fn − f ksup < ≤.
For any s, we then have
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| f (s) − f (s0)| ≤ | f (s) − fN (s)| + | fN (s) − fN (s0)| + | fN (s0) − f (s0)|

≤ k fN − f ksup + | fN (s) − fN (s0)| + k fN − f ksup
< 2≤ + | fN (s) − fN (s0)|.

Since fN is continuous at s0, there exists a neighborhood of s0 such that the right
side is < 3≤ for s in that neighborhood. Thus f is continuous at s0.
If { fn} is a sequence in C(S) converging uniformly to f in B(S), then f is in

C(S), by the result of the previous paragraph. Since convergence of sequences
in B(S) is the same as uniform convergence, Corollary 2.23 shows that C(S)
is a closed subset of B(S). Propositions 2.43 and 2.44 then show that C(S) is
complete as a metric space. §

Now we turn our attention to nets. In the indexing for a net, the set of positive
integers is replaced by a “directed set,” which we define first. Let D be a partially
ordered set in the sense of Section A9 of Appendix A, the partial ordering being
denoted by≤. We say that (D,≤) is a directed set if for any α and β in D, there
is some ∞ in D with α ≤ ∞ and β ≤ ∞ .

EXAMPLES.
(1) Take D to be the set of positive integers, and let≤ have the usual meaning.
(2) Let S be a nonempty set, take D to be the set of all finite subsets of S, and

let α ≤ β mean that the inclusion α ⊆ β holds.
(3) Let X be a topological space, let x be a point in X , take D to be the set of

all neighborhoods of x , and let α ≤ β mean that α ⊇ β.
(4) Let (D1,≤1) and (D2,≤2) be two directed sets, take D to be D1×D2, and

let (α1, α2) ≤ (β1, β2) mean that α1 ≤1 β1 and α2 ≤2 β2.

If X is a nonempty set, a net in X is a function from a directed set D into X .
If D needs to be specified to avoid confusion, we speak of a “net from D to X .”
The function will often be written α 7→ xα or {xα}. If E is a subset of X , the net
is eventually in E if there is some α0 in D such that α0 ≤ α implies that xα is in
E . The net is frequently in E if for any α in D, there is a β in D with α ≤ β
such that xβ is in E . It is important to observe that the negation of “the net is
eventually in E” is that “the net is frequently in the complement of E .”
The directedness of the set D plays an important role in the theory by allowing

us to work simultaneously with finitely many conditions on a net. For example,
if {xα} is eventually in E1 and eventually in E2, then it is eventually in E1 ∩ E2.
In fact, the given conditions say that there are members α1 and α2 of D such that
xα is in E1 for α1 ≤ α and xα in E2 for α2 ≤ α. The directedness implies that
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α1 ≤ α0 and α2 ≤ α0 for some α0 in D. Then {xα} is in E1 ∩ E2 for α0 ≤ α.
This kind of argument will be used often without mention of the details.
If X is a topological space, a net {xα} in X converges to x0 in X if {xα} is

eventually in each neighborhood of x0. In this case we write xα → x0, and we
say that x0 is a limit of {xα}. Because of the availability of Examples 3 and 4
above, it is an easy matter to characterize the terms “Hausdorff,” “limit point,”
“closed set,” and “continuous at a point” in terms of convergence of nets.

Proposition 10.31. A topological space X is Hausdorff if and only if every
convergent net in X has only one limit.

PROOF. Suppose that X is Hausdorff and that xα → x0 and xα → y0 with
x0 6= y0. Choose disjoint open sets U and V with x0 in U and y0 in V . By the
assumed convergence, {xα} is in U eventually and is in V eventually. Then it is
in U ∩ V = ∅ eventually, and we have a contradiction.
Suppose that X is not Hausdorff. Find distinct points x0 and y0 such that every

pair of neighborhoods U of x0 and V of y0 has nonempty intersection. For any
such pair (U, V ), define xU,V to be some point in the intersection. Combining
Examples 3 and 4 above, we see that (U, V ) 7→ xU,V is a net in X converging to
both x0 and y0. §

Proposition 10.32. If X is a topological space, then
(a) for any subset A of X and limit point x0 of A, there exists a net in A−{x0}

converging to x0,
(b) any convergent net {xα} in X with limit x0 in X either has x0 as a limit

point of the image of the net or else is eventually constantly equal to x0.

PROOF. For (a), the definition of limit point implies that for each neighborhood
U of x0, the setU∩(A−{x0}) is nonempty. If xU denotes a point in the intersection,
then U 7→ xU is a net in A − {x0} converging to x0.
For (b), suppose that x0 is not a limit point of the image of the net. Then there

exists a neighborhood U of x0 such that U − {x0} is disjoint from the image of
the net. Since the convergence implies that the net is eventually in U , it must be
true that xα = x0 eventually. §

Corollary 10.33. If X is a topological space, then a subset F of X is closed if
and only if every convergent net in F has its limits in F .

PROOF. Suppose that F is closed and that {xα} is a convergent net in F with
limit x0. By Proposition 10.32b, either x0 is in the image of the net or x0 is a limit
point of the image of the net. In the latter case, x0 is a limit point of the larger set
F . In either case, x0 is in F ; thus the limit of any convergent net in F is in F .
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Conversely suppose every convergent net in F has its limit in F . If x0 is a limit
point of F , then Proposition 10.32a produces a net in F − {x0} converging to x0.
By assumption, the limit x0 is in F . Therefore F contains all its limit points and
is closed. §

Proposition 10.34. Let f : X → Y be a function between topological spaces.
Then f is continuous at a point x0 in X if and only if whenever {xα} is a convergent
net in X with limit x0, then { f (xα)} is convergent in Y with limit f (x0).

REMARKS. This result needs to be used with caution if Y is not known to be
Hausdorff. For example, let X and Y both be the set {a, b}. Let the topology
for X be discrete and the topology for Y be indiscrete, consisting only of ∅
and the whole space. Every function f : X → Y is continuous. Suppose that
f (a) = f (b) = a. Take x0 = b and xα = b for all α. Then { f (xα)} converges
to both a and b. Hence we cannot evaluate f (x0) as just any limit of { f (xα)}; we
have to pick the right limit.

PROOF. Suppose that f is continuous at x0 and that {xα} is a convergent net in
X with limit x0. Let V be any open neighborhood of f (x0). By continuity, there
exists an open neighborhood U of x0 such that f (U) ⊆ V . Since xα → x0, the
members xα of the net are eventually in U . Then f (xα) is in f (U) ⊆ V for the
same α’s, hence eventually. Therefore { f (xα)} converges to f (x0).
Conversely suppose that xα → x0 always implies f (xα) → f (x0). We are to

show that f is continuous. If V is an arbitrary open neighborhood of f (x0), we
seek some open neighborhood of x0 that maps into V under f . Assuming that
there is no such neighborhood for some V , we can find, for each neighborhood
U of x0, some xU in U such that f (xU ) is not in V . Then xU → x0, but f (xU )
does not have limit f (x0) because f (xU ) is never in V . This is a contradiction,
and we conclude that some U maps into V under f ; thus f is continuous. §

Proposition 10.35. Let X = ×s∈S Xs be the product of topological spaces
Xs , and let ps : X → Xs be the sth coordinate function. Then a net {xα} in
X converges to some x0 in X if and only if the net {ps(xα)} in Xs converges to
ps(x0) for each s in S.

REMARK. This is the sense in which the product topology is the topology of
pointwise convergence. In combination with Corollary 10.33, this proposition
simplifies the problem of deciding when a subset of a product space is closed in
the product topology.

PROOF. If {xα} converges to x0, then Proposition 10.34 and the continuity of
ps together imply that {ps(xα)} converges to ps(x0).
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Conversely suppose that {ps(xα)} converges to ps(x0) for all s. Fix s. IfUs is
an open neighborhood of ps(x0) in Xs , then {ps(xα)} is eventually in Us . Hence
there is some α0 such that ps(xα) is inUs whenever α0 ≤ α. For the same values
of α, {xα} is in p−1

s (Us). Thus {xα} is eventually in p−1
s (Us).

Any neighborhood N of x0 in X contains some basic open neighborhood of the
form U = p−1

s1 (Us1) ∩ · · · ∩ p−1
sn (Usn ). It follows from the result of the previous

paragraph that {xα} is eventually in each p−1
s (Us), hence is eventually in the

intersectionU , and hence is eventually in N . Therefore {xα} converges to x0. §

One can express also the notion of compactness in terms of nets, the idea
being that compactness of X is equivalent to the fact that every net in X has a
convergent subnet, for an appropriate definition of “subnet.” The remainder of
this section will deal with this question. Carrying out the details of this equiv-
alence is harder than what we have done so far with nets. Actually, the main
benefit of the equivalence is the resulting simplification to proofs of compactness,
especially to the proof of the Tychonoff Product Theorem. Since we have already
proved theTychonoff ProductTheoremwithout nets, thematerial in the remainder
of this section will be used only in minor ways in the rest of the book.6
Let D and E be directed sets. A function from E to D, written µ 7→ αµ, is

cofinal 7 if for any β in D, there is a ∫ in E such that β ≤ αµ whenever ∫ ≤ µ.
If µ 7→ αµ is cofinal and if α 7→ xα is a net from D to X , then the composition
µ 7→ xαµ

is a net from E to X and is called a subnet of the net α 7→ xα.
The prototype of a subnet is a subsequence. In this case, D and E are both

the set of positive integers, and the function from E to D is k 7→ nk . If the
sequence is {an}, then the subnet/subsequence is {ank }. For a general subnet one
might expect that it would suffice always to take E to be a subset of D and to
let the function from E to D be inclusion. However, this definition of subnet is
insufficient to prove the desired characterization of compactness in terms of nets
and subnets.
A net from a directed set D to a nonempty set X is called universal if for any

subset A of X , the net is eventually in A or eventually in Ac. It of course cannot
be eventually in both, since otherwise it would eventually be in the intersection,
namely the empty set.

Proposition 10.36. Each net in a nonempty set X has a universal subnet.

REMARK. The proof will use Zorn’s Lemma. Apart from this one use, the only
other uses of the Axiom of Choice in the remainder of this section are transparent
ones.

6Nets play a more significant role in the companion volume, Advanced Real Analysis.
7This definition is not the standard one given in Kelley’s General Topology, but it leads to the

standard definition of “subnet.”
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PROOF. Let D be a directed set, and letα 7→ xα be a net from D to X . Consider
all families Cβ of subsets of X that are closed under finite intersections and have
the property, for each A in Cβ , that the net is frequently in A. There exists such a
family, the singleton family {X} being one. Partially order the set of such families
by inclusion upward, saying that Cβ ≤ Cβ 0 when Cβ ⊆ Cβ 0 . In any chain of Cβ’s,
let C∞ be the union of the sets in the various members of the chain. Since closure
under intersection depends only on two sets at a time and since the other property
of a Cβ depends only on one set at a time, C∞ is again a family of this kind. By
Zorn’s Lemma let C be a maximal such family.
Let us prove for each subset A of X that either A or Ac is in C. In fact, if for

every B in C, the net is frequently in A∩ B, then C∪ {A} is a family containing C
and satisfying the two defining properties of one of our families. By maximality,
C ∪ {A} = C. Hence A is in C. Assuming that A is not in C, we obtain a set B in
C such that the net fails to be frequently in A∩ B. Then B is a member of C such
that the net is eventually in (A ∩ B)c.
Similarly if we assume that Ac is not in C, we obtain a set B 0 in C such that

the net is eventually in (Ac ∩ B 0)c. If neither A nor Ac is in C, then the net is
eventually in

(A ∩ B)c ∩ (Ac ∩ B 0)c = (Ac ∪ Bc) ∩ (A ∪ B 0c)

= (Ac ∩ (A ∪ B 0c)) ∪ (Bc ∩ (A ∪ B 0c))

= (Ac ∩ B 0c) ∪ (Bc ∩ (A ∪ B 0c))

⊆ B 0c ∪ Bc = (B ∩ B 0)c,

and it cannot be frequently in B ∩ B 0. This contradicts the fact that B ∩ B 0 is
in C because C is closed under finite intersections. This completes the proof that
either A or Ac has to be in C.
The members of C form a directed set under inclusion downward, i.e., with

partial ordering A ≤ B if A ⊇ B. Form E = C × D as a directed set under
the definition in Example 4 earlier in this section. We construct a subnet as
follows. For each ordered pair (A, β) in C × D, let α(A,β) be an element of D
with β ≤ α(A,β) and with xα(A,β)

in A; this choice is possible since D is directed
and the given net is frequently in A. The function (A, β) 7→ α(A,β) is cofinal
because for any β ∈ D, the member (X, β) of E = C × D has β ≤ α(B,∞ )

whenever (A, β) ≤ (B, ∞ ). Thus (A, β) 7→ xα(A,β) is a subnet.
To complete the proof, we show that this subnet is universal. For any subset A

of X , we have seen that either A or Ac has to be in C. Without loss of generality,
assume that A is in C. For any fixed β, the inequality (A, β) ≤ (B, ∞ ) implies
that xα(B,∞ )

is in the subset B of A, and hence the subnet is eventually in A. §

Proposition 10.37. The following three statements about a topological space
X are equivalent:
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(a) X is compact,
(b) every universal net in X is convergent,
(c) every net in X has a convergent subnet.

PROOF. To prove that (a) implies (b), let {xα} be a universal net in X , and
suppose that {xα} is not convergent. For each x in X , there is then an open
neighborhood Ux of x such that {xα} is not eventually in Ux . Since the net is
universal, it is eventually in (Ux)

c for each x . The open sets Ux cover X . By
compactness, let {Ux1, . . . ,Uxn } be a finite subcover. The net is eventually in
each (Uxj )

c and hence is eventually in their intersection. But their intersection is
empty since X =

Sn
j=1Uxj . We have arrived at a contradiction, and thus {xα}

must be convergent.
Statement (b) implies statement (c) since every net has a universal subnet, by

Proposition 10.36.
To prove that (c) implies (a), suppose that X is noncompact. We shall produce

a net with no convergent subnet. IfU is an open cover of X with no finite subcover,
we shall use U to define a directed set. LetF be the set of all finite subcollections
of members of U. This is directed under inclusion upward: α ≤ β if α ⊆ β. For
each α inF, the set X −

S
U∈α U is not empty since U has no finite subcover, and

we let xα be an element of X −
S

U∈α U . Then α 7→ xα is a net. Suppose that
{xα} has a convergent subnet, with some x0 as limit. For any neighborhood N of
x0, {xα} is frequently in N . Since U is a covering, there is some U in U with x0
in U . By construction, {xα} is not in U as soon as α has {U} ≤ α. We conclude
that no subnet of {xα} converges. §

Proposition 10.37 gives the statement about general topological spaces that
extends the equivalence of the Bolzano–Weierstrass property and the Heine–
Borel property of closed bounded subsets of Euclidean space. To illustrate the
power of nets, we can now use them to give a second proof of the Tychonoff
Product Theorem (Theorem 10.27).

SECOND PROOF OF TYCHONOFF PRODUCT THEOREM. Let X = ×s∈S Xs be
given with each Xs compact, let ps : X → Xs be the sth coordinate function,
and let {xα} be a universal net in X . Fix s, and let As be any subset of Xs .
Since the net is universal, it is eventually in p−1

s (As) or in (p−1
s (As))c. Since

(p−1
s (As))c = p−1

s ((As)c), the net {ps(xα)} is eventually in As or in (As)c. Thus
{ps(xα)} is a universal net in Xs . By Proposition 10.37 and the compactness of
Xs , {ps(xα)} converges to some member xs of Xs . Now let s vary. Forming the
member x of X with ps(x) = xs for all s and applying Proposition 10.35, we see
that xα → x . By Proposition 10.37, X is compact. §
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6. Quotient Spaces

If X is a topological space and ∼ is an equivalence relation on X , then we saw
in Section 1 that the set X/∼ of equivalence classes inherits a natural topology
known as the “quotient topology.” If q : X → X/∼ is the quotient map, then
a subset U of X/∼ is defined to be open in the quotient topology if q−1(U) is
open in X . The quotient topology is then the finest topology on X/∼ that makes
the quotient map continuous.
Without some assumption that relates the equivalence relation to the topology

of X , we cannot expect much from general quotient spaces. In this section
we shall investigate situations in which the quotient space does have reasonable
properties. Ultimately our interest will be in four situations, some of which are
hinted at in Section 1:

(i) the passage from a regular topological space to the quotient when the
equivalence relation is that x ∼ y if x is in {y}cl (Proposition 10.7),

(ii) the passage from a compact Hausdorff space X to the quotient when the
equivalence relation is closed as a subset of X × X (to be discussed in
Problem 11 at the end of the chapter),

(iii) the passage from a “topological vector space” or “topological group” to
a coset space (to be discussed in the companion volume, Advanced Real
Analysis),

(iv) the piecing together of a “manifold,” or a “vector bundle,” or a “cover-
ing space” from local data (to be discussed in the companion volume,
Advanced Real Analysis).

We begin with some general facts. The first is a kind of “universal mapping
property” for all quotient spaces. Its corollary describes a situation in which we
can recognize a given space as a quotient even if it was not constructed that way:
we say that a function F : X → Y is open if F carries open sets to open sets.

Proposition 10.38.
(a) Let F : X → Y be a continuous function between topological spaces, let

∼ be an equivalence relation on X , and let q : X → X/∼ be the quotient map.
Suppose that F has the property that F(x1) = F(x2) whenever x1 ∼ x2, so that
there exists a well-defined function f : X/∼ → Y such that F = f ◦ q. Then
f is continuous.
(b) The quotient X/∼ is characterized by the property in (a) in the following

sense. Suppose that q 0 : X → Z is any continuous function of X onto a
topological space Z such that

(i) x1 ∼ x2 implies q 0(x1) = q 0(x2),
(ii) whenever F : X → Y is a continuous function such that x1 ∼ x2
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implies F(x1) = F(x2), there exists a continuous function f 0 : Z → Y
with F = f 0 ◦ q 0.

Then Z is canonically homeomorphic to X/∼.
PROOF. In (a), we want to know that f −1(U) is open in X/∼ whenever U is

open in Y . By definition of the quotient topology, f −1(U) is open in X/∼ if and
only if q−1( f −1(U)) is open in X . This set is F−1(U), which is open since F is
assumed continuous.
In (b), suppose Z and q 0 are such that q 0 : X → Z has the stated properties.

We apply the result of (a) with F taken to be q : X → X/ ∼. Property (ii) of
Z gives us a continuous function f 0 : Z → X/∼ such that q = f 0 ◦ q 0. Then
we apply the result of (a) with F taken to be q 0 : X → Z , and (a) shows that the
function f : X/ ∼ → Z with q 0 = f ◦ q is continuous. Combining these two
equations gives us q = f 0 ◦ f ◦q and q 0 = f ◦ f 0 ◦q 0. Thus f 0 ◦ f is the identity
on the image of q, and f ◦ f 0 is the identity on the image of q 0. Since q is onto
X/∼ and q 0 is onto Z , f : X/∼ → Z is a homeomorphism. §

Corollary 10.39. Let F : X → Y be a continuous function from one
topological space onto another, and define x1 ∼ x2 if F(x1) = F(x2). Let
q : X → X/ ∼ be the quotient map, and let f : X/ ∼ → Y be the continuous
map such that F = f ◦ q. If F is open, then f is a homeomorphism and hence
Y can be regarded as a quotient of X .
REMARK. The continuity of f is the conclusion of Proposition 10.38a.
PROOF. The function f : X/ ∼ → Y is continuous, one-one, and onto. To

see that f is open and hence is a homeomorphism, let an open set U in X/∼ be
given. Then F(q−1(U)) is open because q is continuous and F is open. Since
F(q−1(U)) = f (q(q−1(U))) = f (U), we see that f (U) is open. Hence f is
open. §

EXAMPLE. Let X = ×s∈S Xs be a product of topological spaces, fix s in S,
and let ps : X → Xs be the sth coordinate function. We shall show that ps is
open, so that Xs can be regarded as the quotient of X by the relation that x1 ∼ x2
if ps0(x1) = ps0(x2) for all s 0 6= s. IfU is an open set in X and x is inU , then we
can find a basic open set Vx = p−1

s1 (U1)∩· · ·∩ p−1
sn (Un) about x that is contained

in U . Then ps(Vx) equals Uj if s = sj , and it equals Xs if s is not equal to any
sj . In either case, ps(Vx) is open. Thus ps(U) contains a neighborhood of each
of its points and must be an open set. So ps is open.

A key desirable property of a quotient space is that it is Hausdorff. The
Hausdorff property is what makes limits unique, after all, and it therefore paves
the way to doing some analysis with the space. The next proposition gives a
useful necessary condition and a useful sufficient condition.
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Proposition 10.40. Let X be a topological space, let ∼ be an equivalence
relation on X , and let R be the subset {(x1, x2) | x1 ∼ x2} of X × X . If the
quotient topology on X/ ∼ is Hausdorff, then R is a closed subset of X × X .
Conversely if R is a closed subset of X×X and if the quotientmap q : X → X/∼
is open, then X/∼ is Hausdorff.

PROOF. Suppose that X/∼ is Hausdorff. If (x, y) is not in R, then q(x) and
q(y) are distinct points in X/∼. Find disjoint open sets U and V in X/∼ such
that q(x) is in U and q(y) is in V . Then q−1(U) and q−1(V ) are open sets in
X with the property that no member of q−1(U) is equivalent to any member of
q−1(V ). Thus q−1(U)×q−1(V ) is an open neighborhood of (x, y) that does not
meet R. Hence R is closed.
Conversely if R is closed and (x, y) is not in R, then there exists a basic open

set U × V of X × X containing (x, y) that does not meet R. The sets q(U) and
q(V ) are open in X/∼ since q is open, they are disjoint since no member of U
is equivalent to a member of V , and they are neighborhoods of q(x) and q(y),
respectively. Thus X/∼ is Hausdorff. §

A special case is the situation with a pseudometric space in which the equiv-
alence relation is that x ∼ y if x and y are at distance 0 from one another. A
generalization of this relation was given in Proposition 10.7, which said that in
a regular topological space the relation x ∼ y if x is in {y}cl is an equivalence
relation. The corollary to follow gives properties of the quotient space when this
equivalence relation is used.

Corollary 10.41. Let X be a regular topological space, let∼ be the equivalence
relation defined by saying that x ∼ y if x is in {y}cl, and let q : X → X/∼ be
the quotient map. Then

(a) q is open, and every open set in X is the union of equivalence classes,
(b) X/∼ is regular and Hausdorff,
(c) X normal implies X/∼ normal,
(d) X separable implies X/∼ separable.

PROOF. First we show that every open set is a union of equivalence classes.
Suppose that x is in an open set U in X . Let x ∼ y. If y were not in U , then y
would be in the closed set Uc and hence {y}cl would be contained in Uc. Since
x ∼ y, x is in {y}cl, and we are led to the contradiction that x would be in Uc,
hence in U ∩ Uc = ∅. So U is a union of equivalence classes. Then it follows
that q−1(q(U)) = U , and the set q(U) has the property that its inverse image is
open in X . By definition of the quotient topology, q(U) is open. Therefore q is
an open map. This proves (a).
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To prove theHausdorff property in (b), we shall apply Proposition 10.40. Since
(a) shows that q is open, it is enough to show that the subset R = {(x, y) | x ∼ y}
of X × X is closed. If (x, y) is not in R, then x is not in {y}cl. By regularity of
X , choose disjoint open sets U and V in X such that x is in U and {y}cl ⊆ V .
Since U and V are unions of equivalence classes and are disjoint, no member of
U is equivalent to any member of V . Therefore (U × V ) ∩ R = ∅, and every
point of Rc has an open neighborhood lying in Rc. Hence R is closed.
As a result of (a), the open sets in X are in one-one correspondence via q with

the open sets in X/∼, and the same thing is true for the closed sets. Under this
correspondence disjoint sets correspond to disjoint sets. Then regularity in (b),
as well as conclusions (c) and (d), follow immediately. §

7. Urysohn’s Lemma

According to Proposition 10.31, a Hausdorff topological space has unique limits
for convergent sequences and nets. Corollary 10.41 shows that regularity of a
space makes it possible to pass to a natural quotient space that is regular and
Hausdorff. The following theorem exhibits a special role for the condition that a
space be normal.

Theorem 10.42. (Urysohn’s Lemma). If E and F are disjoint closed sets in
a normal topological space X , then there exists a continuous function f from X
into [0, 1] that is 0 on E and is 1 on F .
PROOF. Proposition 10.5c shows in a normal space that between a closed

set and a larger open set we can always interpolate an open set and its closure.
Starting from E ⊆ Fc, we find an open set U1/2 with

E ⊆ U1/2 ⊆ (U1/2)cl ⊆ Fc.

Then we can find open sets U1/4 and U3/4 with

E ⊆ U1/4 ⊆ (U1/4)cl ⊆ U1/2 ⊆ (U1/2)cl ⊆ U3/4 ⊆ (U3/4)cl ⊆ Fc.

Proceeding inductively on n, we obtain, for each diadic rational number r = m/2n
with 0 < r < 1, an open set Ur between E and Fc such that r < s implies
(Ur )

cl ⊆ Us . Put U1 = X . For each x in X , define f (x) to be the greatest
lower bound of all r such that x is in Ur . Then f is 0 on E , is 1 on F , and has
values in [0, 1]. To see that f is continuous, let x be given, let r and s be diadic
rationals in (0, 1) with r < f (x) < s, and choose diadic rationals r 0 and s 0 with
r < r 0 < f (x) < s 0 < s. (If f (x) = 0, we omit r and r 0; if f (x) = 1, we omit s
and s 0.) We are to produce an open neighborhoodU of x with f (U) ⊆ (r, s). If
U = Us0 − (Ur 0)cl, then U is open with r 0 ≤ f (U) ≤ s 0. Thus r < f (U) < s as
required. We conclude that f is continuous. §
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EXAMPLE. In Example 4 of Section 2, we produced a certainHausdorff regular
space X that is not normal, but we deferred the proof that X is not normal until we
had Urysohn’s Lemma in hand. We can now give that missing proof. As a set, X
is the closed upper half plane {Im z ∏ 0} inC. A base for the topology in question
consists of all open disks in X that do not meet the x axis, together with all open
disks in X that are tangent to the x axis; the latter sets are to include the point of
tangency. For a point p on the x axis, the open disks of rational radii with point of
tangency p form a countable local base. Arguing by contradiction, suppose that
X is normal. Any subset of the x axis in X is closed in X , and we take E to be the
set of rationals on the axis and F to be the set of irrationals on the axis. Urysohn’s
Lemma (Theorem 10.42) supplies a continuous function f : X → [0, 1] such
that f (E) = 0 and f (F) = 1. Define a sequence of functions fn : R → [0, 1]
by fn(x) = f

°
x, 1n

¢
, the notation (x, y) indicating a point in the (x, y) plane.

The functions fn are continuous in the ordinary topology onR since the topology
on X is the ordinary topology of the half plane as long as we stay away from the
x axis. At any point (x, 0) of the x axis, the sets

Um = {x, 0} ∪ B
° 1
m ;

°
x, 1m

¢¢

form a local base at (x, 0), and
°
x, 1n

¢
is in Um for n ∏ m. The continuity of f

therefore yields limn f
°
x, 1n

¢
= f (x, 0). In other words, limn fn exists pointwise

onR and equals the indicator function of the set of irrationals. The sequence { fn}
is therefore a sequence of continuous real-valued functions onRwhose pointwise
limit is everywhere discontinuous. However, Theorem 2.54 implies that the set
of discontinuities of the limit function is of first category in R, and the Baire
Category Theorem (Theorem 2.53) implies thatR is not of first category in itself.
Thus we have a contradiction, and we conclude that X cannot be normal.

Corollary 10.43. If E and F are disjoint closed sets in a compact Hausdorff
space X , then there exists a continuous function f : X → [0, 1] that is 0 on E
and is 1 on F .

PROOF. This follows by combining Proposition 10.16 and Theorem 10.42. §

Corollary 10.44. If K and F are disjoint closed sets in a locally compact
Hausdorff space X and if K is compact, then there exists a continuous function
f : X → [0, 1] that is 1 on K , is 0 on F , and has compact support.

PROOF. Using Proposition 10.19, regard X as an open subset of the one-point
compactification X∗. Proposition 10.20 shows that the compact space X∗ is
Hausdorff. Choose disjoint open sets U and V in X by Corollary 10.22 such
that K ⊆ U and F ⊆ V . Choose L compact in X by Corollary 10.23 such
that K ⊆ Lo. Then M = L ∩ (X − V ) is compact in X by Proposition 10.14,
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and K ⊆ Lo ∩ U ⊆ Lo ∩ (X − V )o ⊆ (L ∩ (X − V ))o = Mo. Hence
K and X∗ − Mo are disjoint compact sets in X∗. Corollary 10.43 produces a
continuous g : X∗ → [0, 1] such that g is 1 on K and is 0 on X∗ − Mo. Since
F ⊆ V ⊆ (X− L)∪V = X− (L ∩ (X−V )) = X−M ⊆ X−Mo ⊆ X∗ −Mo,
the function f = g

Ø
Ø
X has the required properties. §

8. Metrization in the Separable Case

A problem about topological spaces, now completely solved, is to characterize
those topologies that arise from metric spaces. Such a space is said to bemetriz-
able. We consider only the separable case and prove the following theorem.

Theorem10.45 (UrysohnMetrizationTheorem). Any separable regularHaus-
dorff space X is homeomorphic to a subspaceof theHilbert cubeC = ×∞

n=1[0, 1]
and is therefore metrizable.

PROOF. The Hilbert cube C is seen as a metric space in Example 11 in Section
II.1, Corollary 10.29 identifies it as a product space, and the Tychonoff Product
Theorem (Theorem 10.27) shows that it is compact. Let pn : X → [0, 1] be the
nth coordinate function.
By Corollary 10.10, X is normal. Fix a countable base B for the open sets.

Enumerate the countable set of pairs (U, V ) of members of B such thatU cl ⊆ V .
To the nth pair, associate by Urysohn’s Lemma (Theorem 10.42) a continuous
function fn : X → [0, 1] such that fn is 1 onU cl and is 0 on V c. Let F : X → C
be defined by “F(x) is the sequence whose nth term is fn(x).” We are to show
that F is continuous, is one-one, and is open as a function onto F(X).
The continuity of pn ◦ F = fn for each n means that F−1 p−1

n of any open set
in [0, 1] is open in C . Since F−1 of a basic open set in C is the finite intersection
of the various F−1 p−1

n ’s of open sets, F is continuous.
To see that F is one-one, let x and y be distinct points of X . By Proposition

10.6c, X Hausdorff implies that {y} is closed and hence that {y}c is an open
neighborhood of x . Choose a basic open set V containing x and contained in
{y}c. By Proposition 10.5b and the regularity of X , choose a basic open set
U containing x such that U cl ⊆ V . Then (U, V ) is one of our pairs, and the
corresponding function fn has fn(x) = 1 and fn(y) = 0. Hence F(x) 6= F(y),
and F is one-one.
To see that F carries open sets of X to open sets in F(X), let W be open in

X , and fix x in W . Arguing as in the previous paragraph, we can find basic open
sets U and V such that x is in U and U cl ⊆ V ⊆ W . The corresponding fn then
has fn(x) = 1 and fn(V c) = 0. Hence fn(Wc) = 0. The set Nx of y’s such that
fn(y) > 0 is open in X and contains x . The product (0, 1]n ×

°×k 6=n[0, 1]k
¢
is
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open in C , and its intersection with F(X) is the same as F(Nx) ∩ F(X). Thus
F(Nx) ∩ F(X) is relatively open in F(X). Then F(x) lies in this relatively open
set, which in turn lies in F(W ), and it follows that F(W ) is a relatively open
neighborhood of each of its members. §

Corollary 10.46. Every separable compact Hausdorff space is metrizable.
PROOF. This is immediate from Proposition 10.16 and Theorem 10.45. §

9. Ascoli–Arzelà and Stone–Weierstrass Theorems

In Section II.10 we studied Ascoli’s Theorem (Theorem 2.56) and the Stone–
Weierstrass Theorem (Theorem 2.58) as tools for working with continuous func-
tions on compact metric spaces. In turn, these theorems were illuminating
generalizations of results about continuous functions on closed bounded intervals
of the line, particularly the classical version of Ascoli’s Theorem (Theorem 1.22)
and the Weierstrass Approximation Theorem (Theorem 1.52). In this section
we shall extend these results to the setting of continuous functions on compact
Hausdorff spaces. The proof of the extended Ascoli theorem will be our first
example of how the Cantor diagonal process gets replaced by an application
of the Tychonoff Product Theorem (Theorem 10.27) when one is dealing with
an uncountable number of limiting situations at once. The Stone–Weierstrass
Theorem in the more general setting becomes in part a tool for dealing with large
abstract compact Hausdorff spaces that arise in functional analysis. The starting
point for this investigation is the general form of Alaoglu’s Theorem,8 which says
that the closed unit ball in the dual X∗ of a normed linear space X is compact in
the weak-star topology; closed subsets of this space play a foundational role in
the theory of Banach algebras.
Wework in this sectionwith a compactHausdorff space X andwith the algebra

C(X) of bounded continuous scalar-valued functions on X . The scalars may be
real or complex. Corollary 10.13 shows that if f is a continuous scalar-valued
function on X , then | f | attains its maximum value on X . The set C(X) is a
subspace of the normed linear space B(X) of bounded scalar-valued functions
on X , the norm being k f ksup = supx∈X | f (x)|. Convergence in B(X) is uniform
convergence. Proposition 10.30 shows that C(X) is a closed subspace of B(X)
and is complete as a metric space.
We begin with the extended Ascoli theorem. Let F = { fα} be a set of

scalar-valued functions on the compact Hausdorff space X . We say that F is
equicontinuous at x in X if for each ≤ > 0, there is an open neighborhood Ux,≤

8A preliminary form of this theorem was given as Theorem 5.58. The general form appears in
the companion volume, Advanced Real Analysis.
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of x such that | fα(y) − fα(x)| < ≤ for all y in Ux,≤ and all fα in F. We say
that F is equicontinuous if it is equicontinuous at each point. Not having a
metric to compare different points of X , we no longer define a notion of “uniform
equicontinuity.”
It is immediate from the definition that any subset of an equicontinuous family

is equicontinuous. The definition of equicontinuity at x reduces to the defini-
tion of continuity if F has just one member, and therefore every member of an
equicontinuous family is continuous.
As in Section II.10 the set F is uniformly bounded on X if it is pointwise

bounded at each x ∈ X and if the bound for the values | f (x)| with f ∈ F can be
taken independent of x .

Lemma 10.47. If F = { fα} is equicontinuous at x in X , then the closure F cl

of F in the product topology on CX is equicontinuous at x .

REMARK. Consequently every member of F cl is continuous at x .

PROOF. Let Ux,≤ be as in the definition of equicontinuity of F at x . For each
≤ > 0, the set of functions f ∈ CX such that

| f (y) − f (x)| ≤ ≤

for a particular y in X is a closed subset ofCX . Thus the set of functions f ∈ CX

such that this inequality holds for all y in Ux,≤ , being an intersection of closed
sets, is closed, and it contains F. In turn, the intersection G of these sets taken
over all ≤ > 0 is closed in CX and contains F. For each ≤ > 0, each g in this
closed set G satisfies the inequality |g(y) − g(x)| < 2≤ whenever y is in Ux,≤ .
Therefore G is equicontinuous at x , and so is its subset F cl. §

Theorem10.48 (Ascoli–Arzelà Theorem). If { fn} is an equicontinuous family
of scalar-valued functions defined on a compact Hausdorff space X and if { fn}
has the property that { fn(x)} is bounded for each x , then { fn} has a uniformly
convergent subsequence.

PROOF. We may assume that there are infinitely many distinct functions fn ,
since otherwise the assertion is trivial. Let | fn(x)| ≤ cx for all n, and form the
product space C = ×x∈X

©
z ∈ C

Ø
Ø |z| ≤ cx

™
. The space C is compact by the

Tychonoff Product Theorem (Theorem 10.27), and we are now assuming that
there are infinitely many members of the sequence { fn} in the space. Let S be
the image of the sequence as a subset of C . If S were to have no limit point in C ,
then each fn would have an open neighborhood in C disjoint from the rest of S;
these open sets and Sc would form an open cover of C with no finite subcover, in
contradiction to compactness of C . Thus S has a limit point f in C . By Lemma
10.47 and the remarks before it, the family S ∪ { f } is equicontinuous.
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Let ≤ > 0. We shall complete the proof by producing an fN in S such that
| fN (x) − f (x)| < ≤ for all x . By equicontinuity find an open neighborhood Ux
for each x such that y ∈ Ux implies

| fn(y) − fn(x)| < ≤/3 for all n
| f (y) − f (x)| < ≤/3.and

The open sets Ux cover X , and finitely many of them suffice to cover, by the
compactness of X . Thus there are finitely many points x1, . . . , xk in X with the
property that for each y in X , there is some xj with 1 ≤ j ≤ k such that

| fn(y) − fn(xj )| < ≤/3 and | f (y) − f (xj )| < ≤/3

for all n. Since f is a limit point of S, choose N such that

| fN (xj ) − f (xj )| < ≤/3 for 1 ≤ j ≤ k.

Then for every y in X , there is an xj such that

| fN (y) − f (y)| ≤ | fN (y) − fN (xj )| + | fN (xj ) − f (xj )| + | f (xj ) − f (y)| < ≤.

Thus fN is within distance ≤ of f , as asserted. §

Corollary 10.49. If X is a compact Hausdorff space, then a subset F = { fα}
of C(X) is compact if and only if

(a) F is closed in C(X),
(b) the set { fα} is pointwise bounded at each point in X , and
(c) F is equicontinuous.

In this case, F is uniformly bounded.
PROOF. Suppose that the three conditions hold. Being a subset of C(X), F is

a metric space under the restriction of the metric. By Theorem 2.36, F will be
compact if we prove that every sequence has a convergent subsequence. Because
of (b) and (c), Theorem 10.48 shows that every sequence in F has a uniformly
Cauchy subsequence. By (a) and the completeness of C(X) given in Proposition
10.30,F is complete as ametric space. Hence the Cauchy subsequence converges
to an element of F.
Conversely suppose that F is compact. Property (a) follows since compact

sets are closed in any metric space. For (b) and the stronger conclusion that
F is uniformly bounded, the function f 7→ k f ksup is a continuous function
on the compact set F, and Corollary 10.13 shows that it is bounded. For the
equicontinuity in (c), let ≤ > 0 and x be given. Theorem 2.46 shows that F
is totally bounded as a metric space. Hence we can find a finite set f1, . . . , fl
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in F such that each member f of F has supy∈X | f (y) − f j (y)| < ≤ for some
j . By continuity of each fi , choose an open neighborhood Ux,≤ of x such that
| fi (x) − fi (y)| < ≤ for 1 ≤ i ≤ l for all y in Ux,≤ . If f is some member of F
and if f j is the member of the finite set associated with f , then y ∈ Ux,≤ implies

| f (y) − f (x)| ≤ | f (y) − f j (y)| + | f j (y) − f j (x)| + | f j (x) − f (x)| < 3≤.

Hence F is equicontinuous at each x in X . §

Now we come to the extended Stone–Weierstrass Theorem. We are interested
in showing that certain subalgebras of the algebra C(X) of continuous scalar-
valued functions on a compact Hausdorff space X are dense in C(X). Except for
the dropping of the assumption that X is metric, the assumptions and notation
are the same as in Section II.10. In particular the scalars for the subalgebra and
for C(X) may be real or complex, and the statement of the theorem is slightly
different in the two cases.

Theorem 10.50 (Stone–Weierstrass Theorem). Let X be a compact Hausdorff
space.

(a) If A is a real subalgebra of real-valued members of C(X) that separates
points and contains the constant functions, thenA is dense in the algebra
of real-valued members of C(X) in the uniform metric.

(b) If A is a complex subalgebra of C(X) that separates points, contains the
constant functions, and is closed under complex conjugation, then A is
dense in C(X) in the uniform metric.

REMARKS. Curiously, Urysohn’s Lemma (Corollary 10.43) does not play a
role in the proof. Instead, the role of Urysohn’s Lemma is to ensure that C(X)
is large in applications, and then the present theorem has serious content. The
actual proof of Theorem 10.50 is word-for-word the same as for Theorem 2.58,
and there is no need to repeat it.

10. Problems

1. Let f and g be continuous functions from a topological space into a Hausdorff
space Y .
(a) Prove that the set of all points x in X for which f (x) = g(x) is closed.
(b) Prove that if f (x) = g(x) for all x in a dense subset of X , then f = g.

2. (Dini’s Theorem) Let X be a compact Hausdorff space. Suppose that the
function fn : X → R is continuous, that f1 ≤ f2 ≤ f3 ≤ · · · , and that
f (x) = lim fn(x) is continuous and is nowhere +∞. Use the defining property
of compactness to prove that { fn} converges to f uniformly on X .
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3. (BaireCategoryTheorem) Prove that a locally compactHausdorff space cannot
be the countable union of closed nowhere dense sets.

4. Prove that a locally compact dense subset of a Hausdorff space is open.
5. This problem produces a locally compact Hausdorff space that is not normal.

Verify the details of the construction. Let X be a countably infinite discrete
space, and let Y be an uncountable discrete space. Let X∗ and Y ∗ be their
one-point compactifications, with the added points denoted by x∞ and y∞. The
locally compact Hausdorff space is Z = X∗ ×Y ∗ −{(x∞, y∞)}with the relative
topology. Two closed subsets that cannot be separated by disjoint open sets are
A = ({x∞} × Y ∗) − {(x∞, y∞)} and B = (X∗ × {y∞}) − {(x∞, y∞)}.

6. If X is compact, prove that each infinite subset of X has a limit point.
7. Let U be the family of subsets of R consisting of all sets {x ∈ R | x < a},

together with ∅ and R.
(a) Prove that U is a topology for R and that it is not Hausdorff. (It is called the

upper topology of R.)
(b) If {tn}n∈D is a net in R, define lim supn tn to be the infimum over n of

supm∈D, m∏n tn . Prove that a net {tn}n∈D in R converges to t relative to U if
and only if lim supn tn ≤ t .

8. Let (X, T ) be a topological space, and let U be the upper topology of R as in the
previous problem. A function f : X → R is said to be upper semicontinuous
if it is continuous with respect to T and U.
(a) Prove that upper semicontinuity of f : X → R is equivalent to the condition

that lim sup f (xn) ≤ f (x) whenever xn → x in X .
(b) Prove that the function f : R → R that is 1 at x = 0 and is 0 elsewhere is

upper semicontinuous.
(c) Prove that if f and g are upper semicontinuous functions on X and if c is

nonnegative real, then f + g and c f are upper semicontinuous.
(d) Prove that if { fs}s∈S is a nonempty set of upper semicontinuous functions

on X such that infs∈S f (x) > −∞ for all x ∈ X , then infs∈S fs is upper
semicontinuous.

(e) Prove that if f is a bounded real-valued function on X , then there exists a
unique smallest upper semicontinuous function f − with f −(x) ∏ f (x) for
all x .

9. Let (X, T ) be a topological space. A function f : X → R is lower semi-
continuous if − f is upper semicontinuous. In this case if f is bounded, let
f− = −(− f )−, with the right side defined as in the previous problem. Let the
oscillation Qf of f be defined by Qf (x) = f −(x) − f−(x) for x in X .
(a) Why is Qf upper semicontinuous?
(b) Prove that this definition agrees with the one in Section II.9.
(c) Prove that f is continuous if and only if Qf is identically 0.
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10. Let X be a Hausdorff topological space in which there are two disjoint nonempty
closed sets A and B. Let∼ be the equivalence relation that identifies all elements
of A with each other, identifies all elements of B with each other, and otherwise
identifies no distinct points of X .
(a) Prove that the subset of pairs (x, y) in X × X with x ∼ y is closed.
(b) Give an example of this kind in which X/∼ is not Hausdorff.

11. Let X be a compact Hausdorff space, and let ∼ be an equivalence relation on
X such that the subset R ⊆ X × X of pairs (x, y) with x ∼ y is closed. Let
q : X → X/∼ be the quotient map.
(a) Prove for each x ∈ X that q−1q(x) is a closed subset of X .
(b) If U ⊆ X is open, prove that V = {x ∈ X | q−1q(x) ⊆ U} is open by

first proving that V c = p2((Uc × X) ∩ R), where p2 : X × X → X is the
projection to the second coordinate.

(c) Prove that the compact quotient X/∼ is Hausdorff.
(d) Prove that the quotient map is closed, i.e., that closed sets map to closed sets.
(e) Is the quotient map necessarily open?
(f) As in one of the examples in Section 1, let X be the interval [−π, π], and

let S1 be the unit circle in C. Let∼ be the equivalence relation that lets−π

and π be the only nontrivial pair of elements of X that are equivalent, and
form X/ ∼. Prove that X/ ∼ is homeomorphic to S1 and that under this
identification the quotient map may be taken to be the function p : X → S1
given by p(x) = eix .

Problems 12–15 concern connectedness and connected components. Most of the
definitions and proofs in the first three are rather similar to those in Chapter II (§II.8
and Problems 11–13) for the special case of metric spaces. A topological space X is
connected if X cannot be written as X = U ∪ V with U and V open, disjoint, and
nonempty. A subset E of X is connected if E is connected as a subspace of X , i.e.,
if E cannot be written as a disjoint union (E ∩U) ∪ (E ∩ V ) with U and V open in
X and with E ∩U and E ∩ V both nonempty.
12. (a) Prove that a continuous function between topological spaces carries con-

nected sets to connected sets.
(b) A path in a topological space X is a continuous function from a closed

bounded interval [a, b] into X . Why is the image of a path necessarily
connected?

13. (a) If X is a topological space and {Eα} is a system of connected subsets of X
with a point x0 in common, prove that

S
α Eα is connected.

(b) If X is a topological space and E is a connected subset of X , prove that the
closure Ecl is connected.

14. (a) A topological space X is pathwise connected if for any two points x1 and
x2 in X , there is some continuous p : [a, b] → X with p(a) = x1 and
p(b) = x2. Why is a pathwise-connected space X necessarily connected?
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(b) A topological space X is called locally pathwise connected if each point
has arbitrarily small open neighborhoods that are pathwise connected. Prove
that if X is connected and locally pathwise connected, then it is pathwise
connected.

15. In a topological space X , define two points to be equivalent if they lie in a
connected subset of X .
(a) Show that this notion of equivalence is indeed an equivalence relation. The

equivalence classes are called the connected components of X .
(b) Prove that the connected components of X are closed sets.
(c) Prove that the connected components of X are open sets if X is locally

connected, i.e., if each point has arbitrarily small connected neighborhoods.

Problems 16–17 concern partitions of unity, which were introduced in Section III.5.
An open cover U of a topological space is said to be locally finite if each point of x
has a neighborhood that lies in only finitely many members of U.
16. Suppose that U is a locally finite open cover of a normal space X . By applying

Zorn’s Lemma to the class of all functions F defined on subfamilies of U such
that F(U), for each U in the domain of F , is an open set with F(U)cl ⊆ U and

° S

U∈domain(F)

F(U)
¢

∪
° S

V∈U,
V /∈domain(F)

V
¢

= X,

prove that it is possible to select, for each U in U, an open set VU such that
V clU ⊆ U and such that {VU | U ∈ U } is an open cover of X .

17. Prove that ifU is a locally finite open cover of a normal space X , then it is possible
to select, for each U in U, a continuous function fU : X → [0, 1] such that fU
is 0 outside U and such that

P
U∈U fU (x) = 1 for all x ∈ X .

Problems 18–20 establish the Tietze Extension Theorem. Let X be a normal topolog-
ical space, and letC be a closed subset of X . Suppose that f is a bounded real-valued
continuous function defined on C . The theorem is that there exists a continuous
function F : X → R such that F

Ø
Ø
C = f and supx∈X |F(x)| = supx∈C | f (x)|.

18. Let g0 = f , c0 = supx∈C |g0(x)|, P0 = {x ∈ C | g0(x) ∏ c0/3}, and N0 =
{x ∈ C | g0(x) ≤ −c0/3}. Show that there is a continuous function F0 from X
into [−c0/3, c0/3] that is c0/3 on P0 and −c0/3 on N0.

19. In the previous problem, put g1 = g0 − F0 on C , and let c1 = supx∈C |g1(x)|.
Show that c1 ≤ 2

3c0. When the result of the previous problem is applied to g1 in
order to produce a function F1, what properties does F1 have?

20. Show that iteration of the above results produces a sequence of continuous
functions Fn : X → R such that the series

P∞
n=0 Fn(x) is uniformly convergent

on X and such that the sum F(x) =
P∞

n=0 Fn(x) is continuous. Show also that
F has F

Ø
Ø
C = f and satisfies supx∈X |F(x)| = supx∈C | f (x)|.
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Problems 21–28 concern order topologies. Suppose that X is a set with at least two
elements and having a total ordering, i.e., a partial ordering ≤ such that

(i) x ≤ y and y ≤ x together imply x = y,
(ii) any x and y in the set have either x ≤ y or y ≤ x .

Define x < y tomean that x ≤ y and x 6= y. The order topologyon X is the topology
for which a base consists of all sets {x | x < b}, {x | a < x}, and {x | a < x < b}.
For a nonempty subset Y of X , the terms “lower bound,” “upper bound,” “greatest
lower bound,” and “least upper bound” are defined in the expected way. Examples
are given by the real line R with its usual topology, the set ƒ of countable ordinals
(as defined in Problems 25–33 at the end of Chapter V) with its order topology, and
other examples given below.
21. Prove that every open interval {x | a < x < b} in X is open and every closed

interval {x | a ≤ x ≤ b} is closed.
22. Prove that X is Hausdorff and regular in its order topology.
23. Prove that every nonempty subset with an upper bound has a least upper bound if

and only if every every nonempty subset with a lower bound has a greatest lower
bound. In this case, X is said to be order complete.

24. Suppose that X is order complete.
(a) Prove that a nonempty subset Y of X is compact if and only if Y is closed

and has a lower bound and an upper bound.
(b) Prove that X is locally compact.

25. (a) Prove that if there exist a and b in X with a < b and with no c such that
a < c < b, then X is not connected, in the sense of Problems 12–15. Let us
say that X has a gap when such a and b exist.

(b) Prove that if X is order complete and has no gaps, then X is connected.
26. The set X = [0, 1) ∪ [2, 3) is totally ordered. Prove that this X is connected

in its order topology, and conclude that the order topology is different from the
relative topology for X as a subspace of R.

27. The set X = [0, 1) ∪ (1, 2] is totally ordered. Prove that this X is not connected
in its order topology but has no gaps.

28. Let X and Y be two totally ordered sets with at least two elements apiece.
Define the lexicographic ordering on X × Y to be the total ordering given by
(x1, y1) ≤ (x2, y2) if x1 < x2 or else x1 = x2 and y1 ≤ y2.
(a) Prove that the lexicographic ordering on [0, 1] × [0, 1] makes the space

compact connected but not separable.
(b) The long line is defined to be the productƒ × [0, 1) with the lexicographic

ordering, where ƒ is the set of countable ordinals as defined in Problems
25–33 at the end of Chapter V. Prove that the long line is locally compact
and connected but not separable.



CHAPTER XI

Integration on Locally Compact Spaces

Abstract. This chapter deals with the special features of measure theory when the setting is a
locally compact Hausdorff space and when the measurable sets are the Borel sets, those generated
by the compact sets.
Sections 1–2 establish the basic theorem, the Riesz Representation Theorem, which says that any

positive linear functional on the space Ccom(X) of continuous scalar-valued functions of compact
support on the underlying space X is given by integration with respect to a unique Borel measure
having a property called regularity. The steps in the construction of the measure run completely
parallel to those for Lebesgue measure if one regards the geometric information about lengths of
intervals as being encoded in the Riemann integral. The Extension Theorem of Chapter V is the
main technical tool.
Section 3 studies more closely the nature of regularity of Borel measures. One direct general-

ization of a Euclidean theorem is that the space of continuous functions of compact support in an
open set is dense in every L p space on that open set for 1 ≤ p < ∞. A new result is the Helly–Bray
Theorem—that any sequence of Borel measures of bounded total measure in a locally compact
separable metric space has a weak-star convergent subsequence whose limit is a Borel measure.
Section 4 regardsCcom(X) as a normed linear space under the supremum norm and identifies the

space of continuous linear functionals, with its norm, as a space of signed or complex Borelmeasures
with a regularity property, the norm being the total-variation norm for the signed or complex Borel
measure.

1. Setting

This chapter brings together the measure theory of Chapters V–VI and the theory
of topological spaces of Chapter X in a way that takes many of our earlier most
interesting examples into account. Specificallywe shall study the special features
of measure theory when the underlying space is a locally compact Hausdorff
space. Our primary example from earlier is that of Lebesgue measure, first on
R1 and then in RN . In R1 we considered also the class of all Stieltjes measures
and showed how they are classified by monotone functions satisfying certain
properties. We introduced Borel measures in RN but did not attempt to classify
them.
Along the way we saw glimpses of some other examples: The unit circle of C

can be regarded as [−π, π] if we identify−π and π , and we obtained Lebesgue
measure on the circle. As we saw, any open set or any compact set in RN has

534
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a theory of Borel measures associated with it. Most of our concrete examples
of such measures when N > 1 came about as a consequence of the change-
of-variables formula for multiple integrals. Of particular interest is what we
anticipated in Section VI.5 would ultimately come to be regarded as a “rotation-
invariant measure on the sphere,” the sphere SN−1 being a compact metric space.
This measure corresponds to the expression dω when Lebesgue measure dx on
RN is written in spherical coordinates and the factor r N−1 dr is dropped. In the
concrete case ofR3, in which r is the radius, θ1 is the latitude from the north pole,
and θ2 is the longitude, Lebesgue measure is given by dx = r2 sin θ1 dθ2 dθ1 dr
and we have dω = sin θ1 dθ2 dθ1. The change-of-variables formula in the N -
variable case then reads

Z

RN
f (x) dx =

Z ∞

r=0

Z

ω∈SN−1
f (rω) r N−1 dω dr

for every Borel measurable function f ∏ 0 on RN . We shall be making sense of
dω as a genuine measure on SN−1 in the course of the present chapter.
In the opposite direction it is important not to get the idea that all important

measure-theoretic examples inmathematics arise from locally compactHausdorff
spaces. Examples that arise from probability theory need not fit this pattern. This
fact becomes clearer after one encounters some specific measure spaces that arise
in the theory.1
Let us turn to the setting of this chapter, a locally compact Hausdorff space X .

In order that themeasure theory have some connectionwith the topological-space
structure, we shall build our σ -algebra out of topologically significant sets. There
will be a choice for how to do so, and we come to that point in a moment.
We shall follow asmuch as possible the pattern of the development of Lebesgue

measure on an interval of R1 or on all of R1, as occurred in Chapter V, in order
to construct measures on X . The thing that is missing for general X occurs right
at the start: it is the kind of geometric information that goes into regarding the
length of an interval as a quantityworthy of study. That is where an ingenious idea
comes into play, that of studying linear functionals on the vector space Ccom(X)
of continuous scalar-valued functions on X that vanish off a compact subset of X .
As in earlier chapters, it will not be important whether the scalars for Ccom(X)
are real or complex, and the reader may fix attention on either of these.
On an interval [a, b], we thus consider the space C([a, b]) of scalar-valued

continuous functions on the interval. The particular linear functional of interest
is the Riemann integral `( f ) = R

R b
a f (x) dx , the notation with the R being as

in Section VI.4. This kind of integral is a fairly simple object analytically; it was

1Themeasure-theoretic foundations of probability theory are discussed in the companionvolume,
Advanced Real Analysis.
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quickly shown to make sense in Theorem 1.26. Our point of view will be that the
Riemann integral encodes information about the lengths of all intervals.
Why might one consider linear functionals? In the subject of linear algebra,

linear functionals play an important role. Two importantways of realizing subsets
of Euclidean space are parametric form and implicit form. In the case of a vector
subspace of Rn , the idea of parametric form leads us to represent the subspace
as all linear combinations of members of a spanning set. If we use implicit form
instead, the subspace is realized as all vectors satisfying a set of homogeneous
linear equations, thus as the kernel of some linear function. The most primitive
case of the latter is that there is just one nontrivial equation. Then the linear
function has range the scalars, and the linear function is a linear functional. When
there are several equations, the subspace is in effect described as the intersection
of the kernels of several linear functionals.
Thus linear functionals in linear algebra arise in describing vector subspaces,

specifically in describing subspaces by limiting their size from the outside. In
analysiswe have occasionally needed this kind of control of a subspace in proving
theorems by an approximation argument. Two nontrivial examples were the
proofs in Chapter VI of differentiation of integrals and the proof in Chapter IX of
the boundedness of the Hilbert transform. In each case we proved a theorem for
“nice” functions, and we obtained some estimate for all functions of interest. To
connect the one conclusion with the other, we needed to know that the subspace
of “nice” functions is dense. Corollary 6.4 was a result of this kind, saying that
Ccom(RN ) is dense in L1(RN ) and in L2(RN ). The proof given for Corollary 6.4
was more like an argument using spanning sets, showing that we can pass from
Ccom(RN ) to simple functions and then recalling that simple functions are dense
as a consequence of basic properties of the Lebesgue integral.
However, we can visualize another argument of this kind, one with continuous

linear functionals. If one could prove, for any proper closed vector subspace of
our total space of functions (L1 or L2 or something else), that there is a nonzero
continuous linear functional on the total space vanishing on the closed subspace,
then we could test whether a given vector subspace is dense by examining the
effect of continuous linear functionals when restricted to the subspace. Histor-
ically this idea began to be applied in analysis in the early part of the twentieth
century at about the same time that people began thinking frequently about spaces
of functions and not just individual functions. The key general existence tool for
such continuous linear functionals was the Hahn–Banach Theorem, which we
shall take up in Chapter XII.
In any event, out of this confluence of ideas arose the idea of considering

continuous linear functionals on Ccom(X) as capturing enough information about
X to make measure theory possible. The continuity of a linear functional will
actually be somewhat concealed in what we do for most of this chapter, and
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instead we impose on the linear functional the natural condition that it needs to
satisfy in order to provide a notion of integration—that it be ∏ 0 on functions
∏ 0.
Let us be more precise about the definitions. Let X be a locally compact

Hausdorff space, and let Ccom(X) be the vector space of scalar-valued functions
on X that vanish outside some compact set. For a specific function f , the support
of f is the closure of the setwhere f is not zero. Themembers ofCcom(X) are then
the continuous scalar-valued functions on X having compact support. A linear
functional ` on Ccom(X) is said to be positive if `( f ) ∏ 0 whenever f ∏ 0.
The Riesz Representation Theorem, to be stated formally in Section 2 with all
details in place, will say that to any such ` corresponds a measure µ on a certain
σ -algebra of “topologically significant” sets such that

`( f ) =
Z

X
f dµ for all f ∈ Ccom(X).

The “topologically significant” sets have to include the sets necessary to make
each f in Ccom(X) measurable. At first glance it might seem that the smallest
σ -algebra containing the open sets is the right object. But in fact this σ -algebra
is unnecessarily large. In an uncountable discrete space, we do not need to have
every subset measurable in order to have all the functions of compact support be
measurable. Accordingly we define the σ -algebra B(X) of Borel sets of X to be
the smallest σ -algebra containing all compact subsets of X .
The plan of attack now follows the steps in the construction of Lebesgue

measure. We take the compact subsets of X to be the analog of the bounded
intervals in R1, and we thus define the elementary sets in X to be the sets in the
smallest ring K(X) containing all the compact sets. In the case of R1, every set
in the ring generated by the bounded intervals is a finite disjoint union of sets that
are the difference of two bounded intervals. We shall prove for X in Section 2
that every member ofK(X) is a finite disjoint union of sets that are the difference
of two compact sets.
For R1, we defined the measure of the difference of two bounded intervals to

be the difference of their lengths as soon as the second interval is contained in
the first; this was no loss of generality because the intersection of two bounded
intervals is a bounded interval. The measure of a finite disjoint union was defined
as the sum of the measures. We showed that this was well defined, and then we
had a finite-valued nonnegative additive set function on a ring of sets.
For X , we define the measure of a compact set K by the natural formula

µ(K ) = inf
f ∈Ccom(X),

IK≤ f

`( f ),

where IK as usual is the indicator function of K . The intersection of two compact
sets is compact, and thus we can define the measure of K1 − K2 for K1 and K2
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compact, to beµ(K1)−µ(K1∩K2). We define the measure of the disjoint union
of such sets K1− K2 to be the sum of the measures. We have to prove that this is
well defined, and then we have a finite-valued nonnegative additive set function
µ on the ring K(X).
The next step for R1 was to prove complete additivity on the ring generated

by the bounded intervals. With X , the problem is the same; we are to prove
complete additivity on the ring K(X). Suppose that this has been done. Since
µ is everywhere finite-valued on K(X), we can apply the Extension Theorem
(Theorem 5.5) to extend µ to the generated σ -ring. Either this σ -ring is already
the generated σ -algebraB(X), or Proposition 5.37 supplies a canonical extension
to a measure on the generated σ -algebra B(X). This completes the construction
of the measure µ on B(X). It is then a fairly easy matter to see that `( f ) is
recovered as the integral of f if f is in Ccom(X): In the case of R1, we carried
out this step by first establishing the Fundamental Theorem of Calculus for the
Lebesgue integral of a continuous function; the argument appears at the end of
Section V.3. A more direct argument would have been possible, and that direct
argument works for general X .
Thus the problem comes down to proving that the set function, as defined on

the ring of sets, is actually completely additive on that ring. In the case ofR1, that
complete additivitywas an easy consequenceof “regularity” of Lebesguemeasure
on the ring generated by the bounded intervals; in other words, the measure of
any set in the ring could be approximated from within by the measure of compact
sets in the ring and from without by the measure of open sets in the ring. Exactly
the same approach works for general X , but the regularity has to be established.
Quantitatively the construction of the measure comes down to defining µ(K )

for K compact as above and then proving three identities:
(i) µ(K1)+µ(K2) = µ(K1∪ K2)+µ(K1∩ K2) if K1 and K2 are compact,
(ii) sup

f ∈Ccom(X),
0≤ f≤IU

`( f ) = µ(K ) − µ(K − U) if U is any open set contained in

some compact set K ,
(iii) sup

K⊆U,
K compact

µ(K ) = sup
f ∈Ccom(X),
0≤ f≤IU

`( f ) if U is open and has compact closure.

Identity (i) and an elementary but lengthy computation in elementary set theory
together allow us to prove that µ is well defined on the ring K(X) under the
definitions above. Onceµ has been so extended, the right side of (ii) is justµ(U)
if U is open with compact closure. Thus (iii) says that µ(U) is the supremum of
µ(K ) over compact sets K contained in U , providedU is open and has compact
closure. Since µ(U) is trivially the infimum of µ(V ) for open sets V in K(X)
containing U , this is the regularity conclusion for U . It is easy to see that the
subclass of K(X) for which regularity holds is a ring and contains the compact
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sets, and hence regularity is established for K(X).
When the locally compact Hausdorff space X is a metric space, the three

identities above are fairly easy to prove. When X is metric, any indicator function
IK forK compact is thepointwisedecreasing limit ofmembersofCcom(X) that are
∏ 0. In fact, if D( · , K ) is the distance to K , then the sequence { fn}with fn(x) =
max{0, 1−nD(x, K )} has the requiredproperties. A little trick proves in this case
that µ(K ) = limn `( fn). To prove (i), we choose such sequences { fn} and {gn}
for K1 and K2. Ifϕ is amember ofCcom(X) that is identically 1 on the union of the
supports of f1 and g1, then fn + gn = min{ fn + gn, ϕ}+

°
max{ fn + gn, ϕ}−ϕ

¢

decomposes fn + gn into the sum of such sequences for K1 ∪ K2 and K1 ∩ K2,
and identity (i) follows from linearity of ` and a passage to the limit. Identities
(ii) and (iii) follow from equally simple arguments.
The difficulty for a general locally compact Hausdorff space X is that the

indicator function of a compact set need not be a pointwise decreasing limit of a
sequence of continuous functions. The technicalities introduced by this fact have
the effect of making the proofs of (i), (ii), and (iii) be more complicated, but these
complications need not obscure the line of argument that is so clear in the metric
case.

2. Riesz Representation Theorem

Throughout this section we fix the locally compact Hausdorff space X . We
continue to letCcom(X) be the space of continuous functions of compact support,
K(X) be the ring of elementary sets, and B(X) be the σ -algebra of Borel sets.
A subset E of X is said to be bounded if it is contained in a compact set,

hence if Ecl is compact; it is σ -bounded if it is contained in the countable union
of compact sets. The class of all σ -bounded Borel sets is a σ -ring containing
K(X), and it is therefore the smallest σ -ring containing K(X).
A measure on the Borel sets of X is called a Borel measure if it is finite on

every compact set. A Borel measure µ is said to be regular if it satisfies

µ(E) = sup
K⊆E,

K compact

µ(K ) for every set E in B(X)

µ(E) = inf
U⊇E,

U open σ -bounded

µ(U) for every σ -bounded set E in B(X).

Theorem 11.1 (Riesz Representation Theorem). If ` is a positive linear func-
tional on Ccom(X), then there exists a unique regular Borel measure µ on X such
that

`( f ) =
Z

X
f dµ for all f ∈ Ccom(X).
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EXAMPLES.
(1) If X is the line R1 and ` is given by Riemann integration l( f ) =

R
R b
a f (x) dx whenever [a, b] contains the support of f , then ` is a positive

linear functional on Ccom(R1) and the corresponding µ is Lebesgue measure.
(2) If X = S2 is the unit sphere in R3, parametrized by latitude θ1 from 0 to π

and by longitude θ2 from 0 to 2π , then `( f ) = R
R π

0
R 2π
0 f (θ1, θ2) sin θ1 dθ2 dθ1

is a positive linear functional on C(S2), and the corresponding measure, which is
written dω in the same way that Lebesgue measure is written as dx , is a rotation-
invariant measure on the sphere such that

R
R3 F(x) dx =

R ∞
0

R
S2 F(rω)r2 dω dr

for every nonnegative Borel function onRN . The proof of this identity and of the
rotation invariance will be indicated in Problem 5 at the end of the chapter.
(3) If X is general and if µ is a regular Borel measure on X , then `( f ) =R

X f dµ is a positive linear functional on Ccom(X).

The proof of Theorem11.1will occupy the remainder of this section. We begin
with some lemmas clarifying the nature of the ring K(X), the linear functional
`, and general compact and open subsets of X . Then we recall the definition of
µ(K ) for compact sets and establish the identities (i), (ii), and (iii) in Section 1.
Finally we give the details of how the three identities imply the theorem.
We begin with information about the ring K(X).

Lemma 11.2. The members of the ring K(X) are exactly all finite disjoint
unions of subsets V of X of the form K − L with K and L compact and L ⊆ K .
The ring K(X) may be characterized also as the smallest ring containing all
bounded open subsets of X .
PROOF. If K1 − L1 and K2 − L2 are two sets of the same kind as V in the

statement of the lemma, then the identity
(K1 − L1) ∪ (K2 − L2)
= ((K1∪K2)− (L1∪ L2))∪ ((K2∩ L1)− (L1∩ L2))∪ ((K1∩ L2)− (L1∩ L2))
shows that a union of two such sets is a disjoint union, and the identity
(K1 − L1) − (K2 − L2) = ((K1 ∩ L2) − (L1 ∩ L2)) ∪ (K1 − (L1 ∪ (K1 ∩ K2)))
shows that the difference of two such sets is such a set. Therefore the collection of
all such sets is a ring of subsets of X . This ring contains all compact sets because
any compact set K is of the form K − ∅, and hence this ring equals K(X).
Any open bounded setU is the difference of the compact setsU cl andU cl−U ,

and hence it lies inK(X). In the reverse direction Corollary 10.23 shows that any
compact set K is contained in the interior Lo of some compact set L . Thus K is
the difference of the bounded open sets Lo and Lo − K , and K(X) is contained
in the smallest ring containing all bounded open sets. §
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Next we observe some properties of the linear functional `. It is to be under-
stood throughout the section that ` is a positive linear functional onCcom(X). The
positivity implies that `( f − g) ∏ 0 if f − g ∏ 0; the linearity therefore gives
`( f ) ∏ `(g) for f ∏ g. The linear functional has a kind of continuity property,
according to the following lemma.

Lemma 11.3. Let K be a compact set, and let { fn} be a sequence in Ccom(X)
converging uniformly to amember f ofCcom(X) in such away that support( fn) ⊆
K for all n. Then limn `( fn) exists and equals `( f ).

PROOF. Corollaries 10.23 and 10.44 show that there exists a function F in
Ccom(X) such that F takes values in [0, 1] and is 1 on K . Since fn− f ≤ | fn− f |
and −( fn − f ) ≤ | fn − f |, we have

|`( fn) − `( f )| = |`( fn − f )| ≤ `(| fn − f |) ≤ `(cnF) = cn`(F),

where cn = k fn − f ksup. The assumed uniform convergence means that cn
tends to 0. Since `(F) is some fixed constant, the asserted convergence of `( fn)
follows. §

Lemma 11.4 (Dini’s Theorem). If { fn} is a sequence of functions in Ccom(X)
decreasing pointwise to 0, then { fn} converges uniformly to 0.

PROOF. Because of the pointwise decrease to 0, all the functions fn have
support contained in the compact set K = support( f1). Let ≤ > 0 be given, and
let Un be the open set where the continuous function fn is < ≤. The pointwise
decrease implies that theUn are increasing with n, and the limit of 0 implies that
each x in K is in some Un . Thus the open sets Un form an open cover of K . By
compactness, there is a finite subcover. Since the sets Un are increasing, some
particular UN covers K . Then k fnksup ≤ ≤ for n ∏ N . §

The final step of preparation is to observe some properties of compact and open
sets. A bounded subset of X is said to be a Gδ if it is the countable intersection of
bounded open sets. It is said to be an Fσ if it is the countable union of compact
sets. We shall be especially interested in compactGδ’s and in open bounded Fσ ’s.

Lemma 11.5. Let f be a member of Ccom(X) with values in [0, 1]. If r > 0,
then the set where f is ∏ r is a compact Gδ. If r ∏ 0, then the set where f is
> r is a bounded open Fσ .

PROOF. The set where f is∏ r is closed because of continuity, and this closed
set is a subset of the compact support. Hence the set is compact. Similarly the
set where f is > r is open because of continuity, and this open set is a subset of
the compact support. Hence the set is bounded.



542 XI. Integration on Locally Compact Spaces

When r ∏ 0, the set where f is > r is the union, for n ∏ 1, of the sets where
f is ∏ r + 1

n . For r > 0 when N is large enough so that r − 1
N > 0, the set

where f is ∏ r is the intersection, for n ∏ N , of the sets where f is > r − 1
n .

The lemma follows. §

Lemma 11.6.
(a) If K is a compact Gδ, then there exists a decreasing sequence of bounded

open sets Un such that Un ⊇ U cl
n+1 for all n and ∩∞

n=1Un = K .
(b) If U is a bounded open Fσ , then there exists an increasing sequence of

compact sets Kn such that Kn ⊆ Ko
n+1 for all n and ∪∞

n=1Kn = U .

PROOF. For (a), let {Vn} be a sequence of bounded open sets with intersection
K . This is possible since K is a Gδ. Without loss of generality we may assume
that the Vn decrease with n. We define the sequence {Un} inductively on n. Put
U1 = V1. If Un has been constructed, use Corollary 10.22 to find an open set V 0

n
such that K ⊆ V 0

n and V 0
n
cl ⊆ Un , and then define Un+1 = V 0

n ∩ Vn+1. Then the
sets Un have the required properties.
For (b), let {Ln} be a sequence of compact sets with unionU . This is possible

sinceU is an Fσ . Without loss of generality we may assume that the Ln increase
with n. We define the sequence {Kn} inductively on n. Put K1 = L1. If Kn has
been constructed, use Corollary 10.22 to find an open set V 0

n such that U ⊇ V 0
n
cl

and V 0
n ⊇ Kn . The compact set L 0

n = V 0
n
cl has (L 0

n)
o ⊇ V 0

n . If we define
Kn+1 = L 0

n ∪ Ln+1, then the sets Kn have the required properties. §

Lemma 11.7.
(a) If K is a compact Gδ, then there exists a decreasing sequence of functions

fn in Ccom(X) with values in [0, 1] such that each fn is 1 on some neighborhood
of K and lim fn = IK pointwise.
(b) If U is a bounded open Fσ , then there exists an increasing sequence of

functions fn in Ccom(X) with values in [0, 1] such that each fn has compact
support contained in U and lim fn = IU pointwise.

PROOF. For (a), apply Lemma 11.6a to choose a sequence of bounded open
sets Un with intersection K such that Un ⊇ U cl

n+1 for all n. Using Corollary
10.44, let gn be a member of Ccom(X) with values in [0, 1] such that gn is 1 on
U cl
n+1 and is 0 off Un , and put fn = min{g1, . . . , gn}. Then the functions fn have
the required properties.
For (b), apply Lemma 11.6b to choose a sequence of compact sets Kn with

union U such that Kn ⊆ Ko
n+1 for all n. Using Corollary 10.44, let gn be a

member of Ccom(X) with values in [0, 1] such that gn is 1 on Kn and is 0 off
Ko
n+1, and put fn = max{g1, . . . , gn}. Then the functions fn have the required

properties. §
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Now we begin the proofs of the three identities in Section 1. If K is compact,
let

µ(K ) = inf `( f ),

the infimum being taken over all f in Ccom(X) such that f ∏ IK . Since
`(min{ f, 1}) ≤ `( f ), there is no harm in considering only those f ’s taking
values in [0, 1]. It is immediate from this definition and the positivity of ` that µ
is nonnegative andmonotone in the sense that K 0 ⊆ K implies µ(K 0) ≤ µ(K ).
The next lemma is the key to being able to prove the three identities in Section 1.

Lemma 11.8. If K is a compact subset of X , then the infimum of `( f ) over
all f in Ccom(X) such that f ∏ IK equals the infimum of `( f ) over all f in
Ccom(X) with values in [0, 1] such that f ∏ IN for some neighborhood N of K
depending on f .

REMARK. In particular,µ(K ) canbe computedbyusingonly functions f ∏ IK
that are equal to 1 in some neighborhood of K .

PROOF. The problem is to show that the first infimum I1 is not less than the
second infimum I2. Let ≤ > 0 be given. Choose f in Ccom(X) with values in
[0, 1] such that f ∏ IK and `( f ) ≤ I1 + ≤, and let L be the set where f is
∏ 1. Lemma 11.5 shows that L is a compact Gδ, and Lemma 11.7a produces a
decreasing sequence of functions fn in Ccom(X) with values in [0, 1] such that
each fn is 1 on some neighborhood of L and lim fn = IL pointwise. Then the
sequence {max{ fn, f }} is pointwise decreasing with limit max{IL , f } = f , and
hence {max{ fn, f } − f } is a pointwise decreasing sequence in Ccom(X) with
limit 0. By Dini’s Theorem (Lemma 11.4), the sequence {max{ fn, f } − f }
converges uniformly to 0, and hence `(max{ fn, f }) decreases to `( f ). For some
sufficiently large n0, we therefore have `(max{ fn0, f }) ≤ I1 + 2≤. The function
max{ fn0, f } is one of the functions that figures into I2, and thus I2 ≤ I1 + 2≤.
Since ≤ is arbitrary, I2 ≤ I1. §

Lemma11.8 puts us in a position to prove identity (i) in Section 1 and to deduce
that µ extends in a well-defined fashion to a nonnegative additive set function on
K(X). We make use of the formula a+ b = min{a, b} +max{a, b}, from which
it follows that a = min{a, b} + (max{a, b} − b).

Lemma 11.9. If K1 and K2 are any two compact subsets of X , then

µ(K1) + µ(K2) = µ(K1 ∪ K2) + µ(K1 ∩ K2).

REMARK. The argument in Lemma 11.8 adapts to give a quick proof of the
present lemma when X is a metric space. In the metric case we can find a
decreasing sequence { fn} of functions≤ 1 inCcom(X)with pointwise limit IK1 . If
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f ∏ IK1 , then the proof of Lemma 11.8 shows that fn f converges uniformly
to f and hence `( fn f ) decreases to `( f ). It follows that `( fn) decreases to
µ(K1) whenever fn decreases to IK1 . If we similarly choose {gn} decreasing
to IK2 and choose, by Corollary 10.44, a function ϕ ∈ Ccom(X) with values in
[0, 1] that is identically 1 on the support of f1 + g1, then the formula stated just
above shows that fn + gn = min{ fn + gn, ϕ} +

°
max{ fn + gn, ϕ} − ϕ

¢
. The

first term on the right side decreases pointwise to IK1∪K2 , and the second term
decreases to IK1∩K2 . Thus a passage to the limit in the formula `( fn) + `(gn) =
`(min{ fn + gn, ϕ}) + `

°°
max{ fn + gn, ϕ} − ϕ

¢¢
immediately yields the result

of the present lemma.

PROOF. Let f and g be functions in Ccom(X) with values in [0, 1] such that
f ∏ IK1 and g ∏ IK2 , and choose, by Corollary 10.44, ϕ ∈ Ccom(X) with
values in [0, 1] that is identically 1 on the support of f + g. Then we have
f + g = min{ f + g, ϕ} + (max{ f + g, ϕ} − ϕ). The first term on the right side
is ∏ IK1∪K2 , and the second term is ∏ IK1∩K2 . Therefore

`( f ) + `(g) = `(min{ f + g, ϕ}) + `((max{ f + g, ϕ} − ϕ))

∏ µ(K1 ∪ K2) + µ(K1 ∩ K2).

Taking the infimum over f and then over g, we obtain

µ(K1) + µ(K2) ∏ µ(K1 ∪ K2) + µ(K1 ∩ K2).

For the reverse direction let F be a member of Ccom(X) with values in [0, 1]
that is∏ IK1∪K2 and is equal to 1 at least on some open setU containing K1∪K2.
Similarly let G be a member of Ccom(X) with values in [0, 1] that is ∏ IK1∩K2
and is equal to 1 at least on some open set V containing K1 ∩ K2. Lemma 11.8
shows that F and G are the most general functions of a kind needed for the
computation of µ(K1 ∪ K2) and µ(K1 ∩ K2). The sets U and V have compact
closure in X since they are subsets of the supports of F and G. Choose, by
Corollary 10.44, ϕ ∈ Ccom(X) with values in [0, 1] that is identically 1 on the
support of F + G. Let V0 be an open set with K1 ∩ K2 ⊆ V0 ⊆ V cl0 ⊆ V . Then
(K2 − V0) ∩ K1 = K2 ∩ V c

0 ∩ K1 ⊆ V0 ∩ V c
0 = ∅. So there exists an open set

W such that K2 − V0 ⊆ W ⊆ W cl ⊆ Kc
1 .

We define f and g to be members of Ccom(X) having compact support con-
tained in U and having values in [0, 1] such that

f =

Ω 1 on K1,
0 on W cl,

g =

Ω 1 on K2,
0 on support( f ) − V .

and
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The functions f and g exist by Corollary 10.44 if it is shown that the closed sets
K1 and W cl are disjoint and the closed sets K2 and support( f ) − V are disjoint.
The sets K1 and W cl are disjoint since W cl ⊆ Kc

1 . For K2 and support( f ) − V ,
we observe that support( f ) ⊆ ((W cl)c)cl ⊆ (Wc)cl = Wc ⊆ (K2 − V0)c =
V0 ∪ Kc

2 ⊆ V ∪ Kc
2 . Therefore

(support( f ) − V ) ∩ K2 ⊆ (V ∪ Kc
2) ∩ V c ∩ K2

= (V ∩ V c ∩ K2) ∪ (Kc
2 ∩ V c ∩ K2) = ∅.

We conclude that f and g exist.
By inspection, f ∏ IK1 and g ∏ IK2 , from which f + g ∏ IK1 + IK2 . Then

min{ f + g, ϕ} is 1 on K1 ∪ K2 and is 0 off U . Since F is 1 on U , we obtain

min{ f + g, ϕ} ≤ F. (∗)

Since f + g ∏ IK1 + IK2 = IK1∪K2 + IK1∩K2 , the function max{ f + g, ϕ} − ϕ
equals f + g− 1 on K1 ∪ K2, and this in turn is ≤ 1 everywhere. Let us see that

max{ f + g, ϕ} − ϕ ≤ G (∗∗)

everywhere. The only points x at which (∗∗) could possibly fail are those where
G(x) < 1, hence points of V c. At such points the definition of g shows that
f (x) + g(x) ≤ 1. If also x is in U , then ϕ(x) = 1 and we compute that
max{ f (x) + g(x), ϕ(x)} − ϕ(x) = 1 − 1 = 0. Thus (∗∗) holds at points of
U ∩ V c. At points of Uc ∩ V c, the equality f (x) = g(x) = 0 implies that
max{ f (x) + g(x), ϕ(x)} − ϕ(x) = ϕ(x) − ϕ(x) = 0. Thus again (∗∗) holds,
and hence (∗∗) holds at every point of V c, therefore everywhere.
Addition of (∗) and (∗∗) gives f + g ≤ F + G everywhere. Therefore

`(F) + `(G) = `(F + G) ∏ `( f + g) = `( f ) + `(g) ∏ µ(K1) + µ(K2).

Taking the infimum over F and then over G gives µ(K1 ∪ K2) + µ(K1 ∩ K2) ∏
µ(K1) + µ(K2) and completes the proof of the lemma. §

Lemma 11.9 yields by iteration a corresponding formula with the sum of n
terms on each side. This extension of Lemma 11.9 is a computation in Boolean
algebra involving no analysis at all—only the fact that the collection of compact
sets is closed under finite unions and intersections. The details are carried out in
the next lemma.
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Lemma 11.10. If K1 . . . , Kn are compact subsets of X , then
nX

l=1
µ(Kl) =

nX

k=1
µ

≥ [

1≤i1<···<ik≤n

≥ k\

j=1
Kij

¥¥
.

PROOF. The argument is by induction on n, the base case of the induction being
the case n = 2 that was settled by Lemma 11.9. Thus let n > 2, and assume the
identity for the case n − 1. The inductive hypothesis gives

nX

l=1
µ(Kl) =

n−1X

k=1
µ

≥ [

1≤i1<···<ik<n

≥ k\

j=1
Kij

¥¥
+ µ(Kn). (∗)

We shall prove by induction on r ∏ 1 that
nX

l=1
µ(Kl) =

r−1X

k=1
µ

≥ [

1≤i1<···<ik≤n

≥ k\

j=1
Kij

¥¥

+ µ
≥ [

1≤i1<···<ir=n

≥ r\

j=1
Kij

¥¥
+

n−1X

k=r
µ

≥ [

1≤i1<···<ik<n

≥ k\

j=1
Kij

¥¥
,

the base case of this induction being r = 1, where this identity reduces to (∗). The
proof for the case r = n will complete the inductive step for the outer induction
and thereby will complete the proof of the lemma. To pass from r to r + 1 in the
inner induction, the question is whether

µ
≥ [

1≤i1<···<ir=n

≥ r\

j=1
Kij

¥¥
+ µ

≥ [

1≤i1<···<ir<n

≥ r\

j=1
Kij

¥¥

?
= µ

≥ [

1≤i1<···<ir≤n

≥ r\

j=1
Kij

¥¥
+ µ

≥ [

1≤i1<···<ir+1=n

≥ r+1\

j=1
Kij

¥¥
.

The union of the two sets on the left here is the first set on the right side. In view
of Lemma 11.9, this formula will follow if it is shown that the second set on the
right side is the intersection of the two sets on the left. The intersection of the
two sets on the left side is equal to

[

1≤i1<···<ir=n,
1≤i 01<···<i 0r<n

≥≥ r\

j=1
Kij

¥
∩

≥ r\

j=1
Ki 0j

¥¥
. (∗∗)

A term in the union in this expression is an intersection of at least r+1 of the sets
K1, . . . , Kn , the last of which is Kn , namely the ones corresponding to indices
i 01, . . . , i 0r and ir = n. Every intersection of exactly r + 1 of the sets K1, . . . , Kn
occurs if the last one is Kn because we can take i1 = i 01, . . . , ir−1 = i 0r−1. Any
intersection of more than r + 1 sets is contained in one with exactly r + 1 sets,
and thus (∗∗) equals

S
1≤i1<···<ir+1=n

≥Tr+1
j=1 Kij

¥
, as asserted. §
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A further formality is the derivation from these results thatµ extends in a well-
defined fashion to a nonnegative additive set function on the ring K(X). Again
no analysis is involved, only the one additional fact that the intersection of two
sets of the form K − L with K and L compact is again of this form, specifically
that (K − L) ∩ (K 0 − L 0) = (K ∩ K 0) − (L ∪ L 0).

Lemma 11.11. The set function µ extends in a well-defined fashion to a
nonnegative additive set function on K(X) under the definition

µ
≥ n[

j=1
(Kj − L j )

¥
=

nX

j=1

°
µ(Kj ) − µ(L j )

¢

whenever Kj and L j are compact with L j ⊆ Kj for each j with 1 ≤ j ≤ n and
the sets K1 − L1, . . . , Kn − Ln are pairwise disjoint.

REMARKS. Lemma 11.2 assures us that every member of K(X) is of the form
in this lemma. The subtlety of the lemma arises from the fact that the sets Kj
need not be disjoint.

PROOF. First let us see that µ is well defined in the case j = 1, i.e., that
K 0 − L 0 = K − L with L 0 ⊆ K 0 and L ⊆ K implies µ(K 0) − µ(L 0) =
µ(K )−µ(L). We are to show thatµ(K 0)+µ(L) = µ(K )+µ(L 0), and Lemma
11.9 shows that it is enough to show that K 0 ∪ L = K ∪ L 0 and K 0 ∩ L = K ∩ L 0.
Suppose x is in K 0 ∪ L . If x is in L , then x is in K , hence in K ∪ L 0. If x is in K 0

instead, then either x has to be in L 0 in the case that x is not in K 0 − L 0 or x has
to be in K in the case that x is in K 0 − L 0 = K − L . So K 0 ∪ L ⊆ K ∪ L 0. If x
is in K 0 ∩ L , then x is not in K − L and must be in L 0 in order to avoid being in
K 0 − L 0. So x is in L ∩ L 0 ⊆ K ∩ L 0. Reversing the roles of K 0 − L 0 and K − L ,
we see that K 0 ∪ L = K ∪ L 0 and K 0 ∩ L = K ∩ L 0.
Next suppose that K 0 − L 0 =

Sn
j=1 (Kj − L j ) with L 0 ⊆ K 0, L j ⊆ Kj for

each j , and the sets Kj − L j disjoint. We are to show that µ(K 0) − µ(L 0) =Pn
j=1 (µ(Kj )−µ(L j )), i.e., that µ(K 0)+

Pn
j=1 µ(L j ) = µ(L 0)+

Pn
j=1 µ(Kj ).

The argument will generalize that in the previous paragraph: The set K 0 − L 0 has
complement L 0 ∪ K 0c, and therefore the given condition of disjointness means
that

X = (L 0 ∪ K 0c) ∪
n[

j=1
(Kj − L j ) (∗)

disjointly. Put Ln+1 = K 0 and Kn+1 = L 0, so that we are asking whether

n+1X

j=1
µ(L j )

?
=

n+1X

j=1
µ(Kj ).
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In view of Lemma 11.10, it would be enough to show that
[

1≤i1<···<ik≤n+1

° k\

j=1
Lij

¢
=

[

1≤i1<···<ik≤n+1

° k\

j=1
Kij

¢

for 1 ≤ k ≤ n + 1. The left side is the set of x lying in at least k of the sets
Li , and the right side is the corresponding set for the Ki ’s. Thus it is enough to
prove that the set of x lying in exactly r sets Ki is contained in the set of x lying
in exactly r sets Li , for 1 ≤ r ≤ n + 1.
We check this condition separately for the three cases x ∈ L 0, x /∈ K 0, and

x ∈ K 0 − L 0. From (∗) we see that x in L 0 ∪ K 0c implies that x is not in any
Kj − L j for 1 ≤ j ≤ n. Hence for the first two cases, x is in L j with 1 ≤ j ≤ n
if and only if x is in Kj .
Case 1. x ∈ L 0. For x to be in r of the sets K1, . . . , Kn+1, x must be in r − 1

of the sets K1, . . . , Kn , hence in r − 1 of the sets L1, . . . , Ln . Since x is in L 0, it
is in K 0 = Ln+1. Therefore x is in r of the sets L1, . . . , Ln+1.
Case 2. x /∈ K 0. For x to be in r of the sets K1, . . . , Kn+1, x must be in r of

the sets K1, . . . , Kn , hence in r of the sets L1, . . . , Ln . Since x is not in K 0, it is
not in Ln+1. Therefore x is in r of the sets L1, . . . , Ln+1.
Case 3. x ∈ K 0 − L 0. Since x is not in L 0 ∪ K 0c, (∗) shows that x is in exactly

one Kj − L j with 1 ≤ j ≤ n. For x to be in r of the sets K1, . . . , Kn+1, x must
be in r of the sets K1, . . . , Kn , hence in r − 1 of the sets L1, . . . , Ln . Since x is
in K 0 = Ln+1, it is in r of the sets L1, . . . , Ln+1.
For the general case, suppose that

Sm
j=1 (K 0

j − L 0
j ) =

Sn
j=1 (Kj − L j ). Inter-

secting both sides with K 0
i − L 0

i , we obtain

K 0
i − L 0

i =
n[

j=1
((Kj ∩ K 0

i ) − ((L j ∪ L 0
i ) ∩ (Kj ∩ K 0

i ))).

The case just proved shows that

µ(K 0
i − L 0

i ) =
nX

j=1

°
µ(Kj ∩ K 0

i ) − µ((L j ∪ L 0
i ) ∩ (Kj ∩ K 0

i ))
¢

and hence
mX

i=1
µ(K 0

i − L 0
i ) =

mX

i=1

nX

j=1

°
µ(Kj ∩ K 0

i ) − µ((L j ∪ L 0
i ) ∩ (Kj ∩ K 0

i ))
¢
.

Similarly
nX

j=1
µ(Kj − L j ) =

nX

j=1

mX

i=1

°
µ(Kj ∩ K 0

i ) − µ((L j ∪ L 0
i ) ∩ (Kj ∩ K 0

i ))
¢
.

Therefore
Pm

i=1 µ(K 0
i − L 0

i ) =
Pn

j=1 µ(Kj − L j ), and the proof is complete. §
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In short order, we can now prove identities (ii) and (iii). Lemma 11.12 will
prove (iii), and Lemma 11.13 will prove (ii).

Lemma 11.12. If U is any bounded open subset of X , then

sup
g∈Ccom(X),

0≤g≤IU ,

support g⊆U

`(g) = sup
K⊆U,

K compact

µ(K ) = sup
f ∈Ccom(X),

0≤ f≤IU

`( f ).

PROOF. Let S1, S2, S3 be the three suprema in question. We first check that
S1 ≤ S2 ≤ S3. If g contributes to S1, then g ≤ Isupport g ≤ IU . If h ∈ Ccom(X)
has Isupport g ≤ h, then g ≤ h and hence `(g) ≤ `(h). Taking the infimum over
all such h, we obtain `(g) ≤ µ(support g) ≤ S2. Taking the supremum over all
g therefore gives S1 ≤ S2. Next if K is compact with K ⊆ U , Corollary 10.44
allows us to find f ∈ Ccom(X)with values in [0, 1] such that f is equal to 1 on K
and equal to 0 on Uc. Then IK ≤ f ≤ IU . The definitions of µ(K ) and S3 yield
µ(K ) ≤ `( f ) ≤ S3. Taking the supremum over all K therefore gives S2 ≤ S3.
To complete the proof, we show that S1 ∏ S3. Let ≤ > 0 be given. Choose

f in Ccom(X) such that 0 ≤ f ≤ IU and `( f ) ∏ S3 − ≤, and let V be the set
where f is > 0. Lemma 11.5 shows that V is a bounded open Fσ , and Lemma
11.7b produces an increasing sequence of functions fn in Ccom(X) with values
in [0, 1], each with support some compact subset of V , such that lim fn = IV
pointwise. Then the sequence {min{ fn, f }} is pointwise increasing with limit
min{IV , f }. If x is a point where IV (x) < f (x), then f (x) > 0, x is in V ,
and IV (x) = 1, contradiction. So there is no such point, and min{IV , f } = f .
Therefore the sequence { f − min{ fn, f }} is a pointwise decreasing sequence
in Ccom(X) with limit 0. By Dini’s Theorem (Lemma 11.4), the sequence
{ f −min{ fn, f }} converges uniformly to 0, and hence `(min{ fn, f }) increases to
`( f ). For some sufficiently large n0, we therefore have `(min{ fn0, f }) ∏ S3−2≤.
The function min{ fn0, f } is one of the functions that figures into S1, and thus
S1 ∏ `(min{ fn0, f }) ∏ S3 − 2≤. Since ≤ is arbitrary, S1 ∏ S3. §

Lemma 11.13. Let µ be extended to a nonnegative additive set function on
K(X) as in Lemma 11.11. If U is a bounded open subset of X , then µ(U) =
supK⊆U, K compactµ(K ).

PROOF. For the bounded open set U , let S1, S2, S3 be the three equal suprema
of Lemma 11.12. By definition, µ(U) = µ(L) − µ(L − U) for any compact
set L containing U , and we are to prove that µ(U) = S2. If K is a compact
subset of U , then K ∪ (L − U) is a disjoint union contained in L , and we have
µ(K ) + µ(L −U) = µ(K ∪ (L −U)) ≤ µ(L). Taking the supremum over all
such K , we obtain S2 + µ(L −U) ≤ µ(L), i.e., S2 ≤ µ(U).
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Let h be any member of Ccom(X)with values in [0, 1] such that h ∏ IL−U and
such that h is 1 on an open neighborhood N of L − U . Then L ⊆ N ∪ U . For
each point x of U , find an open neighborhood Ux of x with U cl

x ⊆ U . Then N
and the Ux ’s form an open cover of L , and there is a finite subcover. Let us say
that L ⊆ N ∪Ux1 ∪ · · · ∪Uxn . The set K = U cl

x1 ∪ · · · ∪U cl
xn is a compact subset

of U , and L ⊆ N ∪ K . Choose, by Corollary 10.44, a function f ∈ Ccom(X)
with values in [0, 1] such that f is 1 on K and is 0 off U . This function has
0 ≤ f ≤ IU . Since f is 1 on K and h is 1 on N , h + f is ∏ 1 on L . Hence
µ(L) ≤ `(h + f ) = `(h) + `( f ) ≤ `(h) + S3. Thus µ(L) ≤ µ(L − U) + S3
and µ(U) ≤ S3. Since S3 = S2 by Lemma 11.12, µ(U) = S2 as required. §

PROOF OF EXISTENCE IN THEOREM 11.1. If K is compact, we defineµ(K ), just
as we did earlier in this section, to be the infimum of `( f ) over all f in Ccom(X)
such that f ∏ IK . Lemma 11.11 shows that µ extends, necessarily in a unique
fashion, to a well-defined nonnegative additive set function on K(X).
Consider the set C of allmembers E ofK(X) satisfying the following regularity

property: for each ≤ > 0, there exist compact K and open bounded U with
K ⊆ E ⊆ U and µ(U − K ) < ≤. Lemma 11.13 shows that every open bounded
set is in C. We show closure of C under finite unions. If E1 and E2 are in C, then
we can choose K1 and K2 compact andU1 andU2 bounded open such that K1 ⊆
E1 ⊆ U1, K2 ⊆ E2 ⊆ U2, µ(U1 − K1) < ≤/2, and µ(U2 − K2) < ≤/2. Then
K1∪K2 ⊆ E1∪E2 ⊆ U1∪U2 and (U1∪U2)−(K1∪K2) ⊆ (U1−K1)∪(U2−K2).
It follows that µ((U1 ∪U2)− (K1 ∪ K2)) ≤ µ((U1− K1))+µ((U2− K2)) < ≤,
and C is closed under finite unions.
We show closure of C under differences. If E1 and E2 are in C, then we again

chooseK1 andK2 compact andU1 andU2 boundedopen such thatK1 ⊆ E1 ⊆ U1,
K2 ⊆ E2 ⊆ U2, µ(U1 − K1) < ≤/2, and µ(U2 − K2) < ≤/2. Then K1 −U2 ⊆
E1 − E2 ⊆ U1 − K2, and (U1 − K2) − (K1 − U2) ⊆ (U1 − K1) ∪ (U2 − K2).
Hence µ((U1 − K2) − (K1 − U2)) ≤ µ(U1 − K1) + µ(U2 − K2) < ≤, and C
is closed under differences. By Lemma 11.2, C equals K(X). Thus every set in
K(X) satisfies the regularity property.
Next let us see thatµ is completely additive on C. Let En be a disjoint sequence

of sets in K(X) with union E in K(X). For every N , we have
PN

n=1 µ(En) =
µ(E1 ∪ · · · ∪ EN ) ≤ µ(E). Hence

P∞
n=1 µ(En) ≤ µ(E). For the reverse

inequality, let ≤ > 0 be given. Choose, by the regularity property, K compact and
Un openboundedwithK ⊆ E , En ⊆ Un ,µ(E−K ) < ≤, andµ(Un−En) < ≤/2n .
Then K ⊆ E =

S∞
n=1 En ⊆

S∞
n=1Un . In other words, the sets Un form an open

cover of the compact set K . Some finite subcollection is a cover, and thus
K ⊆ U1 ∪ · · · ∪UN for some N . Then we have
µ(E) = µ(E − K ) + µ(K ) ≤ ≤ + µ(U1 ∪ · · · ∪UN )

≤ ≤ +
PN

n=1 µ(Un) ≤ ≤ +
PN

n=1 (µ(En) + ≤/2n) ≤
P∞

n=1 µ(En) + 2≤.
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Since ≤ is arbitrary, µ(E) ≤
P∞

n=1 µ(En). Therefore µ(E) =
P∞

n=1 µ(En), and
µ is completely additive on K(X).
The Extension Theorem (Theorem 5.5) shows that µ extends uniquely to a

measure on the smallest σ -ring containing K(X), i.e., the σ -ring of σ -bounded
Borel sets. Proposition5.37 shows further thatµ extends canonically to ameasure
on the σ -algebra of all Borel sets under the definition

µ(E) = sup
F⊆E, F∈B(X),

F σ -bounded

µ(F).

This defines µ on B(X). We are left with showing that µ is regular and that
`( f ) =

R
X f dµ for every f ∈ Ccom(X).

In showing that `( f ) =
R
X f dµ for every f ∈ Ccom(X), it is enough to handle

an arbitrary f ∏ 0. Fix ≤ > 0, and fix an integer N such that k f ksup < N≤.
For 0 ≤ n ≤ N , define fn = min{ f, n≤}. Each fn is in Ccom(X), the function
f0 is 0, and the function fN is f . For 0 ≤ n < N , define gn = fn+1 − fn .
We can recover f from the gn’s as f =

PN−1
n=0 gn . For n ∏ 1, define Kn =

{x | f (x) ∏ n≤}, and let K0 = support( f ). All the sets Kn are compact, and
they decrease in size with n. In this notation the formula for gn is

gn(x) =






0 if x /∈ Kn,

f (x) − n≤ if x ∈ Kn − Kn+1,

≤ if x ∈ Kn+1.

Consequently ≤ IKn+1 ≤ gn ≤ ≤ IKn . (∗)

Integration therefore gives

≤µ(Kn+1) ≤
R
X gn dµ ≤ ≤µ(Kn). (†)

The inequality given as IKn+1 ≤ ≤−1gn in (∗) implies that µ(Kn+1) ≤ ≤−1`(gn).
The other inequality ≤−1gn ≤ IKn in (∗) says that any h ∈ Ccom(X) with IKn ≤ h
has ≤−1gn ≤ h. Taking the infimum over h yields ≤−1`(gn) ≤ µ(Kn). Thus we
have

≤µ(Kn+1) ≤ `(gn) ≤ ≤µ(Kn). (††)

Subtracting (†) and (††), we obtain

−≤(µ(Kn) − µ(Kn+1)) ≤
R
X gn dµ − `(gn) ≤ ≤(µ(Kn) − µ(Kn+1)).

Since f =
PN−1

n=0 gn , summing from n = 0 to n = N − 1 gives
Ø
Ø R

X f dµ − `( f )
Ø
Ø ≤ ≤

PN−1
n=0 (µ(Kn) − µ(Kn+1)) = ≤µ(support( f )).
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Since ≤ is arbitrary,
Ø
Ø R

X f dµ − `( f )
Ø
Ø = 0. Thus `( f ) =

R
x f dµ.

Fix a compact subset K0 of X , form the σ -ring B(X) ∩ K0, and let A(K0)
be the collection of members E of B(X) ∩ K0 such that µ(E) is the supremum
of µ(K ) over all compact subsets K of E and µ(E) is the infimum of µ(U)
over all bounded open sets in X that contain E ; the open sets in question need
not lie within K0. Since the sets in A(K0) all have finite measure, the regularity
condition on E is that there exist, for each ≤ > 0, K compact andU bounded open
with K ⊆ E ⊆ U andµ(U−K ) < ≤. The same arguments as at the beginning of
the present proof show that A(K0) is closed under finite unions and differences.
To see closure under countable disjoint unions, let {En} be a disjoint sequence
in A(K0) with union E , let ≤ be given, and choose Kn compact and Un bounded
open with Kn ⊆ En ⊆ Un and µ(Un − Kn) < ≤/2n . Applying Corollary 10.23,
let L be a compact subset of X with K0 ⊆ Lo. The sets Kn are disjoint, and
thus

P∞
n=1 µ(Kn) converges. Choose N such that

P∞
n=N+1 µ(Kn) < ≤. Define

U = Lo ∩
S∞

n=1Un , K =
SN

n=1 Kn , K∞ =
S∞

n=1 Kn , and F =
S∞

n=N+1 Kn .
Then K is compact,U is bounded open, and K ⊆ E ⊆ U . Since K∞ = K ∪ F ,
we have

µ(U − K ) ≤ µ(U − K∞) + µ(F) ≤ µ
≥ ∞[

n=1
(Un − Kn)

¥
+ µ

≥ ∞[

n=N+1
Kn

¥

≤
∞X

n=1
µ(Un − Kn) +

∞X

n=N+1
µ(Kn) ≤

∞X

n=1
≤/2n + ≤ = 2≤.

Thus A(K0) is closed under countable disjoint unions and is a σ -ring. Since the
compact subsets of K0 are in A(K0), we conclude that A(K0) = B(K0).
This proves regularity for all bounded sets. If E is σ -bounded, we can choose

an increasing sequence {Ln} of compact sets whose union contains E . Put En =
E ∩ Ln . Given ≤ > 0, we apply the previous step to choose Kn compact and
Un bounded open such that Kn ⊆ En ⊆ Un and µ(Un − Kn) < ≤/2n . Taking
U =

S∞
n=1Un andK∞ =

S∞
n=1 Kn , wehaveK∞ ⊆ E ⊆ U andµ(U−K∞) < ≤.

Thusµ(U) ≤ µ(E)+ ≤, andµ(E) ≤ µ(K∞)+ ≤. The first of these inequalities,
being possible for any ≤, shows thatµ(E) is the infimum of the measures of open
σ -bounded sets containing E . Since µ(K∞) = limN µ

°SN
n=1 Kn

¢
by complete

additivity, the second of these inequalities, being possible for any ≤, shows that
µ(E) is the supremum of the measures of compact sets contained in E .
This proves regularity for all σ -bounded sets. If E is a Borel set that is not

σ -bounded, we know that µ(E) is the supremum of the measures of µ(F) for
σ -bounded Borel subsets F of E , and we know thatµ(F) is the supremum of the
measures ofµ(K ) for compact subsets K of F . Thereforeµ(E) is the supremum
of the measures of µ(K ) for compact subsets K of E . This completes the proof
of regularity of µ. §
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PROOF OF UNIQUENESS IN THEOREM 11.1. Let µ be the constructed measure,
and let ∫ be a second measure satisfying the properties of the theorem. The
assumed regularity of ∫ implies that it is enough to prove that ∫(K ) = µ(K ) for
every compact subset K of X . Fix K , and let α be the infimum defining µ(K ),
namely the infimum of `( f ) over all f ∈ Ccom(X) with values in [0, 1] such that
IK ≤ f . Integrating this inequalitywith respect to ∫, we see that ∫(K ) ≤

R
X f d∫

and therefore ∫(K ) ≤ α. Suppose that ∫(K ) < α. By Corollary 10.23 and the
assumed regularity of ∫, we can find a bounded open set U with U ⊇ K and
∫(U) < α. By Corollary 10.44 we can find a function g ∈ Ccom(X) with values
in [0, 1] such that g is 1 on K and is 0 off U . Then IK ≤ g ≤ IU . Hence
`(g) =

R
X g dµ =

R
X g d∫ ≤

R
X IU d∫ = ∫(U) < α ≤ `(g), and we obtain a

contradiction. We conclude that ∫(K ) = α = µ(K ), and the uniqueness follows.
§

3. Regular Borel Measures

The fact that compact sets for a general locally compact Hausdorff X need not be
countable intersections of open sets suggests a look at the ring of sets generated
by the compact sets that are indeed such intersections, as well as the associated
σ -algebra. The sets in this σ -algebra are known as “Baire sets,” and it turns
out that the members of Ccom(X) are measurable with respect to this σ -algebra.
The σ -algebra of Baire sets can be strictly smaller than the σ -algebra of Borel
sets, and thus one can make a case for limiting oneself to Baire sets all along.
This would be a fine point, one not worth pursuing here, but for one fact: the
σ -algebra of Baire sets for X×Y is a correctσ -algebra to use in Fubini’s Theorem
for changing iterated integrals over X and Y to a double integral—and this may
not be true when Borel sets are used.
This fact about Fubini’s Theorem might seem to be a telling argument for

replacing Borel sets by Baire sets everywhere in the theory. The difficulty is that
it is a little tedious to check constantly whether sets are Baire sets—for example,
whether one-point sets are Baire sets. Thus the normal practice is to work with
Borel sets and to resort to Baire sets only when Fubini’s Theorem comes into play
in a way that makes the distinction important. The most frequent case that arises
in applications of Fubini’s Theorem in this theory is that a function on X × Y
is continuous with compact support, in which case only Baire sets are involved
anyway.
Thus let X be a locally compact Hausdorff space. The sets in the smallest

σ -algebra B(X) containing the compact sets are the Borel sets, and the sets in
the smallest σ -algebra B0(X) containing the compact Gδ’s are the Baire sets.
Measurable functions in the first case will be calledBorel measurable functions
or Borel functions, and measurable functions in the second case will be called
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Baire measurable functions or Baire functions. We shall observe in Corollary
11.16 below that every member of Ccom(X) is a Baire function.
If the locally compact Hausdorff space X is a metric space, then any closed

set F is the intersection of the sets Un = {x | D(x, F) < 1
n }, where D( · , F) is

the distance to the set F . Consequently every compact subset of X is a Gδ, and
every Borel set is a Baire set.

Proposition 11.14. If K and U are subsets of X with K compact, U open,
and K ⊆ U , then there exist a compact Gδ, say K0, and an open bounded Fσ ,
say U0, such that K ⊆ U0 ⊆ K0 ⊆ U .
PROOF. Choose by Corollary 10.44 a member f of Ccom(X) with values in

[0, 1] such that f is 1 on K and is 0 on Uc. If K0 is the set where f is ∏ 1
2 and

U0 is the set where f is > 1
2 , then Lemma 11.5 shows that K0 and U0 have the

required properties.

Corollary 11.15. Any σ -compact open subset of X is a Baire set.
PROOF. If U =

S∞
n=1 Kn is open with each Kn compact, we can apply

Proposition 11.14 to the inclusion Kn ⊆ U and find a set (Kn)0 that is a compact
Gδ and has Kn ⊆ (Kn)0 ⊆ U . ThenU =

S∞
n=1(Kn)0 exhibitsU as the countable

union of compact Gδ’s, hence as a Baire set.

Corollary 11.16. Every member of Ccom(X) is a Baire function.
PROOF. This is immediate from Lemma 11.5 and Corollary 11.15.

Proposition 11.17. If X and Y are σ -compact, then the product σ -algebra for
X × Y obtained from the Baire sets of X and Y is the σ -algebra of Baire sets of
X × Y .
PROOF. If KX and KY are compactGδ’s in X andY , then KX×KY is a compact

Gδ in X × Y , and it follows that B0(X) × B0(Y ) ⊆ B0(X × Y ). For the reverse
inclusion let K be a compact Gδ in X × Y , and write K as K =

T∞
n=1Un with

eachUn open. We construct open sets Sn in B0(X) ×B0(Y ) with K ⊆ Sn ⊆ Un ,
and then it follows that K =

T∞
n=1 Sn and K is a Baire set.

To do so, it is enough to show that if K ⊆ W with W open, then there is an
open set S in B0(X) ×B0(Y ) with K ⊆ S ⊆ W . For each (x, y) in K , find open
neighborhoodsUx of x and Vy of y such that Ux × Vy ⊆ W . Proposition 11.14,
applied to the inclusion {x} ⊆ Ux and then to the inclusion {y} ⊆ Vy , shows that
we may assume that Ux and Vy are open Fσ ’s. In view of Corollary 11.15, they
are then Baire sets. Hence Ux × Vy is in B0(X) × B0(Y ). As (x, y) varies, the
sets Ux × Vy form an open cover of K , and there is a finite subcover. We can
take S to be the union of the elements in the finite subcover, and then S has the
required properties.
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Now we turn our attention to measures. A Baire measure on X is a measure
on the Baire sets that is finite on every compact Gδ. The restriction of a Borel
measure to the Baire sets is a Baire measure. We are going to prove that Baire
measures are automatically regular in the same sense that Borel measures in RN

are automatically regular.

Proposition 11.18. Every Baire measure µ is regular in the following sense:

µ(E) = sup
K⊆E,

K compact Gδ

µ(K ) for every set E in B0(X),

µ(E) = inf
U⊇E,

U open Fσ

µ(U) for every σ -bounded set E in B0(X).

REMARK. Since Baire sets and Borel sets are the same in a metric space,
this proposition generalizes the known regularity of Borel measures on any open
subset of Rn , as given in Theorem 6.25.
PROOF. If L is a compact Gδ, then µ(L) is certainly the supremum of µ(K )

for the compact Gδ’s contained in L . Suppose that U is σ -bounded open with
L ⊆ U . Proposition 11.14 produces a bounded open setU0 that is an Fσ and has
L ⊆ U0 ⊆ U . Consequently µ(L) is the infimum of µ(U0) for the open Fσ ’s
containing L . Thus every compact Gδ satisfies the stated regularity condition.
The remainder of the proof runs parallel to the proof of regularity at the end

of the proof of existence for Theorem 11.1, and we shall be brief. Fix a compact
Gδ in X , say K0. Form the σ -ring B0(X) ∩ K0, and letA0(K0) be the collection
of members E of B0(X) ∩ K0 such that µ(E) is the supremum of µ(K ) over all
compact subsets K of E that are Gδ’s and µ(E) is the infimum of µ(U) over all
open supersetsU of E that are Fσ ’s; the open sets in question need not lie within
K0. Since the sets in A0(K0) all have finite measure, the regularity condition on
E is that there exist, for each ≤ > 0, K compact and U open of the correct kind
with K ⊆ E ⊆ U and µ(U − K ) < ≤. The same arguments as earlier show that
A0(K0) is closed first under finite unions and differences, then under countable
disjoint unions. Thus A0(K0) is a σ -ring containing all compact Gδ’s, and we
conclude that A(K0) = B(K0).
This proves regularity for all bounded Baire sets. If the Baire set E is

σ -bounded, we can choose an increasing sequence {Ln} of compact Gδ’s whose
union contains E . Put En = E ∩ Ln . Then the same argument as earlier, using
the sets En , shows that the regularity condition holds for E .
Finally if E is a Baire set that is not σ -bounded, we know that µ(E) is the

supremum of the measures of µ(F) for σ -bounded Baire subsets F of E , and we
know that µ(F) is the supremum of the measures of µ(K ) for compact subsets
K of F that are Gδ’s. Therefore µ(E) is the supremum of the measures of µ(K )
for compact subsets K of E that are Gδ’s. §
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Proposition 11.19. If ∫ is a Baire measure on X , then there is one and only
one regular Borel measure µ on X whose restriction to the Baire sets is µ.

PROOF. Since the members of Ccom(X) are Baire functions (Corollary 11.16),
we can define a positive linear functional ` on Ccom(X) by `( f ) =

R
X f d∫. The

uniqueness of the extendingµ follows from the uniqueness part of Theorem 11.1.
For existencewe takeµ to be the regularBorelmeasure given by the existence part
of Theorem 11.1. We are to prove thatµ and ∫ agree on Baire sets. The measures
µ and ∫ agree on compact Gδ’s by Lemma 11.7a and dominated convergence.
By regularity of Baire measures (Proposition 11.18), µ and ∫ agree on all Baire
sets. §

Proposition 11.20. Suppose that X is compact and that µ and ∫ are Borel
measures on X with µ regular. If ∫ is absolutely continuous with respect to µ,
then ∫ is regular.

PROOF. Let ≤ > 0 be given. The Radon–Nikodym Theorem (Theorem 9.16)
and Corollary 5.24 together show that there exists δ > 0 such that any Borel
set A with µ(A) < δ has ∫(A) < ≤. Let E be a Borel set to be tested for
regularity under ∫. Since µ is regular, we can choose K compact and U open
with K ⊆ E ⊆ U and µ(U − K ) < δ. Then ∫(U − K ) < ≤, and it follows that
∫(E) is approximated within ≤ by ∫(K ) and ∫(U). §

Proposition 11.21. If µ is a regular Borel measure on X and if 1 ≤ p < ∞,
then

(a) Ccom(X) is dense in L p(X, µ),
(b) the smallest closed subspace of L p(X, µ) containing all indicator func-

tions of compact Gδ’s in X is L p(X, µ) itself.

REMARK. This generalizes conclusions (a) and (b) of Proposition 9.9 from
open subsets of RN to all locally compact Hausdorff spaces.

PROOF. If E is a Borel set of finite µ measure and if ≤ is given, the regularity
of µ allows us to choose a compact set K with K ⊆ E and µ(E − K ) < ≤.
Then we can find a bounded open set U with K ⊆ U and µ(U − K ) < ≤, and
Proposition 11.14 gives us a compactGδ set K0 such that K ⊆ K0 ⊆ U . We haveR
X |IE − IK |p dµ = µ(E − K ) < ≤,

R
X |IU − IK |p dµ = µ(U − K ) < ≤, andR

X |IU− IK0 |p dµ = µ(U−K0) < ≤. Consequentlywe see in succession that the
closure in L p(X, µ) of the set of all indicator functions of compact sets contains
all indicator functions of Borel sets of finite µ measure, the closure in L p(X, µ)
of the set of all indicator functions of bounded open sets contains all indicator
functions of Borel sets of finiteµmeasure, and the closure in L p(X, µ) of the set
of all indicator functions of compactGδ’s contains all indicator functions of Borel
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sets of finite µ measure. Proposition 5.56 shows consequently that the smallest
closed subspace of L p(X, µ) containing all indicator functions of compact Baire
sets is L p(X, µ) itself. This proves (b).
For (a), let K0 be a compact Gδ, and use Lemma 11.7a to choose a decreasing

sequence { fn} of real-valuedmembers ofCcom(X)with pointwise limit IK0 . Since
f p1 is integrable, dominated convergence yields limn

R
X | fn − IK0 |p dµ = 0.

Hence the closure of Ccom(X) in L p(X, µ) contains all indicator functions of
compact Gδ’s. By Proposition 5.55d this closure contains the smallest closed
subspace of L p(X, µ) containing all indicator functions of compact Gδ’s. Con-
clusion (b) shows that the latter subspace is L p(X, µ) itself. This proves (a).

§

Corollary 11.22. Suppose that X is a locally compact separable metric space.
If µ is a Borel measure on X and if 1 ≤ p < ∞, then

(a) Ccom(X), as a normed linear space under the supremum norm, is separa-
ble,

(b) L p(X, µ) is separable.

REMARK. This generalizes Corollary 6.27c and Proposition 9.9c from open
subsets of RN to all locally compact separable metric spaces. The measure
µ is automatically regular by Proposition 11.8 since Baire measures and Borel
measures coincide in any locally compact metric space.

PROOF. Part (a) is proved by the same argument as for Corollary 6.27c. What
is required is a substitute for Lemma 6.22a in order to obtain a sequence {Fn}∞n=1
of compact subsets of X with union X such that Fn ⊆ Fo

n+1 for all n. It was
observed at the beginning of Section X.3 that separable implies Lindelöf, and it
follows from Proposition 10.24 that X is consequently σ -compact. Application
of Proposition 10.25 then gives the sequence {Fn}∞n=1. Corollary 2.59 is still to
be applied to C(Fn); since Fn is a compact metric space, the corollary shows that
C(Fn) is separable, and the argument goes through.
Part (b) follows from (a) and Proposition 11.21a in the sameway that Corollary

6.27d follows from parts (a) and (c) of that corollary. The sequence {Fn}∞n=1 of
the previous paragraph is to be used in the argument. §

Theorem 11.23 (Helly–Bray Theorem). Let X be a locally compact separable
metric space. If {µn} is a sequenceofBorelmeasureson X with {µn(X)}bounded,
say by M , then there exist a Borel measureµ on X and a subsequence {µnk } such
that µ(X) ≤ M and limn

R
X f dµnk =

R
X f dµ for all f in Ccom(X).

REMARKS. In the terminology of Section V.9, the measuresµn are continuous
linear functionals on the normed linear space Ccom(X), and the norm of the
linear functional corresponding to µn is µn(X). The convergence is weak-star
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convergence, and the limiting linear functional is given by a Borel measure µ
with µ(X) ≤ M . The theorem amounts to an application of the preliminary
form of Alaoglu’s Theorem (Theorem 5.58) and the identification of the limit as
a measure.

PROOF. The proof consists of filling in the details in the remarks above.
We regard Y = Ccom(X) as a normed linear space with the supremum norm.
Any Borel measure ∫ on X defines by integration a linear functional on Y with
norm given by k∫k = sup f ∈Ccom(X), k f k≤1

Ø
Ø R

X f d∫
Ø
Ø. The right side is certainly

≤ k f ksup∫(X). In the reverse direction, let {Kn} be an increasing sequence
of compact subsets of X with union X , so that limn ∫(Kn) = ∫(X). Choose
functions fn : X → [0, 1] in Ccom(X) by Corollary 10.44 such that fn is 1 on
Kn . Then k fnksup ≤ 1 for all n, and

R
X fn d∫ ∏

R
Kn

d∫ = ∫(Kn). Hence
k∫k ∏ lim supn ∫(Kn) = ∫(X), and we conclude that k∫k = ∫(X).
Thus the given sequence {µn} corresponds to a sequence in Y ∗ with kµnk ≤ M

for all n. Corollary 11.22 shows that Y is separable. Theorem 5.58 therefore
applies and yields a subsequence {µnk } and a member ` of Y ∗ with k`k ≤ M
such that limk

R
X f dµnk = `( f ) for all f in Ccom(X). If f ∏ 0, limk

R
X f dµnk

is certainly∏ 0, and thus ` is a positive linear functional on Ccom(X). The Riesz
Representation Theorem (Theorem 11.1) produces a Borel measure µ on X with
`( f ) =

R
X f dµ for all f in Ccom(X). Since k`k ≤ M , we have µ(X) ≤ M . §

4. Dual to Space of Finite Signed Measures

We continue in this section with X as a locally compact Hausdorff space. We
now change the point of view a little and regardCcom(X) as a normed linear space
under the supremum norm k f ksup = supx∈X | f (x)|. The problem is to identify
all continuous linear functionals on this normed linear space. We shall see shortly
that it is enough to handle the case that X is compact.
If X∗ is the one-point compactification of X , then two spaces to be considered

in conjunction with Ccom(X) are C(X∗), the space of continuous scalar-valued
functions on X∗, and C0(X), the space of continuous scalar-valued functions on
X that “vanish at infinity.” When applied to a function f , the term vanishes at
infinity means that for any ≤ > 0, there is some compact set with the property
that | f (x)| ≤ ≤ outside that set. It is equivalent to say that f extends to a member
of C(X∗) that is 0 at∞.
The three spaces Ccom(X), C0(X), and C(X∗) are related. In the first place,

Ccom(X) is dense inC0(X). In fact, if f is inC0(X) and if ≤ > 0 is given, we find
K compact with | f (x)| ≤ ≤ outside K . Corollary 10.44 supplies a member g of
Ccom(X) with values in [0, 1] that is 1 on K . Then the product f g is in Ccom(X),
and k f − f gksup ≤ ≤. Thus Ccom(X) is dense in C0(X). Any continuous
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linear functional on Ccom(X) is uniformly continuous by Proposition 5.57, and
Proposition 2.47 shows that it extends uniquely to a continuous linear functional
on C0(X). Thus the continuous linear functionals on C0(X) and Ccom(X) are in
one-one correspondence by restriction.
If we identify C0(X) as the subspace of C(X∗) of functions equal to 0 at ∞,

then every continuous linear functional on C(X∗) restricts to a continuous linear
functional on C0(X). In the reverse direction every continuous linear functional
on C0(X) extends (nonuniquely) to a continuous linear functional on C(X∗). In
fact, let `0 be a continuous linear functional on C0(X), and fix a member f0 of
C(X∗) with f0(∞) = 1. If f is any member of C(X∗), then f − f (∞) f0 is in
C0(X) and it makes sense to define `( f ) = `0( f − f (∞) f0). Since

|`( f )| = |`0( f − f (∞) f0)| ≤ k`0kk f − f (∞) f0ksup
≤ k`0k(k f ksup + | f (∞)|k f0ksup) ≤ k`0k(1+ k f0ksup)k f ksup,

` is bounded onC(X∗) and is therefore continuous. Thus the study of continuous
linear functionals on Ccom(X) reduces to the case that X is compact.
The first result below shows that any continuous linear functional onC(X)with

X compact is a finite linear combination of positive linear functionals. In view of
Theorem 11.1, it is therefore given as a finite linear combination of integrations
with respect to regular Borel measures. The remainder of the section will be
devoted to making this result look tidier and seeing what happens to various
norms under the correspondence.

Proposition 11.24. Let X be a compact Hausdorff space, and let ` be a
continuous linear functional on C(X). If ` takes real values on real-valued
functions, define, for f ∏ 0 in C(X),

`+( f ) = sup
0≤g≤ f

`(g) and `−( f ) = `+( f ) − `( f );

then`+ and`− extend topositive linear functionalsonC(X) such that` = `+−`−.
If ` does not necessarily take real values on real-valued functions, then ` is a
complex linear combination of positive linear functionals on C(X).

PROOF. The functions f and g in this argumentwill all be inC(X). For general
` not necessarily taking real values on real-valued functions, define ¯̀( f ) = `( f̄ ).
We readily check that ¯̀ is a continuous linear functional on C(X), that `R =
1
2 (` + ¯̀) and `I = 1

2i (` − ¯̀) are continuous linear functionals on C(X) taking
real values on real-valued functions, and that ` = `R + i`I exhibits ` as a
complex linear combination of continuous linear functionals taking real values
on real-valued functions. This reduces the proposition to the case that ` takes real
values on real-valued functions.
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In this case, for f ∏ 0, inspection gives the following: `( f ) = `+( f )−`−( f ),
`+(0) = `−(0) = 0, `+(c f ) = c`+( f ) for c ∏ 0, and `−(c f ) = c`−( f ) for
c ∏ 0. In addition, `+( f ) ∏ 0 for f ∏ 0 because

`+( f ) = sup
0≤g≤ f

`(g) ∏ `(0) = 0,

and `−( f ) ∏ 0 for f ∏ 0 because

`−( f ) = `+( f ) − `( f ) = sup
0≤g≤ f

`(g) − `( f ) ∏ `( f ) − `( f ) = 0.

To complete the proof, all that we have to do is show that `+( f1 + f2) =
`+( f1) + `+( f2) whenever f1 ∏ 0 and f2 ∏ 0. The argument for ∏ is that

`+( f1 + f2) = sup
0≤g≤ f1+ f2

`(g) ∏ sup
g1,g2,

0≤g1≤ f1,
0≤g2≤ f2

`(g1 + g2)

= sup
0≤g1≤ f1

`(g1) + sup
0≤g2≤ f2

`(g2) = `+( f1) + `+( f2).

For the reverse direction, let g be arbitrary with 0 ≤ g ≤ f1 + f2, and set
g1 = min{g, f1} and g2 = g − g1. Certainly 0 ≤ g1 ≤ f1. Let us show that
0 ≤ g2 ≤ f2. In fact,

g2 = g − g1 = (g + f1) − ( f1 + g1) = max{g, f1} +min{g, f1} − ( f1 + g1)
= max{g, f1} + g1 − ( f1 + g1) = max{g, f1} − f1.

Thus g2 is certainly ∏ 0. In addition, the computation

g2 = max{g, f1} − f1 ≤ max{ f1 + f2, f1} − f1 = ( f1 + f2) − f1 = f2

shows that g2 is≤ f2. Thus any g with 0 ≤ g ≤ f1+ f2 gives us a corresponding
decomposition

`(g) = `(g1 + g2) = `(g1) + `(g2)
≤ sup
0≤g1≤ f1

`(g1) + sup
0≤g2≤ f2

`(g2) = `+( f1) + `+( f2).

Taking the supremum over g, we obtain `+( f1+ f2) ≤ `+( f1)+ `+( f2), and the
proof is complete. §
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Let us reinterpret matters in terms of Borel measures. We begin with the real-
valued case. Recall from Section IX.3 that a real-valued completely additive set
function ρ on a σ -algebra is called a signedmeasure. It is bounded if |ρ(E)| ≤ C
for all E in the algebra. In this case Theorem 9.14 shows that it has a Jordan
decomposition ρ = ρ+ − ρ−, where ρ+ and ρ− are uniquely determined finite
measures such that any decomposition ρ = ∫+ − ∫− as the difference of finite
measures has ρ+ ≤ ∫+ and ρ− ≤ ∫−. We say that a bounded signed measure ρ
on the Borel sets of the compact Hausdorff space X is a regular Borel signed
measure if its Jordan decomposition is into regular Borel measures. If ρ =
∫+ − ∫− is any decomposition of a bounded signed measure ρ on the Borel sets
as the difference of regular Borel measures, then the equalities ρ+ ≤ ∫+ and
ρ− ≤ ∫− that compare the decomposition with the Jordan decomposition force
ρ+ and ρ− to be regular, in view of Proposition 11.20. Hence ρ is a regular Borel
signed measure.
The regular Borel signed measures form a real vector space M(X, R). To

see closure under vector space operations, we observe from the definition of
regularity that the sum of two (nonnegative) regular Borel measures is a regular
Borel measure. From this fact we can see that the sum of two regular Borel signed
measures is regular and hence that M(X, R) is closed under addition: in fact, if
ρ = ρ+ − ρ− and σ = σ+ − σ− are given in their Jordan decompositions, then
the formula (ρ +σ)+ − (ρ +σ)− = (ρ+ +σ+)− (ρ− +σ−) shows that ρ +σ is
the difference of two regular Borel measures and hence is regular. Thus M(X, R)
is a real vector space.

Proposition 11.25. The real vector space M(X, R) becomes a real normed
linear space under the definition kρk = ρ+(X)+ ρ−(X), where ρ = ρ+ − ρ− is
the Jordan decomposition of ρ.

PROOF. Certainly kρk ∏ 0 with equality if and only if ρ = 0. Also, if ρ
has the Jordan decomposition ρ = ρ+ − ρ−, then −ρ = ρ− − ρ+ is the Jordan
decomposition of −ρ, and it follows that kcρk = |c|kρk for any real scalar c.
Finally consider kρ + σk. If ρ = ρ+ − ρ− and σ = σ+ − σ− are Jordan

decompositions, then the formula (ρ+σ)+−(ρ+σ)− = (ρ++σ+)−(ρ−+σ−)
shows that (ρ + σ)+ ≤ ρ+ + σ+ and hence (ρ + σ)+(X) ≤ ρ+(X) + σ+(X).
Similarly (ρ + σ)−(X) ≤ ρ−X) + σ−(X). Adding these inequalities, we obtain
kρ + σk ≤ kρk + kσk. §

Returning to the statement of Proposition 11.24, let us write C(X, R) or
C(X, C) for the space of continuous scalar-valued functions when the field of
scalars is important, reserving the expression C(X) for situations in which the
scalars do not matter. Suppose that ` is a continuous linear function onC(X) that
takes real values on real-valued functions. The proposition shows that ` is the
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difference of two positive linear functionals. By Theorem 11.1, ` operates as the
difference of two integrations: `( f ) =

R
X f d∫+ −

R
X f d∫−, where ∫+ and ∫−

are the regular Borel measures corresponding to `+ and `−. Then ` corresponds
to a regular Borel signed measure ρ and is given by integration: `( f ) =

R
X f dρ,

the integral with respect to the signed measure being interpreted as the difference
of two integrals with respect to measures. Conversely any regular Borel signed
measure ρ yields a continuous linear functional ` on C(X) by the definition
`( f ) =

R
X f dρ.

In particular the passage to integration gives us a real-linear mapping of
M(X, R) onto the space C(X, R)∗ of continuous linear functionals on the real
vector space C(X, R). Both of these spaces are normed linear spaces, and the
theorem is that the map is one-one and that the norms match.

Theorem 11.26. The real-linear map of M(X, R) onto C(X, R)∗ given by
ρ 7→ ` with `( f ) =

R
X f dρ is one-one and norm preserving.

REMARK. As in Section V.9 the norm k`k of ` is the least constantC such that
|`( f )| ≤ Ck f ksup for all f . The constant C equals the supremum of |`( f )| over
all f with k f ksup ≤ 1.

PROOF. To see that the map is one-one, suppose that
R
X f dρ = 0 for all f in

C(X, R). Then
R
X f dρ+ =

R
X f dρ−, and the uniqueness part of Theorem 11.1

shows that ρ+ = ρ−. Hence ρ = ρ+ − ρ− = 0.
Now suppose that ` and ρ correspond. Then we have

|`( f )| =
Ø
Ø R

X f dρ+ −
R
X f dρ−

Ø
Ø

≤
R
X | f | dρ+ +

R
X | f | dρ−

≤ ρ+(X)k f ksup + ρ−(X)k f ksup.

Taking the supremum over all f with k f ksup ≤ 1, we obtain

k`k ≤ ρ+(X) + ρ−(X) = kρk.

For the inequality in the reverse direction, let ≤ > 0be given, and let X = P∪N
be a Hahn decomposition (Theorem 9.15) for ρ. By regularity of ρ+ on P
and ρ− on N , choose compact subsets KP and KN with KP ⊆ P , KN ⊆ N ,
ρ+(P − KP) < ≤, and ρ−(N − KN ) < ≤. Since ρ+(N ) = 0 and ρ−(P) = 0,

ρ+(X − KP) < ≤ and ρ−(X − KN ) < ≤. (∗)

By Urysohn’s Lemma (Corollary 10.43), we can find a continuous function
f : X → [−1, 1] such that f is 1 on KP and is −1 on KN . Then
Ø
Ø`( f ) − kρk

Ø
Ø ≤

Ø
Ø R

KP
f dρ − kρ+k

Ø
Ø +

Ø
Ø R

KN
f dρ − kρ−k

Ø
Ø +

Ø
Ø R

Kc
P∩Kc

N
f dρ|

≤
Ø
Øρ+(KP) − ρ+(X)

Ø
Ø +

Ø
Øρ−(KN ) − ρ−(X)

Ø
Ø +

Ø
Ø R

Kc
P∩Kc

N
f dρ|.
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By (∗) the first two terms on the right side are each< ≤. Since ρ+(Kc
P ∩ Kc

N ) =
ρ+(P−KP) < ≤ and ρ−(Kc

P ∩Kc
N ) = ρ−(N−KN ) < ≤, and since k f ksup ≤ 1,

the third term on the right side is ≤ 2≤. Therefore
Ø
Ø`( f )−kρk

Ø
Ø < 4≤, and our

function f has the property that |`( f )| ∏ (kρk − 4≤)k f ksup. In other words,
k`k ∏ kρk − 4≤. Since ≤ is arbitrary, k`k ∏ kρk. This completes the proof. §

Now let us consider the case in which the values are complex. A regular
Borel complex measure on the compact Hausdorff space X is an expression
ρ = ρR + iρI in which ρR and ρI are regular Borel signed measures. In other
words, it is a complex-valued set function whose real and imaginary parts are
regular Borel signed measures. The space M(X, C) of these is a complex vector
space, and we shall make it into a normed linear space shortly. Meanwhile,
the space C(X, C)∗ of continuous linear functionals on C(X, C) is a complex
normed linear space. Extending the definition of

R
X f dρ to handle members of

M(X, C), we see fromProposition11.24 that the complex-linearmap ofM(X, C)
into C(X, C)∗ given by ρ 7→ ` with `( f ) =

R
X f dρ is one-one and onto.

To have a theorem in this case that parallels Theorem 11.26, we need to define
the norm onM(X, C). Doing so on an element ρ is not just a matter of combining
the norms of the real and imaginary parts of ρ any more than writing the norm of
a complex-valued L1 function can be done in terms of the L1 norms of the real
and imaginary parts. A more subtle definition is needed.
We define the total variation |ρ| of a member ρ of M(X, C) to be the non-

negative set function whose value on a Borel set E is the supremum of all finite
sums

Pn
j=1 |ρ(Ej )| with E =

Sn
j=1 Ej disjointly. The total-variation norm of

the member ρ of M(X, C) is defined to be kρk = |ρ|(X). It is a simple matter
to verify that the total-variation norm is indeed a norm.

Proposition 11.27. The total variation |ρ| of a member ρ of M(X, C) is a
regular Borel measure, there exists a Borel function h with khksup ≤ 1 such
that ρ = h d|ρ|, and the total-variation norm on M(X, C) makes M(X, C) into
a normed linear space in such a way that

Ø
Ø R

X f dρ
Ø
Ø ≤ kρkk f ksup for every

bounded Borel function f . Moreover, |ρ| equals ρ+ + ρ− if ρ is real valued and
has ρ = ρ+ − ρ− as its Jordan decomposition.

REMARK. It follows that if ρ is real valued and if X = P ∪ N is a Hahn
decomposition (Theorem 9.15) for ρ, then the corresponding function h may be
taken to be +1 on P and −1 on N .

PROOF. To see that |ρ| is additive, let E and F be disjoint Borel sets. If
E =

Sm
i=1 Ei disjointly and F =

Sn
j=1 Fj disjointly, then E ∪ F =°Sm

i=1 Ei
¢
∪

°Sn
j=1 Fj

¢
disjointly, and hence

Pm
i=1 |ρ(Ei )| +

Pn
j=1 |ρ(Fj )| ≤

|ρ|(E ∪ F). Taking the supremum over systems {Ei } and then over systems
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{Fj }, we obtain |ρ|(E) + |ρ|(F) ≤ |ρ|(E ∪ F). In the reverse direction let
E ∪ F =

Sp
k=1 Gk disjointly. Then E =

Sp
k=1(E ∩ Gk) disjointly, and

F =
Sp

k=1(F ∩ Gk) disjointly. Hence

pP

k=1
|ρ(Gk)|

=
pP

k=1
|ρ(E ∩ Gk) + ρ(F ∩ Gk)| ≤

pP

k=1
|ρ(E ∩ Gk)| +

pP

k=1
|ρ(F ∩ Gk)|,

and this is ≤ |ρ|(E) + |ρ|(F). Taking the supremum over systems {Gk}, we
obtain |ρ|(E ∪ F) ≤ |ρ|(E) + |ρ|(F). Thus |ρ| is additive.
To prove that |ρ| is completely additive, let E =

S∞
n=1 En disjointly. For every

N ,
PN

n=1 |ρ|(En) = |ρ|(E1 ∪ · · · ∪ EN ) ≤ |ρ|(E), and hence
P∞

n=1 |ρ|(En) ≤
|ρ|(E). For the reverse inequality let {Gk}

p
k=1 be a finite collection of disjoint

Borel sets with union E . Then En =
Sp

k=1(En ∩ Gk) disjointly, and hence

pP

k=1
|ρ(Gk)| =

pP

k=1
|ρ(E ∩ Gk)| =

pP

k=1

Ø
Ø
Ø

∞P

n=1
ρ(En ∩ Gk)

Ø
Ø
Ø

≤
pP

k=1

∞P

n=1
|ρ(En ∩ Gk)| =

∞P

n=1

pP

k=1
|ρ(En ∩ Gk)| ≤

∞P

n=1
|ρ|(En).

Thus |ρ|(E) ≤
P∞

n=1 |ρ|(En), and |ρ| is completely additive.
The measure |ρ| is certainly finite on X and hence on all compact sets. To see

regularity, we write ρ = ρR + iρI = ρ+
R − ρ−

R + iρ+
I − iρ−

I . Writing a set E as
the disjoint union of n sets Ei and writing out ρ(Ei ) according to this expansion
of ρ, we see that |ρ|(E) ≤ (ρ+

R +ρ−
R +ρ+

I +ρ−
I )(E). Each measure on the right

side is regular, and Proposition 11.20 therefore shows that |ρ| is regular.
For the existence of h, let us write ρ in terms of its real and imaginary parts

as ρ = ρR + iρI . If E is a Borel set, then the definitions give |ρ|(E) ∏
|ρ(E)| ∏ |ρR(E)| and similarly |ρ|(E) ∏ |ρI (E)|. Hence ρR ø |ρ| and
ρI ø |ρ|. By the Radon–Nikodym Theorem (Corollary 9.17), there exist
functions hR and hI integrable [d|ρ|] such that ρR = hR d|ρ| and ρI = hI d|ρ|.
Thus the |ρ| integrable complex-valued function h = hR + ih I has ρ = h d|ρ|.
We shall show that h has |h(x)| ≤ 1 a.e. [d|ρ|]. If the contrarywere the case, then
there would exist a constant cwith |c| = 1 and an ≤ > 0 such that Re(ch) ∏ 1+≤
on a set E of positive |ρ| measure and we would have

Ø
Ø R

E h d|ρ|
Ø
Ø =

Ø
Ø R

E ch d|ρ|
Ø
Ø ∏ Re

R
E ch d|ρ| =

R
E Re(ch) d|ρ|

∏ (1+ ≤)|ρ|(E) ∏ (1+ ≤)|ρ(E)| = (1+ ≤)
Ø
Ø R

E h d|ρ|
Ø
Ø,

a contradiction. Thus h exists as asserted.
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The inequality
Ø
Ø R

X f dρ
Ø
Ø ≤ kρkk f ksup follows from the existence of h sinceØ

Ø R
X f dρ

Ø
Ø =

Ø
Ø R

X f h d|ρ|
Ø
Ø ≤ k f hksup

R
X d|ρ| ≤ k f ksup|ρ|(X) = k f ksupkρk.

Finally if ρ is real valued, then any Borel set E satisfies |ρ(E)| =
|ρ+(E) − ρ−(E)| ≤ ρ+(E) + ρ−(E). If E is the disjoint union of Borel sets
E1, . . . , En , we consequently have

nP

j=1
|ρ(E ∩ Ej )| ≤

nP

j=1
(ρ+(E ∩ Ej ) + ρ−(E ∩ Ej )) = ρ+(E) + ρ−(E).

Taking the supremum over all decompositions of E of this kind gives |ρ|(E) ≤
ρ+(E)+ρ−(E). For the reverse inequality let X = P∪N be a Hahn decomposi-
tion (Theorem 9.15) for ρ, so that ρ+(E) = ρ(P∩E) and ρ−(E) = −ρ(N ∩E).
Then E is the disjoint union of E ∩ P and E ∩ N , and thus ρ+(E) + ρ−(E) =
|ρ(E ∩ P)| + |ρ(E ∩ N )| ≤ |ρ|(E). In other words, |ρ| = ρ+ + ρ− as asserted.

§

Theorem11.28. The one-one complex-linearmap ofM(X, C) ontoC(X, C)∗

given by ρ 7→ ` with `( f ) =
R
X f dρ is norm preserving.

PROOF. If f is in C(X), then Proposition 11.27 gives |`( f )| =
Ø
Ø R

X f dρ
Ø
Ø ≤

kρkk f ksup. Taking the supremum over all f with k f ksup ≤ 1, we obtain k`k ≤
kρk.
For the reverse inequality let ≤ > 0 be given, and choose a finite disjoint

collection of Borel sets E1, . . . , En with union X such that
Pn

i=1 |ρ(Ei )| ∏
kρk − ≤. Since |ρ| is regular, we can find compact sets Ki ⊆ Ei such that
|ρ|(Ei − Ki )| ≤ ≤/n for each i .
We shall define disjoint open sets Ui with Ki ⊆ Ui for all i . We do so by

making an inductive construction as follows. For i = 1, Corollary 10.22 produces
disjoint open setsU1 and V1 with K1 ⊆ U1 and K2∪· · ·∪Kn ⊆ V1. Suppose that
the construction has been carried out for stage i with 1 ≤ i < n. Using Corollary
10.22 for the locally compact Hausdorff space Vi and taking into account that
Ki+1 ∪ · · · ∪ Kn ⊆ Vi , we choose disjoint open sets Ui+1 and Vi+1 of Vi with
Ki+1 ⊆ Ui+1 and Ki+2 ∪ · · · ∪ Kn ⊆ Vi+1. At the end of the construction, we
have obtained open setsUi with Ki ⊆ Ui for all i , and we have obtained auxiliary
open sets Vi with Vi+1 ⊆ Vi for all i . Let us see that the sets Ui are disjoint.
In fact, if j > i , then Uj ⊆ Vj−1 ⊆ Vi . Since Vi is disjoint from Ui , its subset
Uj is disjoint from Ui . This proves the required disjointness and completes the
construction of U1, . . . ,Un .
For 1 ≤ i ≤ n, choose fi ∈ C(X) with values in [0, 1] such that fi is 1 on

Ki and is 0 off Ui . Choose ci ∈ C for each i such that ciρ(Ei ) = |ρ(Ei )|, and
define f0 =

Pn
i=1 ci fi . The function f0 has k f0ksup = 1 since the sets Ui are

disjoint. Then
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`( f0) =
R
X f0 dρ =

nP

i=1

R
Ei f0 dρ =

nP

i=1

° R
Ei ci dρ +

R
Ei ( f0 − ci ) dρ

¢

=
nP

i=1
|ρ(Ei )| +

nP

i=1

R
Ei−Ki

( f0 − ci ) dρ.

Hence
Ø
Ø`( f0) −

nP

i=1
|ρ(Ei )|

Ø
Ø ≤

nP

i=1

R
Ei−Ki

| f0 − ci | d|ρ|

≤ 2
nP

i=1
|ρ|(Ei − Ki )| ≤ 2

nP

i=1
≤/n = 2≤

and
Ø
Ø`( f0) − kρk

Ø
Ø ≤

Ø
Ø`( f0) −

nP

i=1
|ρ(Ei )|

Ø
Ø +

Ø
Ø

nP

i=1
|ρ(Ei )| − kρk

Ø
Ø ≤ 3≤.

Therefore

k`k = k`kk f0ksup ∏ |`( f0)| ∏ kρk −
Ø
Ø`( f0) − kρk

Ø
Ø ∏ kρk − 3≤.

Since ≤ is arbitrary, k`k ∏ kρk. §

5. Problems

In all problems for this chapter, X is assumed to be a locally compact Hausdorff
space. Sometimes additional hypotheses are imposed on X .

1. (a) Prove that if X is σ -compact, then the σ -algebra of Borel subsets of X
coincides with the σ -algebra of intersections of X with the Borel subsets of
the one-point compactification X∗.

(b) Prove that if X is an uncountable discrete space, then the σ -algebra of Borel
subsets of X is strictly smaller than the σ -algebra of intersections of X with
the Borel subsets of the one-point compactification X∗.

2. Prove that if X is σ -compact and f : X → C is continuous, then f is a Borel
function.

3. Suppose that X is σ -compact. Prove that if µ is a regular Borel measure on X
and if f is Borel measurable, then there exists a Baire measurable function g
such that f = g except on a Borel set of µ measure 0.

4. (Lusin’s Theorem) Let X be compact, letµ be a regular Borel measure on X , let
f be a Borel function on X , and let ≤ > 0 be given. By first considering simple
functions and then passing to the limit via Egoroff’s Theorem, prove that there
exists a compact subset K of X with µ(Kc) < ≤ such that f

Ø
Ø
K is continuous.
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5. This problem establishes the rotation invariance of the Borel measure dω on the
sphere S2 ⊆ R3 obtained fromRiemann integrationwith respect to sin θ1 dθ1 dθ2,
where θ1 and θ2 are latitude and longitude with 0 ≤ θ1 ≤ π and 0 ≤ θ2 ≤ 2π .
Themeasure dωwas constructed bymeans of the Riesz Representation Theorem
as one of the examples in Section 2.
(a) A rotation in R3 is the linear function L determined by a matrix A with

AAtr = 1 and det A = 1. For 0 < a < 1 < b < ∞, let Sab be the subset of
R3 given in spherical coordinates by a < r < b, 0 ≤ θ1 ≤ π , 0 ≤ θ2 ≤ 2π .
Show that Sab is carried to itself by any such rotation L .

(b) For any bounded Borel function F : Sab → C, let (LF)(x) = F(L−1x) if
x is in Sab and L is a rotation. Prove that

R
Sab LF dx =

R
Sab F dx .

(c) Let f : S2 → C be any continuous function, and define (L f )(ω) =
f (L−1ω). Extend f to a function F defined on Sab by the definition
F(rω) = f (ω). Prove that

R
Sab F dx =

° R b
a r

2 dr
¢° R

S2 f (ω) dω
¢
and

deduce that
R
S2 L f dω =

R
S2 f dω.

(d) Deduce from (c) that dω(L(E)) = dω(E) for every Borel subset E of S2.

6. Let X be compact.
(a) Let {Kα} be a collection of compact subsets of X closed under finite inter-

sections, and let K =
T

α Kα . Prove that every regular Borel measure µ on
X has the property that µ(K ) = infα µ(Kα).

(b) If µ is a nonzero regular Borel measure on X assuming only the values 0
and 1, prove that µ is a point mass.

(c) If µ is a nonzero regular Borel measure on X with
Z

X
f g dµ =

≥ Z

X
f dµ

¥≥ Z

X
g dµ

¥

for all f and g in C(X), prove that µ is a point mass.
(d) If ` is a positive linear functional on C(X) that is multiplicative in the sense

that `( f g) = `( f )`(g) for all f and g in C(X), prove that ` is zero or ` is
evaluation at some point of X .

7. This problem continues the investigation of harmonic functions and Poisson
integrals in the unit disk of R2, following up on Problems 7–8 at the end of
Chapter IX. Problem 8 in that series provides orientation. The new ingredient
for the present problem is weak-star convergence of sequences in M(S1, C)

against C(S1), where S1 is the unit circle.
(a) State and prove a characterization of the harmonic functions u(r, θ) on the

open unit disk such that sup0≤r<1 ku(r, · )k1 is finite.
(b) (Herglotz’s Theorem) Prove that if u(r, θ) is a nonnegative harmonic

function on the open unit disk, then there is a Borel measure µ on the
circle such that u(r, θ) =

R
(−π,π] Pr (θ − ϕ) dµ(ϕ).
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Problems 8–10 construct a Borel measure µ on a compact space such that µ is not
regular. The totally ordered set ƒ of countable ordinals was introduced in Problems
25–33 at the end of Chapter V. Let ƒ∗ = ƒ ∪ {∞}, totally ordered so that every
element ofƒ is less than {∞}. Giveƒ∗ the order topology, as discussed in Problems
25–32 at the end of Chapter X.
8. Prove that ƒ∗ is compact Hausdorff.
9. Prove that the class of all relatively closed uncountable subsets of ƒ is closed

under the formation of countable intersections.
10. Defineµ on theBorel sets ofƒ∗ to be 1 on those sets E such that E−{∞} contains

a relatively closed uncountable subset of ƒ, and put ∫(E) = 0 otherwise. Prove
that µ is a Borel measure that is not regular.

Problems 11–14 concern decomposing any finite Borel measure on a compact X into
a regular Borel measure and a “purely irregular” Borel measure. They make use of
Zorn’s Lemma (Section A9 of Appendix A). A Borel measureµwill be called purely
irregular if there is no nonzero regular Borel measure ∫ such that 0 ≤ ∫(E) ≤ µ(E)

for every Borel set E .
11. Use Zorn’s Lemma to show that any Borel measure on X is the sum of a regular

Borel measure and a purely irregular Borel measure.
12. Prove that if∫ is a regularBorelmeasure, ifµ is purely irregular, and if 0 ≤ µ ≤ ∫,

then µ = 0.
13. Deduce from the Jordan decomposition (Theorem 9.14) that the decomposition

of Problem 11 is unique.
14. Prove that the irregular Borel measure constructed in Problem 10 is purely

irregular.

Problems 15–19 concern extension of measures from finite products of compact
metric spaces to countably infinite such products. Let X be a compact metric space,
and for each integer n ∏ 1, let Xn be a copy of X . Define ƒ(N ) = ×N

n=1Xn ,
and let ƒ = ×∞

n=1Xn . Each of ƒ(N ) and ƒ is given the product topology. If E
is a Borel subset of ƒ(N ), we can regard E as a subset of ƒ by identifying E with
E ×

°×∞
n=N+1Xn). In this way any Borel measure on ƒ(N ) can be regarded as a

measure on a certain σ -subalgebra Fn of B(ƒ).
15. Prove that

S∞
n=1Fn = F is an algebra.

16. Let ∫n be a (regular) Borel measure on ƒ(n) with ∫(ƒ(n)) = 1, and regard ∫n
as defined on Fn . Suppose for each n that ∫n agrees with ∫n+1 on Fn . Define
∫(E) for E in F to be the common value of ∫n(E) for n large. Prove that ∫ is
nonnegative additive, and prove that in a suitable sense ∫ is regular on F.

17. Using the kind of regularity established in the previous problem, prove that ∫ is
completely additive on F.
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18. In view of Problems 16 and 17, ∫ extends to a measure on the smallest σ -algebra
for ƒ containing F. Prove that this σ -algebra is B(ƒ).

19. Let X be a 2-point space, and let ∫n be 2−n on each one-point subset of ƒ(n).
Exhibit a homeomorphism ofƒ onto the standard Cantor set in [0, 1] that carries
∫ to the Cantor measure defined in Problems 17–20 at the end of Chapter VI.



CHAPTER XII

Hilbert and Banach Spaces

Abstract. This chapter develops the beginnings of abstract functional analysis, a subject designed
to study properties of functions by treating the functions as the members of a space and formulating
the properties as properties of the space.
Section1definesBanachspaces as completenormed linear spaces andgives a numberof examples

of these. The space of bounded linear operators from one normed linear space to another is a normed
linear space, and it is a Banach space if the range is a Banach space.
Sections 2–3 concern Hilbert spaces. These are Banach spaces whose norms are induced by

inner products. Section 2 shows that closed vector subspaces of such a space have orthogonal
complements, and it shows the role of orthonormal bases for such a space. Section 3 concentrates
on bounded linear operators from a Hilbert space to itself and constructs the adjoint of each such
operator.
Sections 4–6 prove the three main abstract theorems about the norm topology of general normed

linear spaces—the Hahn–Banach Theorem, the Uniform Boundedness or Banach–Steinhaus Theo-
rem, and the Interior Mapping Principle. A number of consequences of these theorems are given.
The second and third of the theorems require some hypothesis of completeness.
The topic of Hilbert and Banach spaces continues in Chapter IV of the companion volume,

Advanced Real Analysis.

1. Definitions and Examples

Functional analysis puts into practice an idea from the early twentieth century,
that sometimes properties of functions become clearer when the functions are
regarded as themembers of a space and the properties are formulated as properties
of the space. We encountered some simple examples of this situation already in
Chapter II in the examples ofmetric spaces. Uniformconvergencewas encoded in
themetric on spacesof functions, andother kinds of convergencewere capturedby
other metrics. In Chapter V we introduced the spaces L1(X), L2(X), and L∞(X)
of functions (or really equivalence classes of functions), all of which were proved
to be complete. The property of completeness was a useful property of the space
as a whole that led, for one thing, to the Riesz–Fischer Theorem in Chapter VI.
More complicatedproperties led us to variouskindsof differentiabilityof integrals
in Rn in Chapters VI and IX and to boundedness of the Hilbert transform in
Chapter IX. The development of measure theory on locally compact Hausdorff

570
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spaces in Chapter XI rested on an analysis of positive linear functionals on the
space of continuous functions of compact support.
The different spaces—of functions, measures, and whatever else—that arise

in this way have some properties in common, and we study them in this chapter in
a setting that emphasizes these common properties. We shall work with normed
linear spaces, which were defined in Section V.9. With such spaces the field of
scalars F can be either R or C. Recall then that a normed linear space X is a
vector space over F with a norm, i.e., a function k · k from X to [0,+∞) such
that kxk ∏ 0 with equality if and only if x = 0, kcxk = |c|kxk if c is a scalar, and
kx + yk ≤ kxk + kyk. The norm yields a metric d(x, y) = kx − yk, and we can
then speak of the norm topology on X . Proposition 5.55 showed that addition and
scalar multiplication are continuous, that the closure of any vector subspace of X
is a vector subspace, and that the set of all finite linear combinations of members
of a subset S of X is dense in the smallest closed subspace containing S.
Completeness plays an increasingly important role as one studies such spaces,

and it is customary to introduce a definition to incorporate this notion: a normed
linear space X is a Banach space if X is complete as a metric space. The metric-
space completion of a normed linear space is automatically a normed linear space
that is complete, hence is a Banach space.
Let us consider some examples of normed linear spaces, some old and some

new. Except as indicated, they will all be Banach spaces.

EXAMPLES.
(1) Euclidean space Rn and complex Euclidean space Cn , written briefly as

Fn . The space consists of n-tuples of scalars a = (a1, . . . , an) with kak equal
to the Euclidean norm |a| of Section II.1, namely kak =

°Pn
k=1 |ak |

¢1/2. It was
remarked in Section II.7 that these spaces are complete, hence are Banach spaces.
(2) Finite-dimensional normed linear spaces. It can be shown that each finite-

dimensional normed linear space X is complete.1 In fact, any linear map carrying
a vector-space basis of X to a vector-space basis of some Fn , normed as in the
previous example, can be shown to be uniformly continuous with a uniformly
continuous inverse, and the completeness of X follows.
(3) B(S), the space of bounded scalar-valued functions on a nonempty set S

with the supremum norm, defined in Section II.1. Proposition 2.44 establishes
the completeness.
(4)C(S), the space of bounded continuous scalar-valued functions on a metric

space or topological space S, defined in Section II.4 in themetric case and Section
X.5 in general. The norm is the supremum norm. Corollary 2.45 and Proposition
10.30 establish the completeness ofC(S). When S is locally compact Hausdorff,

1Section IV.1 of the companion volume, Advanced Real Analysis, proves a more general result.
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we defined C0(S) in Section XI.4 to be the subspace of C(S) of all members
vanishing at infinity. This is complete. However, the subspace Ccom(S) of
continuous scalar-valued functions of compact support is usually not complete.
(5) L p(S,A, µ), the space of equivalence classes of pth-power integrable

functions on a measure space (S,A, µ). This is a normed linear space for
1 ≤ p < ∞ with norm k f kp =

° R
S | f (s)|p dµ(s)

¢1/p. These spaces were
introduced in Section V.9 for p = 1 and p = 2 and in Section IX.1 for general p.
Theorem 5.59 established the completeness for p = 1 and p = 2, and Theorem
9.6 established the completeness for general p.
(6) L∞(S,A, µ), the space of equivalence classes of essentially bounded

functions on a measure space (S,A, µ). This is a normed linear space with
norm the essential supremum norm. This space was introduced in Section V.9
and was proved to be complete in Theorem 5.59.
(7) Sequence spaces c, c0, and `

p
n and `p for 1 ≤ p ≤ ∞. These are

special cases of various examples above. The space `
p
n is L p(S,A, µ) when

S = {1, 2, . . . , n},A is the set of all subsets, andµ is countingmeasure, the norm
being k(a1, . . . , an)k =

°Pn
k=1 |ak |p

¢1/p if p < ∞ and being k(a1, . . . , an)k =
max1≤k≤n |ak | if p = ∞. The space `

p
n specializes to Fn when p = 2. The

space `p is the version of `pn when S is the set of positive integers; the members
of this space are thus all sequences for which the norm is finite. The sequence
spaces c and c0 can be regarded as subspaces ofC(S)when S is the set of positive
integers. The space c consists of all convergent sequences, and c0 is the space of
sequences vanishing at infinity; in both cases the norm is the supremum norm.
All these examples are Banach spaces. They tend to be useful in testing guesses
about properties of normed linear spaces. We shall not need them explicitly, and
this traditional notation for them will not recur after the end of this section.
(8) M(S), S being a compact Hausdorff space. This is the space of regular

Borel signed or complex measures on S, introduced as M(S, R) or M(S, C) in
Section XI.4. The norm is the total-variation norm. Theorems 11.26 and 11.28
identify these spaceswith duals of spacesof continuous functions, andProposition
12.1 below will show that they are complete as a consequence.
(9) CN ([a, b]), the space of scalar-valued functions on a bounded interval

[a, b] with N bounded derivatives, the norm being

k f k =
NX

j=1
sup
a≤s≤b

| f ( j)(s)|.

It is shown in Problem 2 at the end of the chapter that this space is complete. This
space is an indication of how normed linear spaces can carry information about
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derivatives. Indeed, normed linear spaces carrying information about derivatives
play a significant role in the subject of partial differential equations.2

(10) H∞(D), the space of bounded functions in the open unit disk D =
{|z| < 1} in C such that the function is given by a convergent power series. The
norm is the supremum norm. It is shown in Problem 3 at the end of the chapter
that this space is complete.
(11) A(D), the space of bounded continuous functions on the closed unit disk

whose restriction to the open unit disk is given by a convergent power series. The
norm is the supremum norm. It is shown in Problem 3 at the end of the chapter
that this space is complete.

Two further kinds of normed linear spaces are worth mentioning now. One is
that any real or complex inner-product space X in the sense of Section II.1 gives
an example of a normed linear space. Recall that an inner product on X is a
function ( · , · ) from X × X to F that is linear in the first variable, is conjugate
linear in the second variable, is symmetric if F = R or Hermitian symmetric if
F = C, and has (x, x) ∏ 0 for all x with equality if and only if x = 0. Such
an inner product satisfies the Schwarz inequality |(x, y)| ≤ (x, x)1/2(y, y)1/2,
according to Lemma 2.2, and then the definition kxk = (x, x)1/2 makes X into a
normed linear space, according to Proposition 2.3.
As a normed linear space, an inner-product spacemay or may not be complete.

Any space L2(S,A, µ), with ( f, g) =
R
S f ḡ dµ, is an example in which the

associated normed linear space is complete. An inner-product space whose
associated normed linear space is complete is called a Hilbert space.
The other kind of normed linear spaceworthmentioningnow involves bounded

linear operators. Recall from Section V.9 that a linear function L : X → Y
between two normed linear spaces with respective norms k · kX and k · kY is
often called a linear operator. Proposition 5.57 showed that a linear operator
L is continuous at a point if and only if it is continuous everywhere, if and
only if it is uniformly continuous, if and only if it is bounded in the sense that
kL(x)kY ≤ MkxkX for some constant M and all x in X . The least such constant
M is called the operator norm of L , written kLk. We can define addition and
scalar multiplication on bounded linear operators from X to Y by addition and
scalar multiplication of their values:

(L1 + L2)(x) = L1(x) + L2(x) and (cL)(x) = cL(x).

Then L1 + L2 and cL are linear operators by the elementary theory of vector

2This is one of the themes of the companion volume, Advanced Real Analysis.
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spaces, and the inequalities

k(L1 + L2)(x)kY = kL1(x) + L2(x)kY ≤ kL1(x)kY + kL2(x)kY
≤ kL1kkxkX + kL2kkxkX = (kL1k + kL2k)kxkX

k(cL)(x)kY = kcL(x)kY = |c|kL(x)kY ≤ |c|kLkkxkXand

show that L1 + L2 and cL are bounded with kL1 + L2k ≤ kL1k + kL2k and
kcLk ≤ |c|kLk. Applying the latter conclusion to c−1 when c 6= 0 gives kLk =
kc−1(cL)k ≤ |c|−1kcLk ≤ |c|−1|c|kLk = kLk, and we conclude that kcLk =
|c|kLk. Since it is plain that kLk ∏ 0 with equality if and only if L = 0, the set
of bounded linear operators from X to Y , with the operator norm, is a normed
linear space. We denote this normed linear space by B(X,Y ).

Proposition 12.1. If X and Y are normed linear spaces and if Y is complete,
then the normed linear space B(X,Y ) is a Banach space.

REMARKS. In the special case in which Y is the set F of scalars, the linear
operators are called linear functionals, in terminology we have used repeatedly.
The normed linear space F = F1 is complete, and therefore the normed linear
space of bounded linear functionals on X is a Banach space. The space of
bounded linear functionals is called the dual space of X and is denoted by X∗.
More explicitly the norm of an element x∗ of X∗ is3

kx∗k = sup
kxk≤1

|x∗(x)|.

Proposition 12.1 is implicitly saying that X∗ is always complete.

PROOF. Let {Ln} be a Cauchy sequence in B(X,Y ). Since in any metric space
the members of a Cauchy sequence are at a bounded distance from any particular
element, the sequence {kLnk} is bounded. Let C = supn kLnk.
If x is in X , then {Ln(x)} is a Cauchy sequence since kLm(x) − Ln(x)kY ≤

kLm−LnkkxkX . By completeness ofY , L(x) = limn Ln(x) exists. Continuity of
addition and scalarmultiplication in X implies that L(x+x 0) = limn Ln(x+x 0) =
limn(Ln(x) + Ln(x 0)) = limn Ln(x) + limn Ln(x 0) = L(x) + L(x 0) and that
L(cx) = limn Ln(cx) = limn(cLn(x)) = c limn Ln(x) = cL(x). Therefore L is
a linear operator.

3A superscript ∗ has also been used in this book to indicate a one-point compactification, but
there need never be any confusion about this notation. One-point compactifications arise in practice
only for locally compact Hausdorff spaces, and one can show that a normed linear space is locally
compact only if it is finite dimensional, For finite-dimensional normed linear spaces it is always
clear from the context whether ∗ refers to the dual space or to the one-point compactification.
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For boundedness of L , we have kLn(x)kY ≤ kLnkkxkX ≤ CkxkX for all n.
Hence continuity of the norm function implies that kL(x)kY = k lim Ln(x)kY ≤
lim infn kLn(x)kY ≤ CkxkX , and L is bounded with kLk ≤ C .
To complete the proof, we show that kLn − Lk → 0. Assuming the contrary,

we can pass to a subsequence and then change notation so that kLn − Lk ∏ ≤
for some ≤ > 0 for all n. Then for each n, we can find xn in X with kxnkX = 1
such that kLn(xn) − L(xn)kY ∏ ≤/2. Choose and fix N so that m ∏ N implies
kLN − Lmk ≤ ≤/4. Whenever m ∏ N , the triangle inequality gives

kLm(xN ) − L(xN )kY ∏ kLN (xN ) − L(xN )kY − kLN (xN ) − Lm(xN )kY

∏ ≤
2 − kLN − LmkkxNkX = ≤

2 − kLN − Lmk ∏ ≤
4 ,

in contradiction to the fact that limm Lm(xN ) = L(xN ). §

EXAMPLES OF DUAL SPACES.
(1) L p(S,A, µ)∗ ∼= L p0

(S,A, µ) if 1 ≤ p < ∞, µ is σ -finite, and p0 is the
dual index with 1

p + 1
p0 = 1, according to the Riesz Representation Theorem

(Theorem 9.19). Specifically to each x∗ in L p(S,A, µ)∗ corresponds a unique g
in L p0

(S,A, µ) with x∗( f ) =
R
S f g dµ for all f in L p(S,A, µ), and this g has

kx∗k = kgkp0 . It can be shown that the hypothesis of σ -finiteness of µ can be
dropped if 1 < p < ∞, but Problem 4 at the end of Chapter IX shows that the
hypothesis cannot be completely dropped for p = 1.
(2) (`

p
n )

∗ ∼= `
p0

n and (`p)∗ ∼= `p
0 for 1 ≤ p < ∞ if p0 is the dual index. This

is a special case of Example 1. In particular, the first of these duality results for
p = 2 says that (Rn)∗ ∼= Rn and (Cn)∗ ∼= Cn .
(3) C(S)∗ ∼= M(S) if S is a compact Hausdorff space, according to Theorems

11.26 and 11.28. Specifically to each x∗ in C(S)∗ corresponds a unique ρ in
M(S)with x∗( f ) =

R
S f dρ for all f in C(S), and this ρ has kx∗k = kρk. Since

M(S) is in this way identified as the dual space of some normed linear space, it
follows from Proposition 12.1 that M(S) is a Banach space.
(4) (`∞

n )∗ ∼= `1n and (c0)∗ ∼= `1. The isomorphism (`∞
n )∗ ∼= `1n is the special

case of Example 3 in which S = {1, . . . , n}. To see the isomorphism (c0)∗ ∼= `1,
we take S to be the set of positive integers and form the one-point compactification
S∗. The continuous scalar-valued functions on S∗, with their supremum norm,
can be identified with the normed linear space c of convergent sequences. Thus
Example 3 in this setting says that c∗ ∼= M(S∗). The members of c0 are the
members of c that vanish at∞, and any point mass at∞ in a member of M(S∗)
has no effect on the subspace c0. It readily follows that the dual of c0 consists of
the members of M(S∗) with no point mass at ∞, and these elements, with their
norm, may be identified with `1.
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From one point of view, Hilbert spaces are particularly simple Banach spaces,
and we shall study them first. The geometry of Hilbert space will be the topic of
the next section, and the section after that will give a brief introduction to bounded
linear operators from a Hilbert space to itself.

2. Geometry of Hilbert Space

Hilbert spaces were defined in Section 1 as complete normed linear spaces whose
norms arise from an inner product. Euclidean space Rn and complex Euclidean
space Cn are examples, and every space L2(S,A, µ) with ( f, g) =

R
S f ḡ dµ

is a Hilbert space. We shall see in this section that every Hilbert space shares
many geometric facts in common with the finite-dimensional examples Rn and
Cn . The expansion of square integrable functions on [−π, π] in Fourier series
will be seen to be an example of expansion of all members of a Hilbert space in
terms of an “orthonormal basis.”
Let H be a real or complex Hilbert space with inner product ( · , · ) and with

norm k · k given by kuk = (u, u)1/2. Lemma 2.2 shows that H satisfies the
Schwarz inequality

|(u, v)| ≤ kukkvk for all u and v in H.

The Schwarz inequality implies the estimate

|(u, v)−(u0, v0)| ≤ |(u−u0, v)|+|(u0, v−v0)| ≤ ku−u0kkvk+ku0kkv−v0k,

from which it follows that the inner product is a continuous function of two
variables.
We shall make frequent use of the formula

ku + vk2 = kuk2 + 2Re(u, v) + kvk2,

which is what one combines with the Schwarz inequality to prove the triangle
inequality for the norm. With the additional hypothesis that (u, v) = 0, this
formula reduces to the Pythagorean Theorem

ku + vk2 = kuk2 + kvk2.

Direct expansion of the norms squared in terms of the inner product shows that
H satisfies the parallelogram law

ku + vk2 + ku − vk2 = 2kuk2 + 2kvk2 for all u and v in H.

Actually, there is a converse to this formula, due to Jordan and von Neumann,
whose details are left to Problems 19–24 at the end of the chapter: a Banach space
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is a Hilbert space if its norm satisfies the parallelogram law. The idea is that the
inner product in a Hilbert space can be computed from the identity

(u, v) =
1
4

X

k
i k ku + i kvk2,

where the sum extends for k ∈ {0, 2} if the scalars are real and extends for
k ∈ {0, 1, 2, 3} if the scalars are complex. This identity goes under the name
polarization. For the result of Jordan and vonNeumann, onedefines (u, v) by this
formula, shows that the result is an inner product, and proves that kuk2 = (u, u).
The following lemma, which makes use of the completeness, is the key to all

the geometry.

Lemma 12.2. If M is a closed vector subspace of the Hilbert space H and if
u is in H , then there is a vector v in M with

ku − vk = inf
w∈M

ku − wk.

REMARK. Examination of the proof will show that we do not make full use
of the assumption that M is closed under addition and scalar multiplication, only
that M is closed under passage to convex combinations, i.e., that x and y in M
imply that t x + (1 − t)y is in M for all t with 0 ≤ t ≤ 1. Thus it is enough to
assume that M is a closed convex set, not necessarily a closed vector subspace.
PROOF. Let d = infw∈M ku − wk, and choose a sequence {wn} in M with

ku − wnk → d. By the parallelogram law,

k2u − (wn + wm)k2 + kwn − wmk2 = 2(ku − wmk2 + ku − wnk
2) −→ 4d2.

Since 12 (wn + wm) is in M ,

k2u − (wn + wm)k2 = 4ku − 1
2 (wn + wm)k2 ∏ 4d2.

We conclude that kwn − wmk2 → 0, and {wn} is Cauchy. By completeness of
H , {wn} is convergent. If v = limwn , then v is in M since M is topologically
closed. Since ku − wnk → d, continuity of the norm gives ku − vk = d. §

Two vectors u and v in H are said to be orthogonal if (u, v) = 0. The set of
all vectors orthogonal to a subset M of H is denoted by M⊥. In symbols,

M⊥ = {u ∈ H | (u, v) = 0 for all v ∈ M}.

Weseeby inspection thatM⊥ is a closedvector subspace. Moreover,M∩M⊥ = 0
since any u inM∩M⊥must have (u, u) = 0. The subspaceM⊥will be of greatest
interest when M is a closed vector subspace, as a consequence of the following
proposition.
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Proposition 12.3 (Projection Theorem). If M is a closed vector subspace of
the Hilbert space H , then every u in H decomposes uniquely as u = v + w with
v in M and w in M⊥.

REMARKS. One writes H = M ⊕ M⊥ to express this unique decomposition
of vector spaces. Because of this proposition, M⊥ is often called the orthogonal
complement of the closed vector subspace M . It is essential that M be closed
in this proposition. In fact, consider the vector subspace M of polynomials in
L2([0, 1]). This is dense as a consequence of the Weierstrass Approximation
Theorem, and consequently no L2 function other than 0 can be in M⊥. Thus not
every member of L2 is the sum of a member of M and a member of M⊥.

PROOF. Uniqueness follows from the fact that M ∩M⊥ = 0. For existence let
u be in H , and choose v in M by Lemma 12.2 with ku − vk = infw∈M ku − wk.
If m is any member of M with kmk = 1, then the vector v + (u − v,m)m is in
M and the formula kx − yk2 = kxk2 − 2Re(x, y) + kyk2 gives

ku − vk2 ≤ ku − v − (u − v,m)mk2

= ku − vk2 − 2|(u − v,m)|2 + |(u − v,m)|2

= ku − vk2 − |(u − v,m)|2.

Hence (u− v,m) = 0. Since every nonzero member of M is a scalar multiple of
a member with kmk = 1, u − v is in M⊥. §

Corollary 12.4. If M is a closed vector subspace of the Hilbert space H , then
M⊥⊥ = M .

PROOF. From the definition we see that M ⊆ M⊥⊥. If u is in M⊥⊥, write u =
m+m⊥ withm ∈ M andm⊥ ∈ M⊥ by Proposition 12.3. Then 0 = m⊥+(m−u)
with m⊥ ∈ M⊥ and m − u ∈ M⊥⊥. By the uniqueness in the decomposition
H = M⊥ ⊕M⊥⊥ of Proposition 12.3,m⊥ = 0 andm−u = 0. Therefore u = m
is in M , and M⊥⊥ = M . §

Theorem 12.5 (Riesz Representation Theorem). If ` is a continuous linear
functional on the Hilbert space H , then there exists a unique v in H with `(u) =
(u, v) for all v in H . This vector v has the property that k`k = kvk.

REMARKS. It is instructive to compare this result with the version of the
Riesz Representation Theorem in Theorem 9.19, which applies to L p(S,A, µ)
for 1 ≤ p < ∞ and in particular to L2(S,A, µ). That theorem associates to a
continuous linear functional ` on this L2 space a member g of the space such that
`( f ) =

R
S f g dµ for all f in the space. The present theorem, applied with H =

L2(S,A, µ), instead yields a member v of the space such that `( f ) =
R
S f v̄ dµ
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for all f in the space. The connection, of course, is that the function g is v̄. The
space L2(S,A, µ) has a canonically defined notion of complex conjugation, but
an abstract Hilbert space does not. Because of the existence of this canonical
conjugation, Theorem 9.19 gives us a canonical linear isometry of L2(S,A, µ)∗

onto L2(S,A, µ), whereas Theorem 12.5 gives us a canonical isometry that is
merely conjugate linear.

PROOF. Uniqueness is immediate since if (u, v) = 0 for all u, then (u, v) = 0
for u = v, and hence v = 0. Let us prove existence. If ` = 0, take v = 0.
Otherwise let M = {u | `(u) = 0}. This is a vector subspace since ` is linear,
and it is closed since ` is continuous. By Proposition 12.3 and the fact that M is
not all of H , M⊥ contains a nonzero vectorw. This vectorwmust have `(w) 6= 0
since M ∩ M⊥ = 0, and we let v be the member of M⊥ given by

v =
`(w)

kwk2
w.

For any u in H , we have `
°
u− `(u)

`(w)
w

¢
= 0, and hence u− `(u)

`(w)
w is in M . Since

v is in M⊥, u − `(u)
`(w)

w is orthogonal to v. Thus

(u, v) =
≥ `(u)
`(w)

w, v
¥

=
≥ `(u)
`(w)

w,
`(w)

kwk2
w

¥
= `(u)

`(w)

`(w)

kwk2

kwk2
= `(u).

This proves existence.
For the norm equality every u in H has |`(u)| = |(u, v)| ≤ kukkvk by

the Schwarz inequality. Taking the supremum over all u with kuk ≤ 1 gives
k`k ≤ kvk. On the other hand, |(u, v)| = |`(u)| ≤ k`kkuk; putting u = v gives
kvk ≤ k`k. Thus k`k = kvk. §

A subset S of H is orthonormal if each vector in S has norm 1 and if each
pair of distinct vectors in S is orthogonal. For example, relative to the inner
product ( f, g) = 1

2π
R π

π f ḡ dx , the functions x 7→ einx are orthonormal as n
varies through the integers. An orthonormal set S is linearly independent; in
fact, if v1, . . . , vn are members of S with

P
i civi = 0, then the computation

0 =
°
vj ,

P
i civi

¢
=

P
i ci (vj , vi ) = cjkvjk2 = cj shows that cj = 0 for all j .

We encountered other examples of orthogonal sets, beyond the functions einx ,
in Chapter IV in connection with solving certain ordinary differential equations.
Such an orthogonal set becomes orthonormal when each member is scaled by
the reciprocal of its norm. One example was the system of Legendre polyno-
mials Pn(x), which were introduced in Section IV.8: the differential equation
(1− t2)y00 − 2t y0 + n(n+ 1)y = 0 has polynomial solutions y(t) that are unique
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up to a scalar, and Pn(t) is a suitably normalized polynomial solution, necessarily
of degree n. These can be shown to be orthogonal4 in L2([−1, 1], dt).
Another example was constructed from the Bessel function

J0(t) =
∞X

n=0
(−1)n

t2n

22n(n!)2
,

which was defined in Section IV.8. There are infinitelymany distinct positive real
numbers kn such that J0(kn) = 0, and it can be shown that the functions
x 7→ J0(knx) are orthogonal5 in L2([0, 1], x dx).
If an ordered set of n linearly independent vectors in H is given, the Gram–

Schmidt orthogonalization process, which appears in Problem 6 at the end of
the present chapter, gives an algorithm for replacing the set with an orthonormal
set having the same linear span.
Let M be a closed vector subspace of H , so that H = M⊕M⊥ by Proposition

12.3. The linear projection operator E of H onM alongM⊥, given by the identity
on M and the 0 operator on M⊥, is called the orthogonal projection of H on M .
The linear operator E is bounded with kEk ≤ 1 because if u ∈ H decomposes
as u = m + m⊥, the Pythagorean Theorem gives

kE(u)k2 = kE(m + m⊥)k2 = kmk2 ≤ kmk2 + km⊥k2 = kuk2.

We are going to derive a formula for E in terms of orthonormal sets.

Lemma 12.6. If {uj } is an orthonormal sequence in the Hilbert space H
and if {cj } is a sequence of scalars, then

P∞
j=1 cjuj converges if and only ifP∞

j=1 |cj |2 < ∞, and in this case
∞
∞
∞

X∞

j=1
cjuj

∞
∞
∞ =

≥X∞

j=1
|cj |2

¥1/2
.

When the series converges, the sum
P∞

j=1 cjuj is independent of the order of the
terms.

PROOF. For m ∏ n, we have
∞
∞Pm

j=n cjuj
∞
∞2 =

°Pm
i=n ciui ,

Pm
j=n cjuj

¢
=

P
i, j ci c̄j (ui , uj ) =

Pm
j=n |cj |2.

This shows that the sequence
©Pp

j=1 cjuj
™
isCauchy inH if andonly if

P∞
j=1 |cj |2

is convergent, and the first conclusion follows since H is complete. When

4The verification appears in the problems in the companion volume, Advanced Real Analysis.
5Again the verification appears in the problems in the companion volume, Advanced Real

Analysis.
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©Pp
j=1 cjuj

™
is convergent, we denote its limit by

P∞
j=1 cjuj , and continuity

of the norm yields k
P∞

j=1 cjujk = limp k
Pp

j=1 cjujk. Since we have seen that
k
Pp

j=1 cjujk =
°Pp

j=1 |cj |2
¢1/2, the second conclusion of the lemma follows.

Let u =
P

j cj u j , and let
P

k cjk u jk be a rearrangement, necessarily convergent
bywhat has already been proved. Suppose that the rearrangement has sum u0. The
equality just proved shows that kuk2 =

P∞
i=1 |ci |2 = ku0k2 since rearrangements

of series of nonnegative reals have the same sums. Continuity of the inner product,
together with the same computation as made above, gives

(u, u0) = lim
p,q

°Pp
i=1 ciui ,

Pq
k=1 cjk u jk

¢
= lim

p,q

P

1≤i≤p,
i= jk with k≤q

|ci |2.

The limit on the right is
P∞

i=1 |ci |2 since
P

k |cjk |2 is a rearrangement of
P

i |ci |2,
and hence (u, u0) =

P∞
i=1 |ci |2 = kuk2 = ku0k2. Therefore ku − u0k2 =

(u, u) − 2Re(u, u0) + (u0, u0) = kuk2 − 2kuk2 + kuk2 = 0, and u0 = u. §

Proposition 12.7. Let S be an orthonormal set in the Hilbert space H , and let
M be the smallest closed vector subspace of H containing S. For each u in H ,
there are at most countably many members vα of S such that (u, vα) 6= 0, and
thus the series

E(u) =
X

vα∈S
(u, vα)vα

has only countably many nonzero terms. The series converges independently of
the order of the nonzero terms, E is the orthogonal projection of H on M , and E
satisfies

kE(u)k2 =
X

vα∈S
|(u, vα)|2 ≤ kuk2.

REMARK. The final inequality of the proposition is Bessel’s inequality.

PROOF. Let vα1, . . . , vαn be a finite subset of S, and form the vector u0 =Pn
j=1 (u, vαj )vαj . Taking the inner product of both sides with u gives

(u0, u) =
nX

j=1
(u, vαj )(vαj , u) =

nX

j=1
|(u, vαj )|

2,

and Lemma 12.6 gives

ku0k2 =
nX

j=1
|(u, vαj )|

2.
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Therefore 0 ≤ ku−u0k2 = kuk2−2Re(u, u0)+ku0k2 = kuk2−2ku0k2+ku0k2 =
kuk2 − ku0k2, and we obtain

ku0k2 ≤ kuk2. (∗)

In other words,
nX

j=1
|(u, vαj )|

2 ≤ kuk2, (∗∗)

no matter what finite subset vα1, . . . , vαn of S we use.
The sumof uncountablymany positive real numbers is infinite, since otherwise

there could be only finitely many greater than 1/n for each n. Since kuk2 < ∞,
(∗∗) implies that there can be only countably many α’s with |(u, vα)|2 nonzero.
This proves the first conclusion. If we enumerate those α’s and apply Lemma
12.6, we obtain the convergence of

P
vα∈S(u, vα)vα to a sum independent of the

order of the terms.
It is evident from the formula that E is linear and that E(u) = 0 if u is in

M⊥. Inequality (∗∗) shows that the partial sums u0 of E(u) have ku0k ≤ kuk,
and the continuity of the norm therefore implies that kE(u)k ≤ kuk for all u.
Hence E is continuous. Since E(vα) = vα for all α, E is the identity on all finite
linear combinations of members of S. The continuity of E thus implies that E is
the identity on all of M . Hence E is the orthogonal projection as asserted. The
final assertion of the proposition follows from Lemma 12.6 and the inequality
kE(u)k ≤ kuk, which we have already proved. §

Corollary 12.8. If S is an orthonormal set in the Hilbert space H , then the
following are equivalent:

(a) S is maximal among orthonormal subsets of H ,
(b) u =

X
vα∈S

(u, vα)vα for all u in H ,

(c) kuk2 =
X

vα∈S
|(u, vα)|2 for all u in H ,

(d) (u, v) =
X

vα∈S
(u, vα)(v, vα) for all u and v in H .

REMARKS. Condition (b) is summarized by saying that the orthonormal set S
is an orthonormal basis of H . If H is infinite-dimensional, an orthonormal basis
is not a basis in the ordinary linear-algebra sense; a passage to the limit is usually
needed to expand vectors in terms of the basis. Condition (c), or sometimes
condition (d), is called Parseval’s equality. Thus the corollary says that the
orthonormal set S is maximal if and only if it is an orthonormal basis, if and only
if Parseval’s equality holds.
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PROOF. LetM be the smallest closed vector subspace of H containing S. Then
S is maximal if and only if M⊥ = 0, and we replace (a) by this condition. If
M⊥ = 0, then E is the identity operator in Proposition 12.7, and the proposition
shows that (b) holds. If (b) holds, Proposition 12.7 says that (c) holds. On the
other hand, if (c) holds, then Proposition 12.7 says that kuk = kE(u)k for all u.
For a vector u in M⊥, which must have E(u) = 0, this says that kuk = 0. Thus
M⊥ = 0, and (a) holds. Hence (a), (b), and (c) are equivalent. Finally (c) and
(d) are equivalent by polarization. §

In the context of Fourier series, Parseval’s equality ((c) in Corollary 12.8)
was proved as Theorem 6.49, and that theorem showed also that any member of
L2

°
[−π, π], 1

2π dx
¢
is the sum of its Fourier series in the sense of convergence

in L2. This conclusion was (b) in the corollary. The corollary is showing that
the equivalence of (b) and (c) is just a result in abstract Hilbert-space theory. The
extra content of Theorem 6.49 is that these conditions are actually satisfied by
the system of exponential functions.
One can show that the other two exampleswe gave in this section of orthogonal

sets give orthonormal bases when normalized—the Legendre polynomials Pn(t)
on [−1, 1] with respect to dt and the functions J0(knt) on [0, 1] with respect to
t dt .

Proposition 12.9. Let (X, µ) and (Y, ∫) be σ -finite measure spaces, and
suppose that L2(X, µ) has a countable orthonormal basis {ui } and L2(Y, ∫) has a
countable orthonormal basis {vj }. Then {(x, y) 7→ ui (x)vj (y)} is an orthonormal
basis of L2(X × Y, µ × ∫).

PROOF. The functions ui (x)vj (y) are orthonormal, and Corollary 12.8 shows
that it is enough to prove that this orthonormal set is maximal. Suppose that
w(x, y) is an L2 function on X × Y orthogonal to all of them. Then

0 =
R
X

R
Y w(x, y) ui (x) vj (y) d∫(y) dµ(x) =

R
X (w(x, · ), vj ) ui (x) dµ(x)

for all i and j . Since {ui } is an orthonormal basis of L2(X, µ), x 7→ (w(x, · ), vj )
is the 0 function in L2(X, µ) for each j . In other words, (w(x, · ), vj ) = 0 for a.e.
x [dµ] for that j . Since the number of j’s is countable, (w(x, · ), vj ) = 0 for all j
for a.e. x [dµ]. Any such x has 0 =

P
j |(w(x, · ), vj )|2 =

R
Y |w(x, y)|2 d∫(y).

Integrating in x , we see that w is the 0 function in L2(X × Y, µ × ∫). §

Proposition 12.10. Any orthonormal set in a closed vector subspace M of a
Hilbert space H can be extended to an orthonormal basis of M . In particular any
closed vector subspace M of H has an orthonormal basis.
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PROOF. As a closed subset of a complete space, M is complete, and therefore
M is a Hilbert space in its own right. Order by inclusion all orthonormal subsets
of M containing the given set. The given set is one such, and the union of the
members of a chain is an orthonormal set forming an upper bound for the chain.
By Zorn’s Lemma we can find a maximal orthonormal set S in M containing the
given one. This satisfies (a) in Corollary 12.8 and hence is an orthonormal basis.
This proves the first conclusion, and the second conclusion follows from the first
by taking the given orthonormal set in M to be empty. §

Proposition 12.11. Any two orthonormal bases of a Hilbert space have the
same cardinality.

REMARKS. Cardinality is discussed in Section A10 of Appendix A. The “same
cardinality” whose existence is proved in the proposition is called the Hilbert
space dimension of the Hilbert space. Problem 7 at the end of the chapter shows
that two Hilbert spaces are isomorphic as Hilbert spaces if and only if they have
the same Hilbert space dimension. Despite the apparent definitive sound of this
result, onemust not attach toomuch significance to theproposition. Hilbert spaces
that arise in practice tend to have some additional structure, and an isomorphism
of this kind need not preserve the additional structure.

PROOF. Fix two orthonormal basesU = {uα} and V = {vβ} of a Hilbert space
H . We define two members uα and uα0 of U to be equivalent if there exists a
sequence

uα1, vβ1, uα2, vβ2, . . . , uαn−1, vβn−1, uαn (∗)

with uα1 = uα and uαn = uα0 , with each uαj inU and each vβj in V , and with each
consecutive pair having nonzero inner product. Define an equivalence relation in
V similarly.
Each equivalence class is countable. In fact, consider the class of uα1 , and

consider sequences of a fixed length. Proposition 12.7 shows that only countably
many members of V can have nonzero inner product with uα1 , only countably
many members of U can have nonzero inner product with that, and so on. Thus
there are only countably many sequences of any particular length. The countable
union of these countable sets is countable, and thus there are only finitely many
sequences connecting uα1 to anything. Hence uα1 can be equivalent to only
countably many members of U .
LetU1 andV1 be equivalence classes inU andV , respectively, and suppose that

uα0 and vβ0 are members ofU1 and V1 with nonzero inner product. Expand uα0 in
terms of V as uα0 =

P
β (uα0, vβ)vβ , retaining only the terms with (uα0, vβ) 6= 0.

One of the terms making a contribution is the one with vβ = vβ0 , and it follows
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that any other term with (uα0, vβ 0) 6= 0 has vβ 0 equivalent to vβ . Hence we have

uα0 =
X

vβ∈V1

(uα0, vβ)vβ and similarly vβ0 =
X

uα∈U1

(vβ0, uα)uα.

If uα0
0
is another member ofU1 and we expand it in terms of V , retaining only the

nonzero terms, then the vβ’s that occur have to be equivalent to one another. So
we have uα0

0
=

P
vβ∈V2 (uα0, vβ)vβ for some equivalence class V2 within V . If

we form a sequence (∗) connecting uα0 and uα0
0
, we see that at least one member

of V2 is connected to at least one member of V1. Thus V1 = V2. Consequently
every member of U1 lies in the smallest closed vector subspace containing V1,
and every member of V1 lies in the smallest closed subspace containing U1. In
otherwords,U1 and V1 are orthonormal bases for the same closed vector subspace
of H .
If U1 is finite, then linear algebra shows that V1 is finite and has the same

number of elements. SinceU1 and V1 are countable, the only way that either can
be infinite is if both are countably infinite. In any event,U1 and V1 have the same
cardinality. Thus we have a one-one function carrying U1 onto V1. Repeating
this process for each equivalence class within U , we obtain a one-one function
carrying U onto V . §

3. Bounded Linear Operators on Hilbert Spaces

In this section we briefly study bounded linear operators from a Hilbert space
H to itself. In the finite-dimensional case we often make a correspondence
between matrices and linear operators by using the standard basis of the space
of column vectors. If {ei }ni=1 is this basis, then the correspondence between a
matrix A = [Ai j ] and a linear operator L is given by Ai j = (L(ej ), ei ). If
u =

P
j u j ej and v =

P
i vi ei are column vectors, then L(u) =

P
j u j L(ej ) and

hence (L(u), v) =
P

i, j u j v̄i (L(ej ), ei ) =
P

i j v̄i Ai j u j .
We could extend these formulas to the case of a general Hilbert space, not

necessarily finite-dimensional, by using a particular orthonormal basis as the
generalization of {ei }. But no particular such basis recommends itself, and we
work without any choice of basis as much as possible, except for purposes of
motivation. Instead, we may think of the function (u, v) 7→ (L(u), v) as a more
appropriate—andcanonical—analogof thematrix of L . Just as the operator norm
of L is given by a formula that views L as an operator, namely

kLk = sup
kuk≤1

kL(u)k,
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so there is a formula for computing the norm in terms of the function of two
variables, namely

kLk = sup
kuk≤1,
kvk≤1

|(L(u), v)|.

To verify this formula, fix u and let v have norm≤ 1. Application of the Schwarz
inequality gives |(L(u), v)| ≤ kL(u)kkvk ≤ kL(u)k. On the other hand, if
L(u) 6= 0, we take v = kL(u)k−1L(u); this v has kvk = 1, and we obtain
|(L(u), v)| = kL(u)k−1(L(u), L(u)) = kL(u)k. Hence supkvk≤1 |(L(u), v)k =
kL(u)k. Taking the supremum over kuk ≤ 1 shows that the two expressions for
kLk are equal.
We shall work with the “adjoint” L∗ of a bounded linear operator L . In terms

of matrices in the finite-dimensional case, the matrix of L∗ is to be the conjugate
transpose of the matrix of L . In other words, the (i, j)th entry (L∗(ej ), ei )) of the
matrix for L∗ is to be (L(ei ), ej ) = (ej , L(ei )). Passing to our functions of two
variables, we want to arrange that (L∗(u), v) = (u, L(v)) for all u and v. Let us
prove existence and uniqueness of such a bounded linear operator.

Proposition 12.12. Let L : H → H be a bounded linear operator on the
Hilbert space H . For each u in H , there exists a unique vector L∗(u) in H such
that

(L∗(u), v) = (u, L(v)) for all v in H .

As u varies, this formula defines L∗ as a bounded linear operator on H , and
kL∗k = kLk.

PROOF. The function v 7→ (L(v), u) is a linear functional on H satisfying
|(L(v), u)| ≤ kLkkkukkvk, hence having norm ≤ kLkkkuk. Being bounded,
the linear functional is given by (L(v), u) = (v,w) for some unique w in H ,
according toTheorem12.5. Wedefine L∗(u) = w, and thenwehave (L∗(u), v) =
(u, L(v)). This formula shows that L∗ is a linear operator, and the computation

kL∗k = sup
kuk≤1,
kvk≤1

|(L∗(u), v)| = sup
kuk≤1,
kvk≤1

|(u, L(v))| = sup
kuk≤1,
kvk≤1

|(L(v), u)| = kLk

shows that kL∗k = kLk. §

The bounded linear operator L∗ in the proposition is called the adjoint of L .
The mapping L 7→ L∗ is conjugate linear. We shall be especially interested in
the case that L∗ = L , in which case we say that L is self adjoint.
An example of a self-adjoint operator is the orthogonal projection E on a closed

vector subspace M as defined before Lemma 3.6. In fact, if u in H decomposes
according to H = M ⊕ M⊥ as u = u0 + u00, then the computation (1− E)(u) =
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u − u0 = u00 shows that 1 − E is the orthogonal projection on M⊥. Hence
(E(u), (1− E)(v)) = 0 for all u and v in H , and also ((1− E)(u), E(v)) = 0.
The first of these says that (E(u), v) = (E(u), E(v)), and the second says that
(E(u), E(v)) = (u, E(v)). Combining these, we obtain (E(u), v) = (u, E(v)).
Comparison of this formula with the formula in Proposition 12.12 shows that
E = E∗.
The Banach space B(H, H) is closed under composition. In fact, if L and M

are in B(H, H), then linear algebra shows LM to be linear, and the computation
k(LM)(u)k = kL(M(u))k ≤ kLkkM(u)k ≤ kLkkMkkuk shows that

kLMk ≤ kLkkMk.

Hence LM is in B(H, H) if L and M are. Within B(H, H), we have (LM)∗ =
M∗L∗.
The structure of abstract bounded linear operators on Hilbert spaces is one of

the topics in Chapter IV of the companion volume, Advanced Real Analysis.

4. Hahn–Banach Theorem

We return now to the setting of general normed linear spaces or Banach spaces.
There are threemain theorems concerning the norm topology of such spaces—the
Hahn–Banach Theorem, the Uniform Boundedness Theorem, and the Interior
Mapping Principle. These three theorems are the main subject matter of the
remainder of this chapter. Further properties of normed linear spaces and Banach
spaces are established in Chapter IV of the companion volume, Advanced Real
Analysis.
We shall often use symbols x, y, . . . for members of a normed linear space

and symbols x∗, y∗, . . . for linear functionals. This notation has the advantage
of allowing us to use symbols like x∗∗ for linear functionals on a space of linear
functionals, an important notion as we shall see.
We begin with the Hahn–Banach Theorem, which ensures the existence of

many continuous linear functionals on a normed linear space. The theorem has
applications even in situations in which one has a concrete realization of the dual
space, because it shows that any closed vector subspace is characterized by the
continuous linear functionals that vanish on the subspace.

Theorem 12.13 (Hahn–Banach Theorem). If Y is a vector subspace of a
normed linear space X and if y∗ is a continuous linear functional on Y , then there
exists a continuous linear functional x∗ on X with kx∗k = ky∗k such that

x∗(y) = y∗(y) for all y ∈ Y.
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The theorem as stated is derived from the following lemma, which itself goes
under the name “Hahn–BanachTheorem”and has other applicationsquite distinct
from Theorem 12.13 that are beyond the scope of this book.

Lemma12.14. Let X be a real vector space, and let p be a real-valued function
on X with

p(x + x 0) ≤ p(x) + p(x 0) and p(t x) = tp(x)
for all x and x 0 in X and all real t ∏ 0. If f is a linear functional on a vector
subspace Y of X with f (y) ≤ p(y) for all y in Y , then there exists a linear
functional F on X with F(y) = f (y) for all y ∈ Y and F(x) ≤ p(x) for all
x ∈ X . §

PROOF. Form the collection of all linear functionals on vector subspaces of
X that extend f and that are dominated by p, and partially order the collection
by saying that one is ≤ another if the second is an extension of the first. If we
have a chain of such extensions, then we can obtain an upper bound for the chain
by taking the union of the domains and using the common value of the linear
functionals on an element of this domain as the value of the linear functional
forming the upper bound. The result is linear because any two members of the
domainmust lie in the domain of a singlemember of the chain. By Zorn’s Lemma
let f0, with domain Y0, be a maximal extension. We shall prove that Y0 = X .
In fact, suppose that y1 is a vector in X but not Y0. Every vector in the vector

subspace Y1 spanned by y1 and Y0 has a unique representation as y + cy1, where
y is in Y0 and c is in R. Define f1 on Y1 by

f1(y + cy1) = f0(y) + ck, (∗)
where k is a real number to be specified. For a suitable choice of k, f1 will be
bounded by p and will contradict the maximality of ( f0,Y0).
Let y and y0 be in Y0. Then
f0(y0) − f0(y) = f0(y0 − y) ≤ p(y0 − y) ≤ p(y0 + y1) + p(−y1 − y),

−p(−y1 − y) − f0(y) ≤ p(y0 + y1) − f0(y0).and hence
Take the supremum of the left side over y and the infimum of the right side over
y0, let k be any real number in between, and define f1 on Y1 by (∗).
To complete the proof, we are to check that f1(x) ≤ p(x) for all x in Y1. Thus

suppose that x = y + cy1 is arbitrary in Y1. If c = 0, then f1(x) ≤ p(x) by the
assumption on Y0. If c > 0, then
f1(x) = f0(y)+ck ≤ f0(y)+c[p(c−1y+y1)− f0(c−1y)] = p(y+cy1) = p(x).
If c < 0, then
f1(x)= f0(y)+ck≤ f0(y)+c[−p(−y1−c−1y)− f0(c−1y)]= p(y+cy1)= p(x).
In any case, f1(x) ≤ p(x). §
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PROOF OF THEOREM 12.13. If the field of scalars is R, then Theorem 12.13
follows immediately from Lemma 12.14 with p(x) = ky∗kkxk and f = y∗.
If the field of scalars is C, if y∗ is given, and if, as we may, we regard X as a

real normed linear space, then Re y∗ defined by (Re y∗)(y) = Re(y∗(y)) is a real
linear functional on Y with

|(Re y∗)(y)| ≤ |y∗(y)| ≤ ky∗kkyk for all y ∈ Y .

By what has already been proved, we can extend Re y∗ without an increase in
norm to a real linear functional F defined on all of X . Define

x∗(x) = F(x) − i F(i x).

Weshow that x∗ has the requiredproperties. Certainly x∗(x+x 0) = x∗(x)+x∗(x 0)
and x∗(cx) = cx∗(x) for c real. Furthermore

x∗(i x) = F(i x) − i F(i2x) = i[F(x) − i F(i x)] = i x∗(x).

Thus x∗ is complex linear. On Y , we have

(Re y∗)(iy) + i(Im y∗)(iy) = y∗(iy) = iy∗(y) = −(Im y∗)(y) + i(Re y∗)(y),

and thus (Re y∗)(iy) = −(Im y∗)(y). Substituting this identity into the definition
of x∗, we obtain

x∗(y) = (Re y∗)(y) − i(Re y∗)(iy) = (Re y∗)(y) + i(Im y∗)(y) = y∗(y)

for y in Y . Thus x∗ is an extension of y∗. Finally if x∗(x) = reiθ for r and θ real
and r ∏ 0, then

|x∗(x)| = x∗(e−iθ x) = F(e−iθ x) ≤ ky∗kke−iθ xk = ky∗kkxk,

since thenonnegative number x∗(e−iθ x)has 0 imaginarypart. Thuskx∗k ≤ ky∗k.
The reverse inequality follows because x∗ is an extension of y∗, and the proof is
complete. §

Corollary 12.15. If Y is a closed vector subspace of a normed linear space X
and if x0 is a vector of X not in Y , then there exists an x∗ in the dual X∗ with

x∗(y) = 0 for all y ∈ Y

x∗(x0) = 1.and

The norm of x∗ can be taken to be the reciprocal of the distance from x0 to Y .
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PROOF. Let d > 0 be the distance from x0 to Y , and let Z be the linear span of
x0 and Y . Every x in Z has a unique expansion as x = y + cx0 for some scalar c
and some y in Y . For such an x , let z∗(x) = c. Let us see that the linear function
z∗ on Z satisfies

kz∗k = d−1. (∗)

First we check that |z∗(x)| ≤ d−1kxk: if c 6= 0, then

kxk = ky + cx0k = |c|kc−1y + x0k ∏ |c|d = d|z∗(x)|,

while if c = 0, then z∗(x) = 0. Thus |z∗(x)| ≤ d−1kxk for all x , and we
obtain kz∗k ≤ d−1. For the reverse inequality, let {yn} be a sequence in Y , not
necessarily convergent, with limn kx0 − ynk = d. Then

1 = z∗(x0 − yn) ≤ kz∗kkx0 − ynk −→ dkz∗k,

and hence kz∗k ∏ d−1. This proves (∗). Applying Theorem 12.13 to z∗, we
obtain the corollary. §

EXAMPLE. To illustrate Corollary 12.15, we re-prove the result of Proposition
11.21a that C(S) is dense in L p(S, µ) if S is a compact Hausdorff space, µ is
a regular Borel measure on S, and p satisfies 1 ≤ p < ∞. For definiteness let
us suppose that the underlying scalars are real. If C(S) were not dense, then
the corollary would produce a continuous linear functional ` on L p(S, µ) that
vanishes on C(S) but is not identically 0 on L p(S, µ). Theorem 9.19 says that
` has to be given by integration with some member g of L p0

(S, µ), where p0 is
the dual index: `( f ) =

R
S f g dµ for all f in L p(S, µ). Since ` vanishes on

C(S), we have
R
S f g dµ = 0 for all f ∈ C(S). Thus

R
S f g

+ dµ =
R
S f g

− dµ

for all f ∈ C(S). Here g+ dµ and g− dµ are Borel measures on S, regular by
Proposition 11.20, and they yield the same positive linear functional on C(S).
Applying the uniqueness in the Riesz Representation Theorem (Theorem 11.1),
we obtain g+ dµ = g− dµ and therefore g+ = g− almost everywhere. Since g+

and g− are nowhere both nonzero, g+ = g− = 0 almost everywhere. Hence g is
the 0 function, and ` = 0, contradiction.

Corollary 12.16. If X is a normed linear space and if x0 6= 0 is a vector in X ,
then there is an x∗ in X∗ with

kx∗k = 1 and x∗(x0) = kx0k.

PROOF. Apply Corollary 12.15 with Y = 0 and multiply by kx0k the linear
functional that is produced by that corollary. §
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Corollary 12.16, when applied to x0 = x − x 0, shows that there are enough
continuous linear functionals on a normed linear space X to separate points. Also,
it implies that the only vector x0 in X with x∗(x0) = 0 for all x∗ in X∗ is x0 = 0.
The third corollary we have already seen for L p spaces with 1 ≤ p < ∞ in
Proposition 9.8, at least when the measure space is σ -finite.

Corollary 12.17. If X is a normed linear space and x0 is in X , then

kx0k = sup
kx∗k≤1

|x∗(x0)|.

PROOF. If kx∗k ≤ 1, then |x∗(x0)| ≤ kx∗kkx0k ≤ kx0k, and therefore
supkx∗k≤1 |x∗(x0)| ≤ kx0k. The linear functional of Corollary 12.16 shows that
equality holds. §

We have seen for σ -finite measure spaces that the dual X∗ of X = L1(S, µ)
may be identified with L∞(S, µ) via integration. In turn every member of
L1(S, µ) then acts as a continuous linear functional on L∞(S, µ) via integra-
tion. This change of point of view amounts to the implementation of a certain
canonically defined linear mapping of X into X∗∗, which we now define for
general normed linear spaces.
Let X be a normed linear space, and let X∗∗ be the dual of X∗. We define a

linear operator ∂ : X → X∗∗ by

(∂(x))(x∗) = x∗(x) for all x∗ ∈ X∗,

and we call ∂ the canonical map of X into X∗∗.

Corollary 12.18. If X is a normed linear space, then the canonical map
∂ : X → X∗∗ has k∂(x)k = kxk for all x and in particular is one-one. Conse-
quently if X is complete, then ∂(X) is a closed vector subspace of X∗∗.

PROOF. We have

k∂(x)k = sup
kx∗k≤1

|(∂(x))(x∗)| = sup
kx∗k≤1

|x∗(x)| = kxk,

the last step holding byCorollary 12.17. This proves the first conclusion. Because
∂ preserves norms, X complete implies that ∂(X) is a complete subset of the
complete space X∗∗ and is therefore closed, by Corollary 2.43. §
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A Banach space X is said to be reflexive if the canonical map carries X onto
X∗∗. Warning: This is a more restrictive condition than to say that there is some
norm-preserving linear mapping of X onto X∗∗.
Finite-dimensional normed linear spaces are reflexive since linear functionals

in this case are automatically continuous and since the vector-space dual of
a finite-dimensional vector space has the same dimension as the space itself.
Hilbert spaces are reflexive as a consequenceof theRieszRepresentationTheorem
in its form in Theorem 12.5. The spaces L p(S, µ) for a σ -finite measure space,
when 1 < p < ∞, are reflexive as a consequence of the Riesz Representation
Theorem6 in its form in Theorem 9.19. However, L1(S, µ) and L∞(S, µ) are
often not reflexive, as is shown below in Proposition 12.19 and Corollary 12.21.

Proposition 12.19. If (S, µ) is a σ -finite measure space with infinitely many
disjoint sets of positive measure, then L1(S, µ) is not reflexive.

PROOF. Theorem 9.19 shows that the Banach space X = L1(S, µ) has X∗ ∼=
L∞(S, µ), the isomorphism being given by integration. Therefore it is enough to
producea continuous linear functionalon L∞(S, µ) that is not givenby integration
with an L1 function.
Thus let {En} be a sequence of disjoint sets of positive measure, and let Y be

the vector subspace of functions in L∞(S, µ) that are constant on each En and
have values on the En’s tending to a finite limit as n tends to infinity. Let y∗ of
such a function be the limit. Then y∗ is a linear functional on Y of norm 1. By
the Hahn–Banach Theorem (Theorem 12.13), there exists a linear functional x∗

defined on all of L∞(S, µ), having norm 1, and restricting to y∗ on Y . Suppose
that there is some g in L1(S, µ)with x∗( f ) =

R
S f g dµ for all f in Y , quite apart

from all f in L∞(S, µ). If f is 1 on En and is 0 elsewhere, then x∗( f ) = 0, and
hence

R
En g dµ = 0. In other words,

R
En g dµ = 0 for every n. If we next take f

to be 1 on
S∞

n=1 En and to be 0 elsewhere, then x∗( f ) = 1. On the other hand,
this f has

x∗( f ) =
R
S f g dµ =

R
S
n En

g dµ =
P∞

n=1
R
En g dµ = 0,

and we have a contradiction. §

Proposition 12.20. If X is a Banach space and its dual X∗ is reflexive, then
X is reflexive.

PROOF. Let ∂ : X → X∗∗ and ∂∗ : X∗ → X∗∗∗ be the canonical maps.
Arguing by contradiction, suppose that X is not reflexive. Since ∂(X) is a closed
proper vector subspace of X∗∗, Corollary 12.15 produces a nonzero member

6Actually, the σ -finiteness is not needed for 1 < p < ∞.
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x∗∗∗ of X∗∗∗ such that x∗∗∗(∂(X)) = 0. Since X∗ is reflexive by assumption,
there exists x∗ in X∗ with x∗∗∗ = ∂∗(x∗). If x is in X , then we have 0 =
x∗∗∗(∂(x)) = (∂∗(x∗))(∂(x)) = (∂(x))(x∗) = x∗(x), and hence x∗ = 0. But then
x∗∗∗ = ∂∗(x∗) = 0, and we have a contradiction. §

Corollary 12.21. If (S, µ) is a σ -finite measure space with infinitely many
disjoint sets of positive measure, then L∞(S, µ) is not reflexive.
PROOF. Theorem 9.19 shows that the Banach space X = L1(S, µ) has X∗ ∼=

L∞(S, µ), the isomorphismbeing given by integration. If X∗ were reflexive, then
X would have to be reflexive by Proposition 12.20, in contradiction to Proposition
12.19. §

5. Uniform Boundedness Theorem

The secondmain theorem about the norm topology of normed linear spaces is the
Uniform Boundedness Theorem, also known as the Banach–Steinhaus Theorem.
This result involves a parametrized family of linear operators from one normed
linear space into another, and it is assumed that the domain is complete. Twokinds
of boundedness as a function of one variable are assumed—boundedness of each
linear operator as a functionon (theunit ball of) the domainandboundedness in the
parameter for each fixed member of the domain. The conclusion is boundedness
in the two variables jointly.

Theorem 12.22 (UniformBoundedness Theorem). If {Lα} is a set of bounded
linear operators from a Banach space X into a normed linear space Y such that

kLα(x)k ≤ Cx for all α,

then there is a constant C independent of x such that kLαk ≤ C for all α.
PROOF. For each positive integer n, the set

Fn =
©
x ∈ X

Ø
Ø kLα(x)k ≤ n for all α

™

is closed in X , being the intersection of inverse images of closed sets in Y under
continuous functions, and

S∞
n=1 Fn = X by assumption. By the Baire Category

Theorem (Theorem 2.53b), one of the sets, say FN , contains a nonempty open
subset B of X . Then kLα(x)k ≤ N for all α and for all x in B. If B contains the
open ball in X of radius 2r > 0 and center b, then kxk ≤ r implies that x + b is
in B and that

kLα(x)k = kLα(x + b) − Lα(b)k ≤ kLα(x + b)k + kLα(b)k ≤ N + Cb,
independently of α. Hence kxk ≤ 1 implies

kLα(x)k = r−1kLα(r x)k ≤ r−1(N + Cb).
In other words, kLαk ≤ r−1(N + Cb). §
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EXAMPLE. Let us use the theorem to give a proof that the Fourier series of
a continuous periodic function need not converge at some point. Consider the
Banach space X of all continuous periodic functions f on [−π, π] with the
supremum norm. Let Dn be the Dirichlet kernel as in Section I.10, given by

Dn(t) =
nX

k=−n
eikt =

sin((n + 1
2 )t)

sin 12 t
.

The nth partial sum of the Fourier series of f is

sn( f ; x) =
1
2π

Z π

−π

f (x − t)Dn(t) dt.

Define linear functionals `n on X by

`n( f ) = sn( f ; 0) =
1
2π

Z π

−π

f (−t)Dn(t) dt.

Each of these is bounded; specifically k`nk ≤ 2n+1 because kDnksup ≤ 2n+1.
If the Fourier series of each continuous function f were to converge at 0, then
limn `n( f ) would exist for each f , and hence we would have |`n( f )| ≤ Cf for
a constant Cf independent of n. The Uniform Boundedness Theorem would say
that k`nk ≤ C for some constant C independent of n. The norm equality of
Theorem 11.26 or 11.28 would then allow us to conclude that

R π

−π |Dn(t)| dt is
bounded. In fact, the numbers

R π

−π |Dn(t)| dt are unbounded, according to the
following proposition, and thus there exists a continuous periodic function whose
Fourier series diverges at x = 0.

Proposition 12.23. The numbers

Ln =
1
2π

Z π

−π

|Dn(t)| dt

have the property that
Ln = 4π−2 log n + O(1),

where O(1) denotes an expression bounded as a function of n. Hence Ln is
unbounded with n.

REMARK. The numbers Ln are sometimes called Lebesgue constants.
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PROOF. By writing sin((n + 1
2 )t) = sin nt cos 12 t + cos nt sin 12 t , we see that

Dn(t) = sin nt cot 12 t + cos nt = 2t−1 sin nt + hn(t),

where hn(t) is bounded in the pair (n, t) for |t | ≤ π . If we let O(1) denote an
expression bounded as a function of n, then

Ln =
2
2π

Z π

−π

| sin nt |
|t |

dt + O(1)

=
2
π

Z π

0

| sin nt |
t

dt + O(1)

=
2
π

n−1X

k=0

Z (k+1)π/n

kπ/n

| sin nt |
t

dt + O(1)

=
2
π

Z π/n

0

sin nt
t

dt +
2
π

Z π/n

0
(sin nt)

h n−1X

k=1

1
t + kπ/n

i
dt + O(1).

The first term on the right side is bounded, and the sum in brackets lies between

π−1n(1+ 1
2 + · · · + 1

n−1 ) and π−1n( 12 + · · · + 1
n ),

which are upper and lower Riemann sums for π−1n
R n
1 t

−1 dt and have difference
π−1n(1 − 1

n ). Thus the sum in brackets is equal to π−1n(log n + O(1)). The
integral of sin nt over [0, π/n] is 2/n, and the result follows. §

6. Interior Mapping Principle

The third main theorem about the norm topology of normed linear spaces is the
Interior Mapping Principle. This result involves a single bounded linear operator
from one normed linear space into another, and it is assumed that the domain and
the range are both complete. The theorem is that if the operator is onto the range,
then it carries open sets to open sets.

Theorem 12.24 (Interior Mapping Principle). If L is a continuous linear
operator from a Banach space X onto a Banach space Y , then L carries open
subsets of X to open subsets of Y .



596 XII. Hilbert and Banach Spaces

PROOF. Let Br be the closed ball in X with center 0 and radius r , and let Us
be the open ball in Y with center 0 and radius s. The proof is in three steps.
The first step is to show that (L(B1))cl contains an open neighborhood of 0 in

Y . To do so, we use the fact that L is onto Y to write

Y = L(X) = L
°[∞

n=1
Bn

¢
=

[∞

n=1
L(Bn).

Thus Y =
S∞

n=1(L(Bn))cl, and the Baire Category Theorem (Theorem 2.53b)
shows that one of the sets (L(Bn))cl contains a nonempty open set. Since L is
linear and since multiplication by 2n is a homeomorphism of Y , (L(Bn))cl =
(L(2nB1/2))cl = (2nL(B1/2))cl = (2n)(L(B1/2))cl, and we see that (L(B1/2))cl
contains some nonempty open subset V of Y . If v and v0 are in V , they are in
(L(B1/2))cl and there exist sequences {vn} and {v0

n} in L(B1/2) with vn → v and
v0
n → v0. By linearity, vn − v0

n is in L(B1), and passage to the limit shows that
v − v0 is in L(B1)cl. The set V − V of such differences v − v0 is the union over
v0 ∈ V of V −v0, hence is the union of open sets and is open. Since 0 is in V −V ,
the set V − V is an open neighborhood of 0 lying in L(B1)cl.
The second step is to show that the image of any neighborhood of 0 in X is

a neighborhood of 0 in Y . The previous step shows that (L(B1))cl ⊇ Us for
some s > 0, and we show for every c > 0 that L(Bc) ⊇ Usc/2. For t > 0,
multiplication of the inclusion (L(B1))cl ⊇ Us by t shows that

(L(Bt))cl ⊇ Ust (∗)

since multiplication by t is a homeomorphism of Y and L is linear. If y is in
Usc/2, we are to produce x in Bc with L(x) = y, and we do so by successive
approximations. Specifically we construct inductively the terms xn of a conver-
gent series in X with sum x , as follows: Condition (∗) with t = c/2 allows us
to choose a member x1 of Bc/2 with ky − L(x1)k < 2−2sc. If x1, . . . , xn−1 have
been constructed with each xj in B2− j c and with

ky − L(x1 + · · · + xn−1)k < 2−nsc,

then y− L(x1+· · ·+ xn−1) is inU2−nsc. Condition (∗) with t = 2−nc shows that
we can find xn in B2−nc with

ky − L(x1 + · · · + xn−1) − L(xn)k < 2−(n+1)sc.

We now have

ky − L(x1 + · · · + xn−1 + xn)k < 2−(n+1)sc.
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This completes the inductive construction of the xn’s, and we shall prove that the
series

P
xn is convergent in X . Since X is complete, it is enough to show that

the partial sums of
P

xn are Cauchy. If q ∏ p, then
∞
∞Pq

n=1 xn −
Pp

n=1 xn
∞
∞ =

∞
∞Pq

n=p+1 xn
∞
∞ ≤

Pq
n=p+1 kxnk ≤

Pq
n=p+1 2−nc.

The right side is ≤ 2−pc, and the partial sums of
P

xn are indeed Cauchy. Let
x =

P∞
n=1 xn . Taking p = 0 and using the continuity of the norm, we see that

kxk ≤ c. By continuity of L , we have y = limn L(x1 + · · · + xn) = L(x).
Consequently the member y ofUsc/2 is of the form L(x) for some x in Bc, as was
asserted.
The third step is to show that each open set of X is mapped to an open set of

Y by L . Let U be open in X , let x be in U , and let N be an open neighborhood
of 0 in X such that x + N ⊆ U . The previous step shows that there is some
open neighborhood V of 0 in Y such that V ⊆ L(N ). Then L(x) + V is an open
neighborhood in Y of L(x) with

L(x) + V ⊆ L(x) + L(N ) = L(x + N ) ⊆ L(U).

Therefore L(U) contains a neighborhood about each of its points and must be
open. §

Corollary 12.25. A one-one continuous linear operator L of a Banach space
X onto a Banach space Y has a continuous linear inverse.
PROOF. Since L is one-one onto, L−1 exists. For L−1 to be continuous, the

inverse image under L−1 of each open set is to be open. In other words, the direct
image under L of any open set is to be open. But this is just the conclusion of
Theorem 12.24. §

EXAMPLE. Let F be the Fourier coefficient mapping, which carries functions
in L1

° 1
2π dx

¢
to doubly infinite sequences {cn} vanishing at infinity. The linear

operator F has norm 1 when the space of doubly infinite sequences is given the
supremum norm k{cn}ksup = supn |cn|. Corollary 6.50 shows that F is one-one.
Let us see that there is some doubly infinite sequence vanishing at infinity that
is not the sequence of Fourier coefficients of some L1 function. If this were
not so, then Corollary 12.25 would say that F−1 is bounded. We can obtain a
contradiction if we produce a sequence { fn} of L1 functions with k fnk1 = 1 for
all n and with limn kF( fn)ksup = 0. Form the Dirichlet kernel Dn as defined
in Section I.10 and reproduced in the previous section. Its Fourier coefficients
ck are 1 for |k| ≤ n and are 0 for |k| > n, and thus kF(Dn)ksup = 1. Put
fn = Dn

±
kDnk1. Then k fnk1 = 1 for all n, and kF( fn)ksup = 1

±
kDnk1.

Proposition 12.23 shows that in fact limn 1/kDnk1 = 0, andwe obtain the desired
contradiction. The conclusion is that the image of F on L1 fails to include some
doubly infinite sequence {cn} vanishing at infinity.
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If f : X → Y is a function between Hausdorff spaces, the graph of f is
the subset G = {(x, f (x)) | x ∈ X} of X × Y . If f is continuous, then G is
a closed set, as we see immediately by using nets. The converse fails because
f : [0, 1] → R with f (0) = 0 and f (x) = 1/x for x > 0 is a discontinuous
function with closed graph.
We shall be interested in the converse under the additional condition that our

function f is linear. Our spaces being metric spaces, the condition that the graph
be closed is that whenever {(xn, f (xn))} converges to some (x, y), then x is in
the domain of f and f (x) = y.
Linearity by itself is not enough to get an affirmative result. In fact, let X =

C([0, 1]), let X0 be the vector subspace of functions with a continuous derivative,
and let L : X0 → X be the derivative operator F 7→ F 0. If limn Fn = F in X and
limn F 0

n = H , then Theorem 1.23 shows that F 0 exists and equals H . Hence the
linear operator L : X0 → X has closed graph. However, L is unbounded since
the function x 7→ xn has norm 1 and its derivative has norm n.

Corollary 12.26 (Closed Graph Theorem). If L : X → Y is a linear operator
from a Banach space X into a Banach space Y such that the graph of L is a closed
subset of X × Y , then L is a bounded linear operator.

PROOF. Make X⊕Y into a Banach space by defining k(x, y)k = kxkX+kykY .
The graph G = {(x, L(x)) | x ∈ X} of L is a vector subspace of X ⊕ Y since
L is linear, and it is closed by hypothesis. Thus G is a Banach space. The
linear operator P : G → X given by P((x, L(x)) = x is one-one and onto, and
Corollary 12.25 shows that the linear operator P−1 : X → G given by P−1(x) =
(x, L(x)) is continuous. If E denotes the projection of X⊕Y to the Y coordinate,
then E is bounded with norm ≤ 1, and hence the restriction E

Ø
Ø
G : G → Y is

bounded with norm ≤ 1. Therefore the composition (E
Ø
Ø
G) ◦ P−1 : X → Y is

bounded. But (E
Ø
Ø
G)(P−1(x)) = E(x, L(x)) = L(x), and thus L is bounded. §

EXAMPLE. Suppose that a Banach space X is the vector-space direct sum of
two closed vector subspaces: X = Y ⊕ Y 0. Let E : X → Y be the projection of
X on Y given by E(y + y0) = y. Corollary 12.26 implies that E is bounded. In
fact, let xn = yn + y0

n define a sequence in X , so that (xn, yn) defines a sequence
in the graph of E . Suppose that limn(xn, yn) = (x0, y0) in X × X , i.e., that
limn xn = x0 and limn yn = y0. Here x0 is in X , and y0 is in Y since Y is closed.
Then y0

0 = limn y0
n = limn xn − limn yn = x0 − y0, and this is in Y 0 since Y 0 is

closed. The equality x0 = y0 + y0
0 shows that E(x0) = y0, and therefore (x0, y0)

is in the graph of E . In other words, the graph of E is closed. We conclude from
Corollary 12.26 that E is bounded.
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7. Problems

1. Let X be a normed linear space.
(a) Prove that the closure of the open ball of radius r and center x0 is the closed

ball of radius r and center x0.
(b) If X is complete, prove that any decreasing sequence of closed balls has

nonempty intersection.
2. The normed linear space C (N )([a, b]) was defined in Section 1. Prove that it is

complete.
3. The normed linear space H∞(D) and its vector subspace A(D) were defined in

Section 1. Prove that H∞(D) is complete and that A(D) is a closed subspace,
hence complete.

4. Let X be a Banach space, let Y be a closed vector subspace, and define kx+Yk =
infy∈Y kx + yk for x + Y in the quotient vector space X/Y .
(a) Show that k · +Yk is a norm for X/Y .
(b) By replacing a Cauchy sequence {xn + Y } in X/Y by a subsequence such

that kxnk − xnk+1 + Yk ≤ 2−k , show that the subsequence can be lifted to a
Cauchy sequence in X and deduce that X/Y is a Banach space.

5. Let v1, . . . , vn be vectors in an inner-product space. Their Gram matrix is the
Hermitian matrix of inner products given by G(v1, . . . , vn) = [(vi , vj )], and
detG(v1, . . . , vn) is called their Gram determinant.

(a) If c1, . . . , cn are in C, let c =

√ c1
...
cn

!

. Prove that ctrG(v1, . . . , vn)c̄ =

kc1v1 + · · · + cnvnk2.
(b) Making use of the finite-dimensional Spectral Theorem, prove that there

exists a unitary matrix u such that the matrix u−1G(v1, . . . , vn)u is diagonal
with diagonal entries ∏ 0.

(c) Prove that detG(v1, . . . , vn) ∏ 0 with equality if and only if v1, . . . , vn are
linearly dependent. (This generalizes the Schwarz inequality.)

6. (Gram–Schmidt orthogonalization process) Let (u1, . . . , un) be a linearly
independent ordered set in an inner-product space, and inductively define v0

1 =

u1, v1 = kv0
1k

−1v0
1, v0

k = uk −
Pk−1

j=1 (u, vj )vj , and vk = kv0
kk

−1v0
k . Prove that

the vectors v1, . . . , vn are well defined, that v1, . . . , vn are orthonormal, and that
for each k with 1 ≤ k ≤ n, span{v1, . . . , vk} = span{u1, . . . , uk}.

7. Let H1 and H2 be Hilbert spaces with respective orthonormal bases {uα} and
{vβ}. If there is a one-one function carrying the one orthonormal basis onto the
other, prove that there is a bounded linear operator F : H1 → H2 carrying H1
onto H2 and preserving distances. Deduce that H1 and H2 are isomorphic as
Hilbert spaces if and only if they have the same Hilbert space dimension.
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8. Let (S, µ) be a σ -finite measure space, and let f be in L∞(S, µ).
(a) Show that multiplication by f is a bounded linear operator on L2(S, µ), and

find the norm of this operator.
(b) Find the adjoint of the operator in (a).

9. Suppose that X is a normed linear space and that its dual X∗ is separable in its
norm topology, with {x∗

n } as a countable dense set. For each n, choose xn in X
with kxnk ≤ 1 and |x∗

n (xn)| ∏ 1
2kx

∗
nk. Prove that the linear span of {xn} is dense

in X , and conclude that X∗ separable implies X separable.

10. By considering the discontinuous indicator function I{s0}, where s0 is a limit point
of S, prove that the Banach spaceC(S) is not reflexive if S is compact Hausdorff
and infinite.

11. Without using the Baire Category Theorem, prove that theUniformBoundedness
Theorem for linear functionals implies the same theorem for linear operators.

12. Suppose for each n that Ln : X → X 0 is a bounded linear operator from a normed
linear space X to a Banach space X 0 such that kLnk ≤ C with C independent
of n. Suppose in addition that {Ln(y)} converges for each y in a dense subset Y
of X . Prove that L(x) = limn Ln(x) exists for all x in X and that the resulting
function L : X → X 0 is a bounded linear operator with kLk ≤ C .

13. Let X be a normed linear space, and let {xα} be a subset of X . If supα |x∗(xα)| <

∞ for each x∗ in X∗, prove that supα kxαk < ∞.

14. Let X be a Banach space. A subset E of X is convex if it contains all points
(1− t)x + t y with 0 ≤ t ≤ 1 whenever it contains x and y.
(a) Show that any closed ball {y

Ø
Ø |y − x | ≤ r} is convex.

(b) Give an example of a decreasing sequence of nonempty bounded closed
convex sets in a Banach space with empty intersection.

15. Let X and Y be Banach spaces, and let L be a bounded linear operator from X
onto Y . Suppose that {yn} is a convergent sequence in Y with limit y0. Prove
that there exists a constant M and a sequence {xn} in X such that kxnk ≤ Mkynk
for all n, L(xn) = yn for all n, and {xn} is convergent.

Problems 16–18 introduce “Banach limits,” a kind of universal summability method.
Let X be the real Banach space of real-valued bounded sequences s = {sn}∞n=1 with
the supremum norm.
16. Let X0 be the smallest closed vector subspace of X containing all sequences with

terms s1, s2 − s2, s3 − s2, . . . such that {sn} is in X . Prove that the sequence e
with all terms 1 is not in X0.

17. ABanach limit is defined to be anymember x∗ of X∗ with kx∗k = 1, x∗(e) = 1,
and x∗(x0) = 0 for all x0 in X0. Prove that a Banach limit exists.
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18. Let LIMn→∞ sn denote the value of a Banach limit when applied to the member
{sn} of X . Prove that this satisfies
(a) LIMn→∞ sn ∏ 0 if sn ∏ 0 for all n.
(b) LIMn→∞ sn+1 = LIMn→∞ sn for every {sn} in X .
(c) LIMn→∞ sn = 0 if all terms sn are 0 for n sufficiently large.
(d) lim infn sn ≤ LIMn→∞ sn ≤ lim supn sn for all {sn} in X .
(e) LIMn→∞ sn = c if {sn} is convergent with limit c.

Problems 19–24 establish the Jordan and vonNeumann Theorem that a normed linear
space satisfying the parallelogram law acquires its norm from an inner product, the
definition of the inner product being (x, y) =

P
k
ik
4 kx + i k yk2, where the sum

extends for k ∈ {0, 2} if the scalars are real and extends for k ∈ {0, 1, 2, 3} if the
scalars are complex. The norm is recovered from the inner product by the usual
formula (x, x) = kxk2. Thus let X be a normed linear space with norm k · k such
that the parallelogram law holds.
19. Check from the definition of (x, y) that (x, x) = kxk2, that (x, x) ∏ 0 with

equality if and only if x = 0, and that (x, y) = (y, x).
20. Prove the identity

kx + y + zk2 = kx + yk2 + kx + zk2 + ky + zk2 − kxk2 − kyk2 − kzk2

for all x, y, z in X .
21. Derive the formula (x1 + x2, y) = (x1, y) + (x2, y) from the identity in the

previous problem.
22. Let D be the set of rationals if the scalars are real, or the set of all a + bi with a

and b rational if the scalars are complex. Using the definition of (x, y) and the
result of the previous problem, prove that (r x, y) = r(x, y) if r is in D.

23. By considering kx − ryk2 for r in D with r tending to (x, y)/kyk2, prove that
( · , · ) satisfies the Schwarz inequality.

24. By estimating |r(x, y) − (cx, y)| with the Schwarz inequality when c is a scalar
and r is a member of D tending to c, prove that c(x, y) = (cx, y), thereby
completing the proof that ( · , · ) is an inner product.

Problems 25–27 establish some properties of the Banach space B(X,Y ), where X
and Y are Banach spaces.
25. Prove that the function from B(X,Y ) × X to Y given by (L , x) 7→ L(x) is

continuous.
26. Prove that if L and Ln are members of L(X,Y ) such that limn Ln(x) = L(x)

for all x ∈ X , then kLk ≤ supn kLnk < ∞. Give an example where kLk <

supn kLnk.
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27. Prove that if L and Ln are members of L(X,Y ) such that limn Ln(x) = L(x) for
all x ∈ X and if {un} is a sequence in X with lim un = u, then limn Ln(un) =
L(u).



APPENDIX A

Background Topics

Abstract. This appendix treats some topics that are likely to be well known by some readers and
less well known by others. Section A1 deals with set theory and with functions: it discusses the
role of formal set theory, it works in a simplified framework that avoids too much formalism and the
standard pitfalls, it establishes notation, and it mentions some formulas. Some emphasis is put on
distinguishing the image and the range of a function, as this distinction is important in algebra and
algebraic topology and therefore plays a role when real analysis begins to interact seriously with
algebra.
Sections A2 and A3 assume knowledge of Section I.1 and discuss topics that occur logically

between the end of Section I.1 and the beginning of Section I.2. The first of these establishes
the Mean Value Theorem and its standard corollaries and then goes on to define the notion of a
continuous derivative for a function on a closed interval. The other section gives a careful treatment
of the differentiability of an inverse function in one-variable calculus.
Section A4 is a quick review of complex numbers, real and imaginary parts, complex conjuga-

tion, and absolute value. Complex-valued functions appear in the book beginning in Section I.5.
SectionA5 states and proves the classical Schwarz inequality, which is used in Chapter II to establish
the triangle inequality for certain metrics but is needed before that in Chapter I in the context of
Fourier series.
SectionsA6 andA7 are not needed until Chapter II. The first of these defines equivalence relations

and establishes the basic fact that they lead to a partitioning of the underlying set into equivalence
classes. The other section discusses the connection between linear functions and matrices in the
subject of linear algebra and summarizes the basic properties of determinants.
SectionA8, which is not neededuntil Chapter IV, establishes unique factorization for polynomials

with real or complex coefficients and defines “multiplicity” for roots of complex polynomials.
Sections A9 and A10 return to set theory. Section A9 defines partial orderings and includes

Zorn’s Lemma, which is a powerful version of the Axiom of Choice, while Section A10 concerns
cardinality. The material in these sections first appears in problems in Chapter V; it does not appear
in the text until Chapter X in the case of Section A9 and until Chapter XII in the case of Section A10.

A1. Sets and Functions

Real analysis typically makes use of an informal notion of set theory and notation
for it in which sets are described by properties of their elements and by operations
on sets. This informal set theory, if allowed to be too informal, runs into certain
paradoxes, such as the Russell paradox: “If S is the set of all sets that do not
contain themselves as elements, is S a member of S or is it not?” The conclusion

603
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of the Russell paradox is that the “set” of all sets that do not contain themselves
as elements is not in fact a set.
Mathematicians’ experience is that such pitfalls can be avoided completely by

working within some formal axiom system for sets, of which there are several
that are well established. A basic one is “Zermelo–Fraenkel set theory,” and the
remarks in this section refer specifically to it but refer to the others at least to
some extent.1
The standard logical paradoxes are avoided by having sets, elements (or “en-

tities”), and a membership relation ∈ such that a ∈ S is a meaningful statement,
true or false, if and only if a is an element and S is a set. The terms set, element,
and ∈ are taken to be primitive terms of the theory that are in effect defined by
a system of axioms. The axioms ensure the existence of many sets, including
infinite sets, and operations on sets that lead to other sets. To make full use of
this axiom system, one has to regard it as occurring in the context of certain rules
of logic that tell the forms of basic statements (namely, a = b, a ∈ S, and “S
is a set”), the connectives for creating complicated statements from simple ones
(“or,” “and,” “not,” and “if . . . then”), and the way that quantifiers work (“there
exists” and “for all”).
Working rigorously with such a system would likely make the development

of mathematics unwieldy, and it might well obscure important patterns and di-
rections. In practice, therefore, one compromises between using a formal axiom
system and working totally informally; let us say that one works “informally but
carefully.” The logical problems are avoided not by rigid use of an axiom system,
but by taking care that sets do not become too “large”: one limits the sets that one
uses to those obtained from other sets by set-theoretic operations and by passage
to subsets.2
A featureof the axiomsystem that one takes advantageof inworking informally

but carefully is that the axiom systemdoes not preclude the existence of additional
sets beyond those forced to exist by the axioms. Thus, for example, in the subject
of coin-tossing within probability, it is normal to work with the set of possible
outcomes as S = {heads, tails} even though it is not apparent that requiring this
S to be a set does not introduce some contradiction.
It is worth emphasizing that the points of the theory at which one takes particu-

lar care vary somewhat from subject to subject within mathematics. For example,
it is sometimes of interest in calculus of several variables to distinguish between

1Mathematicians have no proof that this technique avoids problems completely. Such a proof
would be a proof of the consistency of a version of mathematics in which one can construct the
integers, and it is known that this much of mathematics cannot be proved to be consistent unless it
is in fact inconsistent.

2Not every set so obtained is to be regarded as “constructed.” The Axiom of Choice, which we
come to shortly, is an existence statement for elements in products of sets, and the result of applying
the axiom is a set that can hardly be viewed as “constructed.”
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the range of a function and its image in a way that will be mentioned below, but it
is usually not too important. In homological algebra, however, the distinction is
extremely important, and the subject loses a great deal of its impact if one blurs
the notions of range and image.
Some references for set theory that are appropriate for reading once are

Halmos’s Naive Set Theory, Hayden–Kennison’s Zermelo–Fraenkel Set Theory,
and Chapter 0 and the appendix of Kelley’s General Topology. The Kelley book
is one that uses the word “class” as a primitive term more general than “set”; it
develops von Neumann set theory.

All that being said, let us now introduce the familiar terms, constructions,
and notation that one associates with set theory. To cut down on repetition, one
allows some alternative words for “set,” such as family and collection. The word
“class” is used by some authors as a synonym for “set,” but the word class is used
in some set-theory axiom systems to refer to a more general notion than “set,”
and it will be useful to preserve this possibility. Thus a class can be a set, but we
allow ourselves to speak, for example, of the class of all groups even though this
class is too large to be a set. Alternative terms for “element” are member and
point; we shall not use the term “entity.” Instead of writing ∈ systematically, we
allow ourselves to write “in.” Generally, we do not use ∈ in sentences of text as
an abbreviation for an expression like “is in” that contains a verb.
If A and B are two sets, some familiar operations on them are the union A∪B,

the intersection A∩ B, and the difference A− B, all defined in the usual way in
terms of the elements they contain. Notation for the difference of sets varies from
author to author; some other authors write A \ B or A ∼ B for difference, but
this book uses A − B. If one is thinking of A as a universe, one may abbreviate
A− B as Bc, the complement of B in A. The empty set ∅ is a set, and so is the
set of all subsets of a set A, which is sometimes denoted by 2A. Inclusion of a
subset A in a set B is written A ⊆ B or B ⊇ A. Inclusion that does not permit
equality is denoted by A $ B or B % A; in this case one says that A is a proper
subset of B or that A is properly contained in B.
If A is a set, the singleton {A} is a set with just the one member A. Another

operation is unordered pair, whose formal definition is {A, B} = {A}∪ {B} and
whose informal meaning is a set of two elements in which we cannot distinguish
either element over the other. Still another operation is ordered pair, whose
formal definition is (A, B) = {{A}, {A, B}}. It is customary to think of an
ordered pair as a set with two elements in which one of the elements can be
distinguished as coming first.3

3Unfortunately a “sequence” as in Chapter I gets denoted by {x1, x2, . . . } or {xn}∞n=1. If its
notation were really consistent with the above definitions, we might infer, inaccurately, that the
order of the terms of the sequence does not matter. The notation for unordered pairs, ordered pairs,
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Let A and B be two sets. The set of all ordered pairs of an element of A and
an element of B is a set denoted by A × B; it is called the product of A and B
or the Cartesian product. A relation between a set A and a set B is a subset of
A× B. Functions, which are to be defined in a moment, provide examples. Two
examples of relations that are usually not functions are “equivalence relations,”
which are discussed in Section A6, and “partial orderings,” which are discussed
in Section A9.
If A and B are sets, a relation f between A and B is said to be a function,

written f : A → B, if for each x ∈ A, there is exactly one y ∈ B such that
(x, y) is in f . If (x, y) is in f , we write f (x) = y. In this informal but careful
definition of function, the function consists ofmore than just a set of ordered pairs;
it consists of the set of ordered pairs regarded as a subset of A× B. This careful
definition makes it meaningful to say that the set A is the domain, the set B is the
range,4 and the subset of y ∈ B such that y = f (x) for some x ∈ A is the image
of f . The image is also denoted by f (A). Sometimes a function f is described in
terms of what happens to typical elements, and then the notation is x 7→ f (x) or
x 7→ y, possibly with y given by some formula or by some description in words
about how it is obtained from x . Sometimes a function f is written as f ( · ), with
a dot indicating the placement of the variable; this notation is especially helpful in
working with restrictions of functions, which we come to in a moment, and with
functions of two variables when one of the variables is held fixed. This notation
is useful also for functions that involve unusual symbols, such as the absolute
value function x 7→ |x |, which in this notation becomes | · |. The word map or
mapping is sometimes used for “function” and for the operation of a function,
particularly when a geometric context for the function is of importance.
Often mathematicians are not so careful with the definition of function. De-

pending on the degree of informality that is allowed, one may occasionally refer
to a function as f (x)when it should be called f or x 7→ f (x). If any confusion is
possible, it is wise to use themore rigorous notation. Another habit of informality
is to regard a function f : A → B as simply a set of ordered pairs. Thus two
functions f1 : A → B and f2 : A → C become the same if f1(a) = f2(a) for
all a in A. With the less careful definition, the notion of the range of a function is
not really well defined. The less careful definition can lead to trouble in algebra,
but it does not often lead to trouble in real analysis until one gets to a level where
algebra and analysis merge somewhat.
The set of all functions from a set A to a set B is a set. It is sometimes denoted

by BA. The special case 2A that arose with subsets comes by regarding 2 as a
set {1, 2} and identifying a function f from A into {1, 2} with the subset of all
elements x of A for which f (x) = 1.

and sequences is, however, traditional, and it will not be changed here.
4Some authors refer to B as the codomain.
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If a subset B of a set A may be described by some distinguishing property
P of its elements, we may write this relationship as B = {x ∈ A | P}. For
example, the function f in the previous paragraph is identified with the subset
{x ∈ A | f (x) = 1}. Another example is the image of a general function
f : A → B, namely f (A) = {y ∈ B | y = f (x) for some x ∈ A}. Still more
generally along these lines, if E is any subset of A, then f (E) denotes the set
{y ∈ B | y = f (x) for some x ∈ E}. Some authors use a colon instead of a
vertical line in this notation.
This book frequently uses sets denoted by expressions like

S
x∈S Ax , an in-

dexed union, where S is a set that is usually nonempty. If S is the set {1, 2}, this
reduces to A1∪ A2. In the general case it is understood that we have an unnamed
function, say f , given by x 7→ Ax , having domain S and range the set of all
subsets of an unnamed set T , and

S
x∈S Ax is the set of all y ∈ T such that y is

in Ax for some x ∈ S. When S is understood, we may write
S

x Ax instead ofS
x∈S Ax . Indexed intersections

T
x∈S Ax are defined similarly, and this time it is

essential to disallow S empty because otherwise the intersection cannot be a set
in any useful set theory.
There is also an indexed Cartesian product×x∈S Ax that specializes in the

case that S = {1, 2} to A1× A2. Usually S is assumed nonempty. This Cartesian
product is the set of all functions f from S into

S
x∈S Ax such that f (x) is in

Ax for all x ∈ S. In the special case that S is {1, . . . , n}, the Cartesian product
is the set of ordered n-tuples from n sets A1, . . . , An and may be denoted by
A1 × · · · × An; its members may be denoted by (a1, . . . , an) with aj ∈ Aj for
1 ≤ j ≤ n. When the factors of a Cartesian product have some additional
algebraic structure, the notation for the Cartesian product is sometimes altered;
for example, the Cartesian product of groups Ax is denoted by

Q
x∈S Ax .

It is completely normal in real analysis, and it is the practice in this book, to
take the following axiom as part of one’s set theory; the axiom is normally used
without specific mention.

Axiom of Choice. The Cartesian product of nonempty sets is nonempty.

If the index set is finite, then the Axiom of Choice reduces to a theorem of
set theory. The axiom is often used quite innocently with a countably infinite
index set. For example, Proposition 1.7c asserts that any sequence in R∗ has a
subsequence converging to lim sup an , and the proof constructs onemember of the
sequence at a time. When thesemembers have someflexibility in their definitions,
as is the case with the proof as it is written for Proposition 1.7c, the Axiom of
Choice is being invoked. When the members instead have specific definitions,
such as “the term an such that n is the smallest integer satisfying such-and-such
properties,” the axiom is not being invoked. The proof in the text of Proposition
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1.7c can be rewritten with specific definitions and thereby can avoid invoking the
axiom, but there is no point in undertaking this rewriting. In Chapter II the axiom
is invoked in situations in which the index set is uncountable; uses of compactness
provide a number of examples.
From the Axiom of Choice, one can deduce a powerful tool known as Zorn’s

Lemma, whose use it is normal to acknowledge. Zorn’s Lemma appears in
Section A9 and is used in problems beginning in Chapter V and in the text
beginning in Chapter X.
If f : A → B is a function and B is a subset of B 0, then f can be regarded

as a function with range B 0 in a natural way. Namely, the set of ordered pairs is
unchanged but is to be regarded as a subset of A × B 0 rather than A × B.
Let f : A → B and g : B → C be two functions such that the range of f

equals the domain of g. The composition g ◦ f : A → C is the function with
(g ◦ f )(x) = g( f (x)) for all x . Because of the construction in the previous
paragraph, it is meaningful to define the composition more generally when the
range of f is merely a subset of the domain of g.
A function f : A → B is said to be one-one if f (x1) 6= f (x2) whenever x1

and x2 are distinct members of A. The function is said to be onto, or often “onto
B,” if its image equals its range. The terminology “onto B” avoids confusion: it
specifies the image and thereby guards against the use of the less careful definition
of function mentioned above. A mathematical audience often contains some
people who use the careful definition of function and some people who use the
less careful definition. For the latter kind of person, a function is always onto
something, namely its image, and a statement that a particular function is onto
might be regarded as a tautology.
When a function f : A → B is one-one and is onto B, there exists a function

g : B → A such that g ◦ f is the identity function on A and f ◦ g is the identity
function on B. The function g is unique, and it is defined by the condition, for
y ∈ B, that g(y) is the unique x ∈ A with f (x) = y. The function g is called
the inverse function of f and is often denoted by f −1.
Conversely if f : A → B has an inverse function, then f is one-one and

is onto B. The reason is that a composition g ◦ f can be one-one only if f is
one-one, and in addition, that a composition f ◦ g can be onto the range of f
only if f is onto its range.
If f : A → B is a function and E is a subset of A, the restriction of f

to E , denoted by f
Ø
Ø
E , is the function f : E → B consisting of all ordered

pairs (x, f (x)) with x ∈ E , this set being regarded as a subset of E × B, not of
A×B. One especially common example of a restriction is restriction to one of the
variables of a function of two variables, and then the idea of using a dot in place
of a variable can be helpful notationally. Thus the function of two variables might
be indicated by f or (x, y) 7→ f (x, y), and the restriction to the first variable,
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for fixed value of the second variable, would be f ( · , y) or x 7→ f (x, y).
We conclude this section with a discussion of direct and inverse images of

sets under functions. If f : A → B is a function and E is a subset of A, we
have defined f (E) = {y ∈ B | y = f (x) for some x ∈ E}. This is the same
as the image of f

Ø
Ø
E and is frequently called the image or direct image of E

under f . The notion of direct image does not behave well with respect to some
set-theoretic operations: it respects unions but not intersections. In the case of
unions, we have

f
≥[

s∈S
Es

¥
=

[

s∈S
f (Es);

the inclusion⊇ follows since f
≥S

s∈S Es
¥

⊇ f (Es) for each s, and the inclusion
⊆ follows because any member of the left side is f of a member of some Es . In
the case of intersections, the question f (E ∩ F)

?
= f (E)∩ f (F) can easily have

a negative answer, the correct general statement being f (E∩F) ⊆ f (E)∩ f (F).
An example with equality failing occurs when A = {1, 2, 3}, B = {1, 2}, f (1) =
f (3) = 1, f (2) = 2, E = {1, 2} and F = {2, 3} because f (E ∩ F) = {2} and
f (E) ∩ f (F) = {1, 2}.
If f : A → B is a function and E is a subset of B, the inverse image of E

under f is the set f −1(E) = {x ∈ A | f (x) ∈ E}. This is well defined even if f
does not have an inverse function. (If f does have an inverse function f −1, then
the inverse image of E under f coincides with the direct image of E under f −1.)
Unlike direct images, inverse images behave well under set-theoretic opera-

tions. If f : A → B is a function and {Es | s ∈ S} is a set of subsets of B,
then

f −1
≥\

s∈S
Es

¥
=

\

s∈S
f −1(Es),

f −1
≥[

s∈S
Es

¥
=

[

s∈S
f −1(Es),

f −1(Ec
s ) = ( f −1(Es))c.

In the third of these identities, the complement on the left side is taken within
B, and the complement on the right side is taken within A. To prove the
first identity, we observe that f −1°T

s∈S Es
¢

⊆ f −1(Es) for each s ∈ S and
hence f −1°T

s∈S Es
¢

⊆
T

s∈S f −1(Es). For the reverse inclusion, if x is inT
s∈S f −1(Es), then x is in f −1(Es) for each s and thus f (x) is in Es for each s.

Hence f (x) is in
T

s∈S Es , and x is in f −1°T
s∈S Es

¢
. This proves the reverse

inclusion. The second and third identities are proved similarly.
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A2. Mean Value Theorem and Some Consequences

This section states and proves the Mean Value Theorem and two standard corol-
laries, and then it discusses the notion of a function with a continuous derivative
on a closed interval. It makes use of results in Section I.1 of the text.

Lemma. Let [a, b] be a nontrivial closed interval, and let f : [a, b] → R be
a continuous function that is differentiable on (a, b) and has f (a) = f (b) = 0.
Then the derivative f 0 satisfies f 0(c) = 0 for some c with a < c < b.

PROOF. We divide matters into three cases. If f (x) > 0 for some x , let
c be a member of [a, b] where f attains its maximum (existence by Theorem
1.11). Since f (x) > 0 somewhere, we must have a < c < b. Thus f 0(c)
exists. If f 0(c) > 0, then the inequality limh→0 h−1( f (c + h) − f (c)) > 0
forces f (c + h) > f (c) for h positive and sufficiently small, in contradiction to
the fact that f attains its maximum at c. Similarly if f 0(c) < 0, then we find
that f (c − h) > f (c) for h positive and sufficiently small, and again we have a
contradiction. We conclude that f 0(c) = 0.
If f (x) ≤ 0 for all x and f (x) < 0 for some x , let c instead be a member of

[a, b] where f attains its minimum. Arguing in the same way as in the previous
paragraph, we find that f 0(c) = 0.
Finally if f (x) = 0 for all x , then f 0(x) = 0 for a < x < b, and f 0(c) = 0

for c = 1
2 (a + b), for example. §

Mean Value Theorem. Let [a, b] be a nontrivial closed interval. If
f : [a, b] → R is a continuous function that is differentiable on (a, b), then

f 0(c) =
f (b) − f (a)

b − a

for some c with a < c < b.

PROOF. Apply the lemma to the function

g(x) = f (x) − f (a) − (x − a) f (b)− f (a)
b−a ,

which has g(a) = g(b) = 0 and g0(x) = f 0(x) − f (b)− f (a)
b−a . §

Corollary 1. A differentiable function f : (a, b) → R whose derivative is 0
everywhere on (a, b) is a constant function.

PROOF. If f (a0) 6= f (b0), then the Mean Value Theorem produces some c
between a0 and b0 where f 0(c) 6= 0. §
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Corollary 2. A differentiable function f : (a, b) → R whose derivative is
> 0 everywhere on (a, b) is strictly increasing on (a, b).

PROOF. If a0 < b0 and f (a0) ∏ f (b0), then the Mean Value Theorem produces
some c with a0 < c < b0 where f 0(c) ≤ 0. §

In the setting of the Mean Value Theorem, it can happen that f 0(x) has a
finite limit C as x decreases to a (or as x increases to b). This terminology
means that for any ≤ > 0, there exists some δ > 0 such that | f 0(x) − C| < ≤
whenever a < x < a+ δ. In this case, f can be extended to a function F defined
and continuous on (−∞, b], differentiable on (−∞, b), in such a way that F 0 is
continuous at a. In fact, the extended definition is

F(x) =

Ω f (x) for a ≤ x ≤ b,
f (a) + C(x − a) for − ∞ < x ≤ a.

To see that F 0(a) exists for the extended function F , let ≤ > 0 be given and choose
δ > 0 such that a < x < a + δ implies | f 0(x) −C| < ≤. If a < x < a + δ, then
the Mean Value Theorem gives

F(x) − F(a)
x − a

= F 0(c)

with a < c < x < a+ δ, and hence
Ø
Ø F(x)−F(a)

x−a −C
Ø
Ø < ≤. If a− δ < x < a, then

Ø
Ø
Ø
F(x) − F(a)

x − a
− C

Ø
Ø
Ø =

Ø
Ø
Ø
( f (a) + C(x − a)) − f (a)

x − a
− C

Ø
Ø
Ø = 0.

Thus F 0(a) exists and equals C . The definitions make limx→a F 0(x) = F 0(a),
and hence F 0 is continuous at a.

As a consequence of this construction, it makes sense to say that a continuous
function f : [a, b] → R with a derivative on (a, b) has a continuous derivative
at one or both endpoints. This phrasing means that f 0 has a finite limit at the
endpoint in question, and it is equivalent to say that f extends to a larger set
so as to be differentiable in an open interval about the endpoint and to have its
derivative be continuous at the endpoint.

A3. Inverse Function Theorem in One Variable

This section addresses one of the “further topics” mentioned at the end of Sec-
tion I.1 and assumes knowledge of Section I.1 and some additional facts about
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continuity and differentiability of functions of a real variable. The topic is that
of differentiability of inverse functions, the nub of the matter being continuity
of the inverse function. The topic is one that is sometimes skipped in calculus
courses and slighted in courses in real variable theory. Yet it is necessary for
the development of one of the two functions exp and log, of one of the two
functions sin and arcsin, and of one of the two functions tan and arctan unless
actual constructions of both members of a pair are given. In principle the matter
arises also with differentiation of the function x1/q on (0,∞), but the proposition
of this section can be readily avoided in that case by explicit calculations.

Proposition. Let (a, b) be an open interval in R, possibly infinite, and let
f : (a, b) → R be a function with a continuous everywhere-positive derivative.
Then f is strictly increasing and has an interval (c, d), possibly infinite, as its
image. The inverse function g : (c, d) → (a, b) exists and has a continuous
derivative given by g0(y) = 1/ f 0(g(y)).

PROOF. The function f is strictly increasing as a corollary of the Mean Value
Theorem, and its image is an interval (c, d) because of the Intermediate Value
Theorem (Theorem 1.12). Being one-one and onto, f has an inverse function g,
according to Section A1. Fix y0 ∈ (c, d), fix c0and d 0 such that c < c0 < y0 <
d 0 < d, and consider y 6= y0 in (c0, d 0). Put x = g(y), x0 = g(y0), a0 = g(c0),
and b0 = g(d 0). Then a < a0 < x0 < b0 < b since f is strictly increasing.
By Theorem 1.11, there exist real numbers m and M such that 0 < m ≤

f 0(t) ≤ M for all t ∈ [a0, b0]. The Mean Value Theorem produces ξ between x0
and x such that

|y − y0| = | f (x) − f (x0)| = | f 0(ξ)||x − x0| ∏ m|x − x0|,

and hence |x − x0| ≤ m−1|y − y0|. Since g is one-one, we have x 6= x0. Also,
f (x) = y 6= y0 = f (x0). Thus it makes sense to form

g(y) − g(y0)
y − y0

=
x − x0

f (x) − f (x0)
.

Let ≤ > 0 be given. Since limt→x0
f (t)− f (x0)

t−x0 = f 0(x0) 6= 0, we have

lim
t→x0

t − x0
f (t) − f (x0)

=
1

f 0(x0)
.

Choose η > 0 such that
Ø
Ø
Ø

t − x0
f (t) − f (x0)

−
1

f 0(x0)

Ø
Ø
Ø < ≤
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as long as |t − x0| < η with t 6= x0 and t ∈ [a0, b0]. Then put δ = ηm. If
|y − y0| < δ, then |x − x0| ≤ m−1|y − y0| < m−1δ = η. Since t = x satisfies
the condition |t − x0| < η with t 6= x0 and t ∈ [a0, b0], it follows that

Ø
Ø
Ø
g(y) − g(y0)

y − y0
−

1
f 0(x0)

Ø
Ø
Ø =

Ø
Ø
Ø

x − x0
f (x) − f (x0)

−
1

f 0(x0)

Ø
Ø
Ø < ≤

whenever |y − y0| < δ. Since ≤ is arbitrary, the conclusion is that g0(y0) =
1/ f 0(g(y0)). Since g is differentiable, g is continuous and also the composition
f 0◦g is continuous. Because f 0◦g is nowhere zero, g0 = 1/( f 0◦g) is continuous.
This completes the proof. §

A4. Complex Numbers

Complex numbers are taken as known, and this section reviews their notation and
basic properties.
Briefly, the system C of complex numbers is a two-dimensional vector space

over R with a distinguished basis {1, i} and a multiplication defined initially by
11 = 1, 1i = i1 = i , and i i = −1. Elements may then be written as a + bi or
a + ib with a and b in R; here a is an abbreviation for a1. The multiplication is
extended to all ofC so that the distributive laws hold, i.e., so that (a+bi)(c+di)
can be expanded in the expected way. The multiplication is associative and
commutative, the element 1 acts as a multiplicative identity, and every nonzero
element has a multiplicative inverse: (a + bi)

° a
a2+b2 − i b

a2+b2
¢

= 1.
Complex conjugation is indicated by a bar: the conjugate of a+ bi is a− bi

if a and b are real, and we write a + bi = a− bi . Then we have z + w = z̄+ w̄,
r z = r z̄ if r is real, and zw = z̄w̄.
The real and imaginary parts of z = a + bi are Re z = a and Im z = b.

These may be computed as Re z = 1
2 (z + z̄) and Im z = − i

2 (z − z̄).
The absolute value function of z = a + bi is given by |z| =

p
a2 + b2, and

this satisfies |z|2 = zz̄. It has the simple properties that |z̄| = |z|, |Re z| ≤ |z|,
and | Im z| ≤ |z|. In addition, it satisfies

|zw| = |z||w|
because |zw|2 = zwzw = zwz̄w̄ = zz̄ww̄ = |z|2|w|2,

and it satisfies the triangle inequality

|z + w| ≤ |z| + |w|

because |z + w|2 = (z + w)(z + w) = zz̄ + zw̄ + wz̄ + ww̄

= |z|2 + 2Re(zw̄) + |w|2 ≤ |z|2 + 2|zw̄| + |w|2

= |z|2 + 2|z||w| + |w|2 = (|z| + |w|)2.
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A5. Classical Schwarz Inequality

The inequality in question is as follows.5

Schwarz inequality. Let (a1, . . . , an) and (b1, . . . , bn) be n-tuples of complex
numbers. Then

Ø
Ø
Ø

nX

k=1
akbk

Ø
Ø
Ø ≤

≥ nX

k=1
|ak |2

¥1/2≥ nX

k=1
|bk |2

¥1/2
.

PROOF. We add n-tuples of complex numbers entry by entry, and we multiply
such an n-tuple by a complex scalar by multiplying each entry of the n-tuple
by that scalar. For any n-tuples of complex numbers a = (a1, . . . , an) and
b = (b1, . . . , bn), define |a| =

°Pn
k=1 |ak |2

¢1/2, |b| =
°Pn

k=1 |bk |2
¢1/2, and

(a, b) =
Pn

k=1 akbk .
The Schwarz inequality says that 0 ≤ 0 if b = (0, . . . , 0), and thus we may

assume that b is something else. In this case, |b| 6= 0. Then

0 ≤
Ø
Øa − |b|−2(a, b)b

Ø
Ø2 =

°
a − |b|−2(a, b)b, a − |b|−2(a, b)b

¢

= |a|2 − 2|b|−2|(a, b)|2 + |b|−4|(a, b)|2|b|2 = |a|2 − |b|−2|(a, b)|2,
and the asserted inequality follows. §

A6. Equivalence Relations

An equivalence relation on a set S is a relation between S and itself, i.e., is a
subset of S × S, satisfying three properties. We define the expression a ' b,
written “a is equivalent to b,” to mean that the ordered pair (a, b) is a member of
the relation, and we say that “'” is the equivalence relation. The properties are

(i) a ' a for all a in S, i.e., ' is reflexive,
(ii) a ' b implies b ' a if a and b are in S, i.e., ' is symmetric.
(iii) a ' b and b ' c together imply a ' c if a, b, and c are in S, i.e., ' is

transitive.
An example occurs with S equal to the set Z of integers with a ' b meaning

that the difference a − b is even. The properties hold because (i) 0 is even, (ii)
the negative of an even integer is even, and (iii) the sum of two even integers is
even.
There is one fundamental result about abstract equivalence relations. The

equivalence class of a, written [a] for now, is the set of all members b of S such
that a ' b.

5In the classical setting below, the inequality is often called the “Cauchy–Schwarz inequality”
and may have other people’s names attached to it as well. However, generalizations tend to be called
simply the “Schwarz inequality,” and this book therefore drops all names but Schwarz.
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Proposition. If ' is an equivalence relation on a set S, then any two equiv-
alence classes are disjoint or equal, and S is the union of all the equivalence
classes.

PROOF. Let [a] and [b] be the equivalence classes of members a and b of S.
If [a] ∩ [b] 6= ∅, choose c in the intersection. Then a ' c and b ' c. By (ii),
c ' b, and then by (iii), a ' b. If d is any member of [b], then b ' d. From
(iii), a ' b and b ' d together imply a ' d. Thus [b] ⊆ [a]. Reversing the
roles of a and b, we see that [a] ⊆ [b] also, whence [a] = [b]. This proves the
first conclusion. The second conclusion follows from (i), which ensures that a is
in [a], hence that every member of S lies in some equivalence class. §

EXAMPLE. With the equivalence relation on Z that a ' b if a − b is even,
there are two equivalence classes—the subset of even integers and the subset of
odd integers.

The first two examples of equivalence relations in this book arise in Chapter II.
The first example, which is in Section II.2 and concerns a passage from “pseu-
dometric spaces” to “metric spaces,” yields equivalence classes exactly as above.
The second example, which is in Section II.3, is a relation “is homeomorphic
to” and implicitly is defined on the class of all metric spaces. This class is not
a set, and Section A1 of this appendix suggested avoiding using classes that are
not sets in order to avoid the logical paradoxes mentioned at the beginning of the
appendix. There is not much problemwith using general classes in this particular
situation, but there is a simple approach in this situation for eliminating classes
that are not sets and thereby following the suggestion of Section A1 without
making an exception. The approach is to work with any subclass of metric spaces
that is a set. The equivalence relation is well defined on the set of metric spaces
in question, and the proposition yields equivalence classes within that set. This
set can be an arbitrary subclass of the class of all metric spaces that happens to be
a set, and the practical effect is the same as if the equivalence relation had been
defined on the class of all metric spaces.

A7. Linear Transformations, Matrices, and Determinants

A certain amount of linear algebra, done with real or complex scalars, is taken
as known. The topics of vectors, vector spaces, operations on matrices, row
reduction of matrices, spanning, linear independence, bases, and dimension will
not be reviewed here. This section will concentrate on the correspondence be-
tween linear transformations and matrices in the finite-dimensional case, and on
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the elementary properties of determinants. So as to be able to handle real and
complex scalars simultaneously, we denote by F either R or C.
The linear transformations in question will be functions with domain Fn and

range Fm . As is emphasized for the case F = R in Section II.1, the members of
these spaces are to be regarded as column vectorswith entries inF even if, in order
to save space, one occasionally writes them horizontally with commas between
entries. This is an important convention, since it makes matrix operations and
operations with linear transformations correspond to each other in the same order
without the need to transpose any matrix. The standard bases for Fn and Fm are
often denoted by {e1, . . . , en} and {u1, . . . , um}, respectively, in this book, where

e1 =







1
0
0
...
0





 , e2 =







0
1
0
...
0





 , . . . , en =







0
0
0
...
1







are n-entry column vectors and

u1 =





1
0
...
0



 , u2 =





0
1
...
0



 , . . . , um =





0
0
...
1





are m-entry column vectors.
A function T : Fn → Fm is a linear function if it satisfies T (x + y) =

T (x) + T (y) and T (cx) = cT (x) for all x and y in Fn and all elements c of F.
The terms “linear transformation” and “linear map” are used also.
An example is obtained from any m-by-n matrix A with entries in F, namely

T (x) = Ax , the right side being a matrix product. The size of A needs emphasis:
the number of rows equals the dimension of the range, and the number of columns
equals the dimension of the domain.
Conversely if T : Fn → Fm is a linear function, then there is a unique

such matrix A such that T (x) = Ax for all x in Fn: the j th column of A is
T (ej ) for 1 ≤ j ≤ n. For example, if T : R2 → R2 is the rotation about
the origin counterclockwise through an angle θ , then T

≥
1
0

¥
=

≥
cos θ
sin θ

¥
and

T
≥
0
1

¥
=

≥
− sin θ

cos θ

¥
. Consequently A =

≥
cos θ − sin θ

sin θ cos θ

¥
.

Sometimes it is necessary to have a notation for the entries of a matrix A, and
this text uses Ai j to indicate the entry of A in the i th row and j th column. If a
matrix is defined entry by entry, the entries being Mi j , the text will occasionally
refer to the whole matrix as [Mi j ]. This convention is especially handy if Mi j is
given by some nontrivial expression like @ui/@xj that involves i and j .
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We can give a tidy formula for the correspondence T ↔ A if we define a dot
product in Fm by

(a1, . . . , am) · (b1, . . . , bm) = a1b1 + · · · + ambm

with no complex conjugations involved. The correspondence of a linear function
T in L(Fn, Fm) to a matrix A with entries in F is then given by

Ai j = T (ej ) · ui .

The correspondence T ↔ A of linear functions to matrices carries certain
vector spaces associated to T to vector spaces associated with A. The kernel
of T , namely the set of vectors x with T (x) = 0, corresponds to the null space
of A, the set of column vectors with Ax = 0. The image of T , as defined in
Section A1, corresponds to the column space of A, the linear span of the columns
of A. The method of row reduction of matrices shows that

#{columns of A} = dim(null space of A) + dim(span of rows ofA),

while a little argument with bases shows that

dim(domain of T ) = dim(kernel of T ) + dim(image of T ).

In these two equations the left sides are equal, and the first terms on the two right
sides are equal. Therefore the second terms on the two right sides are equal, and
we obtain

dim(span of rows ofA) = dim(span of columns ofA).
The common value of the two sides of this equation is called the rank of A or
of T .
Under this correspondence of linear functions between column-vector spaces

withmatrices of the appropriate size, composition of linear functions corresponds
to matrix product in the same written order. In other words, suppose that
T : Fn → Fm corresponds to A of sizem-by-n and thatU : Fm → Fk corresponds
to B of size k-by-m. Then U ◦ T : Fn → Fk corresponds to BA of size k-by-n.
The determinant function A 7→ det A has domain the set of all square

matrices over F and has range F. It is uniquely defined by the three properties
(i) det A is linear in each row of A if the other rows are held fixed,
(ii) det A = 0 if two rows of A are equal,
(iii) det I = 1 if I denotes the identity matrix of any size.

These properties enable one to calculate det A by row reducing the matrix A.
Specifically replacement of a row by the sum of it and a multiple of another row
leaves det A unchanged,multiplicationof a rowby a constant tomake the diagonal
entry be one means pulling out the diagonal entry as a scalar factor multiplying
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the determinant, and interchanging two rows multiplies the determinant by −1.
After the row reduction is complete for a square matrix, either the reduced row-
echelon form is the identity matrix and (iii) says that the determinant is 1 or else
the reduced row-echelon form has a row of 0’s, and (i) and (ii) imply that the
determinant is 0.
The determinant function has the following additional properties, which may

be regarded as consequences of (i), (ii), and (iii) above:
(iv) det A 6= 0 if and only if A is invertible,
(v) det A = det Atr, where Atr is the transpose of A,
(vi) det(AB) = (det A)(det B),
(vii) det A =

P
σ (sgn σ)A1,σ (1) · · · An,σ (n) if A is n-by-nwith entries Ai, j ; the

sum is taken over all permutations σ of {1, . . . , n}, with sgn σ denoting
the sign of σ ,

(viii) (expansion by cofactors) for n > 1 if bAi j denotes the (n−1)-by-(n−1)
matrix obtained by deleting the i th row and j th column from the n-by-n
matrix A, then det A =

Pn
j=1 (−1)i+ j Ai j det bAi j for all i and det A =

Pn
i=1 (−1)i+ j Ai j det bAi j for all j ,

(ix) (Cramer’s rule) if det A 6= 0, if v is in Rn , and if Aj denotes the matrix
obtained by replacing the j th column of A by v, then the j th entry of the
unique solution x ∈ Rn of Ax = v is xj = det Aj

±
det A.

A8. Factorization and Roots of Polynomials

The first objective of this section is to prove unique factorization of real and
complex polynomials. Let F denote either the reals R or the complex numbers
C.
We work with polynomials with coefficients in F. These are expressions

P(X) = anXn +· · ·+a1X+a0 with an, . . . , a1, a0 in F. Although it is tempting
to think of P(X) as a function with independent variable X , it is better to identify
P with the sequence (a0, a1, . . . , an, 0, 0, . . . ) of coefficients. For this setting, a
polynomial (in one “indeterminate”) may be defined as a sequence of members
ofF such that all terms of the sequence are 0 from some point on. The indexing of
the sequence is to begin with 0. Addition, scalar multiplication, and polynomial
multiplication are then defined in the expected way so as to match the operations
on functions. The usual associative, commutative, and distributive laws are then
valid.
Nevertheless, it is still convenient to use the notation X in writing explicit

polynomials. If r is in F, we can evaluate P(X) = anXn + · · · + a1X + a0 at
r , and the result is the number P(r) = anrn + · · · + a1r + a0. We say that r
is a root of P if P(r) = 0. The degree of a polynomial P , denoted by deg P ,
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is the largest integer n such that the coefficient of Xn is nonzero; the notion of
“degree” is left undefined for the 0 polynomial, i.e., the polynomial all of whose
coefficients are 0. A factor of a polynomial A(X) is a polynomial B(X) such
that A(X) = B(X)Q(X) for some polynomial Q(X); we say also that B(X)
and Q(X) divide A(X). In this case, if B and Q are not 0, then A is not 0 and
deg A = deg B + deg Q.

Division Algorithm. If A(X) and B(X) are polynomials with coefficients in
F and if B(X) is not the 0 polynomial, then there exist unique polynomials Q(X)
and R(X) such that

(a) A(X) = B(X)Q(X) + R(X) and
(b) either R(X) is the 0 polynomial or deg R < deg B.

REMARK. This result codifies the usual method of dividing polynomials in
high-school algebra. That method writes A(X)/B(X) = Q(X) + R(X)/B(X),
and then one obtains the above result by multiplying by B(X). The polynomial
Q is the quotient in the division, and R(X) is the remainder.
PROOF OF UNIQUENESS. If A = BQ1 + R1 also, then B(Q − Q1) =

R1−R. Without loss of generality, R1−R is not the 0 polynomial since otherwise
Q − Q1 = 0 also. Then

deg B + deg(Q − Q1) = deg(R1 − R) ≤ max{deg R, deg R1} < deg B,

and we have a contradiction. §

PROOF OF EXISTENCE. If A = 0 or deg A < deg B, we take Q = 0 and
R = A, and we are done. Otherwise we induct on deg A. Assume the result
for degree ≤ n − 1, and let deg A = n. Write A = anXn + A1 with A1 = 0
or deg A1 < deg A. Let B = bk Xk + B1 with B1 = 0 or deg B1 < deg B. Put
Q1 = anb−1

k Xn−k . Then

A − BQ1 = anXn + A1 − anXn − anb−1
k Xn−k B1 = A1 − anb−1

k Xn−k B1
with the right side equal to 0 or of degree < deg A. Then the right side, by
induction, is of the form BQ2 + R, and A = B(Q1 + Q2) + R is the required
decomposition. §

Corollary 1 (Factor Theorem). If r is in F and P is a polynomial, then X − r
divides P if and only if P(r) = 0.
PROOF. If P = (X − r)Q, then P(r) = (r − r)Q(r) = 0. Conversely

let P(r) = 0. Taking B(X) = X − r in the Division Algorithm, we obtain
P = (X − r) + R with R = 0 or deg R < deg(X − r) = 1. In either event we
have 0 = P(r) = (r − r)Q(r) + R(r), and thus R(r) = 0. Of the two choices,
we must have R = 0, and then P = (X − r)Q. §
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Proposition. If P is a nonzeropolynomialwith coefficients inF and if deg P =
n, then P has at most n distinct roots.
PROOF. Let r1, . . . , rn+1 be distinct roots of P(X). By the Factor Theo-

rem, X − r1 is a factor of P(X). We prove inductively on k that the product
(X − r1)(X − r2) · · · (X − rk) is a factor of P(X). Assume that this assertion
holds for k, so that P(X) = (X − r1) · · · (X − rk)Q(X) and

0 = P(rk+1) = (rk+1 − r1) · · · (rk+1 − rk)Q(rk+1).

Since the rj ’s are distinct, we must have Q(rk+1) = 0. By the Factor Theorem,
we can write Q(X) = (X − rk+1)R(X) for some polynomial R(X). Substitution
gives P(X) = (X−r1) · · · (X−rk)(X−rk+1)R(X), and (X−r1) · · · (X−rk+1)
is exhibited as a factor of P(X). This completes the induction. Consequently

P(X) = (X − r1) · · · (X − rn+1)S(X)

for some polynomial S(X). Comparing the degrees of the two sides, we find that
deg S = −1, and we have a contradiction. §

A greatest common divisor of polynomials A and B with B 6= 0 is any
polynomial D of maximum degree such that D divides A and D divides B.
The Euclidean algorithm is the iterative process that makes use of the Division
Algorithm in the form

A = BQ1 + R1, R1 = 0 or deg R1 < deg B,

B = R1Q2 + R2, R2 = 0 or deg R2 < deg R1,
R1 = R2Q3 + R3, R3 = 0 or deg R3 < deg R2,

...

Rn−2 = Rn−1Qn + Rn, Rn = 0 or deg Rn < deg Rn−1,
Rn−1 = RnQn+1.

In the above computation the integer n is defined by the conditions that Rn 6= 0
and that Rn+1 = 0. Such an n must exist since deg B > deg R1 > · · · ∏ 0.

Theorem. Let A and B be polynomials with coefficients in F and with B 6= 0,
and let R1, . . . , Rn be the remainders generated by the Euclidean algorithmwhen
applied to A and B. Then

(a) Rn is a greatest common divisor of A and B,
(b) the greatest common divisor D of A and B is unique up to scalar multi-

plication,
(c) any D1 that divides both A and B necessarily divides D,
(d) there exist polynomials P and Q with AP + BQ = D.
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PROOF. Let D1 divide A and B. From A = BQ1 + R1, we see that D1
divides R1. From B = R1Q2 + R2, we see that D1 divides R2. Continuing
in this way through Rn−2 = Rn−1Qn + Rn , we see that D1 divides Rn . In
particular any greatest common divisor D of A and B divides Rn and therefore
has deg D ≤ deg Rn . In the reverse direction, Rn−1 = RnQn+1 shows that
Rn divides Rn−1. From Rn−2 = Rn−1Qn + Rn , we see that Rn divides Rn−2.
Continuing in this way through B = R1Q2 + R2, we see that Rn divides B.
Finally A = BQ1 + R1 shows that Rn divides A and B. Thus Rn is a divisor of
both A and B, and we have seen that its degree is maximal. This proves (a).
If D is a greatest common divisor of A and B, it follows that D divides Rn

and deg D = deg Rn . This proves (b). We have seen that any D1 that divides
A and B necessarily divides Rn , and then (c) follows from the uniqueness of the
greatest common divisor up to scalar multiplication.
Put Rn+1 = 0, R0 = B, and R−1 = A. We prove by induction downward

that there are polynomials Sk and Tk such that RkSk + Rk+1Tk = D. The base
case of the induction is k = n, where we have Rn1 + Rn+10 = D. Suppose
that RkSk + Rk+1Tk = D with k ∏ 0. We rewrite Rk−1 = RkQk+1 + Rk+1 as
Rk+1 = Rk−1 − RkQk+1 and substitute to obtain

D = RkSk + Rk+1Tk = RkSk + Rk−1Tk − RkQk+1.

In other words, we can take Sk−1 = Tk and Tk = Sk − Qk+1, and our inductive
assertion is proved for k − 1. The assertion for −1 proves (d). §

A nonzero polynomial P with coefficients in F is prime if the only factors of
P are the scalar multiples of 1 and the scalar multiples of P .

Lemma. If A and B are nonzero polynomials with coefficients in F and if P
is a prime polynomial such that P divides AB, then P divides A or P divides B.

PROOF. Suppose that P does not divide A. Then 1 is a greatest commondivisor
of A and P , and part (d) of the above theorem produces polynomials S and T
such that AS + PT = 1. Multiplication by B gives ABS + PT B = B. Then P
divides ABS because it divides AB, and P divides PT B because it divides P .
Hence P divides B. §

Theorem (unique factorization). Every polynomial of degree ∏ 1 with coef-
ficients in F is a product of primes. This factorization is unique up to order and
to scalar multiplication of the prime factors.

PROOF. If A is givenand is not prime, decompose A = BC withdeg B < deg A
and degC < deg A. For each factor that is not prime, write the factor as the
product of two polynomials of lower degree. This process, when continued in
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this fashion, must stop since the degrees strictly decrease with any factorization.
This proves existence.
For uniqueness, assume the contrary and choosem ∏ 1 as small as possible so

that some polynomial has two distinct factorizations P1 · · · Pm = Q1 · · · Qn into
primes, apart from order and scalar factors. Adjusting scalar multiples, we may
assume that each Pj and Qk has leading coefficient 1 and that there is a global
coefficient multiplying each side. These global coefficients must be equal, being
the coefficients of the largest power of X on each side. Thus we may cancel them
and assume that each Pj and Qk has leading coefficient 1. By the lemma, the
fact that Q1 is prime means that Q1 must divide one of P1, . . . , Pm . Reordering
the factors, we may assume that Q1 divides P1. Since P1 is prime, P1 is a scalar
multiple of Q1. Since P1 and Q1 both have leading coefficient 1, P1 = Q1.
Then we can cancel P1 and Q1 from both of our factorizations, obtaining distinct
factorizations with fewer than m factors on one side. By the minimality of m,
either we have arrived at a contradiction or we now have the polynomial 1 left on
one side. Then the other side is 1, and the two sides match. §

If F is R, then X2 + 1 is prime. But X2 + 1 is not prime when F = C since
X2 + 1 = (X + i)(X − i). The Fundamental Theorem of Algebra, stated below,
implies that every prime polynomial over C is of degree 1. It is possible to prove
the Fundamental Theorem of Algebra within complex analysis as a consequence
of Liouville’s Theorem or within modern algebra as a consequence of Galois
theory and the Sylow theorems. This text gives a proof of the result in Section
II.7 using the Heine–Borel Theorem and other facts about compactness.

Fundamental Theorem of Algebra. Any polynomial with coefficients in C
and with degree ∏ 1 has at least one root.

Corollary. Let P be a nonzero polynomial of degree n with coefficients in C,
and let r1, . . . , rk be the roots. Then there exist unique integers mj > 0 such that
P(X) is a multiple of

Qk
j=1 (X − rj )mj . The numbers mj have

Pk
j=1mj = n.

PROOF. We may assume that deg P > 0. We apply unique factorization
to P(X). It follows from the Fundamental Theorem of Algebra and the Factor
Theorem that each prime polynomialwith coefficients inC has degree 1. Thus the
unique factorization of P(X) has to be of the form c

Qn
l=1(X − zl) for some

complex numbers that are unique up to order. The zl’s are roots, and every root is
a zl , by the Factor Theorem. Grouping like factors proves the desired factorization
and its uniqueness. The numbersmj have

Pk
j=1mj =n by a count of degrees. §

The integersmj in the corollary are called themultiplicities of the roots of the
polynomial P(X).
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A9. Partial Orderings and Zorn’s Lemma

A partial ordering on a set S is a relation between S and itself, i.e., a subset of
S× S, satisfying two properties. We define the expression a ≤ b to mean that the
ordered pair (a, b) is a member of the relation, and we say that “≤” is the partial
ordering. The properties are

(i) a ≤ a for all a in S, i.e., ≤ is reflexive,
(ii) a ≤ b and b ≤ c together imply a ≤ c whenever a, b, and c are in S, i.e.,

≤ is transitive.
An example of such an S is any set of subsets of a set X , with ≤ taken to

be inclusion ⊆. This particular partial ordering has a third property of interest,
namely
(iii) a ≤ b and b ≤ a with a and b in S imply a = b.

However, the validity of (iii) has no bearing on Zorn’s Lemma below. A partial
ordering is said to be a total ordering or simple ordering if (iii) holds and also
(iv) any a and b in S have either a ≤ b or b ≤ a.

For the sake of a result to be proved at the end of the section, let us interpolate
one further definition: a totally ordered set is said to be well ordered if every
nonempty subset has a least element, i.e., if each nonempty subset contains an
element a such that a ≤ b for all b in the subset.
A chain in a partially ordered set S is a totally ordered subset. An upper

bound for a chain T is an element u in S such that c ≤ u for all c in T . A
maximal element in S is an element m such that m ≤ a for some a in S implies
a ≤ m. (If (iii) holds, we can then conclude that m = a.)

Zorn’s Lemma. If S is a nonempty partially ordered set in which every chain
has an upper bound, then S has a maximal element.

REMARKS. Zorn’s Lemma will be proved below using the Axiom of Choice,
which was stated in Section A1. It is an easy exercise to see, conversely,
that Zorn’s Lemma implies the Axiom of Choice. It is customary with many
mathematical writers to mention Zorn’s Lemma each time it is invoked, even
though most writers nowadays do not ordinarily acknowledge uses of the Axiom
of Choice. Before coming to the proof, we give an example of howZorn’s Lemma
is used.

EXAMPLE. Zorn’s Lemma gives a quick proof that any real vector space V
has a basis. In fact, let S be the set of all linearly independent subsets of V , and
order S by inclusion upward as in the example above of a partial ordering. The
set S is nonempty because ∅ is a linearly independent subset of V . Let T be a
chain in S, and let u be the union of the members of T . If t is in T , we certainly
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have t ⊆ u. Let us see that u is linearly independent. For u to be dependent
would mean that there are vectors x1, . . . , xn in u with r1x1 + · · · + rnxn = 0 for
some system of real numbers not all 0. Let xj be in the member tj of the chain
T . Since t1 ⊆ t2 or t2 ⊆ t1, x1 and x2 are both in t1 or both in t2. To keep the
notation neutral, say they are both in t 02. Since t 02 ⊆ t3 or t3 ⊆ t 02, all of x1, x2, x3
are in t 02 or they are all in t3. Say they are both in t 03. Continuing in this way,
we arrive at one of the sets t1, . . . , tn , say t 0n , such that all of x1, . . . , xn are all
in t 0n . The members of t 0n are linearly independent by assumption, and we obtain
the contradiction r1 = · · · = rn = 0. We conclude that the chain T has an upper
bound in S. By Zorn’s Lemma, S has a maximal element, say m. If m is not
a basis, it fails to span. If a vector x is not in its span, it is routine to see that
m ∪ {x} is linearly independent and properly contains m, in contradiction to the
maximality of m. We conclude that m is a basis.

We now begin the proof of Zorn’s Lemma. If T is a chain in a partially ordered
set S, then an upper bound u0 for T is a least upper bound for T if u0 ≤ u for all
upper bounds of T . If (iii) holds in S, then there can be at most one least upper
bound for T . In fact, if u0 and u0

0 are least upper bounds, then u0 ≤ u0
0 since

u0 is a least upper bound, and u0
0 ≤ u0 since u0

0 is a least upper bound; by (iii),
u0 = u0

0.

Lemma. Let X be a nonempty partially ordered set such that (iii) holds, and
write ≤ for the partial ordering. Suppose that X has the additional property that
each nonempty chain in X has a least upper bound in X . If f : X → X is a
function such that x ≤ f (x) for all x in X , then there exists an x0 in X with
f (x0) = x0.

PROOF. A nonempty subset E of X will be called admissible for purposes of
this proof if f (E) ⊆ E and if the least upper bound of each nonempty chain in
E , which exists in X by assumption, actually lies in E . By assumption, X is an
admissible subset of X . If x is in X , then the intersection of admissible subsets of
X containing x is admissible. Let Ax be the intersection of all admissible subsets
of X containing x . This is admissible, and since the set of all y in X with x ≤ y
is admissible and contains x , it follows that x ≤ y for all y ∈ Ax . By hypothesis,
X is nonempty. Fix an element a in X , and let A = Aa . The main step will be to
prove that A is a chain.
To do so, consider the subsetC of members x of A with the property that there

is a nonempty chain Cx in A containing a and x such that
• a ≤ y ≤ x for all y in Cx ,
• f (Cx − {x}) ⊆ Cx , and
• the least upper bound of any nonempty subchain of Cx is in Cx .



A9. Partial Orderings and Zorn’s Lemma 625

The element a is in C because we can take Ca = {a}. If x is in C , so that Cx
exists, let us use the bulleted properties to see that

A = Ax ∪ Cx . (∗)

We have A ⊇ Cx by definition; also A∩ Ax is an admissible set containing x and
hence containing A, and thus A ⊇ Ax . Therefore A ⊇ Ax ∪ Cx . For the reverse
inclusion it is enough to prove that Ax∪Cx is an admissible subset of X containing
a. The elementa is inCx , and thusa is in Ax∪Cx . For the admissibilitywehave to
show that f (Ax ∪Cx) ⊆ Ax ∪Cx and that the least upper bound of any nonempty
chain in Ax ∪Cx lies in Ax ∪Cx . Since x lies in Ax , Ax ∪Cx = Ax ∪ (Cx −{x})
and f (Ax ∪ Cx) = f (Ax) ∪ f (Cx − {x}) ⊆ Ax ∪ Cx , the inclusion following
from the admissibility of A and the second bulleted property of Cx .
To complete the proof of (∗), take a nonempty chain in Ax ∪ Cx , and let u be

its least upper bound in X ; it is enough to show that u is in Ax ∪Cx . The element
u is necessarily in A since A is admissible. Observe that

y ≤ x and x ≤ z whenever y is in Cx and z is in Ax . (∗∗)

If the chain has at least one member in Ax , then (∗∗) implies that x ≤ u, and
hence the set of members of the chain that lie in Ax forms a nonempty chain in
Ax with least upper bound u. Since Ax is admissible, u is in Ax . Otherwise the
chain has all its members in Cx , and then u is in Cx by the third bulleted property
of Cx .
This completes the proof of (∗). Let us now prove that ifCx andCx 0 exist with

x ≤ x 0 and x 6= x 0, then
Cx ⊆ Cx 0 . (†)

In fact, application of (∗) to x 0 gives A = Ax 0 ∪Cx 0 . Intersecting both sides with
Cx shows that Cx = (Cx ∩ Ax 0) ∪ (Cx ∩Cx 0). On the right side, the first member
is empty by (∗∗), and thus Cx = Cx ∩ Cx 0 . This proves (†).
Let C be the set of all members x of A for which Cx exists. We have seen that

a is in C . If we apply (∗) and (∗∗) first to a member x of C and then to a member
x 0 of C , we see that either x ≤ x 0 or x 0 ≤ x . That is, C is a chain.
Let us see that f (C) ⊆ C . If x is in C , then the set D = Cx ∪{ f (x)} certainly

has a as a member. The second bulleted property of Cx shows that f carries
Cx − {x} into D, and also f carries x into D. Thus f carries D − { f (x)} into
D, and D satisfies the second bulleted property of Cf (x). If {xα} is a chain in D
with least upper bound u, there are two possibilities. Either u is f (x), which is
in D by construction, or u is in C , which contains the least upper bound of any
nonempty chain in it. Thus u is in D, D satisfies the third bulleted property of
Cf (x), and Cf (x) exists. In other words, f (x) is in C , and f (C) ⊆ C .
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Finally let us see that the least upper bound u of an arbitrary chain {xα} in C ,
which exists in X by assumption, is a member of C . If xα = u for some α, then
Cu = Cxα

exists, and u is in C . So assume that xα 6= u for all α. Our candidate
for Cu will be D = (

S
α Cxα

) ∪ {u}. This certainly contains a. We check that
D satisfies the second bulleted property of Cu . For each α, we can find a β with
xα ≤ xβ and xα 6= xβ , since u is the least upper bound of all the x’s. Then (†)
gives Cxα

⊆ Cxβ
− {xβ}, and f (Cxα

) ⊆ f (Cxβ
− {xβ}) ⊆ Cxβ

⊆ D. Taking the
union over α shows that D satisfies the second bulleted property of Cu .
To see that D satisfies the third bulleted property ofCu , let v be the least upper

bound in A of a chain {yβ} in Cu . If v 6= u, then v cannot be an upper bound of
{xα}. So we can choose some xα0 such that v ≤ xα0 . Each yβ is ≤ v, and thus
each yβ is ≤ xα0 . Referring to (∗), we see that all yβ’s lie in Cxα0

. By the third
bulleted property of Cxα0

, v is in Cxα0
. Thus v is in D, and D satisfies the third

bulleted property of Cu . Consequently the least upper bound u of an arbitrary
chain in C lies in C .
In short, C is an admissible set containing a, and it also is a chain. Since A is

a minimal admissible set containing a, C = A and also A is a chain. Let u be the
least upper bound of A. We have seen that f (A) ⊆ A, and thus f (u) ≤ u. On
the other hand, u ≤ f (u) by the defining property of f . Therefore f (u) = u,
and the proof is complete. §

PROOF OF ZORN’S LEMMA. Let S be a partially ordered set, with partial
ordering ≤, in which every chain has an upper bound. Let X be the partially
ordered system, ordered by inclusion upward ⊆, of nonempty chains6 in S. The
partially ordered system X , being given by ordinary inclusion, satisfies property
(iii). A nonempty chainC in X is a nested system of chains cα of S, and

S
α cα is

a chain in S that is a least upper bound for C . The lemma is therefore applicable
to any function f : X → X such that c ⊆ f (c) for all c in X . We use the lemma
to produce a maximal chain in X .
Arguing by contradiction, suppose that no chain within S is maximal under

inclusion. For each nonempty chain cwithin S, let f (c) be a chain with c ⊆ f (c)
and c 6= f (c). (This choice of f (c) for each c is where we use the Axiom of
Choice.) The result is a function f : X → X of the required kind, the lemma
says that f (c) = c for some c in X , and we arrive at a contradiction. We conclude
that there is some maximal chain c0 within S.
By assumption in Zorn’s lemma, every nonempty chain within S has an upper

bound. Let u0 be an upper bound for the maximal chain c0. If u is a member of S
with u0 ≤ u, then c0 ∪ {u} is a chain and maximality implies that c0 ∪ {u} = c0.

6Here a chain is simply a certain kind of subset of S, and no element of S can occur more than
once in it even if (iii) fails for the partial ordering. Thus if S = {x, y} with x ≤ y and y ≤ x , then
{x, y} is in X and in fact is maximal in X .
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Therefore u is in c0, and u ≤ u0. This is the condition that u0 is a maximal
element of S. §

Corollary (Zermelo’s well-ordering theorem). Every set has a well ordering.
PROOF. Let S be a set, and let E be the family of all pairs (E,≤E) such that E

is a subset of S and ≤E is a well-ordering of E . The family E is nonempty since
(∅, ∅) is a member of it. We partially order E by a notion of “inclusion as an
initial segment,” saying that (E,≤E) ≤ (F,≤F) if

(i) E ⊆ F ,
(ii) a and b in E with a ≤E b implies a ≤F b,
(iii) a in E and b in F but not E together imply a ≤F b.

In preparation for applying Zorn’s Lemma, let C = {(Eα,≤α)} be a chain in E,
with the α’s running through some set I . Define E0 =

S
α Eα and define ≤0 as

follows: If e1 and e2 are in E0, let e1 be in Eα1 with α1 in I , and let e2 be in Eα2

with α2 in I . Since C is a chain, we may assume without loss of generality that
(Eα1,≤α1) ≤ (Eα2,≤α2), so that Eα1 ⊆ Eα2 in particular. Then e1 and e2 are both
in Eα2 and we define e1 ≤0 e2 if e1 ≤α2 e2, or e2 ≤0 e1 if e2 ≤α2 e1. Because of
(i) and (ii) above, the result is well defined independently of the choice of α1 and
α2. Similar reasoning shows that ≤0 is a total ordering of E0. If we can prove
that ≤0 is a well ordering, then (E0,≤0) is evidently an upper bound in E for the
chain C, and Zorn’s Lemma is applicable.
Now suppose that F is a nonempty subset of E0. Pick an element of F , and

let Eα0 be a set in the chain that contains it. Since (Eα0,≤α0) is well ordered and
F∩Eα0 is nonempty, F∩Eα0 contains a least element f0 relative to≤α0 . We show
that f0 ≤0 f for all f in F . In fact, if f is given, there are two possibilities. One
is that f is in Eα0 ; in this case, the consistency of ≤0 with ≤α0 forces f0 ≤0 f .
The other is that f is not in Eα0 but is in some Eα1 . Since C is a chain and
Eα1 ⊆ Eα0 fails, we must have (Eα0,≤α0) ≤ (Eα1,≤α1). Then f is in Eα1 but
not Eα0 , and property (iii) above says that f0 ≤α1 f . By the consistency of the
orderings, f0 ≤0 f . Hence f0 is a least element in F , and E0 is well ordered.
Application of Zorn’s Lemma produces a maximal element (E,≤E) of E. If

E were a proper subset of S, we could adjoin to E a member s of S not in E and
define every element e of E to be ≤ s. The result would contradict maximality.
Therefore E = S, and S has been well ordered. §

A10. Cardinality

Two sets A and B are said to have the same cardinality, written card A = card B,
if there exists a one-one function from A onto B. On any setA of sets, “having the
same cardinality” is plainly an equivalence relation and therefore partitionsA into
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disjoint equivalence classes, the sets in each class having the samecardinality. The
question of what constitutes cardinality (or a “cardinal number”) in its own right
is one that is addressed in set theory but that we do not need to address carefully
here; the idea is that each equivalence class under “having the same cardinality”
has a distinguished representative, and the cardinal number is defined to be that
representative. We write card A for the cardinal number of a set A.
Having addressed equality, we now introduce a partial ordering, saying that

card A ≤ card B if there is a one-one function from A into B. Thefirst result below
is that card A ≤ card B and card B ≤ card A together imply card A = card B.

Proposition (Schroeder–Bernstein Theorem). If A and B are sets such that
there exist one-one functions f : A → B and g : B → A, then A and B have
the same cardinality.

PROOF. Define the function g−1 : image g → A by g−1(g(a)) = a; this
definition makes sense since g is one-one. Write (g ◦ f )(n) for the composition
of g ◦ f with itself n times, and define ( f ◦ g)(n) similarly. Define subsets An
and A0

n of A and subsets Bn and B 0
n for n ∏ 0 by

An = image((g ◦ f )(n)) − image((g ◦ f )(n) ◦ g),

A0
n = image((g ◦ f )(n) ◦ g) − image((g ◦ f )(n+1)),

Bn = image(( f ◦ g)(n)) − image(( f ◦ g)(n) ◦ f ),

B 0
n = image(( f ◦ g)(n) ◦ f ) − image(( f ◦ g)(n+1)),

and let

A∞ =
∞T

n=0
image((g ◦ f )(n)) and B∞ =

∞T

n=0
image(( f ◦ g)(n)).

Then we have

A = A∞ ∪
∞S

n=0
An ∪

∞S

n=0
A0
n and B = B∞ ∪

∞S

n=0
Bn ∪

∞S

n=0
B 0
n,

with both unions disjoint.
Let us prove that f carries An one-one onto B 0

n . If a is in An , then a =
(g ◦ f )(n)(x) for some x ∈ A and a is not of the form (g ◦ f )(n)(g(y)) with
y ∈ B. Applying f , we obtain f (a) = ( f ◦ ((g ◦ f )(n))(x) = ( f ◦ g)(n)( f (x)),
so that f (a) is in the image of (( f ◦ g)(n) ◦ f ). Meanwhile, if f (a) is in the
image of ( f ◦ g)(n+1), then f (a) = ( f ◦ g)(n+1)(y) = f ((g ◦ f )(n)(g(y))) for
some y ∈ B. Since f is one-one, we can cancel the f on the outside and obtain
a = (g ◦ f )(n)(g(y)), in contradiction to the fact that a is in An . Thus f carries
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An into B 0
n , and it is certainly one-one. To see that f (An) contains all of B 0

n , let
b ∈ B 0

n be given. Then b = ( f ◦ g)(n)( f (x)) for some x ∈ A and b is not of the
form ( f ◦ g)(n+1)(y) with y ∈ B. Hence b = f ((g ◦ f )(n)(x)), i.e., b = f (a)
with a = (g ◦ f )(n)(x). If this element a were in the image of (g ◦ f )(n) ◦ g,
we could write a = (g ◦ f )(n)(g(y)) for some y ∈ B, and then we would have
b = f (a) = f ((g ◦ f )(n)(g(y))) = ( f ◦ g)(n+1)(y), contradiction. Thus a is in
An , and f carries An one-one onto B 0

n .
Similarly g carries Bn one-one onto A0

n . Since A0
n is in the image of g, we can

apply g−1 to it and see that g−1 carries A0
n one-one onto Bn .

The same kind of reasoning as above shows that f carries A∞ one-one onto
B∞. In summary, f carries each An one-one onto B 0

n and carries A∞ one-one
onto B∞, while g−1 carries each A0

n one-one onto Bn . Then the function

h =

Ω f on A∞ and each An,
g−1 on each A0

n,

carries A one-one onto B. §

Next we show that any two sets A and B have comparable cardinalities in the
sense that either card A ≤ card B or card B ≤ card A.

Proposition. If A and B are two sets, then either there is a one-one function
from A into B or there is a one-one function from B into A.

PROOF. Consider the set S of all one-one functions f : E → B with E ⊆ A,
the empty function with E = ∅ being one such. Each such function is a certain
subset of A×B. If we order S by inclusion upward, then the union of themembers
of any chain is an upper bound for the chain. By Zorn’s Lemma let G : E0 → B
be a maximal one-one function of this kind, and let F0 be the image of G. If
E0 = A, then G is a one-one function from A into B. If F0 = B, then G−1

is a one-one function from B into A. If neither of these things happens, then
there exist x0 ∈ A − E0 and y0 in B − F0, and the function eG equal to G on
E0 and having eG(x0) = y0 extends G and is still one-one; thus it contradicts the
maximality of G. §

Cantor’s proof that there exist uncountable sets, donewith a diagonal argument,
in fact showed how to start from any set A and construct a set with strictly larger
cardinality.

Proposition (Cantor). If A is a set and 2A denotes the set of all subsets of A,
then card 2A is strictly larger than card A.
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PROOF. The map x 7→ {x} is a one-one function from A into 2A. If we are
given a one-one function F : A → 2A, let E be the set of all x in A such that x is
not in F(x). If F(x0) = E , then x0 ∈ E implies x0 /∈ F(x0) = E , while x0 /∈ E
implies x ∈ F(x0) = E . We have a contradiction in any case, and hence E is not
in the image of F . We conclude that F cannot be onto 2A. §



APPENDIX B

Elementary Complex Analysis

Abstract. This appendix treats some aspects of elementary complex analysis that are useful as tools
in real analysis. It assumes knowledge of Appendix A and much of Chapters I to III.
Section B1 Introduces the complex derivative of a complex-valued function defined on an open

subset of C, and it relates the notion to differentiability in the sense of Chapter III. The Cauchy–
Riemann equations are part of this relationship. An analytic function on a region in C is a function
with a complex derivative at each point.
Section B2 introduces complex line integrals and relates them to the traditional line integrals

in the last three sections of Chapter III. An important result is that a continuous complex-valued
function on a region in C is the complex derivative of an analytic function if and only if its complex
line integral over every piecewise C1 closed curve in the region is zero.
Section B3 proves Goursat’s Lemma and a local form of the Cauchy Integral Theorem. Goursat’s

Lemma says that the complex line integral of a function over a rectangle is 0 if the function is analytic
on a region containing the rectangle and its inside. The local form of the Cauchy Integral Theorem
that follows says that for an analytic function in an open disk, the complex line integral is zero over
every piecewise C1 closed curve.
SectionB4 obtains a simple form of the Cauchy Integral Formula for a disk and derives from it the

corresponding formula for complex derivatives, Morera’s Theorem, Cauchy’s estimate, Liouville’s
Theorem, and the Fundamental Theorem of Algebra.
Section B5 establishes two versions of the complex-variable form of Taylor’s Theorem. The first

form includes a remainder term, and the second form asserts a convergent power series expansion.
Section B6 treats various local properties of analytic functions in regions. If the complex

derivatives of all orders of such a function are zero, then the function is 0. Consequently if the
function is not identically 0, then any zero has a nonnegative integer order, and the zeros of the
function are isolated. Other consequences are the MaximumModulus Theorem, a description of the
behavior at poles, Weierstrass’s result on essential singularities, and the Inverse Function Theorem.
Section B7 examines the exponential function and its local invertibility. This examination leads

to the definition of winding number for a closed curve about a point, and the general form of the
Cauchy Integral Formula for a disk follows.
Section B8 discusses operations on Taylor series and methods for computing such series.
Section B9 gives a first form of the Argument Principle relating the integral of f 0(z)/ f (z) to the

zeros and poles of f (z).
Section B10 states and proves a first form of the Residue Theorem for evaluating the complex

line integral of a function analytic except for poles.
Section B11 uses the the first form of the Residue Theorem to evaluate a number of examples of

real definite integrals.
Section B12 extends the Cauchy Integral Theorem from closed curves in disks to cycles in simply

connected regions, and it derives a corresponding version of the Residue Theorem.

631
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Section B13 examines the extent to which the results of Section B12 extend to general regions
when the cycle is assumed to be a boundary cycle.
Section B14 develops the Laurent series expansion of a function analytic in an annulus (washer).

As a consequence the nature of essential singularities becomes a little clearer.
Section B15 introduces holomorphic functions of several variables, showing the equivalence of

various definitions of such functions. This material is not used until Advanced Real Analysis.

B1. Complex Derivative and Analytic Functions

A broad treatment of complex analysis would view complex variable theory as
a subject in its own right, with a healthy emphasis on topology, algebraic and
differential geometry, number theory, and differential equations. Out of such a
treatment would emerge the fact that the subject has great power in applications
through the simplicity of its fundamental theorems and its remarkable formulas.
This modest appendix sacrifices the broad view to get at some facts about

complex analysis that provide useful tools in real analysis. Accordingly it merely
touches on the topological/geometric aspect of the subject and does not get into
number theory or differential equations at all.
Notation and the first definitions appear in Sections A4 andA5 of AppendixA,

and Section A7 is relevant, too. Additional notation and definitions appear in
Sections III.11 and III.12, and it is assumed that the reader is familiar with all of
this material.
One point deserves emphasis here, namely the correspondence between linear

functions and matrices and how it impacts the relationship between the set C
of complex numbers and the set R of real numbers. The vector space Rn of n-
dimensional column vectors is denoted byRn . The linear functions T : Rn → Rm

correspond to them-by-n realmatrices oncewe fix the standard bases {e1, . . . , en}
of Rn and {u1, . . . , um} of Rm , as follows. The matrix A corresponding to T is
given conveniently in terms of the dot product by Ai j = T (ej ) · ui .
The passage back and forth between complex numbers and their real and

imaginary parts is fundamental. This passage allows us to identify for some
purposes the set C of complex numbers with R2, the vector space of two-
dimensional column vectors with real entries. In making this identification, we
ordinarily single out {1, i} as an ordered basis of C over R, and then a + bi in
C gets identified with the column vector

° a
b

¢
in R2. Multiplication by a fixed

complex number a + bi is a complex linear function of C into itself, and under
the identification C ∼= R2, it yields a real linear function of R2 into itself. The
matrix that corresponds to this linear function by the above prescription has first
column the expression of (a + bi)1 in the basis {1, i}, namely

° a
b

¢
; the second

column contains the expression of (a + bi)i in the basis {1, i}, namely
≥

−b
a

¥
.

Thus the matrix corresponding to multiplication by a+ bi is
≥
a −b
b a

¥
. Let us call
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this 2-by-2 matrix M(a + bi), and let us write M(C) for the set of all such real
matrices.
The emphasis in this appendix will be on functions carrying a subset of C,

usually an open set, intoC. Such a function is often written as f or as z 7→ f (z).
Traditionally one refers to the function simply as f (z), and we shall sometimes
follow this tradition. In terms of real and imaginary parts, we typically write
z = x + iy and f (z) = u(x, y) + iv(x, y). Thus we may regard f as a certain
kind of function from an open subset of R2 into R2. We shall introduce complex
differentiation of such functions and interpret the notion of complex derivative in
the light of the above discussion.
Often we make use of certain geometric shapes in C. The open disk of radius

r about z0 is the set of all z with |z − z0| < r , and the corresponding closed
disk is the set with |z − z0| ≤ r . The edge of the closed disk, namely the set
where |z − z0| = r , is a circle.1 The circle has an inside, namely the set where
|z − z0| < r , and an outside, namely the set where |z − z0| > r . The unit disk,
open or closed, is the disk of center 0 and radius 1, and the unit circle is its edge.
A polygon is the union of finitelymany line segments L j such that the endpoint

of L j−1 matches the initial point of L j and the endpoint of the last line segment
matches the initial point of the first. A triangle T is a three-sided polygon.
The inside of T is the bounded component of C − T . The corresponding filled
triangle is the union of T and its inside. Similarly a rectangle is a four-sided
polygon with two sets of parallel sides and with right angles between consecutive
sides. The inside of R is the bounded component of C − R. The corresponding
filled rectangle is the union of R and its inside.
Just as in Chapter I wemade occasional use of limits of the form limx→x0 g(x),

where g is a real-valued function on a subset of R containing an open interval
centered at x0 but possibly not containing x0 itself, now we shall make occasional
use of limits of the form limz→z0 h(z), where h is a complex-valued function
defined on a subset of C containing an open disk about z0 but possibly not
containing z0 itself. This limit will be said to exist and equal c if for each ≤ > 0,
there is some δ > 0 such that | f (z)−c| < ≤ whenever 0 < |z−z0| < δ. As in the
real case, we omit the details about why such limits respect addition, subtraction,
and multiplication and about how they can be reformulated in terms of limits of
sequences. Occasionally we shall make use of limits written limz→∞ f (z); this
means nothing more than limw→0 f (1/w).
Let f : U → C be a function defined on an open set. If z0 is in the open set,

we say that f has the complex number f 0(z0) as complex derivative at z0 if

lim
z→z0

f (z) − f (z0)
z − z0

= f 0(z0).

1In Section B2 we shall consider parametrizations of circles, but we do not do so now.
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In view of the discussion in the previous paragraph, the condition is that for any
≤ > 0, there is a δ > 0 such that whenever |z − z0| < δ and z 6= z0, thenØ
Ø f (z)− f (z0)

z−z0 − f 0(z0)
Ø
Ø < ≤. The first proposition relates this notion to the notion

of differentiability in Chapter III.

Proposition B.1. Let f = u + iv be a complex-valued function defined
on an open set in C containing the point z0 = x0 + iy0. Then f has a complex
derivative f 0(z0) at z0 if and only if the function

≥
x
y

¥
7→

≥
u(x,y)
v(x,y)

¥
is differentiable

at (x0, y0) with a Jacobian matrix in M(C), and in this case the Jacobian matrix
of

≥
x
y

¥
7→

≥
u(x,y)
v(x,y)

¥
is M( f 0(z0)).

We give the proof at the end of this section. Let us observe the following
consequence.

Corollary B.2 (Cauchy–Riemann equations). Let f = u + iv be a complex-
valued function defined on an open set in C containing the point z0 = x0 + iy0.
If f has a complex derivative at z0, then

@u
@x

=
@v

@y
and

@u
@y

= −
@v

@x
at (x0, y0),

and f 0(z0) is given by

f 0(z0) = @u
@x (x0, y0) + i @v

@x (x0, y0) = −i @u
@y (x0, y0) + @v

@y (x0, y0).

Conversely if the first partial derivatives of u and v exist in a neighborhood of
(x0, y0) and if the first partial derivatives are continuous at (x0, y0) and satisfy
@u
@x = @v

@y and
@u
@y = − @v

@x at (x0, y0), then f has a complex derivative at z0.

PROOF. If f = u + iv has a complex derivative at z0, then Proposition B.1
shows that the Jacobian matrix of

≥
x
y

¥
7→

≥
u(x,y)
v(x,y)

¥
exists and is of the form

≥
a −b
b a

¥
, where f 0(z0) = a + bi . Since the Jacobian matrix has the form

µ @u
@x (x0, y0)

@u
@y (x0, y0)

@v
@x (x0, y0)

@v
@y (x0, y0)

∂
,

the first partial derivatives have to satisfy the indicated equations. The asserted
formulas for f 0(z0) follow. For the converse Theorem 3.7 says that the existence
of the first partial derivatives in a neighborhood of (x0, y0) and the continuity of
them at (x0, y0) implies that

≥
x
y

¥
7→

≥
u(x,y)
v(x,y)

¥
is differentiable at (x0, y0). The

differentiability at (x0, y0) and the equations satisfied by the partial derivatives
together imply that f has a complex derivative at z0, by Proposition B.1. §
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For a complex-valued function f = u + iv, let us understand @ f
@x (z0) to mean

@u
@x (x0, y0) + i @v

@x (x0, y0). Similarly
@ f
@y (z0) means

@u
@y (x0, y0) + i @v

@y (x0, y0). In
this notation we can rephrase Corollary B.2 as follows.

Corollary B.20 (Cauchy–Riemann equations, complex form). Let f = u+ iv
be a complex-valued function defined on an open set in C containing the point
z0 = x0 + iy0. If f has a complex derivative at z0, then

@ f
@x

(z0) = −i
@ f
@y

(z0),

and each of these equals f 0(z0). Conversely if @ f
@x and

@ f
@y exist in a neighborhood

of z0 and are continuous at z0 and satisfy @ f
@x (z0) = −i @ f

@y (z0), then f has a
complex derivative at z0, and it equals both of these quantities.

Our interest will be in functions that have a complex derivative at every point
of an open set. It is customary to work with open sets that are connected. Taking
a cue from Section III.12, we use the term region to refer to any nonempty
connected open subset of C. Any two points in a region can be connected by a
piecewise C1 curve, according to Lemma 3.46.
If U is a region in C, we say that f : U → C is an analytic function if f has

a complex derivative at every point ofU . The term “regular function” was in use
formerly, and the term “holomorphic function” is often used by people who also
have in mind functions of several complex variables. A function that is analytic
in the region C is said to be entire.

EXAMPLES.
(1) Any complex linear combination of analytic functions is analytic, and so

is the product of two analytic functions. The quotient of two analytic functions is
analytic on the (open) subset where the denominator is nonzero. The proofs are
the same as in calculus, and the usual product and quotient rules remain valid for
complex differentiation.
(2) Any constant function is analytic on all of C, the complex derivative being

the 0 function, and z 7→ zn is entire for any integer n ∏ 0, the complex derivative
being nzn−1. The proofs are the same as in calculus. Similarly when n is a
negative integer, z 7→ zn is analytic on C − {0} with complex derivative nzn−1.
(3) If f and g are analytic functions and the domain of g contains the image of

f , then the composition g ◦ f is analytic on the domain of f , and (g ◦ f )0(z) =
g0( f (z)) f 0(z). The proof is the same as in calculus.

(4) From Theorem 1.37 we know that if a power series
∞P

n=0
cnzn converges in

C for some z0 with |z0| = R, then it converges absolutely for |z| < R. In this
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situation the function f (z) =
∞P

n=0
cnzn turns out to be analytic for |z| < R, and its

complex derivative is
∞P

n=0
(n + 1)cn+1zn . With some effort one can work to adapt

the proof of Theorem 1.23 to handle this situation. But it is much easier to derive
this fact by using complex line integrals, and we therefore postpone the proof to
the next section.

PROOF OF PROPOSITION B.1. Write z = x + iy, let a candidate for f 0(z0) be
a + ib, and temporarily put z − z0 = h + ik. The expression that is to tend to 0
in the definition of complex derivative is

|z|−1
°
f (z) − f (z0) − (z − z0) f 0(z0)

¢

= |z|−1
°
f (z) − f (z0) − (a + ib)(h + ik)

¢

= |x + iy|−1
°
u(x, y) − u(x0, y0) + iv(x, y) − iv(x0, y0) − (a + ib)(h + ik)

¢

= |x + iy|−1
°
u(x, y) − u(x0, y0) − ( a −b )

≥
x−x0
y−y0

¥ ¢

+ |x + iy|−1i
°
v(x, y) − v(x0, y0) − ( b a )

≥
x−x0
y−y0

¥ ¢
,

and this tends to 0 in C if and only if

|(x, y)|−1
° ≥

u(x,y)−u(x0,y0)
v(x,y)−v(x0,y0)

¥
−

≥
a −b
b a

¥ ≥
x−x0
y−y0

¥ ¢

tends to 0 in R2. This latter expression is what is to tend to 0 in the definition of
differentiability with Jacobian matrix in M(C). §

B2. Complex Line Integrals

This section introduces complex line integrals. These amount to ordinary line
integrals as in Section III.12 but with a change of notation. The parametrically
defined curve ∞ is now viewed as taking its values in C, rather than in R2, and
the continuous vector field F that is defined at least on the image of ∞ and takes
values in R2 is replaced by a continuous function f that is defined at least on the
image of ∞ and takes values in C. With this change in notation, Theorem 3.44
becomes the following statement.

Proposition B.3. If ∞ : [a, b] → R2 is a rectifiable simple arc and f is a
continuous complex-valued function on the image of ∞ , then there exists a unique
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number, denoted
R
∞ f (z) dz, with the following property. For any ≤ > 0, there

exists a δ > 0 such that any partition P = {tj }mj=0 of [a, b] with µ(P) < δ has

Ø
Ø
Ø
Z

∞

f (z) dz −
mX

j=1
f (∞ (tj−1))

°
∞ (tj ) − ∞ (tj−1)

¢ØØ
Ø < ≤.

REMARKS.
(1) This result is just a restatement of Theorem 3.44 for dimension 2 in slightly

different terminology, andno furtherproofwill beneeded. Thenumber
R
∞ f (z) dz

is called the complex line integral of f over ∞ .
(2) A subtle mixing of terms is involved in the passage from Theorem 3.44 to

Proposition B.3. To understand it, write F for the complex-valued function in
Theorem 3.44, and write F in terms of its real and imaginary parts as F =

≥
F1
F2

¥
.

Decompose f in Proposition B.3 into its real and imaginary parts as u + iv, and
view ∞ (t) in the respective cases as

≥
x(t)
y(t)

¥
and x(t) + iy(t). The sum over the

partition in Theorem 3.44 involves a dot product, namely

F1(x, y)(x(tj ) − x(tj−1)) + F2(x, y)(y(tj ) − y(tj−1)),

while the sum in Proposition B.3 involves a product of two complex numbers,
namely

(u(x, y) + iv(x, y))
°
((x(tj ) − x(tj−1)) + i(y(tj ) − y(tj−1))

¢

To match the two we want to have F1 = u + iv and F2 = i(u + iv). That is,
the complex line integral

R
∞ f (z) dz equals the ordinary line integral over ∞ of

the complex-valued vector field
≥

f
i f

¥
. Theorem 3.44 implies Proposition B.3

because Theorem 3.44 was actually valid for complex-valued vector fields.
(3) For our purposes the virtue of formulating complex line integrals as a limit

of a sumof this kind is thatwe can see by inspection that the answer is independent
of the parametrization as long as a reparametrization is orientation-preserving.
The reasoning is the same as in Section III.12.
(4) The definition of complex line integral immediately extends to piecewise

C1 curves in C, as they were defined in Section III.12. If ∞ : [a, b] → R2 is
the curve, if the intervals on which it is a tamely behaved simple arc are those
relative to a partition {cj }mj=0, and if f is a continuous complex-valued function
on the image on ∞ , then the definition of the complex line integral of f over ∞
extends to this situation by the formula

Z

∞

f (z) dz =
mX

j=1

Z

∞[cj−1,cj ]

f (z) dz.



638 Appendix B. Elementary Complex Analysis

(5) Of particular interest to us will be the case of the standard circle in C of
radius r > 0 and center a. By thiswemean the piecewiseC1 curve z(t) = a+reit
for 0 ≤ t ≤ 2π . This circle is traversed counterclockwise when C is viewed in
the usual way as a plane with the real axis horizontal pointing to the right and the
imaginary axis vertical pointing up.2 Integration over the standard circle of radius
r and center a is often indicated by the notation

R
|z−a|=r . The circle is not a simple

arc, being equal at the two ends, but the theory applies to it. It can be viewed, for
example, as built from two tamely behaved simple arcs. However it is viewed,
complex line integrals over it give the same result independently of what pieces
are used and what parametrization is used, as long as the pieces and the pieces of
the standard circle are related by an orientation-preserving reparametrization.

Proposition B.4. If ∞ : [a, b] → C is a tamely behaved simple arc and if f is
a continuous complex-valued function on the image of ∞ , then the complex line
integral of f over ∞ , which exists by Proposition B.3, is given by

Z

∞

f (z) dz = lim
a0↓a, b0↑b,
a<a0<b0<b

Z b0

a0
f (∞ (t))∞ 0(t) dt.

REMARKS.
(1) This follows from Theorem 3.44.
(2) As usual, we abbreviate the right side of this formula as

Z b

a
f (∞ (t))∞ 0(t) dt,

ignoring the fact that the integrand may be unbounded and that the integral is not
strictly a Riemann integral. It is, however, a Lebesgue integral in the sense of
Chapter V, and it presents no difficulty.
(3) In analogy with what happened for ordinary line integrals in Section III.12,

the Schwarz inequality gives
Ø
Ø
Ø
R b
a f (∞ (t))∞ 0(t) dt

Ø
Ø
Ø ≤

R b
a | f (∞ (t))∞ 0(t)| dt,

and this translates into a way of estimating a complex line integral in terms of an
integral with respect to arc length:

Ø
Ø
Ø
Z

∞

f (z) dz
Ø
Ø
Ø ≤

Z

∞

| f | ds.

2However, if perversely one wants to view the imaginary axis as pointing down, then standard
circles are traversed clockwise.
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(4) The formula of the proposition, with notation simplified as in Remark 2,
immediately extends to complex line integrals over curves that are piecewise C1
in the sense3 of Section III.12. The formula in Remark 4 with Proposition B.3 is
used for the whole curve, and the formula of the present proposition applies to
each constituent simple arc.

Proposition B.5. If f is a continuous complex-valued function on a region
U in C, then f is the complex derivative of some analytic function on U if and
only if the value of the complex line integral

R
∞ f (z) dz over each piecewise C1

curve ∞ : [a, b] → U depends only on the endpoints ∞ (a) and ∞ (b) and not on
the values of ∞ (t) for a < t < b. In this case, any analytic function F whose
complex derivative is f satisfies

R
∞ f (z) dz = F(∞ (b)) − F(∞ (a)).

PROOF. Remark 2 with Proposition B.3 shows that the complex-valued vector
field onU that corresponds to f is

≥
f
i f

¥
. Proposition 3.47 shows that the ordinary

line integrals of this vector field are independent of the path, depending only on
the endpoints, if and only if

≥
f
i f

¥
is the gradient of some (complex-valued) C1

function F on U . That condition means that f = @F
@x and i f = @F

@y .
If such an F exists, then @F

@x = −i @F
@y on U , and Corollary B.2

0 shows that
F is analytic on U with F 0(z) = f (z) on U . Conversely if F is any analytic
function on U with F 0 = f , then Corollary B.20 says that f = @F

@x = −i @F
@y .

Hence i f = i(−i @F
@y ) = @F

@y .
The formula

R
∞ f (z) dz = F(∞ (b)) − F(∞ (a)) comes out of the proof of

Proposition 3.47. §

Corollary B.6. IfU is a region inC, then a continuous function f : U → C is
the complex derivative of an analytic function onU if and only if

R
∞ f (z) dz = 0

for every piecewise C1 closed curve ∞ in U .

PROOF. If f is the complex derivative of some F , then
R
∞ f (z) dz = 0 for

every piecewise C1 closed curve in U as a consequence of Proposition B.5 with
∞ (b) = ∞ (a). Conversely suppose

R
∞ f (z) dz = 0 for every piecewiseC1 closed

curve inU , and let p and q be inU . If ∞1 and ∞2 are two piecewiseC1 curves from
p to q, then ∞1−∞2 is a piecewiseC1 closed curve from p to itself. By hypothesis,R
∞1−∞2

f (z) dz = 0. Hence
R
∞1
f (z) dz =

R
∞2
f (z) dz. By Proposition B.5, f is

the complex derivative of some F . §

3Warning. The definition of piecewise C1 in Section III.12 requires less at the endpoints of each
constituent interval than the standard condition given in Section A2 of Appendix A. Thus any reader
who skipped Section III.12 might do well to read the definition in Section III.12 now.
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For each integer n ∏ 0, the power zn is the complex derivative of zn+1/(n+1)
on C. Therefore

R
∞ z

n dz = 0 for every piecewise C1 closed curve ∞ in C when
n ∏ 0. Combining this fact with Corollary B.6, we can complete Example 4 of
analytic functions, given in the previous section, as follows.

Corollary B.7. Suppose that the power series
∞P

n=0
cnzn0 is convergent for some

z0 with |z0| = R. Then the series
∞P

n=0
cnzn is absolutely convergent for |z| < R,

and the sum f (z) is an analytic function for |z| < R whose complex derivative
is given by term-by-term complex differentiation of the series for f (z).

PROOF. The absolute convergence was proved in Theorem 1.37. That theorem

showed that if R0 is any positive number with R0 < R, then the series
∞P

n=0
|cnzn|

is uniformly convergent for |z| ≤ R0, and so is the series
∞P

n=0
|(n + 1)cn+1zn|.

Introduce fN (z) =
NP

n=0
cnzn and gN (z) =

N−1P

n=0
(n + 1)cn+1zn , and define g(z) =

∞P

n=0
(n+1)cn+1zn . Observe that f 0

N (z) = gN (z) for all z and that f (0) = fN (0) =

c0 for all N .
Let R0 be any positive number with R0 < R, and let ∞ be any piecewise C1

closed curve from 0 to z0 with image in the open disk |z| < R0. The straight
line segment from 0 to z0 is one such curve. By Proposition B.5, fN (z0) =
c0+

R
∞ gN (z) dz for every N . On the image of ∞ , gN (z) tends uniformly to g(z),

and also limN fN (z0) = f (z0). By Theorem 1.31, limN
R
∞ gN (z) dz =

R
∞ g(z).

Therefore f (z0) = c0+
R
∞ g(z) dz, and

R
∞ g(z) dz is exhibited as depending only

on the endpoints of ∞ . Since z0 is arbitrary with |z0| < R0, Proposition B.5 shows
that g(z) is the complex derivative of an analytic function F for |z| < R0 and that
function F(z) has F(z) − F(0) =

R
∞ g(z) dz. From F(z) − F(0) = f (z) − c0,

we see that f (z) is analytic and that f 0(z) = g(z). §

EXAMPLE. It follows immediately that the functions

ez = exp z =
∞P

n=0

zn
n! , sin z =

∞P

n=0

(−1)n z2n+1
(2n+1)! , cos z =

∞P

n=0

(−1)n z2n
(2n)! ,

which were defined and analyzed in Section I.7, are all analytic functions on C.
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For each integern ≤ −2onC−{0}, zn is the complexderivativeof zn+1/(n+1).
Therefore CorollaryB.6 shows that

R
∞ z

n dz = 0 for all integers n ≤ −2 for every
piecewise C1 closed curve in C − {0}. However, there exist piecewise C1 closed
curves in C − {0} over which z−1 does not have integral 0. In fact, if ∞ is
any standard circle centered at 0, say the one parametrized as ∞ (t) = eit for
0 ≤ t ≤ 2π , then

R
∞ z

−1 dz =
R 2π
0 (reit)−1∞ 0(t) dt =

R 2π
0 r−1e−i t ireit dt = 2π i 6= 0.

More generally
R
∞ (z − a)−1 dz = 2π i whenever ∞ is a standard circle centered

at a.

Just as in Section III.13, we can introduce the notion of a piecewiseC1 chain.
This is a formal sum of piecewiseC1 curves, say ∞ = ∞1+· · ·+∞r , and a complex
line integral over ∞ is defined as the corresponding sum:

Z

∞

f (z) dz =
rX

k=1

Z

∞k

f (z) dz.

Two such chains are equal if all line integrals defined on both are equal. There is
no need to dwell on the formal properties of chains at this time, but we mention
that in this notation,−∞ will denote the reverse of ∞ and a chain involving terms
∞j and−∞j equals the chain with those two terms dropped. We return to consider
chains in more detail in Section B12.

B3. Goursat’s Lemma and the Cauchy Integral Theorem

A.–L. Cauchy was the person who discovered and almost single-handedly devel-
oped the foundations of complex variable theory. The key elementary fact about
analytic functions is that the complex derivative of an analytic function is again
an analytic function. The gateway toward getting at this fact is to examine the
result of Corollary B.6, that certain functions f have

R
∞ f (z) dz = 0 for every

piecewise C1 closed curve ∞ in the region U . It is not true that this conclusion
is valid for every analytic function f and every region U : toward the end of
Section B2, we saw that a standard circle ∞ about 0 in U = C − {0} always hasR
∞ z

−1 dz 6= 0.
However, Cauchy proved for certain kinds of regions that

R
∞ f (z) dz is always

0 for f analytic when the image of ∞ lies in the region. This result is called the
Cauchy Integral Theorem. In retrospect we can see instances of this equality
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from Green’s Theorem as in Theorem 3.48.4 For a region as in Theorem 3.48,
the fact that

R
∞ f (z) dz = 0 for f = u+ iv analytic on an open set containing the

region and its boundary is an immediate consequence of the Cauchy–Riemann
equations, provided the partial derivatives of u and v are continuous. See
Problem 3 at the end of this appendix for the case of a filled rectangle. This kind
of argument was what Cauchy used, but then the treatment of analytic functions
had to work with continuous complex derivatives and it was necessary to prove
that the complex derivative of such a function is again such a function.
Much later E. Goursat found a way around the assumption of continuity of f 0,

and the resulting proofs of the foundational results are not much more difficult
than the ones they replaced. In this section we shall give Goursat’s proof of a key
lemma that will be used to prove the Cauchy Integral Theorem for a disk with no
assumption that f 0 is continuous. This version of the Cauchy Integral Theorem
can be viewed as the local form of a global theorem that will be addressed later.
The local form is good enough to get at the infinite differentiability of analytic
functions, a stepwe shall carry out in the next section after establishing theCauchy
Integral Formula.

Theorem B.8 (Goursat’s Lemma). If f is analytic in a region containing the
filled rectangle

R = {z = x + iy | a ≤ x ≤ b and c ≤ y ≤ d},

and if @R is its boundary, parametrized as a piecewise C1 closed curve so as to
be traversed counterclockwise, then

R
@R f (z) dz = 0.

(a, d) (b, d)

(a, c) (b, c)

FIGURE B.1. First bisection of the rectangle R in Goursat’s Lemma.

PROOF. We use a method of bisection to isolate the worst possible behavior
within R, and then we examine the resulting situation. For any filled rectangle

4The Cauchy Integral Theorem predates Green’s Theorem.
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R0 contained in R, define

η(R0) =
R
@R0 f (z) dz.

Define R(0) = R. Write R as the union of four nonoverlapping congruent
rectangles R1, R2, R3, R4 of half the base and half the height. The orientation of
the boundary of each is to be counterclockwise, and then

@R = @R1 + @R2 + @R3 + @R4 (∗)

in the sense of equality of piecewise C1 chains as at the end off the previous
section. SeeFigureB.1. The reason for the equality (∗) is that each interior edgeof
R1, . . . , R4 that appears on the right side is traversed twice, once in each direction.
Consequently at least one of R1, . . . , R4, say Rj , has |η(Rj )| ∏ 1

4 |η(R)|. Choose
one such Rj , and call it R(1). Then we have

|η(R(1))| ∏ 1
4 |η(R(0))|.

We repeat this process with R(1), writing it as the union of four nonoverlapping
congruent rectangles, etc., and we select one of the four, which we call R(2),
in such a way that |η(R(2))| ∏ 1

4 |η(R(1))|. Proceeding inductively, we obtain a
nested sequence of filled rectangles {R(k)}∞k=0 with diagonals tending to 0 such
that

|η(R(k))| ∏ 1
4 |η(R(k−1))|

for all k ∏ 1. Hence
|η(R(k))| ∏ 4−k |η(R)| (∗∗)

for k ∏ 0. By the Heine–Borel Theorem (Corollary 2.37 and Proposition 2.35),T∞
k=0 R(k) is nonempty. Let z0 be in the intersection.
Let ≤ > 0 be given. Choose δ > 0 small enough so that the disk of radius

δ about z0 is contained in the region on which f is analytic and so that 0 <
|z − z0| < δ implies

Ø
Ø
Ø
f (z) − f (z0)

z − z0
− f 0(z0)

Ø
Ø
Ø ≤ ≤.

Then
| f (z) − f (z0) − (z − z0) f 0(z0)| ≤ ≤|z − z0|

for |z − z0| < δ. We know from the comments before Corollary B.7 that 1 and z
have integral 0 over @R(k) for each k. Therefore

η(R(k)) =
R
@R(k)

°
f (z) − f (z0) − (z − z0) f 0(z0)

¢
dz.
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Since every point z of @R(k) has |z − z0| < δ, Remark 3 with Proposition B.4
shows that

|η(R(k))| =
Ø
Ø R

@R(k)

°
f (z) − f (z0) − (z − z0) f 0(z0)

¢
dz

Ø
Ø

≤
R
@R(k) ≤|z − z0| ds ≤ ≤ diameter(@R(k)) perimeter(R(k)).

Combining this inequality with (∗∗) gives

4−k |η(R)| ≤ η(R(k)) ≤ ≤ 2−kdiameter(@R) 2−kperimeter(@R)

and therefore
|η(R)| ≤ ≤ diameter(@R) perimeter(@R). §

In order to apply Theorem B.8 easily in certain situations, we shall make its
statement at once more general and more ugly, as follows.

Theorem B.80. If f (z) is analytic in a region containing a filled rectangle R
except for finitely many interior points zj and if

lim
z→zj

(z − zj ) f (z) = 0

for each of the exceptional points, then
R
@R f (z) dz = 0.

PROOF. It is sufficient to consider the case of a single exceptional point z0,
since R can be subdivided into finitely many nonoverlapping rectangles, each
containing at most one exceptional point. When the resulting complex line
integrals over boundaries of rectangles are added, the contributions from the
edges of these rectangles that are interior to R will cancel in pairs and the result
will follow.

R R0
z0

FIGURE B.2. Handling an exceptional point in Goursat’s Lemma.

Since the single exceptional point z0 is an interior point, we can choose a small
square R0 centered at z0 as in Figure B.2, and continuation of its edges until they
meet the edges of R will determine a total of nine constituent rectangles of R.
Again the sum of the complex line integrals over all the boundaries of all nine
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rectangles will equal the integral over the boundary of R. We apply Theorem B.8
to the eight constituent rectangles other than R0 and we get 0 for each. Thus the
complex line integral over @R equals the complex line integral over @R0.
Let ≤ > 0 be given. By hypothesis we can choose R0 small enough so that

| f (z)| ≤ ≤|z − z0|−1 on @R0. Then
Ø
ØR

@R f (z) dz
Ø
Ø =

Ø
ØR

@R0 f (z) dz
Ø
Ø ≤

°
max
z∈@R0

| f (z)|
¢
perimeter(@R0)

≤ ≤
°
max
z∈@R0

|z − z0|−1
¢
perimeter(@R0).

If each side of R0 has length r0, then the expression |z − z0|−1 is as large as
possible when z is at the center of one of the sides of R0. There it is 2r−1

0 . The
perimeter of R0 is 4r0, and the estimate above becomes |

R
@R f (z) dz| ≤ 8≤. §

Theorem B.9 (Cauchy Integral Theorem, local form). If f is analytic in an
open disk D, then Z

∞

f (z) dz = 0

for every piecewise C1 closed curve in D.

PROOF. Let z0 be the center of D. For z ∈ D, define F(z) =
R
∞ f (≥ ) d≥ ,

where ∞ is a polygonal path from z0 to z whose constituent line segments are each
horizontal or vertical. Let us argue by induction on the number of line segments
in the polygonal path that the definition of F(z) is independent of the path. If two
consecutive segments are horizontal or if they are both vertical, we can combine
them into a single segment and reduce the number of segments. Thus we may
assume that the segments alternate in type, horizontal and vertical. If there are
at least three, we show how to reduce their number by means of Theorem B.8.
Wemay assume by symmetry that three consecutive segments are horizontal, then

(a) (b)

FIGURE B.3. Reduction steps in the proof of Theorem B.9.
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vertical, then horizontal. If the two horizontal segments go in the same direction,
left or right, then the starting point and the final point lie on the diagonal of a
rectangle, and one of the other two vertices of that rectangle lies5 in the given
disk D. Say that the vertex on the continuation of the first horizontal segment
lies in D, as in Figure B.3a. Then the vertical and the second horizontal can be
replaced by the other two sides of a rectangle—the continued horizontal segment
and a new vertical segment—in D because the complex line integral around the
rectangle is 0. Consequently the three given segments—first horizontal, first ver-
tical, second horizontal—can be replaced by the first horizontal, its continuation,
and the new vertical. The two horizontal segments—the first horizontal and its
continuation— can be combined into one, reducing the number of segments. A
similar argumentworks if the vertex lying in D is the other vertex of the rectangle;
the three segments get replaced by a vertical one followed by a horizontal one.
If among the three segments the two horizontal segments go in opposite

directions, as in Figure B.3b, then the vertical and the shorter horizontal span
a rectangle that lies in D, and the complex line integral around that rectangle is
0 by Theorem B.8. The three segments get replaced by two, one horizontal and
one vertical.
Thus the value of the integral over a polygonal path is the same as the integral

over a polygonal path with at most two segments. Suppose there are exactly
two segments. The nontrivial possibilities for two segments are horizontal then
vertical or else vertical then horizontal. The four segments in question are the
sides of a rectangle, around which the complex line integral gives 0. Thus the two
possibilities give the same definition for F(z). The only remaining possibilities
are that there is only one segment, and then the path is unique, or else there are
zero segments, in which case z is the center of the disk and the value of F(z) is
0. Thus F(z) is well defined.
The function F(z) is certainly continuous, as a change from z1 to z2 produces a

change in the integral of at most themaximumvalue of | f (≥ )| on a polygonal path
from z1 to z2, times the length of the polygonal path. Parametrizing horizontal
and vertical segments, we compute the partial derivatives of F . If the last segment
of a path is taken to be horizontal, we see that @F

@x (z) = f (z). If it is taken to
be vertical, we see that @F

@y (z) = i f (z). Both partial derivatives are continuous,
and Corollary B.20 implies that F has a complex derivative at each point, namely
the value of @F

@x , which is f . In other words, f is the complex derivative of an
analytic function. Corollary B.6 therefore shows that

R
∞ f (z) dz = 0 for every

piecewise C1 closed curve in D. §

5If |(x1, y1) − (a, b)| < r and |(x2, y2) − (a, b)| < r , then either |(x1, y2) − (a, b)| < r or
|(x2, y1) − (a, b)| < r because |(x1, y1) − (a, b)|2 + |(x2, y2) − (a, b)|2 = |(x1, y2) − (a, b)|2 +
(x2, y1) − (a, b)|2.
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∞
∞0∞1 ∞3

∞2 ∞4z

FIGURE B.4. Computation of
R
∞ (≥ − z)−1 d≥ over a standard circle

when z is not the center.

EXAMPLE. If ∞ is any standard circle containing the point z inside it,6 then
Z

∞

d≥

≥ − z
= 2π i.

To see this equality, form a standard circle ∞0 inside ∞ that is centered at z. We
shall show that R

∞
d≥
≥−z =

R
∞0

d≥
≥−z . (∗)

To do so, we adjoin integrations over four canceling pairs of line segments as in
Figure B.4, thereby introducing four closed curves ∞1, ∞2, ∞3, ∞4 such that tracing
out ∞ amounts to tracing out ∞1, ∞2, ∞3, ∞4, and ∞0. (Two of the line segments lie
on the line of centers for the two circles, and the other two lie on the line through
z perpendicular to the line through the centers.) Then

R
∞

d≥
≥−z =

4P

j=1

R
∞j

d≥
≥−z +

R
∞0

d≥
≥−z . (∗∗)

Each of ∞1, ∞2, ∞3, ∞4 is a closed curve lying in a disk withinC on which (≥ − z)−1
is analytic, and Theorem B.9 shows that

R
∞j

d≥
≥−z = 0 for j = 1, 2, 3, 4. Thus

(∗∗) implies (∗). The right side of (∗) is 2π i by a computation near the end of
Section B2, and consequently

R
∞

d≥
≥−z = 2π i .

Just as we did with Theorem B.8, we shall modify the statement of Theorem
B.9 to make it at once more general and more ugly, as follows. The modified
result will be easier to apply in certain situations.

6As usual, “inside it” means that the distance from z to the center of ∞ is less than the radius
of ∞ .
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Theorem B.90. If f is analytic in an open disk D except for finitely many
interior points zj and if limz→zj (z − zj ) f (z) = 0 for each of the exceptional
points, then Z

∞

f (z) dz = 0

for every piecewise C1 closed curve in D that does not pass through any of the
points zj .

PROOF. Instead of considering polygonal paths starting from the center of D,
we consider those starting from another point chosen so that its x coordinate does
not match the x coordinate of any vertical line segment and the y coordinate does
not match the y coordinate of of any horizontal line segment.
We then imitate as much as possible of the argument for Theorem B.9 except

that we consider only polygonal paths that do not pass through any zj and we
invoke TheoremB.80 repeatedly instead of TheoremB.8. The inductive argument
reduces the number of segments in the polygonal path, and the reduction is again
to two segments if neither coordinate of z matches a coordinate of some zj , but
the reduction can be only to three segments if one coordinate of z matches a
coordinate of some zj and it can be only to four segments if each coordinate of z
matches a coordinate of some zj .
The reduced case can be handled by Theorem B.80 in a noncanonical way that

we shall not write out. Then the rest of the argument, using Corollary B.20 and
Corollary B.6, applies to the region obtained by deleting the points zj from D,
and the proof is complete. §

B4. Cauchy Integral Formula

Theorem B.90 readily implies that an analytic function is given locally by an
integral formula. Then a manageable interchange of limits will show that the
complex derivative of the analytic function is given by differentiating under the
integral sign, and consequently the complex derivative is an analytic function.
Therefore analytic functions have complex derivatives of all orders, and each
of them satisfies an estimate for its size. We shall carry out these steps in this
section. In the next section we shall use the estimates to prove that the infinite
Taylor series expansion of an analytic function about the center of an open disk
converges everywhere in the disk to the analytic function.

Theorem B.10 (Cauchy Integral Formula, local form). Let f be analytic in
an open disk D, and let ∞ be any standard circle in D. If z is any point inside ∞ ,



B4. Cauchy Integral Formula 649

then

f (z) =
1
2π i

Z

∞

f (≥ ) d≥

≥ − z
.

REMARKS.
(1) Say that ∞ has center a and radius r . Recall that the condition that ∞ be a

“standard circle” means that ∞ it is given by t 7→ a+ reit with 0 ≤ t ≤ 2π . It is
enough that the circle be piecewiseC1 and that each of its pieces is an orientation-
preserving reparametrization of the corresponding piece of t 7→ a + reit .
(2) Once again the condition that z be “inside ∞ ” means that |z − a| < r .
PROOF. We apply the Cauchy Integral Theorem (TheoremB.90) to the function

g(≥ ) =
f (≥ ) − f (z)

≥ − z

on the disk D, counting z as a single exceptional point. Since f 0(z) exists,
lim≥→z(≥ − z)g(≥ ) = 0. Theorem B.90 applies and gives

R
∞ g(≥ ) d≥ = 0.

Therefore R
∞

f (≥ ) d≥
≥−z = f (z)

R
∞

d≥
≥−z . (∗)

Since
R
∞

d≥
≥−z = 2π i by the example following the proof of Theorem B.9, the

theorem follows. §

The Cauchy Integral Formula gives an explicit integral for the values of f (z)
inside the circle in terms of the values on the circle and is the first suggestion that
the values of f (z) on rather thin sets determine the values of f (z) everywhere.
This formula is just asking to be differentiated in z so as to give an integral

formula for f 0(z) in terms of the values of f . Justifying on the basis of general
theorems the interchange of any kind of derivative and a limit such as the one
defining an integral is normally hard. Theorem 1.23 shows what is involved in
the case of real functions of a real variable. Here it is better to proceed directly,
taking advantage of properties of the known function (≥ − z)−1. Once we have
succeeded, we can attempt to iterate the process and obtain formulas for complex
derivatives of all orders. The result of the iteration is as follows.

Theorem B.11. The complex derivative of an analytic function is analytic.
More specifically if C denotes a standard circle and if f (z) is analytic in an open
disk containing C and its inside, then f has complex derivatives of all orders
inside C , and they are given by

f (n)(z) =
n!
2π i

Z

C

f (≥ ) d≥

(≥ − z)n+1

at all points z inside C .
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Before coming to the proof, let us drawone important inference. That inference
is that once we can justify an interchange of complex derivative and complex line
integral in this one case, then we can handle future cases more simply. Namely
we can replace the complex differentiation by a complex line integral, and we
are confronting two integrals. The two integrals can normally be interchanged
by Fubini’s Theorem (Corollary 3.33), and the result is that the interchange of a
complex derivative and a complex line integral normally is easily justified. An
example will be given in Corollary B.15.
The theorem will follow immediately from two lemmas.

Lemma B.12. Let ∞ be a piecewise C1 closed curve in C, and let U be an
open subset ofC. If g is a continuous complex-valued function on image(∞ )×U ,
then the function z 7→

R
∞ g(≥, z) d≥ is continuous on U .

REMARK. The idea of the proof here is more important than the specific
statement. Variants of the lemma inwhich the proof needs only a small adjustment
are used in problems in Chapters VI and VIII.7

PROOF. Fix z0 in U , and let N be a closed disk centered at z0 and lying
in U . Since the set image(∞ ) × N is compact, the restriction of g to it is
uniformly continuous. Given ≤ > 0, choose δ > 0 less the the radius of N such
that any two points (≥1, z1) and (≥2, z2) in image(∞ ) × N at distance < δ have
|g(≥1, z1) − g(≥2, z2)| < ≤. Then |g(≥, z) − g(≥, z0)| < ≤ for all ≥ in image(∞ )
as long as |z − z0| < δ. Consequently

Ø
Ø R

∞ g(≥, z) d≥ −
R
∞ g(≥, z0) d≥

Ø
Ø =

Ø
Ø R

∞ [g(≥, z) − g(≥, z0)] d≥
Ø
Ø

≤
R
∞ |g(≥, z) − g(≥, z0)| ds ≤ ≤`(∞ ),

where `(∞ ) is the length of ∞ . §

Lemma B.13. Let ∞ be a piecewise C1 curve in C, and suppose that ϕ is a
continuous complex-valued function on the image of ∞ . Then for n ∏ 1, the
continuous function

Fn(z) =
Z

∞

ϕ(≥ ) d≥

(≥ − z)n

is analytic in each of the regions making up the complement of the image of ∞ ,
and its complex derivative is given by F 0

n(z) = nFn+1(z).

REMARKS. The continuity of Fn(z) is a special case of Lemma B.12. Next,
the image of ∞ is a compact set in C, and its complement is open in C. Any open

7In the variants the integral is a Lebesgue integral, image(∞ ) is replaced by some more general
compact metric space, and the integral is taken relative to a specific instance of what Chapter XI
calls a finite Borel measure.
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set in C is the union of its connected components, each of which is open and is
therefore a region. The first conclusion of the lemma is that Fn(z) is analytic on
each component.
PROOF. We begin with the case n = 1. Let z0 be a point not in the image of

∞ , and let z be a point not in the image of ∞ that is close enough to z0 to meet a
condition to be specified. Then

F1(z) − F1(z0) =
R
∞

° 1
≥−z − 1

≥−z0

¢
ϕ(≥ ) d≥ = (z − z0)

R
∞

ϕ(≥ ) d≥
(≥−z)(≥−z0) .

Hence
F1(z)−F1(z0)

z−z0 −
R
∞

ϕ(≥ ) d≥
(≥−z0)2

=
R
∞

° 1
(≥−z)(≥−z0) − 1

(≥−z0)2
¢
ϕ(≥ ) dz

=
R
∞

° 1
≥−z − 1

≥−z0

¢
ϕ(≥ ) d≥
≥−z0

= (z − z0)
R
∞

ϕ(≥ ) d≥
(≥−z)(≥−z0)2

. (∗)

To estimate (∗), letM be themaximumvalue of |ϕ(≥ )| and choose δ small enough
so that the disk of radius δ and center z0 does not meet the image of ∞ . Then
|≥ − z0| ∏ δ for ≥ in the image of ∞ . If z is in the disk of radius δ/2 about z0,
then every ≥ in the image of ∞ has

|≥ − z| ∏ |≥ − z0| − |z − z0| ∏ δ − δ/2 = δ/2

by the triangle inequality. Taking the absolute value of both sides of (∗) gives
Ø
Ø F1(z)−F1(z0)

z−z0 −
R
∞

ϕ(≥ ) d≥
(≥−z)2

Ø
Ø ≤ |z − z0| 2δ−3M`(∞ ).

This tends to 0 as z tends to z0. Therefore F1(z) has a complex derivative at z0,
and F 0

1(z0) = F2(z0) is as asserted. This completes the argument for n = 1.
We turn to the inductive step. To indicate that Fn depends on ϕ, let us write

F (ϕ)
n in place of Fn . Inductively for n ∏ 2, suppose that F (ϕ)

n−1
0 = (n− 1)F (ϕ)

n for
every ϕ. We start with the identity

1
(≥−z)n − 1

(≥−z0)n = 1
(≥−z)n−1(≥−z0)

°
1+ z−z0

≥−z
¢
− 1

(≥−z0)n

=
° 1

(≥−z)n−1(≥−z0)
− 1

(≥−z0)n
¢
+ z−z0

(≥−z)n(≥−z0) ,

insert ϕ(≥ ) d≥ throughout, integrate over ∞ , and divide by z − z0 to get
F (ϕ)
n (z)−F (ϕ)

n (z0)
z−z0 = (z − z0)−1

° R
∞

ϕ(≥ ) d≥
(≥−z)n−1(≥−z0)

−
R
∞

ϕ(≥ ) d≥
(≥−z0)n

¢
+

R
∞

ϕ(≥ ) d≥
(≥−z)n(≥−z0) .

If we define √(≥) to be the continuous function ϕ(≥ )
≥−z0 , then we recognize this

identity as saying that

F (ϕ)
n (z)−F (ϕ)

n (z0)
z−z0 =

F (√)
n−1(z)−F (√)

n−1(z0)
z−z0 + F (√)

n (z).

As z tends to z0, the inductive hypothesis implies that the first term on the right
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side tends to F (√)
n−1

0(z0). Meanwhile, LemmaB.12 implies that the second term on
the right side tends to F (√)

n (z0). Thus the right side tends to F (√)
n−1

0(z0)+F (√)
n (z0),

which by inductive hypothesis equals (n − 1)F (√)
n (z0) + F (√)

n (z0) = nF (√)
n (z0),

and we conclude that F (ϕ)
n

0(z0) exists and equals nF (√)
n (z0) = nF (ϕ)

n+1(z0). This
completes the induction and the proof. §

PROOF OF THEOREM B.11. The case n = 1 of the theorem is immediate from
the case n = 1 of Lemma B.13 if we take ϕ(≥ ) = f (≥ ) and apply the Cauchy
Integral Formula (TheoremB.10). For general n, we proceed inductively, starting
from the formula for n = 1 in the theorem and making use of the general case of
Lemma B.13 with ϕ(≥ ) = f (≥ ) to handle the inductive step. §

With Theorem B.11 now completely proved, we take note of some conse-
quences.
Continuity and differentiability are local properties. Thus if they hold in a disk

about each point, they hold everywhere. The first corollary takes advantage of
this fact.

Corollary B.14 (Morera’s Theorem). If U is a region and f : U → C is a
continuous function for which

R
∞ f (z) dz = 0 for every piecewise C1 curve in

U , then f is analytic in U .

PROOF. Corollary B.6 shows that f is the complex derivative of an analytic
function. By Theorem B.11, f is analytic. §

Let us see a situation in which Morera’s Theorem and Theorem B.11 can
be combined with Fubini’s Theorem to justify the insertion of an operation of
complex differentiation inside an integral sign.

Corollary B.15. If U is a region in C and ϕ(z, t) is a continuous complex-
valued function on U × [a, b] that is analytic as a function of z for each fixed t ,
then the function

F(z) =
Z b

a
ϕ(z, t) dt

is analytic for z in U and satisfies

F 0(z) =
Z b

a

@ϕ(z, t)
@z

dt.

Here @ϕ(z,t)
@z is the complex derivative of the function z 7→ ϕ(z, t) with t fixed.

REMARKS. The same comment as with Lemma B.12 applies to variants of this
result. Observe that Corollary B.15 generalizes Lemma B.13.



B4. Cauchy Integral Formula 653

PROOF. We observe that F(z) is continuous in z by Lemma B.12. Let C be a
circle in U whose inside lies in U . If ∞ is any piecewise C1 closed curve in the
inside of C , then

R
∞ F(z) dz =

R
∞

£ R b
a ϕ(z, t) dt

§
dz =

R b
a

£ R
∞ ϕ(z, t) dz

§
dt = 0

byFubini’s Theorem(Corollary3.33) and theCauchy IntegralTheorem(Theorem
B.9). By Morera’s Theorem (Corollary B14), F(z) is analytic on the inside of C .
Since C is arbitrary, F(z) is analytic inU . For the verification of the formula for
F 0(z), formula Theorem B.11 tells us that we can compute F 0(z) as a complex
line integral. Let z be in U , and choose a circle C in U whose inside lies in U
and contains z. Corollary 3.33 and two applications of Theorem B.11 combine
to give

F 0(z) = 1
2π i

R
C

F(≥ ) d≥
(≥−z)2 = 1

2π i
R
C

£ R b
a

ϕ(≥,t) dt
(≥−z)2

§
d≥

=
R b
a

1
2π i

£ R
C

ϕ(≥,t) d≥
(≥−z)2

§
dt =

R b
a

@ϕ(z,t)
@z dt. §

Corollary B.16 (Cauchy’s estimate). If f is analytic on an open disk contain-
ing a circle C of radius r and center a and if | f | ≤ M on C , then

| f (n)(a)| ≤ Mn! r−n.

PROOF. We put z = a in the formula of Theorem B.11 and take the absolute
value of both sides. Then

| f (n)(a)| ≤ n!
2π Mr

−(n+1)`(C) = n!Mr−n,

since `(C) = 2πr . §

Corollary B.17 (Liouville’s Theorem). The only bounded entire functions are
the constant functions.
PROOF. If f is everywhere analytic and bounded on C and if | f (z)| ≤ M

everywhere, then Corollary B.16 with n = 1 says that | f 0(a)| ≤ Mr−n for all a
and all r . Thus f 0 is the 0 function. If f = u+ iv, then u and v have first partial
derivatives identically 0 and are hence constant. Therefore f is constant. §

CorollaryB.18 (Fundamental TheoremofAlgebra). If P is a polynomialwith
complex coefficients and with degree∏ 1, then P has a root inC, i.e., P(z0) = 0
for some z0 in C.
PROOF. Arguing by contradiction, suppose that P(z) is nowhere 0. Then

1/P(z) is analytic in all of C. If P has degree n and leading coefficient cn 6= 0,
then limz→∞ |P(z)|/|z|n = |cn| 6= 0. Therefore |1/P(z)| is bounded for |z|
sufficiently large, say for |z| ∏ R. But also |1/P(z)| is continuous for |z| ≤ R and
has to assume its maximum value. Consequently 1/P(z) is a bounded function
analytic on all of C and must be constant, by Corollary B.17. §
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B5. Taylor’s Theorem

This section establishes the complex-variable form of Taylor’s Theorem with
remainder, and it goes on to show that the infinite Taylor series of an analytic
function about z = a converges to the function in the largest open disk centered
at a in which the function is analytic.
By way of preliminaries we need to identify what is happening at the “excep-

tional points” that were allowed in TheoremB.80 and TheoremB.90. Those points
are called removable singularities. The preliminary result is that the analytic
function can be defined at such points in a way that makes those points no longer
exceptional.

Proposition B.19 (Removable Singularity Theorem). Let U be a region in
C, let a be a point in U , and let U 0 = U − {a}. If f is analytic in U 0 and
limz→a(z − a) f (z) = 0, then there exists a unique extension of f to an analytic
function on U . The value of the extension at a is limz→a f (z).

PROOF. Let C be a standard circle such that it and its inside are in U and
such that a is in the inside. We rederive the Cauchy Integral Formula (Theorem
B.10) usingTheoremB.90with the function g(≥ ) = f (≥ )− f (z)

≥−z and two exceptional
points, rather than one. One exceptional point is the point z where f is evaluated,
and the other is the point a. The hypothesis for the exceptional point z is that
lim≥→z(≥ − z)g(≥ ) = 0 and that is satisfied because g0(z) exists. The hypothesis
for the exceptional point a is that lim≥→a(≥ − a)g(≥ ) = 0, which follows since
z 6= a and lim≥→a(≥ − a) f (≥ ) = 0. The derivation yields

f (z) = 1
2π i

R
C

f (≥ ) d≥
≥−z (∗)

for all points z 6= a inside C . Lemma B.13 shows that the right side of (∗) is an
analytic function in the complement of C in C. The function on U that equals
the right side of (∗) inside C and that equals f (z) elsewhere on U − C is the
required extension of f from U 0 to U . §

Theorem B.20 (Taylor’s Theorem, first form). If f is an analytic function in
a region U containing a, then there exists an analytic function fn(z) in U such
that

f (z) = f (a) +
f 0(a)
1!

(z − a) +
f 00(a)
2!

(z − a)2 + . . .

+
f (n−1)(a)
(n − 1)!

(z − a)n−1 + fn(z)(z − a)n.



B5. Taylor’s Theorem 655

The function fn(z) has fn(a) = 1
n! f

(n)(a). Moreover, if C is a circle such that C
and its inside are contained in U and if a is inside C , then fn(z) is given inside
C by

fn(z) =
1
2π i

Z

C

f (≥ ) d≥

(≥ − a)n(≥ − z)
.

REMARK. One can solve the first formula of the theorem for fn(z)when z 6= a,
and it follows that fn is uniquely determined. The second formula of the theorem
tells what fn(z) actually is.
PROOF. We begin by using Proposition B.19 to construct inductively certain

analytic functions f1, . . . , fn in U . To define f1, we observe that the function
defined by g1(z) = f (z)− f (a)

z−a for z 6= a is analytic and that limz→a g1(z) = f 0(a)
exists. Thus g1 satisfies limz→a(z − a)g1(z) = 0. By Proposition B.19, g1
extends to an analytic function f1 defined on all of U .
Inductively suppose that we have constructed f1, . . . , fk−1. Then the function

gk(z) = fk−1(z)− fk−1(a)
z−a for z 6= a is analytic, and limz→a gk(z) = f (k)(a) exists.

Thus gk satisfies limz→a(z − a)gk(z) = 0. By Proposition B.19, gk extends to
an analytic function fk defined on all of U . The induction is complete, and the
result is that

f (z) = f (a) + (z − a) f1(a) + (z − a)2 f2(a)

+ · · · + (z − a)n−1 fn−1(a) + (z − a)n fn(z).

Differentiating k times and setting z = a, we obtain f (k)(a) = k! fk(a). The first
formula of the theorem follows.
If C is as in the statement of the theorem, then the Cauchy Integral Formula

gives
fn(z) = 1

2π i
R
C

fn(≥ ) d≥
≥−z . (∗)

We put z = ≥ in the first formula of the theorem, solve for fn(≥ ), and substitute
into the right side of (∗). Then we get

fn(z) = 1
2π i

R
C

f (≥ ) d≥
(≥−a)n(≥−z) − 1

2π i

n−1P

k=0

1
2π i

f (k)(a)
k!

R
C

d≥
(≥−a)n−k(≥−z) . (∗∗)

We shall show that Z

C

d≥

(≥ − a)l(≥ − z)
= 0 (†)

for every integer l ∏ 1. Then all the terms in the expression
n−1P

k=1
in (∗∗) will be

0, and (∗∗) will reduce to the second formula of the theorem. For l = 1, the left
side of (†) is R

C
d≥

(≥−a)(≥−z) = 1
z−a

R
C

° 1
≥−z − 1

≥−a
¢
d≥,
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and the part of the argument in the proof of Theorem B.10 that referred to Figure
B.4 shows that this is 0. With z fixed, let us take the complex derivative of the
identity

0 =
R
C

d≥
(≥−a)(≥−z)

m times in the variable a, with z constant. Lemma B.13 allows us to put
the complex derivatives underneath the integral sign. From the differentiation
formula

° d
da

¢m
(≥ − a)−1 = m! (≥ − a)−(m+1), we obtain

0 =
° d
da

¢m R
C

d≥
(≥−a)(≥−z) =

R
C

°° d
da

¢m
(≥ − a)−1

¢ d≥
≥−z = m!

R
C

d≥
(≥−a)m+1(≥−z) .

This proves (†) and completes the proof of the theorem. §

Theorem B.21 (Taylor’s Theorem, second form). If f is an analytic function
in a region U containing a, then the infinite series expansion

f (z) = f (a) +
∞X

k=1

f (k)(a)
k!

(z − a)k

is valid everywhere in each open disk centered at a that is contained in U .

PROOF. LetC be a standard circle of radius R and center a that lies completely
in U , and let M be the maximum value of | f (≥ )| on C . Fix z inside C . For any
n, Theorem B.20 gives

f (z) = f (a) +
nP

k=1

f (k)(a)
k! (z − a)k + (z − a)n+1 1

2π i
R
C

f (≥ ) d≥
(≥−a)n+1(≥−z) .

For ≥ ∈ C , we have |≥ − a| = R and |≥ − z| ∏ R − |z − a|. Thus the remainder
term has
Ø
Ø(z − a)n+1 1

2π i
R
C

f (≥ ) d≥
(≥−a)n(≥−z)

Ø
Ø ≤ 1

2π |z − a|n+1MR−(n+1)(R − |z − a|)−12πR

= M|z−a|
R−|z−a|

°
|z − a|/R)n

Since |z − a| < R, the remainder term has limit 0 as n tends to infinity. §

B6. Local Properties of Analytic Functions

This section examines the zeros and poles of analytic functions. The point of
departure is Taylor’s Theorem (Theorems B.20 and B.21).
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Proposition B.22. If f is analytic in a region U , if z0 is a point in U , and if
f (n)(z0) = 0 for all n ∏ 0, then f is identically 0 on U .

PROOF. Let E be the subset of points a of U where f (n)(a) = 0 for all n.
This set is nonempty, since z0 is in it. Theorem B.21 shows for each member a
of E that there is a disk centered at a such that f (z) = 0 for all z in the disk, and
therefore E is open. Since each f (n) is continuous, the set where any particular
f (n) equals 0 is relatively closed in U . Taking the intersection over n of these
sets, we see that E is relatively closed in U . Thus E is nonempty, open, and
closed in the connected metric space U , and it must be all of U . §

Proposition B.23. If f is analytic in a region U and is not identically 0, then
the zeros of f are isolated, i.e., for each z0 for which f (z0) = 0, there is a
neighborhood of z0 such that f (z) is nonzero at all points of that neighborhood
other than z0. Consequently If f1 and f2 are two analytic functions in the region
U and if f1(z0) = f2(z0) at a subset of points z0 in U with a limit point in U ,
then f1 is identically equal to f2 on U .

REMARKS. The second conclusion of the proposition is sometimes called
the Identity Theorem. It is an immediate consequence of the Identity Theo-
rem that various trigonometric identities that are valid for real variables remain
valid for complex variables as well. For example, it follows from the identity
sin2 x + cos2 x = 1 for a real variable x , which was proved in Section I.7, that
sin2 z + cos2 z = 1 for a complex variable z.

PROOF. For the first conclusion suppose that f (z0) = 0. If f is not identically
0, Proposition B.22 shows that f (n)(z0) 6= 0 for some n. Let h be the smallest
integer for which f (h)(z0) 6= 0. Theorem B.20 shows that f (z) = fh(z)(z− z0)h
with fh analytic inU andwith fh(z0) = 1

n! f
(h)(a). By assumptionon h, fh(z) is a

continuous function that is nonzero at z0. It is therefore nonzero in a neighborhood
of z0, and the neighborhood in question is the neighborhood whose existence is
asserted by the first conclusion of the proposition. The second conclusion follows
by applying the first conclusion to f = f1 − f2. §

EXAMPLE. Suppose that f (z) is known to be an entire function with f (i/n) =
e−1/n2 . What is f (1)? Normally there is no formula for extending f from the
known points to other points, but here we can argue as follows. Let g(z) = ez2 .
Then g(i/n) = e−1/n2 , and Proposition B.23 says that f (z) = ez2 . Therefore
f (1) = e.

If an analytic function f in a region U has f (z0) = 0 but f is not the zero
function, then the integer h in the proof of Proposition B.23, i.e., the smallest
integer for which f (h)(z0) 6= 0, is called the order of the zero of f at z0.
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Corollary B.24 (MaximumModulus Theorem). If f is analytic in a regionU
and if | f | has a local maximum at a point of U , then f is a constant function.

PROOF. Without loss of generality, we may assume that f (z0) ∏ 0. Let D
be a disk of radius R and center z0 small enough so that the closure D of D is
contained in U and so that | f (z)| ≤ | f (z0)| for all z in D. Let r be any number
with 0 < r ≤ R. Parametrizing the circle |z − z0| = r in the standard way and
applying the Cauchy Integral Formula (Theorem B.10), we obtain

f (z0) = 1
2π i

R 2π
0

f (z0+reiθ )
reiθ rieiθ dθ = 1

2π
R 2π
0 f (z0 + reiθ ) dθ. (∗)

Writing f = u + iv, extracting the real part of (∗), and taking into account that
f (z0) is real, we obtain

f (z0) = 1
2π

R 2π
0 u(z0 + reiθ ) dθ.

Hence
1
2π

R 2π
0 [ f (z0) − u(z0 + reiθ )] dθ = 0. (∗∗)

By assumption the integrand on the left side of (∗∗) is everywhere ∏ 0, and it
is continuous. Therefore it is identically 0, and u(z0 + reiθ ) = f (z0) for all θ .
Since | f (z0)| ∏ | f (z0 + reiθ )|, we conclude that f (z0 + reiθ ) = f (z0) for all
θ . This being true for all r with 0 < r ≤ R, f is constantly equal to f (z0) in a
neighborhood of z0. By Proposition B.23 applied to the function f (z) − f (z0),
f is a constant function on U . §

Weturnour attention to functions f that are analytic in anopen setU containing
z0 but maybe not at z0 itself. In this case, z0 is said to be an isolated singularity
of f . The case of a removable singularity was treated in Proposition B.19. If
z0 is a removable singularity, then f (z0) can be defined in such a way that the
extended function is analytic on all of U .
The next case of interest is that limz→z0 f (z) = ∞, i.e., that limz→z0

1
f (z) = 0.

In this case, we say that z0 is a pole of f . The limit relation implies that there is
a number δ > 0 such that g(z) = 1/ f (z) is a bounded complex-valued function
for 0 < |z − z0| < δ. Since division respects analyticity, g is analytic for
0 < |z − z0| < δ and g has an isolated singularity at z0. The hypothesis is that
limz→z0 g(z) = 0, and therefore the singularity of g is removable. By Proposition
B.19, g extends to be analytic for |z − z0| < δ if we define g(z) = 0. Then z0
is a zero of some order h for g, and we can write g(z) = (z − z0)hgh(z) for an
analytic function gh with gh(z0) 6= 0. Put fh(z) = 1/gh(z). This is analytic in
some possibly smaller disk |z − z0| < δ0, and Theorem B.20 allows us to write

fh(z) = bh +bh−1(z− z0)+bh−2(z− z0)2+· · ·+b1(z− z0)h−1+ (z− z0)hc(z)
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with bh 6= 0 and with c(z) analytic for |z − z0| < δ0. Consequently

f (z) = 1/g(z) = (z − z0)−h/gh(z) = (z − z0)−h fh(z),

and we see that f (z) has an expansion

f (z) = bh(z − z0)−h + bh−1(z − z0)−h+1 + · · · + b1(z − z0)−1 + c(z).

We say that the pole of f at z0 has order h at z0. The pole is simple if its order is 1.
Thepart of the above expansion that involves the powers (z−z0)−h, . . . , (z−z0)−1
is called the singular part of f about z0. If f and ϕ are two analytic functions
in some region 0 < |z| < δ having a pole at z0 and having the same singular part
about z0, then f − ϕ has a removable singularity at z0.
A function in a region that is analytic except for poles is said to be a

meromorphic function. The set of meromorphic functions on a region U is
closed under addition, subtraction,multiplication, and division except for division
by 0.
An isolated singularity that is not removable and is not a pole is called an

essential singularity. For example the function e1/z has an essential singularity
at z = 0. The first fact about such singularities is the following classical result
of Weierstrass. We shall have more to say about these singularities in Corollary
B.48.

Proposition B.25 (Weierstrass). An analytic function comes arbitrarily close
to each complex value in every neighborhood of an essential singularity.

PROOF. Assume the contrary for an essential singularity of f (z) at the point a.
Then there we can find a complex number w0 and a positive number ≤ such that
| f (z)−w0| ∏ ≤ for all z in some set 0 < |z−a| < δ. Put g(z) = 1/( f (z)−w0).
Then g is analytic and bounded for 0 < |z− z| < δ, and Proposition B.19 shows
that g has a removable singularity at z0. Either g(z) is nonzero at z0, in which case
f (z) − w0 and also f (z) would be analytic in a neighborhood z0, contradiction,
or g has a zero at z0 of some order h > 0, f (z) − w0 has a pole at z0 of order h,
and f (z) has a pole of order h, contradiction. §

Weconcludeour discussionof local properties of analytic functionsbyderiving
the Inverse FunctionTheorem for analytic functions of one complex variable from
the Inverse Function for C1 functions of two real variables.

Proposition B.26 (Inverse Function Theorem). Let f (z) be analytic on a
region U , let z0 be in U , and put w0 = f (z0). If f 0(z0) 6= 0, then there exist
open sets U and V in C such that z0 is in U , w0 is in V , f is one-one onto from
U onto V , and the inverse function g : V → U is analytic. In this situation the
complex derivatives of f and g are related by g0( f (z)) = f 0(z)−1 for z in U .
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PROOF. Write z = x + iy and f = u + iv. We associate to f the function F
of two real variables F

≥
x
y

¥
=

≥
u(x,y)
v(x,y)

¥
. Proposition B.1 shows that F is differ-

entiable at every point of U , and its Jacobian matrix at each point is M( f 0(z)).
Since f 0 is analytic, the entries of the Jacobian matrix are continuous. Therefore
F is of class C1. The matrix M( f 0(z0)) = M( @u

@x + i @v
@x ) =

≥
@u
@x − @v

@x
@v
@x

@u
@x

¥
(x0, y0) is

invertible, since f 0(z0) 6= 0, with inverse given by
°°

@u
@x

¢2
+

°
@v
@x

¢2¢−1M( @u
@x −i @v

@x ).
The real-variable Inverse function Theorem (Theorem 3.17) applies and yields a
C1 inverse function to F . Because of Proposition B.1 the form of the Jacobian
matrix of the inverse function shows that the inverse function, when viewed as a
function of one complex variable, is analytic. §

B7. Logarithms and Winding Numbers

In this section we address the question of an inverse for the exponential function
z 7→ ez , and we introduce the notion of the “winding number” or “index” of a
piecewise C1 closed curve around a point.
From Section I.7 the exponential function satisfies ex+iy = ex(cos y+ i sin y).

We know that x 7→ ex is one-one from (−∞,∞) onto (0,∞) and that y 7→
cos y+ i sin y is one-one from [0, 2π) onto the unit circle |z| = 1 inC. In stating
this property of y 7→ cos y+ i sin y, we know that we can replace [0, 2π) by any
interval of R of length 2π that contains one of its endpoints but not the other.
Thus the function z 7→ ez carriesC onto C − {0}, but it is not one-one, having

a periodicity property in the y variable. If w is any point in C − {0}, logw can
refer to any of the infinitely many values of z for which ez = w. In that sense,
log is not a function, not being single-valued.
To make a function usable in complex analysis, one restricts attention to some

open set U of C − {0} such that ez maps an open set one-one onto U . Since
ez has complex derivative ez 6= 0 everywhere, the Inverse Function Theorem
(Proposition B.26) applies everywhere, and the result is a determination of the
logarithm as an analytic function on the set U . Such a determination is called
a (single-valued) branch of the logarithm. Let us observe that any branch of
the logarithm has complex derivative 1/z; in fact, if g is such a branch, then
Proposition B.26 gives g0(ez) = 1/ez , and hence g0(z) = 1/z for all z 6= 0.
The principal branch is the determination that uses U = C − (−∞, 0]; it is
called Log z. Thus Log z is a one-one analytic function from C − (−∞, 0] onto
{(z ∈ C | −π < Im z < π}. Frequently branches of the logarithm, the principal
branch being one, have domain the difference ofC and some ray from the origin.
But this need not be the case; it is necessary only that the branch of the logarithm
be a partial inverse of the exponential function.
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The nth root behaves similarly. A complex number z 6= 0 has n nth roots,
differing by nth roots of 1, and z1/n can refer to any of them. To make a function
out of nth root that is usable in complex analysis, one restricts attention to some
open setU ofC−{0} such that zn maps an open set one-one ontoU . Since zn has
complex derivativenzn−1 everywhere, the InverseFunctionTheorem(Proposition
B.26) applies everywhere onC−{0}, and the result is a determination of z1/n as an
analytic function on the set U . Let us check what the complex derivative is for a
branch g of nth root. We have g0(zn) = 1/(nzn−1) = z/(nzn); puttingw = zn and
z = g(w), we obtain g0(w) = g(w)/(nw). This formula is valid for every branch
of nth root. The principal branch of nth root is the determination that uses U =
C − (−∞, 0]; it carries U onto {z = reiθ ∈ C | r > 0 and − π

n < θ < π
n }.

Branches of nth root can alternatively be defined in terms of the logarithm. The
formal side calculation starts from the desired formula log(z1/n) = 1

n log z and
exponentiates to get z1/n = e

1
n log z . Any branch of the logarithm then leads to the

definition of a branch of nth root. To compute the complex derivative, we use the
usual rules: d

dz (z
1/n) = d

dz (e
1
n log z) = e

1
n log z d

dz (
1
n log z) = z1/n 1nz , the same as in

the previous paragraph.
Since either definition is available for nth root, let us use the one in terms

of logarithm, which will extend to a definition of z p for any real number p:
z p = ep log z . Again any branch of the logarithm leads to a branch8 of z p. By
the same computation as for nth root, any branch of z p has complex derivative
pz1/p/z.

Similar considerations apply to the arcsine and arctangent functions. We carry
out the details for the arcsine function in the next paragraph and leave the details
for the arctangent function to Problem 34 at the end of this appendix.
The sine function has sin z = 1

2i (e
iz − e−i z). We can solvew = 1

2i (e
iz − e−i z)

for z in terms of w by first solving a quadratic equation for eiz and then taking a
logarithm and dividing by i . The result is that z = −i log

°
iw +

p
1− w2

¢
for

branches of the logarithm and the square root. We readily check that the complex
derivative of this expression with respect to w is 1/

p
1− w2 consistently with

the case that w is a real number in (−1, 1), known from Corollary 1.46a. To
decide what branches of logarithm and square root we can use, let us try for the
principal branch of the logarithm. Then the expression whose logarithm is being
taken, namely iw +

p
1− w2, must not be real and ≤ 0. The exceptional case

is that iw +
p
1− w2 = r ≤ 0. Squaring shows that the exceptional case must

8The definition given above for a branch of the logarithm or of the nth root was in terms of an
inverse function, but that definition is inadequate in the case of z p . Let us simply take branch to
mean a consistent determination of an analytic function on a region of C that satisfies appropriate
properties for that function. The formal definition is in terms of “global analytic functions,” but we
shall not pursue the matter.
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have (r − iw)2 = 1− w2, hence must have r2 − 2iw = 1. The exceptional case
thus has w imaginary. Say w = iv. Then i(iv) +

p
1− (iv)2 = r ≤ 0, i.e.,

−v +
p
1+ v2 = r ≤ 0. This never happens for v real. Thus we can use the

principal branch of the logarithm in all circumstances, and we have only to make
sense of the square root. The principal branch of the square root asks that 1−w2

not be real ≤ 0, thus that w not be real with |w| ∏ 1. If we exclude this set, then
arcsinw is well defined as−i Log

°
iw +

p
1− w2

¢
, with the understanding that

the principal branch of the square root is to be used. The values of the square
root are thus in the open right half plane.

The fact that there is no single-valued analytic function log z on C − {0} is
intimately related to the fact that

R
C z

−1 dz 6= 0 whenC is the unit circle. Indeed,
any branch of the logarithm has complex derivative 1/z on its domain. If there
were an analytic function with complex derivative 1/z on all of C − {0}, then
CorollaryB.6would say that

R
C z

−1 dz is indeed 0 over every piecewiseC1 closed
curve that does not pass through the origin. Let us take advantage of this fact to
introduce the notion of the “winding number” or “index” of a closed curve about
a point.

Proposition B.27. If the piecewise C1 closed curve ∞ in C does not pass
through the point z0, then the value of the complex line integral

Z

∞

dz
z − z0

is a multiple of 2π i .

PROOF. Let ∞ be given parametrically by ∞ (t) for a ≤ t ≤ b, so that the value
of the given integral is h(b), where h : [a, b] → C is the function

h(t) =
R t
a

∞ 0(u)
∞ (u)−z0 du.

The function h is continuous on [a, b], and on each open interval where ∞ (t) is
C1, h is differentiable with derivative

h0(t) = ∞ 0(t)/
°
∞ (t) − z0

¢
. (∗)

Thus the complex-valued function

e−h(t)(∞ (t) − z0) (∗∗)

is continuous on [a, b], and on each open interval where ∞ (t) is C1, (∗∗) is
differentiable; in view of (∗), the derivative of (∗∗) is

e−h(t)h0(t)(∞ (t) − z0) + e−h(t)∞ 0(t) = 0.
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Accordingly (∗∗) is constant on each closed interval between whose ends ∞ (t)
is C1, and it follows that (∗∗) is constant on [a, b]. Comparing the values at the
endpoints gives

∞ (a)−z0 = e−h(a)(∞ (a)−z0) = e−h(b)(∞ (b)−z0) = exp
°
−

R
∞

dz
z−z0

¢
(∞ (a)−z0).

Since ∞ (a) 6= z0, we conclude that exp
°

−
R
∞

dz
z−z0

¢
= 1. Hence

R
∞

dz
z−z0 is in

2π iZ. §

If ∞ is a piecewise C1 closed curve that does not pass through z0, let n(∞, z0)
be the integer

n(∞, z0) =
1
2π i

Z

∞

dz
z − z0

.

This is the winding number or index of ∞ about z0.
Some intuition about winding numbers may be helpful. The relevant quantity

to discuss is the argument of a nonzero complex number. Any nonzero complex
number z can be decomposed as z = reiθ with r = |z| > 0. Here r and eiθ are
unique, but θ is not unique, being determined only up to an additive multiple of
2π . The nonunique number θ is called the argument of z, written arg z. It is
nothing more than the imaginary part of log z. Let the above closed curve ∞ have
domain [a, b]. Since ∞ is closed, ∞ (a) = ∞ (b). Fix t in [a, b]. Since ∞ does
not pass through z0, the argument of ∞ (t) − z0 is well defined up to an additive
multiple of 2π . Although there is an ambiguity in the definition of argument,
it is intuitively plausible (and we shall it rigorously at the end of Section B12)
that the argument of ∞ (t) − z0 can be chosen to vary continuously in t once a
choice is made for the argument of ∞ (a) − z0. With this fact in mind, it follows
from the equality ∞ (a) = ∞ (b) that the difference of the values of the argument
at t = b and t = a must be a multiple of 2π . As will be shown in Section B12,
this multiple is the winding number of ∞ about z0.

Proposition B.28. If ∞ is a piecewise C1 closed curve in C, then the function
z0 7→ n(∞, z0) is constant on each connected component of the open complement
of image(∞ ) in C.

PROOF. The function z0 7→ n(∞, z0) is integer-valued, according toProposition
B.27. An integer-valued continuous function has to be constant on connected
components, and thus is enough to show that z0 7→ n(∞, z0) is continuous. For
each δ > 0, consider points at a distance > δ from image(∞ ). If z1 and z0 are
two such points, then

n(∞, z1) − n(∞, z0) = 1
2π i

R
∞

£ 1
z−z1 − 1

z−z0

§
dz = z1−z0

2π i
R
∞

dz
(z−z1)(z−z0) ,
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and
|n(∞, z1) − n(∞, z0)| ≤ |z1−z0|

2π δ−2`(∞ ). (∗)

If z0 is given, let δ be twice the distanceof z0 to image(∞ ). All points z1 sufficiently
close to z0 are at distance> δ from image(∞ ), and the estimate (∗) applies. Thus
the function z0 7→ n(∞, z0) is continuous at z0. §

Since image(∞ ) is compact, it lies in the closed disk of radius R centered at 0,
for some sufficiently large R. The complement of the disk is connected, and thus
the complement of image(∞ ) contains exactly one unbounded component.

Proposition B.29. If ∞ is a piecewise C1 closed curve inC, then n(∞, z0) = 0
on the unbounded component of the complement of image(∞ ).

PROOF. Suppose that image(∞ ) is contained in the closed disk of radius R
centered at 0. If z0 is outside this disk, then

|n(∞, z0)| = 1
2π

Ø
Ø R

∞
dz
z−z0

Ø
Ø ≤ 1

2π
1

|z0|−R `(∞ ),

and this tends to 0 as |z0| tends to infinity. Since according to Proposition B.28,
n(∞, z0) is constant on the unbounded component, its value must be 0. §

Let us take note of some simple cases where we can computewinding numbers
easily:

(i) If k is a positive integer and σ is a piecewise C1 curve that traverses k
times over the image of ∞ , then n(σ, z0) = kn(∞, z0).

(ii) n(−∞, z0) = −n(∞, z0).
(iii) If C is a standard circle with center a, the n(C, z0) = 1 for every point z0

inside C . In fact, we saw by direct computation near the end of Section
B2 that n(C, a) = 1. From Proposition B.28 it follows that n(C, z0) = 1
for every point z0 insideC , since a and z0 lie in the same component of the
complement of image(∞ ). (Actually we effectively observed the equality
n(∞, z0) = n(∞, a) earlier in an example following Theorem B.9; at that
time we proved it by introducing a small standard circle centered at z0
and canceling line segments between the two circles, as in Figure B.4.)

In each case we observe that the asserted winding number matches the value from
the intuitive definition given before Proposition B.28.

Using winding numbers, we can generalize the setting of the Cauchy Integral
Formula so that any piecewise C1 closed curve is allowed. For now, the region
will still be restricted to a disk, but in Sections B12 and B13 we shall see how to
allow more general regions.
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Theorem B.30 (Cauchy Integral Formula, general form for a disk). Let f be
analytic in an open disk D, and let ∞ be any piecewise C1 closed curve in D. If
z is any point of D not on image(∞ ), then

n(∞, z) f (z) =
1
2π i

Z

∞

f (≥ ) d≥

≥ − z
.

PROOF. We apply the Cauchy Integral Theorem (Theorem B.9) to the function

g(≥ ) =

Ω f (≥ )− f (z)
≥−z for ≥ ∈ D − {z}

f 0(z) for ≥ = z.

on the disk D. This is analytic except possibly at z. However, z is a removable
singularity, and thus g is analytic in all of D. Theorem B.9 applies and givesR
∞ g(≥ ) d≥ = 0. Therefore

1
2π i

R
∞

f (≥ ) d≥
≥−z =

° 1
2π i

R
∞

d≥
≥−z

¢
f (z) = n(∞, z) f (z). §

B8. Operations on Taylor Series

This section concerns the computation of Taylor series coefficients. For a few
functions an appeal to the definition is as good a method as any for finding Taylor
series coefficients. Among these are the series for exp, sin, and cos, which were
already noted in Section B2.
Another series that can be computeddirectly from the definition is thebinomial

series, the series for (1− z)−p. Let us pay particular attention to p real.9 We are
defining general real powers by means of the logarithm, and we use the principal
branch of the logarithm here. The principal branch makes (1− z)−p meaningful
except when z is real and ∏ 1. Thus (1 − z)−p is analytic for |z| < 1, and
Taylor’s Theorem (Theorem B.21) says that the series will be convergent there.10
The series is

(1− z)−p = 1+
∞P

n=1

p(p−1)···(p−n+1)
n! zn.

In Section I.7 we observed the convergence of this expansion by elementary
means, but the fact that the series converged to the function required additional
steps, Theorem B.21 not being available at the time. Instead we showed that the

9We build a minus sign into the exponent because the most familiar case is the case of (1− z)−1,
which gives the geometric series

P∞
n=0 zn .

10It will of course also be convergent for all z when p is a nonpositive integer.
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sum of the series satisfied a differential equation, and we solved the differential
equation.
In principle asmany coefficients as desired can be computed from the definition

for any other Taylor series, but in practice there are often easier methods. Any
method that yields a power series converging to the function in question is actually
finding the Taylor series, since the sum of the series determines the coefficients,
according to TheoremB.20. Actually to find the Taylor coefficients for a function
through the zn term, it is not necessary to seek the entire Taylor series nor even to
know the radius of convergence. Theorem B.20 tells us that if f is analytic near
0, then f (z) can be written in the form

a0 + a1z + · · · + anzn + [zn+1],

where [zn+1] is an analytic function that has a zero at least of order n + 1 at 0;
moreover, in any such expansion each ak is the Taylor coefficient f (k)/k! .
Let us see how this approach can work in the context of an example. Consider

f (z) =
z

ez − 1
=

z
∞P

n=1

zn
n!

=
1

1+
∞P

n=1

zn
(n+1)!

=
1

1+ z
2 + z2

6 + z3
24 + z4

120 + [z5]
.

The sum formula for a geometric series tells us that 1
1+w

=
P∞

n=0(−1)nwn =

1− w + w2 − w3 + w4 + [w5]. Substituting w = z
2 + z2

6 + z3
24 + z4

120 + [z5], we
obtain

f (z) = 1− ( z2 + z2
6 + z3

24 + z4
120 + [z5]) + ( z2 + z2

6 + z3
24 + z4

120 + [z5])2

− ( z2 + z2
6 + z3

24 + z4
120 + [z5])3 + ( z2 + z2

6 + z3
24 + z4

120 + [z5])4 + [z5],

the last step using that [w5] expands out as [z5]. Expanding the second, third, and
fourth powers and then lumping all powers of z higher than 4 into [z5] shows that

f (z) = 1− ( z2 + z2
6 + z3

24 + z4
120) + ( z

2

4 + z3
6 + 5z4

72 ) − ( z
3

8 + z4
8 ) + z4

16 + [z5]

= 1− z
2 + z2

12 − z4
720 + [z5].

An alternative way ofmaking this computationwithout using the geometric series
is to write

(1+ z
2 + z2

6 + z3
24 + z4

120 + [z5])(1+ a1z + a2z2 + a3z3 + a4z4 + [z]5) = 1,

expand everything out, equate coefficients of like powers of z, and solve recur-
sively for the coefficients a1, a2, a3, a4 of the power series expansion of f (z).
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Complex differentiation is handled by term-by-term differentiation of a series, as
is seen directly from the formula for Taylor coefficients. In view of Proposition
B.5, if f (z) is a given analytic function, integration in a disk amounts to a complex
line integral of the form

R
∞ f (≥ ) d≥ , where ∞ goes from z0 to z within a disk; the

complex line integral is independent of the path, which can therefore be ignored.
The effect on Taylor coefficients is the opposite of the effect for differentiation.
Thus the power series expansion of log(1− z) is well defined for |z| < 1 and is
given by integrating the series for (1− z)−1 term by term.11
The most interesting operation is composition. If f is analytic for |z| < r

and g is analytic in a disk containing f ({z
Ø
Ø |z| < r}), then z 7→ g( f (z)) is

analytic for |z| < r , and the series expansion for the composition is obtained by
composing the two series. The computation can be unpleasant unless f (0) = 0,
a condition that tends to be satisfied in practice. Composition with f (0) = 0 is
already interesting when f is a polynomial. For example, ew has a known series
expansion. If we substitute the polynomial w = z2, we obtain the expansion for
ez2 as

ez2 =
∞P

n=0

z2n
n! ,

and again this has to be the Taylor series expansion about 0. This formula is not
at all obvious by computing the Taylor coefficients of ez2 from the definition.

Similarly the binomial series (1− w)−1/2 = 1+
∞P

n=1

1·3·5·...·(2n−1)
2nn! wn leads to

the expansion

(1− z2)−1/2 = 1+
∞P

n=1

1·3·5·...·(2n−1)
2nn! z2n,

and this can be integrated term by term to give an expansion for arcsin z, since
we know from Section B7 that d

dz arcsin z = (1− z2)−1/2.
When the inside function in a composition is not a polynomial, the computation

is messier, but the principles are the same, at least if f (0) = 0. Suppose that
f (z) =

P∞
n=1 anzn and g(w) =

P∞
n=0 bnwn . Substitution gives

g( f (z)) = b0 + b1
° ∞P

n=1
anzn

¢
+ b2

° ∞P

n=1
anzn

¢2
+ . . . .

When the left side iswritten out in powers of z, the contribution from bk
° ∞P

l=1
al zl

¢k

starts with bkak1zk . Thus only the coefficients b0, . . . , bn can contribute to the
coefficient of zn .

11 . . . and taking the constant term to be 0 so that the value of the series at z = 0 matches the
value of the function there.
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EXAMPLE. It will be shown by complex-variable theory that

exp
°
z + 1

2 z
2 + 1

3 z
3 + . . .

¢
= 1/(1− z) for all |z| < 1.

This identity was established in a complicated way using real-variable methods
in Section I.10 and Problems 30–35 at the end of Chapter I. This example will
establish this identity easily by complex-variablemethods. In fact, weknoweither
from this section or from properties of geometric series that

P∞
n=0 zn = 1/(1− z)

for |z| < 1. For |z| < 1, 1/(1 − z) is in the right half plane, and therefore the
principal branch of the logarithm, Log, of it is analytic on 1/(1− z) for |z| < 1.
Hence its Taylor series about z = 0 converges to it for |z| < 1. Moreover,
d
dzLog(1/(1− z)) = 1/(1− z) =

P∞
n=0 zn , and consequently Log(1/(1− z)) =

P∞
n=0

1
n+1 z

n+1 =
P∞

n=1
1
n z

n . Since Log and exp are inverse functions, we can
exponentiate both sides to get 1/(1− z) = exp

°P∞
n=1

1
n z

n¢.

Finally we make some remarks about the Taylor series expansions of inverse
functions. Let us assume that the analytic function f has f (0) = 0 and f 0(z) 6= 0.
Write f (z) =

P∞
k=1 akzk in a disk centered at 0. The Inverse Function Theorem

(Proposition B.26) applies and gives us an analytic function g(w) with g(0) = 0
and g( f (z)) = z. Let g(w) =

P∞
n=1 bnwn . We do not readily get an estimate

for a radius of convergence of the series for g, but we know that it is positive. We
can write out the composed series as

z =
∞P

n=1
bn

° ∞P

k=1
akzk

¢n

and solve recursively for the unknown coefficients bn . Specifically the low order
terms are

z = b1(a1z + a2z2 + [z3]) + b2((a1z + a2z2 + [z3])2 + [z3].

The coefficient of z on both sides gives us the equation 1 = b1a1, which is solvable
since a1 = f 0(0) 6= 0. From z2, we get 0 = b1a2 + b2a21 = 0, which is solvable
for b1 again since a1 6= 0. In general when n > 1, the equation from zn is

0 = b1(· · · ) + b2(· · · ) + · · · + bn−1(· · · ) + bnan1 ,

and this can be solved for bn in terms of the earlier coefficients because a1 6= 0.
In this way we are able to obtain all the coefficients recursively.
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B9. Argument Principle

This section examines the local behavior of an analytic function beyond the
analysis of zeros and poles that appeared in Section B6. The new ingredient is
a consideration of the effect of applying an analytic function to a piecewise C1
curve.

Lemma B.31. If ∞ is a piecewise C1 curve in C and f is an analytic function
defined on a region containing image(∞ ), then f ◦ ∞ is a piecewise C1 curve.
Moreover, if ∞ is parametrized by t 7→ z(t) for t ∈ [a, b], then

d
dt

f (z(t)) = f 0(z(t))z0(t)

for all t for which z0(t) exists, where f 0 denotes the complex derivative of f .
PROOF. The interval [a, b] is the union of finitely many nonoverlapping

intervals [α, β] such that ∞ is continuous on [α, β], is of class C1 on (α, β),
and has each component of ∞ 0(t) bounded above or bounded below near α and β.
If we regard f as a C1 function from an open subset of R2 containing image(∞ )
into R2, then the composition f ◦ ∞ has the same properties on each interval
[α, β] that ∞ does. Hence f ◦ ∞ is a piecewise C1 curve.
Write z(t) = x(t) + iy(t) and f (z) = u(x, y) + iv(x, y). The chain rule in

the calculus of two real variables gives
d
dt f (z(t)) =

°
@u
@x (x(t), y(t))

dx
dt + @u

@y (x(t), y(t))
dy
dt

¢

+ i
°

@v
@x (x(t), y(t))

dx
dt + @v

@y (x(t), y(t))
dy
dt

¢

= @ f
@x (x(t), y(t))x

0(t) + @ f
@y (x(t), y(t))y

0(t).

By the Cauchy–Riemann equations (Corollary 8.20), @ f
@x (z) = −i @ f

@y (z) = f 0(z).
Thus the above expression is

= f 0(z(t))x 0(t) + i f 0(z(t))y0(t) = f 0(z(t))z0(t). §

Lemma B.32. Suppose that ∞ is a piecewise C1 closed curve in C and that
f is an analytic function defined on a region containing image(∞ ) and nowhere
equal to 0 on image(∞ ). Let 0 be the piecewise C1 closed curve 0 = f ◦ ∞ .
Then

n(0, 0) =
Z

∞

f 0(z)
f (z)

dz.

PROOF. Parametrize ∞ as z(t) for a ≤ t ≤ b. Then Lemma B.31 gives

n(0, 0) = 1
2π i

R
0
d≥
≥

= 1
2π i

R b
a

d
dt ( f (z(t)) dt

f (z(t)) = 1
2π i

R b
a

f 0(z(t))z0(t) dt
f (z(t)) = 1

2π i
R
∞
f 0(z)
f (z) dz.

§
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Proposition B.33 (Argument Principle, local form). Let {aj } be the set of
distinct zeros and {bl} be the set of distinct poles of a meromorphic function
f (z) ≡/ 0 defined in a disk U , and suppose that aj has order hj and bl has order
kl . For every piecewise C1 closed curve inU not passing through a zero or pole,

X

j
h j n(∞, aj ) −

X

l
kln(∞, bl) =

1
2π i

Z

∞

f 0(z)
f (z)

dz.

Consequently if 0 = f ◦ ∞ , then

n(0, 0) =
X

j
h j n(∞, aj ) −

X

l
kln(∞, bl).

REMARKS.
(1) Although we are allowing the sets {ai } and {bj } to be infinite, each of the

sums in the result has only finitely many terms, as will be observed in the proof.
(2) The name “Argument Principle” comes from the second of the formulas,

which computes the amount by which the argument of 0(t), the angle made with
the origin, changes as one traverses the image curve 0. Think of f 0(z)/ f (z) as
the complex derivative of the multivalued function log f (z). The failure of this
expression to represent a single-valued function when traversing a closed curve
comes from the imaginary part, since the real part of log reiθ = log r + iθ comes
back to itself along a closed curve while the imaginary part, the argument, may
not.

PROOF. Let U have center z0 and radius R. The open disks {z
Ø
Ø |z − z0| < r}

for r < R form an open cover of the compact set image(∞ ), and there must be a
finite subcover. Hence there are finitely many such disks whose union contains
image(∞ ). These are all contained in one of them, and there thus exists some
number r < R such that image(∞ ) ⊆ {z

Ø
Ø |z − z0| < r}. If infinitely many

points aj have |aj − z0| ≤ r , then Theorem 2.36 shows that they have a limit
point a, necessarily in U . The Identity Theorem (Proposition B.23) shows that
the existence of such a limit point within U forces f to be identically 0, and we
are assuming that that is not the case. Similarly if infinitely many points bl have
|bl − z0| ≤ r , then Theorem 2.36 shows that they have a limit point b, necessarily
in U . The existence of such a limit point within U contradicts the assumption
that f is meromorphic in U .
LetU0 = {z

Ø
Ø |z− z0| < r}. All points aj or bl outsideU0 lie in the unbounded

component of the complement of image(∞ ), and thus n(∞, aj ) = n(∞, bl) = 0
for them, by Proposition B.29. In other words, there are only finitely many points
aj and bl in U0, and we can disregard all points aj and bl that lie outside U0.
For the pole b1, f (z)(z−b1)k1 has a removable singularity at b1 and is nonzero

there, and we can regard the product as analytic there. Applying the same
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reasoning to b2, b3, . . . , we see that w(z) = f (z)
Q

l(z − bl)kl is analytic in
U0 and has the same zeros and orders of zeros as f (z).
If we apply Taylor’s Theorem (Theorem B.20) to w(z) about z = a1, we

can write w(z) = (z − a1)h1w1(z). Applying the same reasoning in turn to
a2, a3, . . . , we see thatw(z) =

Q
j (z− aj )hj g(z) is analytic and nonvanishing in

U0. Therefore
f (z) =

Q
j (z − aj )hj

Q
l(z − bl)−kl g(z).

inU0, with g(z) analytic and nonvanishing inU0. Taking the logarithmic complex
derivative yields

f 0(z)
f (z) =

P
j

hj
z−aj −

P
l

kl
z−bl + g0(z)

g(z) .

Since ∞ does not pass through any aj or bl , we can integrate both sides over ∞
and obtain

1
2π i

R
∞

f 0(z)
f (z) =

P
j h j n(∞, aj ) −

P
l kln(∞, bl) + 1

2π i
R
∞
g0(z)
g(z) dz.

The last term on the right is 0, by the Cauchy Integral Theorem for the disk
(Theorem B.9), since g(z) is nowhere 0, and the first formula of the proposition
follows. The second formula follows by combining this conclusion with Lemma
B.32. §

In the simplest applications of Proposition B.33, one supposes that no poles
are involved, and one chooses ∞ so that n(∞, aj ) equals 0 or 1 for each zero. For
example, ∞ might be a circle or a rectangle. Then Proposition B.33 counts the
total number of zeros, with their multiplicities, inside the circle or rectangle.
Proposition B.33 can be used in computer calculations in checking whether

a particular analytic function f has a zero in a specific region (once we know
that the result applies to certain kinds of regions other than disks). The reason
is that the left side in the first formula of the proposition is an integer, and one
does not need an exact calculation of an integral to compute the left side, only a
calculation with an error of less than 1/2.
A more theoretical application of the Argument Principle to analytic functions

is to proving Rouché’s Theorem in Problem 40 at the end of the appendix.
We shall concentrate here on still another theoretical application, which gives a

finer analysis of the behavior of an analytic function near a zero. A consequence,
as we shall see, is that every nonconstant analytic function is an open mapping,
i.e., carries open sets onto open sets.

Proposition B.34. Suppose that f (z) is analytic in a disk about z0, that
f (z0) = w0, and that f (z)−w0 has a zero of order n at z0. If ≤ > 0 is sufficiently
small, then there exists a number δ > 0 such that for every c with |c − w0| < δ,
the equation f (z) = c has exactly n roots in the disk {z

Ø
Ø |z − z0| < ≤}.
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PROOF. Choose a radius ≤ > 0 so small that f (z) − w0 is nowhere 0 on the
closed disk {z

Ø
Ø |z− z0| ≤ ≤} other than at z0 itself and so that f 0(z) is nowhere 0

on the same disk other than possibly at z0 itself. We can do so because the zeros
of f (z) − w0 and the zeros of f 0(z) are isolated. Let ∞ be the standard circle of
radius ≤ about z0, and define

δ = 1
2 min

|z−z0|=≤
| f (z) − w0|.

If |c − w0| < δ and |z − z0| = ≤, then

| f (z) − c| ∏ | f (z) − w0| − |w0 − c| ∏ 2δ − δ > 0.

For any such c, we apply Proposition B.33 to our standard circle ∞ and to the
function f (z) − c. The zeros of f (z) − c are the roots of the equation f (z) = c,
and we write zj (c) for them and hj (c) for their orders. The winding number
n(∞, zj (c)) equals 1 if |zj (c) − z0| < ≤ and equals 0 otherwise. Since f (z) is
nowhere c on ∞ , Proposition B.33 gives

P

|zj (c)−z0|<≤

hj (c) = 1
2π i

R
∞

f 0(z)
f (z)−c dz

and n(0, c) =
P

|zj (c)−z0|<≤

hj (c).

Let c0 be on the line segment in C from w0 to c. Then | f (z) − c0| ∏ δ > 0,
and c0 is not on image( f ◦ ∞ ) = image(0). Thus w0 and c lie in the same
component of the complement of image(0), and Proposition B.28 shows that
n(0,w0) = n(0, c). Since w0 satisfies the same hypotheses as c,

n(0,w0) =
P

|zj (w0)−z0|<≤

hj (w0).

Because of the choice of ≤, the only point z in the closed disk of radius ≤ about
z0 where f (z) = w0 is the point z = z0. Thus there is only one term on the right
side, and it is n. Also when c 6= w0 and |zj (c) − z0| < ≤, the multiplicity of the
root zj (c) of f (z)− c is hj (c) = 1, since f 0(z) 6= 0 for 0 < |z− z0| ≤ ≤. Putting
these facts together with the equality n(0,w0) = n(0, c), we conclude that

#{roots of f (z) − c for |z − z0| < ≤} =
P

|zj (c)−z0|<≤

1 =
P

|zj (c)−z0|<≤

hj (c) = n,

as asserted. §
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Corollary B.35. Every nonconstant analytic function carries open sets onto
open sets.

PROOF. In the notation of Proposition B.34, if f is analytic, then with one
proviso, f carries any sufficiently small disk {z

Ø
Øz − z0| < ≤} to a superset of the

set {w
Ø
Ø |w − f (z0)| < δ}. The proviso is that ≤ is so small that f (z)− f (z0) and

f 0(z) can vanish on {z
Ø
Ø |z − z0| < ≤} only at z0 itself. Such a positive ≤ exists as

soon as f is nonconstant. §

Corollary B.36. Suppose that f (z) is analytic in a disk about z0, that f (z0) =
w0, and that f (z)−w0 has a zero of order n at z0. Then there exists an open disk
{z

Ø
Ø |z − z0| < ≤} inside which f (z) − w0 can be written as a composition of an

analytic function with a zero at z0 followed by the function ≥ 7→ ≥ n about ≥ = 0.
In formulas,

f (z) − w0 = ≥(z)n

≥(z) = (z − z0)h(z)

with ≥(z) and h(z) analytic.

PROOF. Because f (z)−w0 has a zero of ordern at z0, we canwrite f (z)−w0 =
(z−z0)ng(z)with g(z) analytic and g(z0) 6= 0. Choose ≤ > 0 so that |z−z0| < ≤
implies |g(z) − g(z0)| < |g(z0)|. This inequality says that |1− g(z)/g(z0)| < 1.
Putw = g(z)/g(z0). The set ofw with |1−w| < 1 excludes the negative real

axis, and the principal value of the nth root of w is defined there. Define h1(z) to
be the principal value of the nth root of g(z)/g(z0). This is an analytic function
with h1(z)n = g(z)/g(z0) such that h1(z) = reiθ has −π

n < θ < π
n . Fix an

nth root g(z0)1/n = ρeiϕ of g(z0), and define h(z) = g(z0)1/nh1(z). This is an
analytic function having h(z) = ρrei√ with −π

n + ϕ < √ < π
n + ϕ.

To complete the proof, we simply compute

((z − z0)h(z))n = (z − z0)nh(z)n = (z − z0)n(g(z0)1/nh1(z))n

= (z − z0)n(g(z0)1/n)n(h1(z))n = (z − z0)ng(z0)(g(z)/g(z0))
= (z − z0)ng(z) = f (z) − w0. §

B10. Residue Theorem

The Residue Theorem is an important tool of complex analysis for calculating
ordinary definite integrals, both proper and improper. We shall state and prove the
Residue Theorem for a disk in this section, and in Section B11we shall give some
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applications to the calculation of definite integrals. A version of the theorem for
regions other than disks will be obtained in Section B12, and the need for such a
theorem will be apparent from Example 6 at the end of Section B11.
We suppose that f (z) is a function analytic in a disk except for isolated

singularities, and for the moment we suppose that those singularities are all poles
and there are only finitely many of them. Let ∞ be a piecewise C1 closed curve
in the disk. The question is to evaluate

R
∞ f (z) dz.

If there is only one pole, say at z0, we can proceed as follows. Let the pole
have order h. Following the prescription in Section B6, we expand f (z) as the
sum of its singular part and the rest:

f (z) = bh(z − z0)−h + bh−1(z − z0)−h+1 + · · · + b1(z − z0)−1 + c(z).

Here c(z) is analytic in the disk, and its integral is 0 by the Cauchy Integral
Theorem (Theorem B.9). Each of the powers (z − z0)−k with k < −1 is a
complex derivative in C − {z0}, and its integral is 0 by Corollary B.6. Thus

R
∞ f (z) dz = b1

R
∞ (z − z0)−1 dz = 2π ib1n(∞, z0),

where n(∞, z0) is the winding number studied in Section B7.
The coefficient b1 is defined to be the residue of f (z) at z0, denoted by

Res f (z0), and the above computation shows that the value of the integral is 2π i
times the product of the residue and the winding number. When the order of the
pole is 1, the residue is easy to compute; it is Res f (z0) = limz→z0(z − z0) f (z).
The computation is only a little harder when the order h is greater than 1. The

residue is just

Res f (z0) =
1

(h − 1)!
lim
z→z0

≥ d
dz

¥h−1°
(z − z0)h f (z)

¢
,

a fact that we readily check by substituting for f (z) the expression above for the
sum of the singular part and the rest.

Theorem B.37 (Residue Theorem). Let f (z) be a function analytic in a disk
except for poles at points {zj }. If ∞ is a piecewise C1 closed curve in the disk not
passing through any of the poles, then

Z

∞

f (z) dz = 2π i
X

j
Res f (zj )n(∞, zj ),

only finitely many of the terms on the right side being nonzero.
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REMARK. The formula of the theorem remains valid if some of the zj are essen-
tial singularities, but the proof breaks down. Also the formula for computing the
residues is no longer meaningful once order infinity is allowed. We return to this
matter when we take up Laurent series in Section B13. Fortunately applications
of the Residue Theorem normally do not involve essential singularities.

PROOF. The same reasoningas at the beginningof the proof of PropositionB.33
shows that we can shrink the disk slightly and assume that there are only finitely
many poles, say z1, . . . , zm . Poles outside the smaller disk will not contribute to
the formula for

R
∞ f (z) dz. Let the respective singular parts be s(zj , z) and the

respective residues be Res f (zj ). Then

f (z) −
mP

j=1
s(zj , z) = a(z)

is analytic in the shrunk disk, and each term s(zj , z) − Res f (zj )
z−zj is the complex

derivative of an analytic function in C − {zj }. Write

R
∞ f (z) dz =

R
∞ a(z) dz +

mP

j=1

R
∞

°
s(zj , z) − Res f (zj )

z−zj

¢
dz +

mP

j=1

R
∞

Res f (zj ) dz
z−zj .

The first term on the right side is 0 by the Cauchy Integral Theorem (Theo-
rem B.9), the second term is 0 by Corollary B.6, and the third term equals
2π i

Pm
j=1 Res f (zj )n(∞, zj ) by definition of n(∞, zj ). The theorem follows. §

EXAMPLE. Find the residues of f (z) = ez
(z−a)(z−b) if a 6= b. The poles are both

simple. At a, we have

Res f (a) = lim
z→a

(z − a) f (z) = lim
z→a

ez
z−b = ea

a−b ,

and at b, we have

Res f (b) = lim
z→b

(z − b) f (z) = lim
z→b

ez
z−a = eb

b−a .

B11. Evaluation of Definite Integrals

Ordinarily theResidueTheorem is applied in situationswhere ∞ is a simple closed
curve oriented so that the inside of the curve is on the left. Then the winding
number is 1 for ∞ about the poles inside the closed curve and is 0 for ∞ about
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the poles outside the closed curve. The statement of the theorem in this case is
that

R
∞ f (z) dz equals 2π i times the sum of the residues at the poles inside the

curve. After the theorem is applied, some passage to the limit is involved so that
the initial curve matches the desired interval of integration in the limit.
The definite integrals to be evaluated with the help of the Residue Theorem

are typically of the form
R +∞
−∞ or

R 2π
0 , but other intervals are possible in more

complicated cases. The integrals may or may not be absolutely convergent.

EXAMPLE 1.
R ∞
−∞

1
x2+1 dx . This is a simple example of an absolutely conver-

gent integral of a rational function from −∞ to +∞. Such integrals can always
be evaluated directly as a limit of the integral

R R
−R , with

R R
−R handled exactly by

the method of partial fractions of calculus. For this particular case the integrand
is the derivative of arctan x , and thus the integral equals

lim
R→∞

(arctan R − arctan(−R)) = π/2− (−π/2) = π.

In most cases using the Residue Theorem tends to be easier than using partial
fractions. Let us see what happens here. The curve ∞ is taken as the line segment
from−R to R on the real axis, followed by the large semicircle in the upper half
plane that closes the curve. The semicircle may be parametrized as t 7→ Reit
with 0 ≤ t ≤ π . We have

R

line segment
(z2 + 1)−1 dz +

R

semicircle
(z2 + 1)−1 dz

=
R

∞

(z2 + 1)−1 dz = 2π i
P

poles inside
semicircle

Res(z2+1)−1(zj ).

The expression after the first equals sign is a complex line integral that on the one
hand equals the sum of the two integrals on the left and on the other hand equals
the expression on the right obtained from the Residue Theorem.
The first integral on the left is just

R R
−R(x

2+1) dx and tends to
R ∞
−∞(x2+1) dx

in the limit as R tends to infinity. The second integral on the left is equal toR π

0 ((Reit)2 + 1)−1Rieit dt . The absolute value of the integrand in this case is
≤ R/(R2 − 1) if R > 1, and the length of the interval is π . Thus the absolute
value of the second integral on the left is of the order of π/R and tends to 0 as R
tends to infinity. In other words, the limit as R tends to∞ of the left side of the
displayed equation is the integral

R ∞
−∞

1
x2+1 dx .

The only poles of (z2 + 1)−1 in C are at ±i . The pole at −i is never inside
the semicircle in question, and the pole at +i is inside the semicircle when
R > 1. The poles are simple and the residue at+i is limz→i (z − i)(z2 + 1)−1 =
limz→i (z + i)−1 = 1/(2i). Taking into account the factor 2π i , we obtain the
result

R ∞
−∞

1
x2+1 dx = π .
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Let us step back from Example 1 to see what made it work. We started with an
integral of the form

R ∞
∞

P(x) dx
Q(x) , where P and Q are polynomials. Implicitly we

assumed that Q(x) was nowhere 0 on the real axis. We replaced P(x) and Q(x)
by P(z) and Q(z) and considered a complex line integral

R
∞
P(z) dz
Q(z) , where ∞

consisted of a line segment on the real axis, followed by a semicircle in the upper
half plane. It was relevant that the integral over the semicircle involved an extra
factor of Rieit . For the integral over the semicircle,we estimated P(Reit)/Q(eit),
and the main consideration was deg P − deg Q. If this was −2 or less, then the
product RP(Reit)/Q(eit)would still have tended to 0. If deg P−deg Q had been
−1, this would not have happened. Once we could handle the integral over the
semicircle, all we needed was knowledge of the residues in the upper half plane.
For that knowledge, an exact factorization of Q was handy; an approximation
would have been good enough to get an approximate answer if all poles were
simple. The result was that if deg P − deg Q ≤ −2, then

Z ∞

−∞

P(x)
Q(x)

dx = 2π i ×

Ω
sum of residues of P/Q
in upper half plane .

EXAMPLE 2.
R ∞
−∞

cos x
x2+1 dx , another absolutely convergent integral. It is tempt-

ing to proceed exactly as in Example 1, using cos z
z2+1 , but this approach does not

work because cos z gets quite large in the imaginary direction. Instead one uses eiz
in place of cos z, since eiz = eixe−y is small in the positive imaginary direction.
Just as in Example 1, the integral over the semicircle tends to 0, and the result is
that Z ∞

−∞

eix dx
x2 + 1

= 2π i ×

Ω
sum of residues of eix/(x2 + 1)

in upper half plane .

The only relevant pole is from+i , and the residue is limz→i (z− i)eiz(z2+1)−1 =
limz→i ei z(z+i)−1 = e−1/(2i). Thus the integral of eix/(x2+1) isπe−1. Taking
the real part shows that the integral of cos x/(x2 + 1) is πe−1.
If we had considered e−i z/(z2 + 1) instead of eiz/(z2 + 1), then the same

technique would have worked if ∞ had consisted of the line segment on the real
axis followed by a semicircle in the lower half plane. In this case we would have
to take into account that the winding number of ∞ about −i is −1.

Adjusting the integrand in Example 2 slightly, we see that we could have han-
dled

R ∞
−∞ e−2π iux(x2 + 1)−1 dx . The choice of semicircle would have depended

on the sign of u, with either choice working when u = 0. Readers who have
peeked at ChapterVIII will know that the function u 7→

R ∞
∞ e−2π iux(x2+1)−1 dx

is the Fourier transform of (x2+1)−1. Fourier transforms are of great importance
in real analysis and electrical engineering.
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Putting the techniques of Examples 1 and 2 together, we see that we can
compute

R ∞
−∞ e−2π iux(P(x)/Q(x)) dx as long as P(x) and Q(x) are polynomials

with deg P − deg Q ≤ −2 and Q(x) is nowhere 0 on the real axis.

EXAMPLE 3.
R ∞
−∞ eix x

x2+1 dx . Here the difference of degrees of the numerator
and denominator of x/(x2 + 1) is −1, and the above condition is not satisfied.
This time the integral is not absolutely convergent. However, it will still be true
that limX1,X2→∞

R X2
−X1 e

ix x
x2+1 dx exists. The curve to use is the boundary ∞ of

the filled rectangle with −X1 ≤ x ≤ X2 and 0 ≤ y ≤ Y , and ∞ is to be oriented
so as to be traversed counterclockwise as usual. We shall assume that Y > 1.
The contribution to the complex line integral from the right side of the rectangle

is an integral from 0 to Y of an integrand in y that in absolute value equals

e−y|X2 + iy||(X2 + iy)2+1|−1= e−y|X2 + iy||X2 + iy + i |−1|X2 + iy − i |−1

≤ e−y|X2 + iy − i |−1 ≤ X−1
2 e−y,

and
R Y
0 X−1

2 e−y ≤ X−1
2 . So the contribution from the right side of the rectangle

is≤ X−1
2 . Similarly the contribution from the left side of the rectangle is≤ X−1

1 .
The contribution to the complex line integral from the top side of the rectangle

is R X2
−X1 e

i(x+iY )(x + iY )((x + iY )2 + 1)−1 dx,

and the absolute value of the integrand is ≤ e−Y |x + iY − i |−1 ≤ e−Y /(Y − 1).
Thus the contribution from the top sideof the rectangle is≤ e−Y (X1+X2)/(Y−1).
For fixed X1 and X2, this tends to 0 as Y tends to infinity.
Consequently

Ø
Ø R X2

−X1 e
ix x
x2+1 dx − 2π i

P
poles inside ∞ (residue at pole)

Ø
Ø ≤ X−1

2 + X−1
1 .

The only pole inside ∞ is at i , and the residue there is limz→i
°
eizz/(z + i)

¢
=

−e−1i/(2i). Therefore limX1,X2→∞
R X2
−X1 e

ix x
x2+1 dx = −π ie−1.

If we had considered e−i x x/(x2 + 1) instead of eix x/(x2 + 1), then the same
technique would have worked if ∞ had consisted of the line segment on the real
axis followed by the other three sides of a rectangle in the lower half plane.

Adjusting the integrand in Example 3 slightly, we see that we can handleR ∞
−∞ e−2π iux x(x2 + 1)−1 dx . The choice of rectangle depends on the sign of u,
with neither choice working when u = 0.
Adjusting the integrand even more, we see that we can handle any integral of

the form
R ∞
−∞ e−2π iux P(x)/Q(x) dx whenever P and Q are polynomials with

Q(x) nonvanishing for x real and with deg P − deg Q = −1.
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EXAMPLE 4.
R ∞
−∞

eix
x dx , an integral that is not absolutely convergent at infinity

or at 0. Because of the failure of absolute convergence at infinity, the proper
approach is to consider a limit of

R X2
−X1 as X1 and X2 tend to infinity, rather than

a limit of
R R
−R as R tends to infinity. Thus we use a rectangle as in Example 3

rather than a semicircle as in Examples 1 and 2. In addition, there is a pole on
the real axis, and it requires special treatment. We therefore adjust the curve ∞
of Example 3 slightly, to include the pole at z = 0 within the curve. Fix positive
numbers X1, X2, Y , and ≤ with ≤ small. The integral proceeds on the real axis
from −X1 to −≤, around a small semicircle ≤eit with π ≤ t ≤ 2π , and along
the real axis from ≤ to X2, and it closes up by going up the right side, across the
top, and down the left side as in Example 3. The same reasoning as in Example
3 therefore gives us

Ø
Ø R −≤

−X1 e
ix/x dx +

R X2
≤ eix/x dx +

R

semicircle
eiz/z dz − 2π iReseiz/z(0)

Ø
Ø

≤ c2X−1
2 + c1X−1

1 .

for suitable constants c1 and c2. Letting X1 and X2 tend to infinity gives
R
|x |∏≤ e

ix/x dx = 2π iReseiz/z(0) −
R

semicircle
eiz/z dz

The pole at z = 0 is simple, and the residue is limz→0 zeiz/z = 1. To estimate the
integral over the semicircle, we can write eiz/z = 1/z + a(z) with a(z) analytic
near z = 0. Then

R

semicircle
eiz/z dz =

R

semicircle
1/z dz +

R

semicircle
a(z) dz

=
R 2π
π 1/(≤eit) i≤eit dt +

R

semicircle
a(z) dz.

On the right side the first term equals π i , and the second term is ≤ the product
of the length of the semicircle, namely ≤π , by the supremum of |a(z)| on the
semicircle. Thus the second term tends to 0 as ≤ tends to 0. We obtain

R
|x |∏≤(e

ix/x) dx = 2π i − π i + (error term)

with lim≤→0(error term) = 0. Consequently

lim
≤→0

R
|x |∏≤(e

ix/x) dx = π i.

The left side is known as the Cauchy principal value of the integral of eix/x ,
and one writes

PV
R ∞
−∞ eix/x dx = π i.
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EXAMPLE 40. Variants. If we had started with e−i x/x instead of eix/x and if
we had argued with a rectangle in the lower half plane and a small semicircle
in the upper half plane, we would have found that PV

R ∞
−∞ e−i x/x dx = −π i .

Subtracting the two results, and dividing by 2i , we obtain

R ∞
−∞

sin x
x dx = π.

The PV is not needed, since sin xx has no singularity at x = 0. Since sin xx is a even
function, it is customary to write this result as

R ∞
0

sin x
x dx = π

2 .

If we go over the reasoning in Examples 4 and 40 carefully, we see that we can
handle an arbitrary finite number of simple poles on the real axis in an integralR ∞
∞

eix P(x)
Q(x) dx , as well as finitely many poles in the upper half plane, as long as

deg P − deg Q ≤ −1. The integral will be 2π i times the sum of the residues at
the poles in the open upper half plane it plus π i times the sum of the residues at
the simple poles on the real axis. The integral will involve a Cauchy principal
value at each pole on the real axis.
It is instructive to see what happens with a double pole on the real axis. The

integral
R ∞
−∞ eix x−2 dx is absolutely convergent at infinity. The above method

gives us

R
|x |∏≤ e

izz−2 dx = 2π iReseiz z−2(0) +
R

semicircle
eizz−2 dz

= −2π +
R

semicircle
z−2(1+ i z + a(z)) dz with z−2a(z) analytic

= −2π +
R 2π
π ≤−2e−2i t i≤eit dt +

R 2π
π i≤−1e−i t i≤eit dt+(error)

= −2π + i≤−1 R 2π
π e−i t dt − π + (error)

= −2π − 2≤−1 − π + (error)

with “(error)” referring to a term that tends to 0 as ≤ tends to 0. What we see is
that we do not get a finite limit on the right side as ≤ tends to 0.

EXAMPLE 5. I =
R 2π
0 R(sin θ, cos θ) dθ , where R is a rational function every-

where finite for 0 ≤ θ ≤ 2π . Let us substitute z = eiθ and dz = ieiθ dθ = i z dθ ,
so that dθ = −i dz

z . Then I becomes an integral around the standard unit circle
C :

I =
R
C R

° z−z−1
2i , z+z

−1

2
¢
(−i)z−1 dz
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Expanding out the integrand reveals a meromorphic function with no poles on
C . Thus the value of I is just 2π i times the sum of the residues of the integrand
inside the unit circle. For a particular case, we use this approach to evaluate

R 2π
0

cos θ dθ
5+4 cos θ = −i

R
C

1
2 (z+z

−1)

5+4( 12 (z+z−1))
dz
z

= −i
R
C

z2+1
z(4z2+10z+4) dz.

The integrand has poles at 0, − 1
2 , and −2. The value of the integral (without the

coefficient −i) is therefore 2π i times the sum of the residues at 0 and − 1
2 :

R 2π
0

cos θ dθ
5+4 cos θ = 2π i(−i)( 14 − 5

12) = −π
3 .

EXAMPLE 6. I =
R ∞
−∞

log |x |
(1+x2)2 dx , an absolutely convergent integral. This

looks like a candidate for the kind of analysis we have done in this section, but we
have tomake somepreliminary adjustments. The integrand is not the restriction to
the real axis of an analytic function, but the integrand has compensations. For one
thing the integrand is even; in addition, the value of the natural analytic function
log z

(1+z2)2 on the negative real axis is related to the value of the same analytic function
on the positive real axis. Consequently handling the integral of log z

(1+z2)2 may well
lead to a value for I . To do so, we choose a branch of the logarithm that is analytic
in a region that includes the upper half plane and both halves of the real axis, such
as the one that excludes the negative imaginary axis. Then there will be a pole at
z = i and some other singularity at z = 0. We can use a small semicircle around
0, we can make our estimates, and we can write down the result of applying the
Residue Theorem. There is just one difficulty. We proved the Residue Theorem
for a disk, not for a region like the plane with the negative imaginary axis omitted.
To obtain a better version of the Residue Theorem, we need a better version of
the Cauchy Integral Theorem, one that takes global properties of the region into
account. We shall obtain the improved version of the Cauchy Integral Theorem
in the next section, and later we shall come back to the integral in this example.

B12. Global Theorems in Simply Connected Regions

We saw an example at the end of the previous section showing that the scope of
the Cauchy Integral Theorem as stated in Theorem B.9 is not broad enough for
some purposes. Theorem B.9 was stated for a disk of any radius, but we needed
a version that applied to another kind of region.
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Following the approach in Ahlfors’s Complex Analysis, we define a bounded
region of C to be simply connected if its complement in C is connected.12 By
way of example, the inside of a circle (an open disk) is simply connected. It is
fairly clear intuitively from the definition that a simply connected region cannot
have any holes or punctures in it. Indeed, any hole or puncture would constitute
a component of the complement of the region. This definition of “simply con-
nected” is easy to check and relatively easy to apply, but it is not the standard
one. The standard one, roughly speaking, is that a region is simply connected if
every loop (closed path) based at a point can be continuously deformed to a point
within the region without moving the base point; we shall be more precise at the
end of this section.
The question of addressing the equivalence of the present definition and the

standard one goes by way of Lemma B.39. Lemma B.39 will reformulate the
present definition of simply connected in terms of winding number, and what
needs proof is that the winding-number definition is equivalent with the standard
definition. This matter will be taken up at the end of this section.
Theorem B.40 below will say that the Cauchy Integral Theorem extends to be

valid for all bounded simply connected regions, not just for disks. The first step
toward a proof will be to formulate the notion “simply connected” in terms of
winding numbers.

By way of preliminaries we reintroduce the notion of a piecewise C1 chain
that was mentioned at the end of Section B2 and was used also in Section III.13.
This is a formal sum of piecewise C1 curves, say ∞ = ∞1 + · · · + ∞r , without
regard to the order of the terms. We regard two chains as equal if they can be
obtained from each other by a sequence of operations of the form

(i) subdivision of an arc,
(ii) fusion of subarcs into a single arc,
(iii) reparametrization of an arc,
(iv) cancellation of a pair of opposite arcs,
(v) insertion of a pair of opposite arcs,
(vi) dropping a one-point arc (with domain of the form [a, a]), and
(vii) insertion of a one-point arc.
In analogy with what happened with ordinary line integrals in Section III.13,

wedefine a complex line integral over a piecewiseC1 chain∞ as the corresponding

12To make this definition apply to an unbounded region, one must first adjoin a point at infinity
to C and regard C as a subset of a 2-dimensional sphere, as in Problems 5–8 at the end of this
appendix. Then a region in C can be defined to be simply connected if its complement in the sphere
is connected. Preferring to avoid unenlightening complications, we shall not use the term “simply
connected” in dealing with unbounded regions.
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sum of complex line integrals over the constituent piecewise C1 curves:

Z

∞

f dz =
rX

k=1

Z

∞k

f dz.

If two such chains are equal, then all complex line integrals defined on both are
equal.
As in Section III.13, we denote the reverse of ∞ by −∞ . If ∞ = ∞1 + · · · + ∞r

and σ = σ1 + · · · + σs are chains, let ∞ + σ = ∞1 + · · · + ∞r + σ1 + . . . σs . ThenR
∞+σ f dz =

R
∞ f dz+

R
σ f dz. We shall write n∞ for ∞ +· · ·+∞ (n times) and

−n(∞ ) = n(−∞ ) and 0(∞ ) = (empty arc). Then every chain can be written as
∞ = a1∞1 + · · · + an∞k with the aj positive integers and the ∞j distinct, and if we
allow some coefficients to be 0, then any two chains can be expressed as sums of
the same ∞j ’s.
The new ingredient in all this formalism, not present in Section III.13 or Section

B2, is the notion of a “cycle.” A chain is a cycle if it can be represented as the
sum of (piecewise C1) closed curves.

Lemma B.38. A chain is a cycle if and only if in any representation of the
chain as the sum of piecewise C1 closed curves, the initial point and endpoints
are identical in pairs.

PROOF. If the condition is satisfied for ∞1 + · · · + ∞n , take the piecewise C1
curve ∞1 and if ∞1 is not closed, use the hypothesis to find ∞k whose initial point
matches the endpoint of ∞1. Then ∞1 + ∞k is a piecewise C1 curve, and either it
is closed, or we can join another constituent curve to it. Continuing in this way,
we eventually express the chain as the sum of closed curves.
Conversely if we have a chain expressed as the sum of closed curves, we need

only check that operations (i) through (vii) preserve the condition in the statement
of the lemma. We omit the verification. §

The winding number or index of a cycle ∞ about a point not in the image of
any of the constituent curves of ∞ is n(∞, a) = 1

2π i
R
∞

1
z−a dz. It is a well defined

integer, and it satisfies

n(c1∞1 + c2∞2, a) = c1n(∞1, a) + c2n(∞2, a)

whenever c1 and c2 are integers.

Lemma B.39. A bounded region U in C is simply connected if and only if
n(∞, a) = 0 for all piecewise C1 cycles ∞ in U and points a in C −U .
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PROOF OF NECESSITY. Suppose U is bounded and simply connected, so that
C−U is connected. Let ∞ be a piecewiseC1 cycle. In view of Lemma B.38, it is
enough to prove that n(∞, a) = 0 for all piecewise C1 closed curves ∞ in U and
points a inC−U . Since ∞ is inU ,C−U ⊆ C− image(∞ ) . As a connected set,
C−U must be contained in one of components ofC− image(∞ ). The setC−U
contains the exterior of any sufficiently large disk centered at the origin, and the
component in question must be the unbounded component. By Proposition B.29,
n(∞, a) = 0 for all a in the unbounded component, hence for all a in C −U . §

PROOF OF SUFFICIENCY. With U bounded, suppose that n(∞, a) = 0 for all
piecewise C1 cycles ∞ in U and points a in C − U . We are to prove that U is
simply connected. Arguing by contradiction, supposeC−U fails to be connected.
Then we can writeC−U = X ∪Y with X and Y nonempty, disjoint, closed, and
relatively open. Since the exterior of a sufficiently large disk is contained in one
of the components, exactly one of the connected components ofC−U , say E , is
unbounded. Since E ⊆ X ∪ Y and E is connected, E is contained in either X or
Y . Say that E ⊆ X . Then Y is bounded, as well as closed; hence Y is compact
(Corollary 2.37). Fix a point a of Y . We shall produce a cycle ∞ in U for which
n(∞, a) = 1, and then the proof will be complete.

X

Y1

∞1

∞2

Y2
a•

FIGURE B.5. Construction of a cycle ∞ and a point a with n(∞, a) = 1.
Here Y = Y1 ∪ Y2, a lies in Y2, and ∞ = ∞1 + ∞2.

Since X is closed, the distance D(x, X) of a point x to X is a continuous
function (Proposition 2.16) on C that vanishes on X and only on X (Proposition
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2.19). Corollary 2.39 shows that it attains aminimumvaluem > 0 on the compact
set Y . Cover C with a grid of nonoverlapping filled (closed) squares of a fixed
side< m/

p
2, and position the squares so that the chosen point a is at the center

of one of them. The size of the squares is arranged so that no square meets both
X and Y .
If Q is any of the squares, we let @Q be its boundary, oriented so as to be

traversed counterclockwise. Each @Q, being a closed piecewise C1 curve, is a
cycle. Define ∞ =

P
i @Qi , where the sum is taken over all squares Qi such

that Qi ∩ Y 6= ∅. The sum is finite because Y is compact and the squares are
nonoverlapping. Thus∞ is a cycle. Sincea is inY and lies at the center of a square,
there is exactly one square Q0 for which n(@Q0, a) = 1. Thus n(∞, a) = 1. See
Figure B.5.
The cycle ∞ does not meet X because no square of the grid meets both X and

Y . Let us see that when cancellations of sides of squares are taken into account, ∞
does not meet Y . Thus let Q be a square that contributes to ∞ . It has Q ∩Y 6= ∅.
If one of Q’s sides meets Y , Q shares that side with exactly one other square Q0

of the grid, and then Q0 ∩Y 6= ∅. So the side appears in the expression for ∞ with
one orientation from @Q and with the opposite orientation from @Q0, and the two
cancel. We conclude that ∞ does not meet Y . Thus ∞ lies in the complement of
X ∪ Y = C −U , hence in U . §

Theorem B.40 (Cauchy Integral Theorem, global form). If f is analytic in a
bounded simply connected region U in C, then

Z

∞

f (z) dz = 0

for every piecewise C1 closed curve in U .

REMARKS. By LemmaB.38 it follows that
R
∞ f (z) dz = 0 for every piecewise

C1 cycle in U . In the statement of the theorem the hypothesis “bounded” is
unnecessary, but we shall not make the effort to drop it.

PROOF. Fix z0 in U , and define F(z) =
R
σ f (≥ ) d≥ for z in U , where σ is a

polygonal path from z0 to z inU with sides parallel to the axes. The main step is
to prove that F(z) is well defined. Let us see how the theorem then follows.
The function F(z) is certainly continuous, as a change from z1 to z2 produces a

change in the integral of at most themaximumvalue of | f (≥ )| on a polygonal path
from z1 to z2, times the length of the polygonal path. Parametrizing horizontal
and vertical segments, we compute the partial derivatives of F . If the last segment
of a path is taken to be horizontal, we see that @F

@x (z) = f (z). If it is taken to
be vertical, we see that @F

@y (z) = i f (z). Both partial derivatives are continuous,
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and Corollary B.20 implies that F has a complex derivative at each point, namely
the value of @F

@x , which is f . Thus f is the complex derivative of an analytic
function, and Corollary B.6 shows that

R
∞ f (z) dz = 0 for every piecewise C1

closed curve in U . So the theorem follows if F is well defined.
If σ1 and σ2 are two polygonal paths from z0 to z in U with sides parallel to

the axes, then the difference ∞ = σ1 − σ2 is a closed polygonal path in U with
sides parallel to the axes. Consequently it is enough to show that

R
∞ f (z) dz = 0

for every closed polygonal path ∞ in U with sides parallel to the axes. We may
assume that ∞ contains at least one horizontal segment and one vertical segment,
and we regard the straight-line segments in ∞ as fixed for the remainder of the
proof. In particular, the set image(∞ ) is a meaningful subset of U .

z

σ1

U σ2

z0

FIGURE B.6. Two polygonal paths σ1 and σ2 from z0 to z in the region U .

Figure B.6 illustrates the situation. As indicated in that figure, we introduce
some auxiliary lines by extending in both directions to an infinite line each
horizontal or vertical segment of ∞ . The configuration of horizontal and vertical
lines makes a finite grid on C of finite and infinite filled closed rectangles, and
the assumption that ∞ contains at least one horizontal segment and one vertical
segment means that the grid contains at least one finite rectangle.
Denote by Ri a typical finite filled rectangle. For each Ri , let ai be a point in

the inside of Ri , and let @Ri be the boundary of Ri , viewed as a piecewise C1
closed curve oriented so as to be traversed counterclockwise. Let ∞0 be the cycle

∞0 =
P

i
n(∞, ai )@Ri . (∗)

In addition, denote by R0
j a typical infinite rectangle. For each such R0

j , let a0
j

be a point on the inside of R0
j . Let us check that

n(∞ − ∞0, a) = 0 (∗∗)
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whenever a is one of the points ai or a0
j . In fact, n(@Ri , ak) equals 1 if k = i and

equals 0 otherwise, and so

n(∞0, ak) =
P

i
n(∞, ai )n(@Ri , ak) = n(∞, ak),

which proves (∗∗) for the points ai . Since n(@Ri , a0
j ) = 0 for all i and j , we have

n(∞0, a0
j ) =

P

i
n(∞, ai )n(@Ri , a0

j ) = 0,

and this proves (∗∗) for the points a0
j .

From (∗∗)we wish to prove that the cycles ∞ and ∞0 are equal. Express ∞ −∞0
as an integer combination of sides; this is possible since the sides of ∞ were what
were used to form the grid. Each side that can appear in ∞ or ∞0 as a finite side
is a side of exactly two rectangles, which are adjacent. Since the two rectangles
have this side in common, either they are both finite or else one is finite and the
other is infinite.
Suppose that Ri and Rk have a side σ in common. To fix the signs, let us

orient σ so that @Ri , which is traversed counterclockwise, contains σ as one of
its four sides while @Rk contains −σ . Suppose that the expression of ∞ − ∞0
contains the integer multiple cσ of σ . Then the cycle ∞ − ∞0 − c@Ri does not
contain σ . A straight line segment from ai to ak therefore does not meet the cycle
∞ − ∞0 − c@Ri , and it follows from Proposition B.28 that

n(∞ − ∞0 − c@Ri , ai ) = n(∞ − ∞0 − c@Ri , ak). (†)

In view of (∗∗), the left side of (†) is−c, and the right side is 0. Thus c = 0. This
proves that no side common to two finite rectangles appears in the expression for
∞ − ∞0.
If Ri and R0

j have a side σ in common, we argue similarly. Again to fix signs,
let us orient σ so that σ is one of the sides of Ri . If the expression of ∞ − ∞0
contains the integer multiple cσ of σ , then just as with (†), we obtain

n(∞ − ∞0 − c@Ri , ai ) = n(∞ − ∞0 − c@Ri , a0
j ). (††)

By (∗∗) the left side is −c, and the right side is 0. Thus c = 0. This proves that
no side common to a finite and an infinite rectangle appears in the expression for
∞ − ∞0. Combining this result with (∗) gives us

∞ =
P

i
n(∞, ai )@Ri . (‡)

Let us now prove that every Ri in (‡) for which the coefficient n(∞, ai ) is
nonzero lies completely in U , i.e., the inside of Ri lies in U . It is time to use the
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hypothesis thatU is simply connected. The function a 7→ n(∞, a) is constant on
the inside of Ri since the inside is connected and lies in the complement of ∞ ,
and ai is in the inside. Thus n(∞, a) is nonzero everywhere on the inside of Ri .
Because U is simply connected, Lemma B.39 tells us that n(∞, a) = 0 for all
piecewise C1 cycles in U and points a in C −U . Thus no point of the inside of
Ri lies inC−U , i.e, the inside of Ri lies completely inU . By Goursat’s Lemma,R
@Ri f (z) dz = 0. Forming the integer combination of such integrals indicated
by (‡), we obtain

R
∞ f (z) dz = 0. §

In short order we can derive global forms of the Cauchy Integral Formula, the
Argument Principle, and the Residue Theorem. In addition, we shall see how to
make log z into a function on any bounded simply connected region. The results
are as follows.

Corollary B.41 (Cauchy Integral Formula, global form). Let f be analytic in
a simply connected region U , and let ∞ be any piecewise C1 cycle in U . If z is
any point of U not on image(∞ ), then

n(∞, z) f (z) =
1
2π i

Z

∞

f (≥ ) d≥

≥ − z
.

REMARK. The condition that z not be on image(∞ ) means that there is some
expression for ∞ as a combination of piecewise C1 curves such that z is not on
the image of any of the curves.

PROOF. We apply theCauchy Integral Theorem (TheoremB.40) to the function

g(≥ ) =

Ω f (≥ )− f (z)
≥−z for ≥ ∈ U − {z}

f 0(z) for ≥ = z.

on the simply connected regionU . This is analytic except possibly at z. However,
z is a removable singularity, and thus g is analytic in all of D. Theorem B.40
applies and gives

R
∞ g(≥ ) d≥ = 0. Therefore

1
2π i

R
∞

f (≥ ) d≥
≥−z =

° 1
2π i

R
∞

d≥
≥−z

¢
f (z) = n(∞, z) f (z). §

CorollaryB.42. If f (z) is analytic and nowhere vanishing in a bounded simply
connected regionU , then it is possible to define a (single-valued) analytic branch
of log z in U .
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PROOF. Fix z0 in U . By Theorem B.40,
R
∞

f 0(z)
f (z) dz is 0 over every piecewise

C1 closed curve inU . Hencewe can define an indefinite integral of f 0(z)/ f (z) by
putting F(z) =

R z
z0

f 0(≥ )
f (≥ )

d≥ for any piecewiseC1 curve from z0 to z. The function
F(z) is analytic is U , and its complex derivative is f 0(z)/ f (z). Consequently

d
dz

°
f (z)e−F(z)¢ =

°
f 0(z) − f (z)F 0(z)

¢
e−F(z) = 0

on U , and f (z)e−F(z) is constant. That is, f (z) = ceF(z) for some nonzero
constant c. Putting z = z0 shows that f (z0) = ceF(z0) = c. Thus f (z) =
f (z0)eF(z). Making an arbitrary choice for the value log f (z0) of the logarithm
at z0 allows us to rewrite this equation as f (z) = eF(z)+log f (z0). Consequently
we can define log f (z) = F(z) + log f (z0). §

Corollary B.43 (Argument Principle, global form). Let {aj } be the set of
distinct zeros and {bl} be the set of distinct poles of a meromorphic function
f (z) ≡/ 0 defined in a simply connected regionU , and suppose that aj has order
hj and bl has order kl . For every piecewise C1 cycle ∞ in U not passing through
a zero or pole,

X

j
h j n(∞, aj ) −

X

l
kln(∞, bl) =

1
2π i

Z

∞

f 0(z)
f (z)

dz.

Consequently if 0 = f ◦ ∞ , then

n(0, 0) =
X

j
h j n(∞, aj ) −

X

l
kln(∞, bl).

REMARKS. The condition that ∞ does not pass through a zero or pole means
that there is some expression for ∞ as a combination of piecewise C1 curves with
no zero or pole on the image of any of the curves. The result is derived from the
Cauchy Integral Theorem (Theorem B.40) in the same way that Theorem B.33
was derived from Theorem B.9.

Corollary B.44 (Residue Theorem). Let f (z) be a function analytic in a
simply connected regionU except for poles at points {zj }. If ∞ is a piecewise C1
cycle in U not passing through any of the poles, then

Z

∞

f (z) dz = 2π i
X

j
Res f (zj )n(∞, zj ),

only finitely many of the terms on the right side being nonzero.

REMARKS. The result is derived from the Cauchy Integral Theorem (Theorem
B.40) in the same way that Theorem B.37 was derived from Theorem B.9.
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We now return to the consideration of examples of applications of the Residue
Theorem that we suspended near the end of Section B11.

EXAMPLE 6 (CONTINUED). I =
R ∞
−∞

log |x |
(1+x2)2 dx , an absolutely convergent

integral. If we replace log |x | by log z, this looks like a candidate for the kind
of analysis we have did in Section B11. The complex line integral to consider
will use a large semicircle in the upper half plane and line segments on the real
axis. In addition, we shall use a small semicircle in the upper half plane about the
singularity 0. The piecewise C1 curve thus goes from (−R, 0) to (−≤, 0) on the
real axis, around the small semicircle in the upper half plane given by t 7→ ≤eit
with t going from π down to 0, from (≤, 0) to (R, 0) on the real axis, and then
around the large semicircle in the upper half plane t 7→ Reit with t going from 0
to π . The expression log z is to be interpreted as the branch of the logarithm that
excludes the negative imaginary axis and takes values whose imaginary parts are
between −π/2 and +3π/2.
A region containing this curve is the difference of the open set set Im z > −≤

and the closed disk |z| ≤ ≤. It is simply connected, and Corollary B.44 is
applicable. When z = x+iy, the value of log z is log |z|+iθ with−π

2 < θ < 3π
2 .

Thus it is log |z| plus a bounded expression. Let us bound the complex line
integrals over the two semicircles. On the large semicircle, where |z| = R and
R ∏ 2, the value of the integrand is ≤ CR−4 log R for some constant C . The
length of the large semicircle is πR, and thus the absolute value of the complex
line integral is ≤ CR−4(log R)2πR. This tends to 0. On the small semicircle,
where |z| = ≤ and ≤ ≤ 1

2 , the value of the integrand is ≤ C log(≤−1) for some
constant C . The length of the small semicircle is π≤, and thus the absolute value
of the complex line integral is ≤ 2πC≤ log(≤−1). This tends to 0.
The only pole of the integrand in the upper half plane is at z = i . The residue

there is

lim
z→i

° d
dz

¢°
(z − i)2(log z)(1+ z2)−2

¢
= lim

z→i

° d
dz

¢°
(z + i)−2(log z)

¢

= lim
z→i

°
− 2(z + i)−3 log z + (z + i)−2z−1

¢

= π
8 + i

4 .

Letting R → ∞ and ≤ → 0 gives
R 0
−∞

log z
(1+z2)2 dz +

R ∞
0

log z
(1+z2)2 dz = 2π i(π

8 + i
4 )

For negative real x , we have log x = log(−x) + π i . Thus we can rewrite this
equation as

2
R ∞
0

log z
(1+z2)2 dz + π i

R ∞
0

1
(1+z2)2 dz = 2π i(π

8 + i
4 ).
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We could evaluate the second term on the left side by the method of Example 1
in Section B11, but it is not necessary to do so. All we have to do is to equate the
real parts of the two sides of the equation. We obtain

I =
R ∞
−∞

log |x |
(1+x2)2 dx = 2

R ∞
0

log z
(1+z2)2 dz = −π

2 .

EXAMPLE 7. I =
R ∞
0

xα

1+x2 dx with 0 < α < 1, an absolutely convergent
integral. This example is rather similar to Example 6. The integrand is to be
zα
1+z2 , where z

α = eα log z and log z is the same branch as in Example 6. That is,
the branch of the logarithm excludes the negative imaginary axis and takes values
whose imaginary parts are between −π/2 and +3π/2. The piecewise C1 curve
over which to integrate is the same as in Example 6, and the simply connected
region is the same as in that example.
The integrals over the semicircles are handled more or less as in Example 6.

The only pole of the integrand in the upper half plane is at z = i , and it is simple.
The residue there is

lim
z→i

(z−i)zα
1+z2 = lim

z→i
zα/(z + i) = eα log i/(2i) = eαiπ/2/(2i).

The Residue Theorem, in the form of Corollary B.44, gives
R 0
−∞

zα
1+z2 dz +

R ∞
0

zα
1+z2 dz = 2π iReszα/(1+z2)(i) = πeαiπ/2.

In the first integral, we change z into−z and use the following formula, valid for
positive real z:

(−z)α = eα log(−z) = eα(iπ+log z) = eαiπ zα

Then we see that
R 0
−∞

zα
1+z2 dz =

R ∞
0

eαiπ zα
1+z2 dz = eαiπ R ∞

0
zα
1+z2 dz.

Hence
(1+ eαiπ)

R ∞
0

xα

1+x2 dx = πeαiπ/2,

and R ∞
0

xα

1+x2 dx = πeαiπ/2

1+eαiπ = π
2 cos(απ/2) .

Let us return to the question of the equivalence for bounded regionsU in C of
the text’s definition of the term “simply connected,” i.e., thatC−U is connected,
and the standard definition. It is time to state the standard definition precisely.



692 Appendix B. Elementary Complex Analysis

A pathwise connected metric space X such as our bounded regionU is simply
connected in the standard sense if every loop ∞ (t) defined for t in a nontrivial
closed interval [a, b] and based at a point p of X is homotopic to a constant
loop.13 We need to define the terms “loop,” “based,” “homotopic,” and “constant
loop.” A loop is a path ∞ with ∞ (a) = ∞ (b). It is based at p if ∞ (a) = p. A
loop ∞ based at p is homotopic to another loop σ based at p if there exists a
continuous function f : [a, b]× [0, 1] → X such that

f (t, 0) = ∞ (t) for all t ∈ [a, b],
f (t, 1) = σ(t) for all t ∈ [a, b],
f (a, s) = p for all s ∈ [0, 1],
f (b, s) = p for all s ∈ [0, 1].

The relation “is homotopic to” is easily seen to be an equivalence relation. The
constant loop σ based at p is the one having σ(t) = p for all t ∈ [a, b].
The intuition is that ∞ and σ are homotopic if the one loop can be continuously

deformed into the other through loops based at p. The function f gives the
deformation, being continuous and having f ( · , 0) = ∞ and f ( · , 1) = σ . The
deformed loops are f ( · , s) for s ∈ [0, 1]. “Simply connected” in this sense
means that every loop based at p can be continuously deformed to the constant
loop.
The question to be addressed is why for a bounded regionU ofC the condition

thatC−U be connected holds if and only if every loop based at a point p ofU is
homotopic to a constant loop. In view of Lemma B.39, it is enough to say why a
bounded region U of C has n(∞, z0) = 0 for all piecewise C1 cycles ∞ in U and
points z0 in C − U if and only if every loop in U based at p is homotopic to a
constant loop.
For our current purposes the interesting matter is the relationship between

winding numbers and loops homotopic to constant loops. We begin with that
relationship, treating the remainder of the discussion of equivalent definitions of
“simply connected” as a digression and putting it in small type. Fix z0 in C −U ,
and consider winding numbers about z0.
We shall make use of the following notation. For any z ∈ C − {0}, let

{z} = z/|z|, a complex number with |{z}| = 1. The number {z} captures the
notion of the argument of z unambiguously: for any value of arg z, we have
{z} = eiarg z .
Let ∞ be a loop inU based at p ∈ U , and let {∞ } be the loop based at {p− z0}

in the unit circle of C and defined by {∞ }(t) = {∞ (t) − z0} for t ∈ [a, b]. The

13The choice of p is irrelevant because loops based at two different points are related by a path
from the one point to the other.



B12. Global Theorems in Simply Connected Regions 693

winding numbers of ∞ about z0 and of {∞ } about 0 are given by

n(∞, z0) = 1
2π i

R
∞

dz
z−z0 = 1

2π i
R b
a

∞ 0(t) dt
∞ (t)−z0

and n({∞ }, 0) = 1
2π i

R
{∞ }

dz
z = 1

2π i
R b
a

{∞ }0(t) dt
{∞ }(t) .

These two winding numbers turn out to be equal, but more is true. As in Section
III.11, define ∞[a,s] for a ≤ s ≤ b to be the restriction of ∞ from [a, b] to [a, s].
Then actually14 R

{∞ }[a,s]
dz
z = i Im

R
∞[a,s]

dz
z−z0

for every s in [a, b]. The integral
R
∞[a,s]

dz
z−z0 is trying to be log(∞ (s)))−log(∞ (a)),

but log is multivalued. We run into trouble when we consider that integral just
when s = b, but the trouble goes away when we consider the integral as a
continuous function of s. As a result we can treat the left side as a well defined
continuous function of s, and its value is i

°
arg(∞ (s)) − arg(∞ (a))

¢
. In effect,

from the values of {∞ }(s) = eiarg(∞ (s)) in S1 and a definite choice of arg(∞ (a)),
we have managed to construct a “lift” of the values to i

°
arg(∞ (s)) − arg(∞ (a))

¢

in iR. The winding number of ∞ about z0 is 0 if and only if the lifted value
i
°
arg(∞ (s)) − arg(∞ (a))

¢
at s = b is 0.

In fact, this line of reasoning does not seriouslymake use of integration and can
be reformulated without it. Thus we can work with any loop ∞ in U based at p,
not necessarily a piecewise smooth closed curve. Starting from such a ∞ , we form
{∞ } as above, and we fix a value for iarg(∞ (a)). Using the uniform continuity of
{∞ }, we can form a partition of [a, b], say a = t0 < t1 < · · · < tn = b, such that
{∞ } varies by less than a fraction of the diameter of S1 on each interval [tj−1, tj ]
of the partition. Inductively on j , we can choose a unique value for arg(∞ (tj ))
so that |arg(∞ (tj )) − arg(∞ (tj ))| < 1

2 , and the result is that we can lift {∞ } to a
continuous function i

°
arg(∞ (s)) − arg(∞ (a))

¢
with values in iR. The value of

arg(∞ (b)) − arg(∞ (a)) may be defined to be the winding number of ∞ . The loop
∞ will be homotopic to a constant loop only if this winding number is 0.
We digress from the complex analysis to sketch some further details about the equivalence of the

definitions of “simply connected” for a region. With ∞ as above, suppose that the winding number
is nonzero. Let us see that ∞ is not homotopic to a constant loop in C − {z0}, much less in C −U .
Arguing by contradiction, suppose that ∞ is homotopic to a constant loop in C − {z0}. Then {∞ }
is homotopic to a constant in S1. Using topological reasoning analogous to the reasoning in the
previous paragraph, we lift the whole homotopy for {∞ } to have values in iR. The constant loop lifts
to a constant function, and continuity of the homotopy demands that arg(∞ (b)) − arg(∞ (a)) = 0.
So the winding number had to be 0, and we have arrived at a contradiction.

14This equality follows fromthe identity d
dt |∞ (t)−z0| = 1

2
d
dt

°
(∞ (t)−z0)(∞ (t) − z0)

¢
/|∞ (t)−z0|

and an elementary computation that we omit.
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The proof that has just been sketched shows that the existence of a nonzero winding number
implies the existence of a loop in C − U that is not homotopic to a constant loop. The converse
is more subtle. In fact, what one shows is that if all the winding numbers are 0, then the bounded
region is homeomorphic with the open unit disk, and it is an easy matter to verify that every loop in
the open unit disk is homotopic to a constant loop. Actually more is true. If all the winding numbers
are 0, then there is an analytic function that carriesU one-one onto the unit disk (and necessarily has
an analytic inverse). This result is known as the Riemann Mapping Theorem. Its proof is beyond
the scope of this appendix, but a proof can be found in the book Complex Analysis by Ahlfors.

B13. Global Theorems in General Regions

Built into Lemma B.39 is the statement that in any bounded region that is not
simply connected, there is an an analytic function f (z) for which the complex
line integral of f over some cycle is not 0. Thus any generalization of the Cauchy
Integral Theorem to arbitrary bounded regionsmust either limit the cycles in some
way or limit the analytic functions. In this section we shall obtain a version of
the Cauchy Integral Theorem applicable to all analytic functions but only certain
cycles.
A piecewise C1 cycle ∞ in a bounded region U of C will be said to be a

boundary cycle if n(∞, a) = 0 for every a in C − U . The book Complex
Analysis by Ahlfors refers to boundary cycles as “cycles that are homologous
to 0.”

Theorem B.45 (Cauchy Integral Theorem, homology form). If f is analytic
in a bounded region U in C, then

Z

∞

f (z) dz = 0

for every piecewise C1 boundary cycle ∞ in U .

REMARK. If U is simply connected, then every piecewise C1 cycle is a
piecewise C1 boundary cycle by Lemma B.39. Consequently Theorem B.45
reduces to Theorem B.40 in the simply connected case.

Warning. Although Lemma B.38 says that any cycle is a combination of
piecewise C1 closed curves, the constituent piecewise C1 closed curves of a
boundary cycle need not be boundary cycles.

PROOF. First we prove the theorem for the special case that the boundary cycle
∞ is polygonal with each side parallel to the real or imaginary axis. We may
assume that ∞ contains at least one horizontal segment and one vertical segment,
and we regard the straight-line segments as fixed for the reminder of the proof of
the special case. Then image(∞ ) is a meaningful subset of U .
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The proof of Theorem B.40 introduced some finite rectangles Ri and some
infinite rectangles R0

j , as well as points ai in Ri and a0
j in R0

j , and we use those
constructs again here. Repeating the justification of (‡) in that proof, we find that
∞ is of the form

∞ =
P

i
n(∞, ai )@Ri . (∗)

Let us now prove that every Ri in (∗) for which the coefficient n(∞, ai ) is
nonzero lies completely in U , i.e., the inside of Ri lies in U . To do so, we shall
use the hypothesis that the cycle ∞ is a boundary cycle.
The function a 7→ n(∞, a) is constant on the inside of Ri since the inside is

connected and lies in the complement of ∞ , and ai is in the inside. Since n(∞, ai )
is being assumed to be nonzero, n(∞, a) is nonzero everywhere on the inside of
Ri . Because ∞ is a boundary cycle, each such a is in U . Consequently each Ri
for which n(∞, ai ) in (∗) is nonzero lies completely in U . By Goursat’s Lemma,R
@Ri f (z) dz = 0. Forming the integer combination of such integrals indicated
by (∗), we obtain

R
∞ f (z) dz = 0. This completes the proof in the special case.

In the general case let∞ be a piecewiseC1 boundarycycle. Fix a decomposition
of ∞ into a combination of piecewise C1 curves, so that image(∞ ) is meaningful.
As in the proof of LemmaB.39, there exists a numberm > 0 such that every point
of image(∞ ) is at distance> m fromC−U . Each of the finitelymany component
curves of ∞ has a parametrization t 7→ z(t). By uniform continuity let δ > 0
be chosen so that each such parametrization has |z(t) − z(t 0)| < m whenever
|t − t 0| < δ. We divide the respective domains of the curves into subintervals
each of length < δ, and we let {∞i } be the resulting curves. Because of the way
that m was defined, each ∞i is contained in an open disk of radius m that lies
entirely in U . The endpoints of ∞i can be joined by a polygonal curve σi lying
completely in the disk and having each side parallel to the real or imaginary axis.
Since the Cauchy Integral Theorem has been proved for a disk (Theorem B.9),
we have

R
∞i
g(z) dz =

R
σi
g(z) dz for every analytic function g(z) inU . Let σ be

the polygonal cycle
P

i σi . Summing on i , we obtain
R
∞ g(z) dz =

R
σ g(z) dz. (∗∗)

Taking g(z) = 1/(z − a) in (∗∗) for any point a ∈ C −U shows that n(∞, a) =
n(σ, a). Since ∞ is a boundary cycle, so is σ . Taking g(z) in (∗∗) to be our given
analytic function f (z) shows that that

R
∞ f (z) dz =

R
σ f (z) dz. (†)

Since σ is a boundary cycle,
R
σ f (z) dz = 0 by the special case already proved.

In view of (†),
R
∞ f (z) dz = 0. §
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EXAMPLES.
(1) The difference for an annulus (washer) of a closed curve with winding

number 1 about the center and a second closed curve with winding number 1.
The result is a boundary cycle in the annulus. See Figure B.7a.
(2) In a region with two holes, let closed curves ∞1 and ∞2 wind about the

respective holes once, and let a closed curve ∞3 wind about both holes once in
the opposite direction. Then ∞1 + ∞2 + ∞3 is a boundary cycle. See Figure B.7b,
which shows ∞1, ∞2, and ∞3 with dashing.

(a) (b)
∞1 ∞2 ∞3

∞1 ∞2

FIGURE B.7. Boundary cycle: (a) as the difference of two cycles,
(b) as the sum of three cycles

CorollaryB.46 (ResidueTheorem). Let f (z) be a function analytic in a region
U except for poles at points {zj }. If ∞ is a piecewise C1 boundary cycle inU not
passing through any of the poles, then

Z

∞

f (z) dz = 2π i
X

j
Res f (zj )n(∞, zj ),

only finitely many of the terms on the right side being nonzero.

REMARKS. The result is derived from the Cauchy Integral Theorem (Theorem
B.44) in the same way that Theorem B.37 was derived from Theorem B.9.

B14. Laurent Series

An annulus about z0 ∈ C is a set of the form {z ∈ C
Ø
Ø R1 < |z−z0| < R2}, where

R1 ∏ 0 and R2 ≤ ∞. In this section, we shall classify the analytic functions
in an arbitrary annulus and see that all such functions are uniquely the sum of
an analytic function of z for |z − z0| < R2 and an analytic function of z for
|z − z0| > R1 that vanishes at infinity. Specializing our result to the case that
R1 = 0 will reveal the nature of essential singularities.
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Theorem B.47. If f (z) is an analytic function in the annulus

{z ∈ C
Ø
Ø R1 < |z − z0| < R2},

then there exist unique functions g1(z) and g2(z) such that g1(z) is analytic for
|z − z0| < R2, g2(z) is analytic for |z − z0| > R1, limz→∞ g2(z) = 0, and
f (z) = g1(z) + g2(z) for R1 < |z − z0| < R2. If r is any number with
R1 < r < R2 and if C denotes the standard circle of radius r centered at z0, then
g1 and g2 are given by

g1(z) =
1
2π i

Z

C

f (≥ ) d≥

≥ − z
for |z − z0| < r < R2,

g2(z) = −
1
2π i

Z

C

f (≥ ) d≥

≥ − z
for R1 < r < |z − z0|.

Moreover, with the definition

An =
1
2π i

Z

C

f (≥ ) d≥

(≥ − z0)n+1

for −∞ < n < ∞, the functions g1 and g2 are given by

g1(z) =
∞X

n=0
An(z − z0)n for |z − z0| < R2

g2(z) =
∞X

n=1
A−n(z − z0)−n for |z − z0| > R1.

REMARKS. The series for g1 is a power series in z−z0 and converges absolutely
in an open disk as usual; the convergence is uniformon any proper closed subdisk.
The series for g2 is a power series in 1/(z − z0), and its convergence follows the
usual rules for convergence of power series. Since f = g1 + g2, we can write

f (z) =
∞X

n=−∞

An(z − z0)n,

and the series on the right converges in an annulus without regard to the order of
the terms. It is called the Laurent series expansion of f in the given annulus
about z0.
PROOF OF UNIQUENESS. If we have two decompositions of the function f ,

then subtracting them yields a decomposition 0 = h1 + h2 with h1 analytic for
|z − z0| < R2 and with h2 analytic for |z − z0| > R1. The function defined as
h1 for |z − z0| < R2 and as −h2 for |z − z0| > R1 is consistently defined, is
analytic in all of C, and tends to 0 as z tends to infinity. By Liouville’s Theorem
(Corollary B.17), this function is identically 0. Thus h1 and h2 are 0. §
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PROOF OF EXISTENCE. Let z be in the annulus defined by R1 < |z− z0| < R2.
If r1 and r2 are numbers with R1 < r1 < r2 < R2 and if C1 and C2 denote the
respective standard circles of radius r1 and r2 centered at z0, then it is immediate
from the definitions that C2 − C1 is a boundary cycle in the annulus. Therefore
Corollary B.46 gives

R
C2−C1

f (≥ ) d≥
≥−z = 2π i f (z) n(C2 − C1, z) (∗)

as long as |z − z0| is not r1 or r2.
If |z − z0| < r1, then n(C2 − C1, z) = 0, and it follows from (∗) thatR

C2
f (≥ ) d≥
≥−z =

R
C1

f (≥ ) d≥
≥−z . Consequently g1 is analytic and well defined inde-

pendently of the radius r ofC as long as the inequality |z− z0| < r < R2 remains
valid. Adapting the radius r suitably to handle a disk about any given z, we see
that the formula for g1 consistently defines an analytic function for |z− z0| < R2.
Similarly if |z− z0| > r2, then n(C2−C1, z) = 0, and we see that the formula

for g2 consistently defines an analytic function for R1 < |z − z0|.
If z is in the annulus, choose r1 and r2 so that R1 < r1 < |z − z0| < r2 < R2,

and let C1 and C2 be the standard circles of radius r1 and r2 centered at z0. This
time we have n(C2, z) = 1 and n(C1, z) = 0. Thus (∗) gives

R
C2

f (≥ ) d≥
≥−z −

R
C1

f (≥ ) d≥
≥−z = 2π i f (z). (∗∗)

From our definitions,
R
C2

f (≥ ) d≥
≥−z = 2π ig1(z) and −

R
C1

f (≥ ) d≥
≥−z = 2π ig2(z).

Therefore (∗∗) says that g1(z) + g2(z) = f (z).
Since |g2(z)| ≤ 1

2π sup≥∈C | f (≥ )|
Ø
Ø R

C
d≥
≥−z

Ø
Ø, limz→∞ g2(z) = 0. This com-

pletes the proof of existence of the decomposition of f . §

PROOF OF THE EXPANSIONS OF g1 AND g2 IN TERMS OF An . According to
Taylor’s Theorem (TheoremB.20) and the complex derivative formula (Theorem

B.11), g1(z) has the Taylor expansion g1(z) =
∞P

n=0
An(z − z0)n , where

An =
1
2π i

Z

|≥−z|=r

f (≥ ) d≥

(≥ − z0)n+1

for any r < R2.
Let us now consider g2. This is an analytic function of (z − z0)−1 = z0 for

R1 < |z − z0| < ∞, i.e., for 0 < |z0| < R−1
1 , and it tends to 0 as z0 tends to 0.

Thus it has a removable singularity at z0 = 0, and we can write g2(z0 + z0−1) =
∞P

n=1
Bnz0n for |z0| < R−1

1 .
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Let us obtain an explicit formula for the coefficient Bn . For |z − z0| > r , i.e.,
for |z0| < r−1, g2(z) is given explicitly by g2(z) = − 1

2π i
R
|≥−z0|=r

f (≥ ) d≥
≥−z . Hence

g2(z0 + z0−1) =
1
2π i

Z

|≥−z0|=r

f (≥ ) d≥

≥ − z0 − z0−1
.

The formula for the Taylor coefficient Bn is

Bn =
1
2π i

Z

|z0|=r 0−1

g2(z0 + z0−1) dz0

z0n+1

for any r 0 with r 0−1 < r−1, i.e., r 0 > r . In the integral for Bn , we make the
change of variables z0 = (z− z0)−1. Lemma B.31 shows that we are to substitute
dz0 = −dz/(z − z0)−2 and use the corresponding curve in the z plane, which is
the reverse of the standard circle |z− z0| = r 0. The minus sign for switching back
to the usual orientation for the standard circle |z − z0| = r 0 cancels the minus
sign in the formula for dz, and we see that

Bn = 1
2π i

R
|z−z0|=r 0

g2(z)(z−z0)−2 dz
(z−z0)−n−1

=
° 1
2π i

¢2 R
|z−z0|=r 0

£ R
|≥−z0|=r

f (≥ ) d≥
≥−z

§ dz
(z−z0)−n+1

.

Fubini’s Theorem (Corollary 3.33) allows us to interchange the order of integra-
tion and obtain

Bn = 1
2π i

R
|≥−z0|=r

£ 1
2π i

R
|z−z0|=r 0

dz
(z−z0)−n+1(≥−z)

§
f (≥ ) d≥.

In the integration within the brackets, ≥ lies inside the circle |z− z0| = r 0 because
|≥ − z0| = r < r 0 = |z− z0|. Thus the Cauchy Integral Formula (Theorem B.10)
shows that the expression in brackets equals 1/(≥ − z0)−n+1, and we obtain

Bn = 1
2π i

R
|≥−z0|=r

f (≥ ) d≥
(≥−z0)−n+1

= A−n.

Consequently g2(z) =
∞P

n=1
Bnz0n =

∞P

n=1
A−n(z − z0)−n , as asserted. §

Corollary B.48. If f is analytic in a region U except possibly for an isolated
singularity at the point z0 of U , then there exist functions g and h such that g is
analytic inU , h is analytic in all ofC, h(0) = 0, and f (z) = g(z)+h((z− z0)−1)
on U − {z0}.
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PROOF. Choose R2 > 0 so that the disk of radius R2 and center z0 lies in U .
Application of Theorem B.47 to f (z) with R1 = 0 produces functions g1 and g2
with g1 analytic for |z−z0| < R2, g2 analytic for |z−z0| > 0, limz→∞ g2(z) = 0,
and f = g1 + g2 for 0 < |z − z0| < R2. Define h(z0) = g2(z0 + z0−1),
so that g2(z) = h((z − z0)−1). Since h(z0) is analytic for z0 6= 0 and has
limz0→0 h(z0) = 0, h extends to be analytic in all of C with h(0) = 0. The
equation f (z) = g1(z) + h((z − z0)−1) is valid for 0 < |z − z0| < R2, and the
terms f (z) and h((z − z0)−1) are meaningful for all z in U − {z0}. Thus we can
consistently define g(z) to be g1(z) for |z−z0| < R2 and to be f (z)−h((z−z0)−1)
for z ∈ U − {z0}, and g and h have the required properties. §

In Corollary B.48 if f has a pole at z0, then h is a polynomial and the func-
tion h((z − z0)−1) is the singular part of f about z0, as defined in Section B6.
CorollaryB.48 extends the analysis to include essential singularities, and the term
h((z−z0)−1)maybe regardedas the singularpartof a general isolated singularity
about z0. The singular part is thus built by forming h((z− z0)−1) from a function
h(z) analytic in all of C.
Corollary B.48 allows us to extend any of the various forms of the Residue

Theorem to include arbitrary isolated singularities, not just poles. For example,
the version in Corollary B.46 becomes the following.

CorollaryB.49 (ResidueTheorem). Let f (z) be a function analytic in a region
U except for isolated singularities at points {zj }. If ∞ is a piecewise C1 boundary
cycle in U not passing through any of the poles, then

Z

∞

f (z) dz = 2π i
X

j
Res f (zj )n(∞, zj ),

only finitely many of the terms on the right side being nonzero.

For the proof we go over the arguments for Theorem B.37 and Corollary B.46
andmake suitable small adjustments. Because of Corollary B.48 the singular part
about a singularity z0 is now given by a series in powers of (z− z0)−1. We isolate
the term A−1(z−z0)−1 containing the power (z−z0)−1, and sum of the remaining
terms is the complex derivative of an analytic function. The term A−1(z − z0)−1
makes the contribution 2π i A−1n(∞, z0) to the formula for

R
∞ f (z) dz.

What breaks down is the formula of Section B11 for the residue in terms of
values of complex derivatives. Our analysis leads us to no such formula. Thus
CorollaryB.49 is really only of theoretical interest and does not play the important
role that the Residue Theorem plays, for example, in the evaluation of definite
integrals. Another casualty of the failure of the usual formula for residues is that
the Argument Principle breaks down. Here is an example.
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EXAMPLE. Let f (z) = e1/z and g(z) = sin(1/z) in C − {0}, and let C be the
standard circle of radius 1 about the origin. The functions f and g have essential
singularities at z = 0 and only there. The function f has neither any poles nor
any zeros, whereas the function g has no poles but has a sequence of zeros tending
to 0.
Let us compute the quantities that occur in the Argument Principle when the

only singularities are poles. Since f 0(z) = −z−2e1/z , we have
Z

C

f 0(z)
f (z)

dz =
Z

C
−z−2 dz = 0.

For g(z), we have g0(z) = −z−2 cos(1/z) and g0(z)/g(z) = −z−2 cot(1/z). We
compute the initial terms of the Laurent series expansion of−z−2 cot(1/z) by the
method of Section B8. We have

g0(z)
g(z)

= −
cos(1/z)
z2 sin(1/z)

= −
1− 1

2 z
−2 + [z−4]

z2(z−1 − 1
6 z−3 + [z−5])

= z−1 ×
1− 1

2 z
−2 + [z−4]

1− ( 16 z−2 + [z−4])

= z−1(1− 1
2 z

−2 + [z−4])(1+ 1
6 z

−2 + [z−4])

= z−1(1− 1
3 z

−2 + [z−4]) = z−1 +
≥ complex derivative of
an analytic function

¥
.

Thus
Z

C

g0(z)
g(z)

dz =
Z

C
z−1 dz = 2π i.

Neither the integral for f nor the integral for g is something one might predict
on the basis of the number and nature of the zeros and singularities.

B15. Holomorphic Functions of Several Variables

Holomorphic functions of several variables play a role in the Chapters VII and
VIII ofAdvanced Real Analysis, and they will be introduced here. Such functions
play no role in Chapter I through XII of Basic Real Analysis.
Our concernwill bewith equivalent definitions of the notion of a “holomorphic

function” on an open subset of Cn . The notation Cn refers to the complex
vector space of n-dimensional column vectors with entries in C. For economy of
presentation, such vectors are often written as n-tuples of complex numbers with



702 Appendix B. Elementary Complex Analysis

entries separated by commas, thus as tuples c = {cj }nj=1 = (c1, . . . , cn). The
norm of the member c of Cn is defined as

|c| = |(c1, . . . , cn)| =
° nP

j=1
|cj |2

¢1/2
.

The space Cn becomes a metric space if the distance between two members

c = {cj }nj=1 and d = {dj }nj=1 is defined to be
° nP

j=1
|cj − dj |2

¢1/2.

We can identify Cn with R2n by

(a1 + ib1, . . . , an + ibn) √→ (a1, b1, . . . , an, bn).

This identification respects addition,multiplicationby real scalars, and themetric.
If a = {aj }nj=1 is inCn and if r = (r1, . . . , rn) is an n-tuple of positive numbers,

then the open polydisk of polyradius r about the center a is the subset of Cn of
the form

1(a, r) =
©
z ∈ Cn Ø

Ø |zj − aj | < rj for 1 ≤ j ≤ n
™
.

That is, 1(a, r) is the set-theoretic product over j from 1 to n of the open disk
about aj of radius rj . The closed polydisk of polyradius r about the center a is
the subset of Cn of the form

1(a, r) =
©
z ∈ Cn Ø

Ø |zj − aj | ≤ rj for 1 ≤ j ≤ n
™
.

The set 1(a, r) is the closure of 1(a, r).
A function f : U → C on an open subset U of Cn is said to be holo-

morphic on U if it is continuous15 and has the property that each restriction
zj 7→ f (c1, . . . , cj−1, zj , cj+1, . . . , cn) to a function of one complex variable is an
analytic function on each connected component of its domain. Briefly a function
is said to be holomorphic if it is analytic in each variable. Such a function of
course satisfies the Cauchy–Riemann equations in each complex variable.
Our interest is in characterizing holomorphic functions in terms of power

series expansions, and for this purpose it is handy to use “multi-indices.” Define
Dj = @

@zj for 1 ≤ j ≤ n. If α = (α1, . . . , αn) is an n-tuple of nonnegative
integers, we write |α| =

Pn
j=1 αj , α! = α1! · · ·αn!, Dα = Dα1

1 · · · Dαn
n , and

zα = zα11 · · · zαnn . We call α amulti-index, and we call |α| the total order of α.

15The assumption of continuity can be dropped, as is shown in Hartogs’s Theorem, given as
Theorem 6 in Section B of Gunning’s book.
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Theorem B.50 (Osgood’s Lemma). Let f : U → C be a holomorphic
function on an open subsetU ofCn , and let1(a, r) be an open polydisk contained
in U . Then f has an absolutely convergent power series expansion

f (z) =
∞X

m=0

X

|α|=m
cα(z − a)α

valid on1(a, r). The convergence is uniform on any compact subset of1(a, r),
f is aC∞ function (of 2n real variables) onU , and the coefficient cα is necessarily
given by

cα =
(Dα f )(a)

α!
.

Conversely a function f : U → C is automatically holomorphic onU if to each p
inU corresponds someopen polydisk1(a, r) ⊆ U such that p is in1(a, r) and f

has an absolutely convergent power series expansion f (z) =
∞P

m=0

P

|α|=m
cα(z−a)α

valid on 1(a, r).

PROOF. Throughout the proof let us write r 0 = (r 0
1, . . . , r 0

n) for an n-tuple of
positive numbers with r 0

j < rj for all j . If f is holomorphic on1(a, r), then we
can apply the Cauchy Integral Formula (Theorem B.10) in each variable to write

f (z) = (2π i)−n
Z

|≥1−a1|=r 0
1

(≥1 − z1)−1
h Z

|≥2−a2|=r 0
2

(≥2 − z2)−1 · · ·

×
h Z

|≥n−an |=r 0
n

(≥n − zn)−1 f (≥1, . . . ≥n) d≥n

i
· · · d≥2

i
d≥1.

Since f is continuous, Fubini’s Theorem (Corollary 3.33) allows us to write the
iterated integral as a multiple integral. Therefore

f (z) = (2π i)−n
Z

|≥j−aj |=r 0
j for all j

f (≥1, . . . , ≥n) d≥1 · · · d≥n

(≥1 − z1) · · · (≥n − zn)
.

For any fixed z in 1(a, r 0), the geometric series expansion

1
(≥1 − z1) · · · (≥n − zn)

=
∞X

j1,..., jn=0

(z1 − a1) j1 · · · (zn − an) jn

(≥1 − a1) j1+1 · · · (≥n − an) jn+1

is uniformly convergent on the set of integration, and thus we can interchange the
integral and the sum to obtain

f (z) =
∞X

m=0

X

|α|=m
cα(z − a)α
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with

cα = (2π i)−n
∞X

j1,..., jn=0

Z

|≥j−aj |=r 0
j for all j

f (≥1, . . . , ≥n) d≥1 · · · d≥n

(≥1 − a1) j1+1 · · · (≥n − an) jn+1
.

Taking into account Corollary 3.33 and Cauchy’s formula for the complex
derivative of an analytic function (TheoremB.11),we see that cα = (Dα f )(a)/α!,
as asserted.
The fact that f is C∞ on U follows from Theorem 1.23. Indeed, application

of one of the 2n operators @
@xj or

@
@yj term by term to the power series expansion

yields a series of the same kind but with coefficients multiplied by αj and perhaps
also a power of i . The differentiated series converges in the same polydisk, and
Theorem 1.23 says that the complex derivative and sum can be interchanged.
The uniform convergence assures the continuity of the sum of the differentiated
series. Iterating this argument shows that any complex derivative of any order of
the series exists and is continuous. By Corollary 3.8, f is C∞ as a function of 2n
real variables. Corollary B.20 shows that Dα f can be computed as a composition
of the corresponding operators @

@xj , and the formula for cα follows by evaluating
a differentiated series at z = a.
Most of the converse has already been proved. Arguments in the previous

paragraph show that any convergent sum f (z) =
∞P

m=0

P

|α|=m
cα(z − a)α is a C∞

function and that its partial derivatives can be computed term by term. Making
the computation and applying the Cauchy–Riemann equations in the form of
Corollary B.2, we see that f (z) is analytic in each complex variable. Since f is
continuous and is analytic in each variable, f is holomorphic. §

B16. Problems

1. (a) Can a function f (z) that is defined and continuous for |z| < 1 have a complex
derivative at z = 0 and only there?

(b) Can a function f (z) that is defined and continuous for |z| < 1 have a complex
derivative at each point the real axis and only there?

2. Compute
R
∞ x dz, where ∞ is the line segment from 0 to 1+ i starting at 0.

3. Suppose R is a filled rectangle in C with sides parallel to the axes, and let @R
be its boundary traversed counterclockwise. Suppose that a function is defined
to be analytic on a region if it has a continuous complex derivative. Without
using the Cauchy Integral Theorem but arguing as in the special case of Green’s
Theorem in Example 1 of Section III.13, prove directly that if f is an analytic
function defined on a region containing R, then

R
@R f (z) dz = 0.
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4. This problem compares definitions of differentiability and complex differentia-
bility for functions of n complex variables. Part (a) uses only material from
Section B1, while part (b) uses material from Section B15. Let f be a complex-
valued function defined on an open subset U of Cn , and let z = (z1, . . . , zn) be
in E . We say that f is complex differentiable at z if there exists a complex
linear mapping L : Cn → C such that

lim
≥→0

| f (z + ξ) − f (z) − L(≥ )|

|≥ |
= 0.

In this case we write f 0(z) for it and call f 0(z) the complex derivative of
f at z. Its matrix is called the complex Jacobian matrix of f at z. The
function f can be regarded as a function fR of 2n real variables, specifically
(x1, x2, . . . , xn, y1, y2, . . . , yn), where xj and yj are the real and imaginary parts
of zj , with values in R2 = {(u, v)}. Section III.2 gives a definition of (real)
differentiability of fR and of a real Jacobian matrix of size 2-by-2n.
(a) Prove that f is complex differentiable at z if and only if fR is differentiable

at (x1, . . . , yn) and the real 2-by-2n Jacobian matrix J satisfies

≥
0 −1
1 0

¥
J = J

µ
0 −1
1 0

∂

in block form. Here the entries in the matrix that multiplies J on the left side
of the equation are numbers, while the entries in the matrix that multiplies
J on the right side of the equation are n-by-n real matrices.)

(b) Use the definitions and results of Section B15 to prove that f is complex
differentiable at every point of an open set ofCn if and only if f is holomor-
phic on the open set, if and only if fR is C∞ on the open set and its (real)
Jacobian matrix satisfies the condition in (a) at every point of the open set.

Problems 5–8 introduce the Riemann sphere and “stereographic projection.” The
unit sphere S in R3 is given as {(x1, x2, x3)

Ø
Ø x21 + x22 + x23 = 1}. To each point

(x1, x2, x3) of S − {0, 0, 1)}, we associate the complex number z = ϕ(x1, x2, x3) =
(x1 + i x2)/(1− x3).

5. Show that the above function z = ϕ(x1, x2, x3) satisfies |z|2 = 1+x3
1−x3 and carries

S−{(0, 0, 1)} one-one ontoCwith inverse function ϕ−1 given by (x1, x2, x3) =
ϕ−1(z) with

x1 =
z + z̄
1+ |z|2

, x2 =
z − z̄

i(1+ |z|2)
, x3 =

|z|2 − 1
|z|2 + 1

.
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6. The inverse function ϕ−1 in the previous problem is called the stereographic
projection of C to S − {(0, 0, 1)}. Explain this terminology by showing that if
z is written as x + iy, then the points (0, 0, 1), (x1, x2, x3), and (x, y, 0) lie on a
straight line in R3.

7. Show that stereographic projection ϕ−1 in Problem 5 is a homeomorphism of C
onto S − {(0, 0, 1)}.

8. Explain why stereographic projection carries straight lines and circles in C to
circles on S, i.e., subsets of S that are the intersection of S − {(0, 0, 1)} with a
plane in R3. Why is every such subset obtained in this way?

Problems 9–35 make use of the Cauchy Integral Theorem in a disk, as well as its
immediate consequences and its implications for Taylor series and the Argument
Principle. In complex line integrals taken over circles, it is understood that the circle
is a standard one, traced out counterclockwise.
9. Evaluate

R
|z|=1

ez
z dz.

10. (a) Let f be an entire function such that f (z + 1) = f (z) for all z ∈ C. Prove
or disprove that f is constant.

(b) Let f be an entire function such that f (x + 1) = f (x) for all x ∈ R and
f (iy + i) = f (iy) for all y ∈ R. Prove or disprove that f is constant.

11. Let f be an entire function. Decide whether each of the following statements is
true or false. For those that are true, explain why. For those that are false, give a
a counterexample.
(a) If there exists a sequence {zn} inCwith limn f (zn) = 0, then f is identically

zero.
(b) If limr→∞ f (reiθ ) = 0 for some θ in [0, 2π), then f is identically zero.
(c) If limr→∞ f (reiθ ) = 0 for θ = 0, π

2 , π , and 3π
2 , then f is identically zero.

(d) If lim|z|→∞ f (z) = 0, then f is identically zero.

12. Evaluate
R
∞

ez dz
(1+z)2 if ∞ is given by θ 7→ 2eiθ for 0 ≤ θ ≤ 2π .

13. Does there exist an entire function f (z) with the property that f (1/n) = 1
n(n−1)

for every positive integer n? Explain.
14. Does there exist an even entire function f (z) with f 000(0) = 27? Explain.

15. Evaluate
R
|z|=1

dz
(z−a)m(z−b)n for all integers m ∏ 1 and n ∏ 1 under the assump-

tion that |a| < 1 < |b|.
16. Show

(a) from the Cauchy–Riemann equations and
(b) by means of Taylor series
that if f (z) is analytic on the open set U , then g(z) = f (z̄) is analytic on the
open set V of complex conjugates of U .
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17. Show that if an entire function f assumes real values on the real and imaginary
axes, then f (−z) = f (z) for all z in C.

18. Prove that if the entire function f (z) is real on the real axis and purely imaginary
on the imaginary axis, then f is an odd function: f (−z) = − f (z) for all z.

19. By considering F 0(z)/F(z), prove that any nowhere vanishing entire function is
of the form F(z) = e f (z) with f (z) entire.

20. Let f (z) be analytic for |z| < 2, and suppose that |z f 0(z)| ≤ 1 for |z| < 2. Prove
that | f (0) − f (1)| ≤ 1

2 .

21. Suppose that f (z) is an analytic function for 0 < |z| < 1 such that |z f (z)| > 1
everywhere. Suppose also that f ( 12 ) = 2. Prove that f (z) = 1/z.

22. Let f be an entire function. Assume that there exist constants R > 0 and α > 0
such that | f (z)| ≤ A|z|α for all |z| > R. Prove that f is a polynomial. Find the
maximum degree of such a polynomial.

23. If f (z) is analytic in a region containing0, show that for someM > 0, | f (n)(0)| ≤
Mnn! for all n > 0.

24. What kind of isolated singularity do the following functions exhibit at the indi-
cated points, and why?
(a) sin 1

1−z at z = 1,
(b) 1

1−ez at z = 2π i ,
(c) 1

sin z−cos z at z = π/4.

25. Prove that an entire function f has an inverse function only if f (z) = az + b
with a 6= 0.

26. Let P(z) and Q(z) be polynomials with Q(z) not identically 0, and let r1, . . . , rk
be the distinct roots of Q(z). Prove that there exist unique polynomials g and
P1, . . . , Pk such that

P(z)
Q(z)

=
kX

j=1
Pj

° 1
z−rj

¢
+ g(z).

(This decomposition is called the partial fractions decomposition of P(z)
Q(z) .)

27. Expand
1

z(z + 1)2(z + 2)3
in partial fractions.
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28. If Q(z) is a polynomial with distinct roots r1, . . . , rn and if P(z) is a polynomial
of degree < n, prove that

P(z)
Q(z)

=
nX

k=1

P(rk)
Q0(rk)(z − rk)

.

29. Use the result of the previous problem to write down explicitly a polynomial of
degree < n that takes the values c1, . . . , cn at n distinct points r1, . . . , rn . (This
polynomial is unique and is called the Lagrange interpolation polynomial.)

30. Let f be an analytic functionwith domain the unit disk such that f (0) = f 0(0) =
0. Prove that f is not one-one.

31. For which values of the complex parameter ∏ is the analytic function f∏(z) =
z + ∏z2 one-one on the region where |z| < 1?

32. Let U be a region in C, and let F be the set of all analytic functions p : U → C
of the form

F = {p(z) = az + b | a ∈ R and b ∈ C}.

Suppose that f : U → C is an analytic function such that for each z ∈ U , there
exists p ∈ F with f 0(z) = p0(z). (Here p is allowed to depend on f .) Prove
that f is in F.

33. Let f be a continuous function from the closed unit disk E = {|z| ≤ 1} into C,
and suppose that f (z) is analytic for |z| < 1 and has f (z) purely imaginary for
|z| = 1. Prove that f is constant.

34. Following the model for how the arcsine function was defined in Section B7,
show how the arctangent function can be defined in terms of a suitable branch of
the logarithm.

35. Let f (z) = 1+
∞P

n=1
anzn be the power series expansion of a function analytic in

the disk {|z| < r0}, and let g(z) = 1+
∞P

n=1
bnzn be its reciprocal: g(z) = 1/ f (z).

(a) Find a recursion formula for the coefficients bn .
(b) Find in terms of the coefficients an , a lower bound for the radius of

convergence of
∞P

n=1
bnzn .

Problems 36–39 concern Schwarz’s Lemma in complex analysis, which is the in-
equality proved in Problem 36. Schwarz’s Lemma in complex analysis is not to be
confused with the Schwarz inequality in real analysis (Lemma 2.2).
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36. By considering the function f (z)/z, prove that if f (z) is analytic for |z| < 1
and satisfies the conditions | f (z)| ≤ 1 and f (0) = 0, then | f (z)| ≤ |z| and
| f 0(0)| ≤ 1. Prove in addition that equality holds in the two inequalities only if
f (z) = cz with c a constant of absolute value 1.

37. Let f be analytic on an open set containing the closed unit disk and satisfying
f (0) = 0 and | f (z)| ≤ |ez| for |z| = 1. How large can | f (log 2)| be?

38. Suppose that f (z) is a one-one analytic function on the open unit disk D =
{z

Ø
Ø |z| < 1} such that f (0) = 0 and f 0(0) = 1. Let α = infw/∈D |w|. Use

Schwarz’s Lemma to prove that |α| ≤ 1.
39. Suppose that f (z) is a function analytic in a region containing the closed unit

disk and that f (z) satisfies f (0) = f 0(0) = 0 and | f (eiθ )| ≤ M for 0 ≤ θ ≤ 2π .
Prove that | f (z)| ≤ M|z|2 for |z| ≤ 1.

Problems 40–49 concern Rouché’s Theorem. Let f (z) and g(z) be analytic functions
in an open disk, and suppose that ∞ is a piecewiseC1 closed curve in the disk such that
f (z) and g(z) are nowhere 0 on ∞ . Suppose further that | f (z)−g(z)| < | f (z)| on the
image of ∞ . Rouché’s Theorem is the assertion that ∞ encloses the same number of
zeros for f as it does for g in the following sense: if the zeros of g(z) are aj with order
hj and the zeros of f (z) are bl with order kl , then

P
j h j n(∞, aj ) =

P
l kln(∞, bl).

40. Prove Rouché’s Theorem by carrying out the following steps:
(a) Let F(z) = g(z)/ f (z). Observe that

Ø
Ø g(z)
f (z) − 1

Ø
Ø < 1 on the image of ∞ , and

deduce that the values of F(z) on the image of ∞ are contained in the disk
of radius 1 centered at w = 1.

(b) Put 0 = F ◦ ∞ . Deduce from (a) that n(0, 0) = 0.
(c) Using the Argument Principle, deduce Rouché’s Theorem from (b).

41. Let g(z) = 10z8 − z6 + 3z3 + 5. Compute
R
|z|=1

g0(z)
g(z) dz, the integration being

taken counterclockwise over the standard circle of radius 1 and center 0.
42. Using Rouché’s Theorem, decide how many zeros the function g(z) =

z6 + 4z5 + z + 1 has with |z| < 1.
43. Using Rouché’s Theorem, decide how many zeros g(z) = 2z5− 6z2+ z+ 1 has

in the annulus 1 < |z| < 2.
44. Prove the Fundamental Theorem of Algebra by means of Rouché’s Theorem.

Problems 45–50 concern the Residue Theorem and its applications. In complex line
integrals taken over circles, it is understood that the circle is a standard one, traced
out counterclockwise.
45. Evaluate the complex line integral

R
|z|=2

dz
z2+1 .

46. Evaluate the complex line integral
R
|z|=1

dz
2z2+3z−2 .

47. Evaluate
R ∞
−∞

dx
x4+3x2+2 by the method of residues.
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48. Evaluate
R ∞
−∞

x2−x+2
x4+10x2+9 dx .

49. Evaluate
R ∞
−∞

(1+x) sin x
x2−2x+2 dx .

50. Evaluate
R π
0

dx
a+b cos x for a > b > 0.

Problems 51–54 concern Laurent series.
51. Let f (z) = 1

z(z−1) . Expand f in a Laurent series
(a) for 0 < |z| < 1.
(b) 1 < |z| < ∞.

52. Let f (z) be the function f (z) = 1
1−z2 + 1

3−z .

(a) How many Laurent expansions of the form
∞P

n=−∞
cnzn does f (z) have?

For each such expansion find the maximal region A so that the expansion

f (z) =
∞P

n=−∞
cnzn is valid in A.

(b) For one such expansion explicitly find the coefficients cn .
53. Show that the Laurent series for (ez − 1)−1 about z = 0 is of the form

1
z − 1

2 +
∞P

k=1
(−1)k−1 Bk

(2k)! z
2k−1.

(The numbers Bk are known as Bernoulli numbers. One of their remarkable
properties is that

∞P

n=1
n−2k = 22k−1

(2k)! Bkπ
2k . Consequently all the Bk are positive.)

54. Express the Laurent series of cot z about z = 0 in terms of the Bernoulli numbers
of the previous problem.

Problems 55–60 deal with the interplay between uniform convergence and analytic
functions. If U is a region in C, a sequence of functions { fn(z)} is said to converge
uniformly on compact sets in U to the function f (z) if for each compact subset K
of U and each ≤ > 0, there is an N such that n ∏ N implies | fn(z) − f (z)| < ≤ for
all z ∈ K . A set E of analytic functions on a region U is called a normal family if
it is uniformly bounded on each compact subset of U .
55. If { fn(z)} is a sequence of analytic functions in a regionU convergent uniformly

on compact sets to a function f (z), prove that f (z) is analytic on U .
56. Let { fn(z)} be a sequence of analytic functions in a region U . Prove that if

limn fn(z) = 0 uniformly on every compact subset of U , then limn f 0
n(z) = 0

uniformly on every compact subset of U .
57. If { fn(z)} is a sequence of nowhere-zero analytic functions in a region U con-

vergent uniformly on compact sets to an analytic function f (z), prove that either
f (z) is nowhere 0 or f (z) is identically 0. (This result is known as Hurwitz’s
Theorem.)
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58. Prove that if E be a normal family of analytic functions on a region U , then
the complex derivatives of the members of E are uniformly bounded on each
compact subset of E .

59. Prove that if E is a normal family of analytic functions on a region U , then on
each compact subset K of U , E is uniformly equicontinuous in the sense of
Section II.10. Follow these steps to do so:
(a) Fix a number r > 0 less than the minimum distance from a point of K to

Uc, and let K 0 be the set of points at distance ≤ r from K . Why does it
follow that K 0 is compact and that the closed disk of radius r about any point
z0 ∈ K lies in K 0 and hence in U?

(b) Let M be the maximum value of | f (≥ )| on K 0. Use the Cauchy Integral
Formula for a disk of radius r about a point z0 of K to show that any
two points z and z0 with distance ≤ r/2 from the center of the disk have
| f (z) − f (z0)| ≤ 4M|z − z0|/r .

(c) Let ≤ > 0 be given, and choose δ to be the minimum of r/2 and
≤r/(4M). Show that if z1 and z2 are points in K with |z1 − z2| ≤ δ,
then | f (z1) − f (z2)| ≤ ≤.

60. Using Ascoli’s Theorem, prove that if E is a normal family of analytic functions
on a region U , then any sequence { fn(z)} of members of E has a subsequence
that is uniformly convergent on each compact subset of U . (The limit function
is analytic by Problem 55.)

Problems 61–68 concern linear fractional transformations. If a, b, c, d are complex
numbers with ad − bc 6= 0, then the analytic function L(z) = az+b

cz+d is called a linear
fractional transformation. The domain of L is C if c = 0 and is C − {−d/c} if
c 6= 0. It is often convenient to enlargeC to a setC∪{∞} and to extend the definition
of L to a function carrying S ∪ {∞} to itself by setting L(∞) equal to a/c if c 6= 0,
L(−d/c) = ∞ if c 6= 0, and L(∞) = ∞ if c = 0.
61. Show that the linear fractional transformation L(z) = az+b

cz+d , considered as a
function defined on C if c = 0 and defined on C − {−d/c} if c 6= 0,
(a) is one-one,
(b) has image equal to C if c = 0 and equal to C − {a/c} if c 6= 0,
(c) has inverse the linear fractional transformation w 7→ dw−b

−cw+a .

62. Show that the linear fractional transformation L above, when extended to a
function from S ∪ {∞} to S ∪ {∞}, is one-one onto.

63. Suppose one extends stereographic projection, as defined in Problem 6, to a
function from all of S intoC∪{∞} by the definition S(0, 0, 1) = ∞, and suppose
one transfers the definition of the linear fractional transformation L(z) = az+b

cz+d
to the sphere S by means of stereographic projection, using ϕ ◦ L ◦ ϕ−1 as the
transformation of S corresponding to L . Prove that ϕ ◦ L ◦ ϕ−1 is actually a
homeomorphism of S onto itself.
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64. Show that if the matrix
≥
a b
c d

¥
is associated to the linear fractional transformation

z 7→ az+b
cz+d , then a matrix product of two such matrices is associated to the

composition of the corresponding linear fractional transformations.

65. (a) Show that the only linear fractional transformation fixing 1, 0, and∞ is the
identity.

(b) If z2, z3, z4 are three distinct points in C, show that there exists a linear
fractional transformation carrying them into 1, 0, and ∞ in this order.
Show also that if one of z2, z3, z4 is ∞, there is still a linear fractional
transformation carrying them into 1, 0, and∞ in this order.

66. If z1, z2, z3, z4 are four points inC∪{∞}with z2, z3, z4 distinct, their cross ratio,
denoted (z1, z2, z3, z4), is the image of z1 under the unique linear fractional trans-
formation that carries z2, z3, z4 into 1, 0,∞. It lies inC∪{∞}. If T is any linear
fractional transformation, prove that (T z1, T z2, T z3, T z4) = (z1, z2, z3, z4) by
making use of the linear fractional transformation S with Sz = (z, z2, z3, z4).

67. (a) Show that a linear fractional transformation carries the upper half plane
{z | Im z > 0} into itself if it corresponds to a matrix

≥
a b
c d

¥
with a, b, c, d

real and with ad − bc > 0.
(b) Show that any linear fractional transformation that carries the upper half

plane to itself coincides with one of the transformations in (a).

68. (a) Show that any linear fractional transformation that carries the open unit disk
{z

Ø
Ø |z| < 1} to itself corresponds to a matrix

≥
α β

β̄ ᾱ

¥
with |a|2 − |β|2 > 0.

(b) Show that any linear fractional transformation that carries the open unit disk
to itself coincides with one of the transformations in (a).

Problems 69–77 relate harmonic functions inR2 to complex analysis. TheLaplacian
inR2 is the differential operator1 = @2

@x2 + @2

@y2 . A real-valuedC
2 function u(x, y) on

an open set inR2 is said to be harmonic if it satisfies1u(x, y) = 0 everywhere on the
open set. Such functions were introduced briefly in Problems 14–15 of Chapter III,
and harmonic functions in Rn are studied more extensively in later chapters of the
book.

69. Let f (z) = u(x, y) + iv(x, y) be analytic in an open set U of C. Use the
Cauchy–Riemann equations to prove that u(x, y) and v(x, y) are harmonic inU .

70. If u(x, y) is a harmonic function in a regionU of C and if v(x, y) is a harmonic
function such that u(x, y)+iv(x, y) is analytic inU , then v is called a conjugate
harmonic function to u.
(a) Show that a conjugate harmonic function to u in U , if it exists, is unique up

to an additive constant.
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(b) Show that if v is a conjugate harmonic function to u, then−u is a conjugate
harmonic function to v.

(c) Show that u(x, y) = log(x2+ y2) is harmonic inU = C −{(0, 0)} and that
it has no conjugate harmonic function in U .

71. (a) On R2, find all conjugate harmonic functions to (ex + e−x ) sin y.
(b) Prove by using integration that a harmonic function on all of R2 always has

a conjugate harmonic function. Observe that the same argument applies to
an open disk, to the inside of a filled rectangle, and to an open half plane.
Why does it follow that a harmonic function on any region is necessarily
C∞.

72. By making suitable adjustments to the proof of Theorem B.40, prove that if
u(x, y) is harmonic in a bounded simply connected region U of C, then u(x, y)
has a well defined conjugate harmonic function v(x, y) on U , i.e., there is a
function v(x, y) such that z = x + iy 7→ u(x, y) + iv(x, y) is analytic in U .

73. Let u(x, y) be harmonic on R2, and suppose that A(z) is an analytic function on
some region U . Prove that u ◦ A is harmonic.

74. If u(x, y) is harmonic in a regionU ofR2, prove that u(x, y) has an open interval
(possibly infinite) as image or else u is constant.

75. If u(x, y) is harmonic in a region U of R2, prove that u(x, y) does not attain a
local maximum value in U unless u is constant.

76. Let U : R2 → R be an everywhere positive harmonic function. Prove that u is
constant.

77. Suppose that u(x, y) is a function that is continuous for |(x, y)| ≤ 1 and is
harmonic for |(x, y)| < 1. Prove that u(0, 0) = 1

2π
R 2π
0 u(cos θ, sin θ) dθ .

Problems 78–81 concern vector-valued “holomorphic” functions of several variables.
They make use of Problem 4 and of material from Section B15. Let U be an open
set in Cn , and let f : U → Cm be a function defined on U . The function f is
defined to be complex differentiable at z ∈ U if each of its component functions
fk : U → C is complex differentiable at z in the sense of Problem 4. For z ∈ U ,
define the complex derivative of f to be the linear mapping L : Cn → Cm whose
kth component is the complex derivative of fk at z. The m-by-n complex matrix of
L is called the complex Jacobian matrix of f at z; we write JC for it.. Finally by
taking a cue from Problem 4, we can regard f as a function fR of 2n real variables,
specifically (x1, x2, . . . , xn, y1, y2, . . . , yn), that takes values inR2m with coordinates
(u1, u2, . . . , um, v1, v2, . . . , vm). If f is complex differentiable at z, then Problem 4
shows that fR is differentiable at (x1, . . . , yn) and has an ordinary Jacobian matrix J
that is a 2n-by-2m real matrix.
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78. Let f : U → Cm be complex differentiable at z ∈ U .
(a) Show that the Jacobian matrix J of fR at z satisfies

≥
0 −1
1 0

¥
J = J

≥
0 −1
1 0

¥

in block form. Here the entries in the matrix that multiplies J on the left
side of the equation are m-by-m real matrices 0, −1, and 1; and the entries
in the matrix that multiplies J on the right side of the equation are n-by-n
real matrices.

(b) Decompose the entries of JC into their real and imaginary parts as JC =

Re JC+i Im JC. Prove that J in block form is given by J =
≥
Re JC − Im JC
Im JC Re JC

¥
.

79. If U is open in Cn , then a function f : U → Cm is said to be holomorphic if
each component fk : U → C is holomorphic on U in the sense of Section B15.
Suppose that f : U → Cm is holomorphic and that g : V → Cr is holomorphic
on an open set V of Cm that contains f (U). Prove that the composition g ◦ f is
holomorphic on U and that its complex Jacobian matrix at a point z ∈ U is the
product of the complex Jacobian matrix of g at f (z) and the complex Jacobian
matrix of f at z.

80. State and prove a complex-variable version of the real-variable Inverse Function
Theorem given in Theorem 3.17.

81. State and prove a complex-variable version of the real-variable Implicit Function
Theorem given in Theorem 3.16.
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1. The derivation for (a) is similar to the proof of Corollary 1.3. For (b), let E
be a nonempty set that is bounded above. Start with a member s1 of E . Choose if
possible an s2 in E with s2 − s1 ∏ 1. Continue with s3 − s2 ∏ 1, s4 − s3 ∏ 1, etc.,
until this is no longer possible; the existence of an upper bound forces the process to
stop at some stage. Suppose that sk has been constructed at this stage. Define sk+n
inductively for n ∏ 1 to be a member of E with sk+n − sk+n−1 ∏ 2−n if possible;
otherwise define sk+n = sk+n−1. Then {sn} is bounded and monotone increasing.
To complete the problem, one has only to show that limn sn is the least upper bound
of E . Doing so makes use of (a).
2. Show that x1 ∏

p
a and that

p
a ≤ xn+1 ≤ xn for n ∏ 1. Then limn xn = c

exists by Corollary 1.6, and c must satisfy c = 1
2 (c

2 + a)/c.

3. Write out a few cases and guess that the pattern is a2n = 1
2 (1 − 2−(n−1)) for

n ∏ 1 and a2n+1 = 1− 2−n for n ∏ 0. Prove each of these statements by induction.
Since a2n → 1

2 and a2n+1 → 1 and since these two subsequences use all the terms of
the sequence, the only subsequential limits of {ak} are 12 and 1. Therefore lim sup ak =
1 and lim inf ak = 1

2 .
4. The argumentwithout paying attention tofiniteness is thatan+bn ≤ supr∏k ar+

supr∏k br for n ∏ k, then that supr∏k(ar + br ) ≤ supr∏k ar + supr∏k br for all r , and
then that the limit of the sum is the sum of the limits.
5. Only (ii) converges uniformly, the reason being that 0 ≤ xn/n ≤ 1/n and

that lim 1/n = 0. There is uniform convergence in (i) on [0, 1 − ≤] because 0 ≤
xn ≤ (1 − ≤)n , and there is uniform convergence in (iii) on [0, 1 − ≤] because the
Weierstrass M test applies with |xk |/k ≤ (1− ≤)k and

P
k(1− ≤)k < +∞.

6. The uniform convergence of
P∞

n=0 an(x) follows from Corollary 1.18, and the
pointwise convergence of

P∞
n=0 |an(x)| follows because (1 − x)

P∞
n=0 xn = 1 for

0 ≤ x < 1 and because every an(x) is 0 for x = 1. The convergence of
P∞

n=0 |an(x)|
cannot be uniform because the sum is discontinuous and Theorem 1.21 says that it
would have to be continuous.
7. Put gn = f − fn , so that gn is continuous and decreases pointwise to the 0

function. Let x = xn be a point where gn(x) is a maximum, and let Mn = gn(xn).
We are to prove that Mn tends to 0. Suppose it does not. If k ∏ n, then Mk =

715
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gk(xk) ∏ gk(xn) ∏ gn(xn) = Mn . So Mn decreases to some M > 0. Passing to a
subsequence if necessary, we may assume by the Bolzano–Weierstrass Theorem that
limn xn = x 0. For k ∏ n, we have gk(xn) ∏ gn(xn) = Mn ∏ M . Letting n tend to
infinity gives gk(x 0) ∏ M since gk is continuous. This inequality for all k contradicts
the assumption that limk gk(x 0) = 0.
8. The idea is to prove the four inequalities

2mX

k=0
(−1)k x2k+1/(2k + 1)! > sin x,

2m+1X

k=0
(−1)k x2k/(2k)! < cos x,

2m+1X

k=0
(−1)k x2k+1/(2k + 1)! < sin x,

2m+2X

k=0
(−1)k x2k/(2k)! > cos x

together by an induction. They are to be proved in order for m = 0, then in order for
m = 1, and so on. In each case of the inductive step, the left side minus the right
side is 0 at x = 0 and has derivative equal to the previous left side minus right side.
The Mean Value Theorem says that each left side minus right side at x > 0 equals
the product of x and the left side minus right side at ξ with 0 < ξ < x . Substituting
the previously proved inequality at ξ then gives the result. In other words, everything
comes down to proving the first inequality, namely x > sin x for x > 0. Arguing in
the same style, we have x−sin x = 1−cos ξ with 0 < ξ < x . So at least x−sin x ∏ 0.
For 0 < x ≤ π , we actually obtain x − sin x > 0. Since d

dx (x − sin x) ∏ 0, we have
x − sin x ∏ π − sinπ for π ≤ x . Thus x − sin x > 0 for all x > 0.
9. The thing to prove is that the remainder term 1

n!
R x
0 (x − t)n f (n+1)(t) dt tends to

0 for each x as n tends to∞. If x ∏ 0, the absolute value is≤ (n!)−1
R x
0 (x− t)n dt =

xn+1/(n + 1)!, which tends to 0 for any fixed x . If x ≤ 0, one argues in a similar
fashion.
10. By a diagonal process we can find a subsequence {Fnk } convergent for each

rational x . Let F be the resulting limit function, carrying the rationals in [−1, 1] into
[0, 1]. If r and s are rationals with r ≤ s, then F(r) = limk Fnk (r) ≤ limk Fnk (s) =
F(s). Thus F is nondecreasing on the rationals. For each real x with −1 < x < 1,
define F(x−) to be the limit of F(r) with r rational as r increases to 1, and define
F(x+) to be the limit of F(r)withr rational as r decreases to 1. Then F(x−) ≤ F(x+)

for each x , and F(x+) ≤ F(y−) if x < y. For each N > 0, it follows that there can
be only finitely many x’s for which F(x+) − F(x−) ∏ 1/N , and hence there can be
at most countably many x’s for which F(x−) 6= F(x+). Let this exceptional set be
denoted by C . For x not in C , define F(x) = F(x+) = F(x−).
For x not in C , let us show that limk Fnk (x) exists and equals F(x). If r < x

is rational, we have F(r) = lim infk Fnk (r) ≤ lim infk Fnk (x); taking the supre-
mum over r gives F(x) = F(x−) ≤ lim infk Fnk (x). Arguing similarly with s
rational and x < s, we have lim supk Fnk (x) ≤ lim supk Fnk (s) = F(s), and hence
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lim supk Fnk (x) ≤ F(x+) = F(x). Combining these two conclusions, we see that
lim infk Fnk (x) = lim supk Fnk (x) and that the common value of these limits is F(x).
Thus {Fnk (x)} converges except possibly for x in C . At each point of C , the

sequence is bounded. SinceC is countable, another use of a diagonal process produces
a subsequenceof Fnk that converges at everypoint ofC , henceat everypoint of [−1, 1].
11. If |x | > 1/ lim sup n

p
|an| , then n

p
|an| ∏ 1/|x | for infinitely many n. Thus

|anxn| ∏ 1 for infinitely many n, and the terms of the series do not tend to 0.
Hence the series cannot converge. In the reverse direction we want to see that the
inequality |x | < 1/ lim sup n

p
|an| implies convergence of the series. We rewrite this

as lim sup n
p

|an| < 1/|x |. Choose a number r with lim sup n
p

|an| < r < 1/|x |.
Then n

p
|an| ≤ r for all sufficiently large n, n

p
|an| |x | ≤ r |x | < 1 for all n sufficiently

large, and |anxn| ≤ (r |x |)n for all n sufficiently large. Thus
P

|anxn| is dominated
term-by-term (from some point on) by the geometric series

P
sn , where s = r |x |.

Since s < 1, the geometric series converges, and hence so does
P

|anxn|.
12. 1/(1− x)2 =

P∞
n=0(n + 1)xn , log(1− x) = −

P∞
n=1 xn/n, 1/(1+ x2) =P∞

n=0(−1)nx2n , and arctan x =
P∞

n=0(−1)nx2n+1/(2n + 1). All these series have
radius of convergence 1.
13. The proof of existence of arccos x uses the proposition in Section A3 of

Appendix A. The result of the calculation of the derivative is that d
dx arccos x =

−1/
p
1− x2 for |x | < 1. Then arcsin x + arccos x has derivative 0 on (−1, 1) and

hence is constant. The constant is evaluated by putting x = 0, and the result is that
arcsin x + arccos x = π/2 on (−1, 1).
14. The uniform version of Abel’s Theorem is this: Let {an(x)}n∏0 be a sequence

of complex-valued functionswith
P∞

n=0 an(x) converging uniformly to the limit s(x).
Then limr↑1

P
n∏0 an(x)rn = s(x) uniformly in x . The proof is just amatter of seeing

that the estimates in the proof of Theorem 1.48 can be made uniform in x under the
stated assumptions. The result about Cesàro sums is handled similarly.
15. Write cos nθ = 1

2 (e
inθ + e−inθ ) and sin nθ = 1

2i (e
inθ − e−inθ ). Then

PN
n=1 cos nθ = 1

2
PN

n=1 einθ + 1
2
PN

n=1 e−inθ = 1
2
1− ei(N+1)θ

1− eiθ
+ 1
2
1− e−i(N+1)θ

1− e−iθ
.

Each numerator is bounded by 2, and each denominator gets close to 0 only as θ tends
to a multiple of 2π . This proves the estimate for the cosines, and the estimate for the
sines works in the same way.
17. For (a), the relevant result is that when all an are 0,

P∞
n=1 |bn|2 equals

1
π

Z π

−π
| f (x)|2 dx . Here

∞X

n=1
|bn|2 is (4/π)2

∞X

n=1

1
(2n − 1)2

, and
1
π

Z π

−π
| f (x)|2 dx

is just
2π
π

= 2. Hence
∞X

n=1

1
(2n − 1)2

=
π2

8
.

18. We have F(x) f (y) =
R x
0 f (t) f (y) dt =

R x
0 f (t + y) dt =

R x+y
y f (t) dt =

F(x+y)−F(y). If F(x) 6= 0 for some x , we candivide anduse theFundamentalThe-
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orem of Calculus to see that f (y) has a continuous derivative everywhere. (If F(x) =
0 for all x , then differentiation gives f (x) = 0 for all x .) Differentiating the original
identity in x gives f 0(x) f (y) = f 0(x + y). When x = 0, we obtain f 0(0) f (y) =
f 0(y). Then d

dy
°
f (y)e− f 0(0)y¢ = f 0(y)e− f 0(0)y + f (y)(− f 0(0)e− f 0(0)y) = 0, and

hence f (y)e− f 0(0)y is constant. Thus f (y) = ae f 0(0)y . In the original identity
f (x) f (y) = f (x + y), if we put x = 0 and choose y such that f (y) 6= 0, then we
see that f (0) = 1. Hence f (y) = e f 0(0)y if f is not identically 0.
19. We may assume that f is not identically 0. As in Problem 18, we have

f (0) = 1. By continuity of f , choose x0 such that | f (x) − 1| ≤ 1
10 when |x | ≤ |x0|.

Then Re f (x0) > 0, and we can choose a unique c with | Im(cx0)| < π/2 such
that ecx0 = f (x0). The equation for f shows that f

° 1
2 x0

¢2
= f (x0), and hence

f
° 1
2 x0

¢
equals ecx0/2 or−ecx0/2. From | f

° 1
2 x0

¢
− 1| ≤ 1

10 , we have Re f
° 1
2 x0

¢
> 0.

Since | Im(cx0/2)| < π/2, ecx0/2 is the choice of square root of ecx0 with positive
real part, and we conclude that f

° 1
2 x0

¢
= ecx0/2. Iterating this argument, we obtain

f (2−nx0) = ec2−n x0 for all n ∏ 0. The equation for f shows that f (kx) = f (x)k for
all integers k ∏ 0, and thus f (qx0) = ecqx0 for every rational q of the form k/2n with
k an integer ∏ 0. From f (x) f (−x) = f (0) = 1, we have f (x−1) = f (x)−1, and
thus f (qx0) = ecqx0 for every rational number of the form k/2n with k any integer.
Using continuity and passing to the limit, we obtain f (r) = ecr for all real r .
21. This uses the discussion at the end of Section A2 of Appendix A. For x 6= 0,

we compute that g0(x) = (R(x)/S(x))e−1/x2 for polynomials R and S with S not the
0 polynomial. Then limx→0 g0(x) = 0 by Problem 20, and the appendix shows that
g0(0) exists and equals 0.
22. Use Problem 21 and induction.
23. Since {sn} is convergent, it is bounded. Say |sn| ≤ K for all n. Let ≤ > 0

be given, and choose N such that n ∏ N implies |sn − s| < ≤/2. Write tn − s =P
j Mnj sj − s =

P
j Mnj (sj − s) by (i). A second application of (i) gives

|tn − s| ≤
NX

j=0
Mnj (|sj | + |s|) +

∞X

j=N+1
Mnj |sj − s|

≤ 2K
NX

j=0
Mnj +

∞X

j=N+1
Mnj≤/2 ≤ 2K

NX

j=0
Mnj + ≤/2.

Since N is fixed, (ii) shows that 2K
PN

j=0 Mnj < ≤/2 for n sufficiently large. For
those n, |tn − s| < ≤.
24. For Cesàro summability the i th row, for i ∏ 1, has its first i entries equal to

1/ i and its remaining entries equal to 0. For Abel summability the row going with ri
has j th entry (1− ri )(ri ) j for j ∏ 0.
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25. Certainly Mi j ∏ 0 for all i and j . The power series in Problem 12a shows thatP
j Mi j = 1 for all i , and (ii) holds because limr↑1( j+1)r j (1−r)2 = ( j+1)·1·0 = 0.
26. Check that M as in the previous problem transforms the Cesàro sums into the

Abel sums, and apply Problem 23.
27. This is handled by the same kind of computation as with the Fejér kernel.
28. The formula for Pr (θ) comes fromsumming the two geometric series for n ∏ 0

and n < 0 and then adding the results. Properties (i) and (iii) are then immediate
by inspection. For property (ii) we use the series expansion of Pr (θ). Theorem 1.31
allows the integration to be done term by term, and the result follows.
29. This is proved in the same way as Fejér’s Theorem (Theorem 1.59).
30. Corollary 1.38 shows that f 0

k(x) =
P∞

n=0 cn,knxn−1 and that f 00
k (x) =P∞

n=0 cn,kn(n − 1)xn−2 for |x | < R. The point is to show that { f 0
k(x)} is uniformly

bounded and uniformly equicontinuous for |x | ≤ r , and then Ascoli’s Theorem
produces the required subsequence. For proving the equicontinuity, it is enough to
prove that { f 00

k (x)} is uniformly bounded for |x | ≤ r .
Fix r < R, and choose r1 with r < r1 < R. Since lim fk(x) = f (x) uniformly for

|x | ≤ r1, there is an M such that | fk(r1)| ≤ M for all k. Thus |
P

n cn,kr
n
1 | ≤ M for

all k. Since cn,k ∏ 0 for all n and k, cn,k ≤ Mr−n
1 for all n and k. Since r < r1, choose

N such that n ∏ N implies n(r/r1)n−1 ≤ 1 and n(n − 1)(r/r1)n−2 ≤ 1 for n ∏ N .
Since cn,k ∏ 0 for all n and k, cn,kn|x |n−1 ≤ cn,knrn−1 ≤ (cn,krn−11 )(n(r/r1)n−1) ≤
cn,krn−11 for n ∏ N and |x | ≤ r . Summing on n ∏ N and taking Corollary 1.38 into
account, we see that

Ø
Ø
Ø f 0
k(x) −

N−1X

n=0
ncn,k xn−1

Ø
Ø
Ø ≤ r−1

1

≥
fk(r1) −

N−1X

n=0
cn,krn1

¥
≤ r−1

1 fk(r1) ≤ r−1
1 M

for |x | ≤ r . Thus |x | ≤ r implies that | f 0
k(x)| is

≤ r−1
1 M +

N−1X

n=0
ncn,k |x |n−1 ≤ r−1

1 M +
N−1X

n=0
ncn,krn−11 ≤ r−1

1 M + N (N − 1)Mr−1
1 ,

and { f 0
k(x)} is uniformly bounded for |x | ≤ r .

A similar argument with f 00
k shows thatØ

Ø
Ø f 00
k (x) −

N−1X

n=0
n(n − 1)cn,k xn−2

Ø
Ø
Ø ≤ r−2

1 M,

and we find similarly that { f 00
k (x)} is uniformly bounded for |x | ≤ r . This completes

the proof.
31. Theorem 1.23 shows that the limit of the subsequence of first derivatives is

the first derivative of the limit, the limit being differentiable. In other words, f is
differentiable for |x | < r , and the subsequence converges to f 0(x) there. Since r < R
is arbitrary, f is differentiable for |x | < R. Now we can induct, replacing f and the
sequence fk in Problem 30 by f 0 and a subsequence of f 0

k on a smaller disk, then
passing to f 00, and so on. The result is that f is infinitely differentiable for |x | < R.
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32. This is proved in the same way as in Problem 9.
33. | 1

N+k z
k | ≤ r N+k if |z| ≤ r , and

P∞
k=0 r N+k = r N/(1 − r). Thus | 1N z

N +
1

N+1 z
N+1 + · · · | tends uniformly to 0 for |z| ≤ r . Since t 7→ exp(t) is continuous at

t = 0, the required convergence follows.
34. Corollary 1.38 shows from the behavior for z real that all cn are 0.
35. Write

exp
°
z + 1

2 z
2 + 1

3 z
3 + · · ·

¢
=

°QN−1
k=1 exp(

1
k z

k)
¢
exp

° 1
N z

N + 1
N+1 z

N+1 + · · ·
¢
.

Problem 33 shows that the left side is the uniform limit of
QN−1

k=1 exp(
1
k z

k) for |z| ≤ r
if r < 1. Each factor of the finite product is given by a convergent power series
with nonnegative coefficients, and Theorem 1.40 shows that the finite product is
given by a convergent power series with nonnegative coefficients. By Problem 32,
exp

°
z + 1

2 z
2 + 1

3 z
3 + · · ·

¢
is given by a convergent power series for |z| < 1. Hence

exp
°
z + 1

2 z
2 + 1

3 z
3 + · · ·

¢
− 1/(1 − z) is given by a convergent power series for

|z| < 1. For z = x real with |x | < 1, the series expansion of Problem 12b shows that
our expression is exp

°
− log(1− x)

¢
− 1/(1− x) = 0. Thus our power series sums

to 0 on the real axis. By Problem 34, it sums to 0 everywhere.

Chapter II

1. Let us compare d(x, y) with d(x, z)+ d(z, y). If j contributes to d(x, y), then
xj 6= yj . Hence xj 6= zj or zj 6= yj . Thus j contributes to at least one of d(x, z) and
d(z, y). In other words, the contribution of j to d(x, y) is ≤ the contribution of j to
d(x, z) + d(z, y). Summing on j gives the desired result.
2. Let (X, d) be the given separable metric space, define E to be the subset of

members x of X such that every neighborhood of x is uncountable, and let F be the
complement of E . If x is in F , we can associate to x some open neighborhood Nx
containing at most countably many elements, and Nx is entirely contained in F . As
x varies in F , the sets Nx form an open cover of F . By Proposition 2.32b, some
subcollection of the Nx that is at most countable covers F . The union of these sets is
open and is at most countable, and it equals F .
3. Let f (x) = 1/x for 0 < x ≤ 1, and let f (0) = 0.
4. Suppose that x is in U . Since A is dense, the set A ∩ B(1/n; x) is nonempty

for each n ∏ 1. Let xn be a member of it. Since U is open, B(1/n; x) is contained
in U if n is ∏ N for a suitable N . Thus xn is in A ∩U for n ∏ N and converges to
x . By Proposition 2.22b, either xn = x infinitely often, in which case x is in A ∩U ,
or x is a limit point of A ∩U . In either case, U ⊂ (A ∩U)cl.
5. For (a), the sets En are compact by theHeine–BorelTheorem. Then each En−U

is compact. Their intersection is
T∞

n=1 (En∩Uc) =
°T∞

n=1 En
¢
∩Uc ⊆ U∩Uc = ∅.

ByProposition2.35 the system {En−U} does not have thefinite-intersectionproperty.
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Thus
TN

n=1 (En − U) = ∅ for some N . Since E1 ⊇ E2 ⊇ · · · , we find that
EN −U = ∅. Therefore EN ⊆ U .
For (b), let U be empty, and let En = Q ∩ [

p
2,

p
2+ 1/n].

6. In both parts of the problem, let themetrics bedX , dY , dZ . For (a), use continuity
of F to choose for each (x0, y) some δ1,y > 0 and δ2,y > 0 such that the two inequal-
ities dX (x, x0) < δ1,y and dY (y0, y) < δ2,y together imply dZ (F(x, y0), F(x0, y)) <

≤/2. As y varies, the open balls B(δ2,y; y) cover Y . Since Y is compact, a fi-
nite number of them suffice to cover Y , say B(δ2,y1; y1), . . . , B(δ2,yn ; yn). Put
δ1 = min{δ1,y1, . . . , δ1,yn }. Suppose now that dX (x, x0) < δ1 and that y0 is in
Y . Then y0 is in some B(δ2,yj ; yj ). Hence we have dX (x, x0) < δ1 ≤ δ1,yj and
d(y0, yj ) < δ2,yj , and we therefore obtain dZ (F(x, y0), F(x0, yj )) < ≤/2. Since also
dX (x0, x0) = 0 and d(y0, yj ) < δ2,yj , we obtain also dZ (F(x0, y0), F(x0, yj )) < ≤/2.
Combining these two results gives dZ (F(x, y0), F(x0, y0)) < ≤.
For (b), consider dZ (F(x, y), F(x0, y0)), and let ≤ > 0 be given. By uniform con-

vergence, choose δ1 > 0 such that dX (x, x0) < δ1 implies dZ (F(x, y), F(x0, y)) <

≤/2 for all y. Proposition 2.21 gives us continuity of F(x0, · ), and thus there
exists δ2 > 0 such that dY (y, y0) < δ2 implies dZ (F(x0, y), F(x0, y0)) < ≤/2.
Then dX (x, x0) < δ1 and dY (y, y0) < δ2 together imply dZ (F(x, y), F(x0, y0)) ≤
dZ (F(x, y), F(x0, y)) + dZ (F(x0, y), F(x0, y0)) < ≤/2+ ≤/2 = ≤.
7. Let f : (0, 1) → R be defined by f (x) = 1/x . Then the Cauchy sequence

{1/n} is carried to a sequence that is not Cauchy in R.
8. Define inductively f (0) to be the identity and f (k) = f ◦ f (k−1) for k > 0.

For existence we see inductively that d( f (k)(x), f (k)(y)) ≤ rkd(x, y) for all x and
y. If n ∏ m and if x is arbitrary but fixed, we then have d( f (n)(x), f (m)(x)) ≤Pn−1

k=m d( f (k+1)(x), f (k)(x)) ≤
Pn−1

k=m rkd( f (x), x) ≤ rmd( f (x), x)/(1 − r).
Hence the sequence { f (n)(x)} is Cauchy. Let x 0 be its limit. Since

d( f ( f (n)(x)), f (n)(x)) = d( f (n+1)(x), f (n)(x)) ≤ rnd( f (x), x)/(1− r)

and since d and f are continuous, d( f (x 0), x 0) ≤ lim supn rnd( f (x), x)/(1−r) = 0.
Thus f (x 0) = x 0.
For uniqueness, let f (x 00) = x 00 also. Then d(x 00, x 0) = d( f (x 00), f (x 0)) since f

fixes x 0 and x 00, and d( f (x 00), f (x 0)) ≤ rd(x 00, x 0) by the contraction property. Then
(1− r)d(x 00, x 0) ≤ 0 and we conclude that d(x 00, x 0) = 0. Thus x 00 = x 0.
9. If no point is isolated, each one-point set is closednowhere dense. The countable

union of these sets is thewhole space, in contradiction to theBaire Category Theorem.
An alternative argument is to appeal to Problem 2.
10. The set is closed and bounded, hence compact, and it is pathwise connected,

hence connected. It is not, however, locally connected. Take, for example, the point
p = [c, 1/2] in X , where c is in C . The open ball of radius 1/4 around p has the
property that no open subneighborhood of p is connected.
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11. Fix x0 in X , and let U be the set of all points in X that can be connected to
x0 by paths. The set U is nonempty, and we prove that it is open and closed. Being
connected, itmust thenbe all of X . It is openbecause the local pathwise connectedness
means that any x in U can be connected to every point in some neighborhood of x
by a path; hence U contains a neighborhood of each of its points and is open. To
see that U is closed, let y be a limit point of U . If V is a pathwise connected open
neighborhood of y, the set U ∩ V is nonempty because y is a limit point of U . Let z
be inU ∩V . Then x0 can be connected to z by a path because of the defining property
ofU , and z can be connected to y by a path because V is pathwise connected. Hence
x0 can be connected to y by a path, and y is in U .
12. Anyopen subset ofRn is locallypathwiseconnected. So thedesiredconclusion

follows from the previous problem.
13. Let the open set be U . For each x in U , let Ux be the union of all connected

subsets ofU containing x . It was shown in Section 8 that this is connected. For x and
y in U , either Ux = Uy or Ux ∩Uy = ∅ for the same reason. Then U is the disjoint
union of its subsets Ux , which are connected. These are intervals, being connected,
and they must be open in order not to be contained in larger connected subsets of U .
14. Same as for Proposition 2.21.
15. Suppose { ft } is totally bounded. Let ≤ > 0 be given. Find, by total bound-

edness, real numbers t1, . . . , tn such that for any t , there is an index j = j (t) with
k ft − ftj k < ≤. Put L/2 = max{|t1|, . . . , |tn|}. If we are given an interval of length
∏ L , take t to be its center, so that the interval contains [t − L/2, t + L/2]. Choose
j by total boundedness with k ft − ftj } < ≤. Then k ft−tj − f0k < ≤. So t − tj is an
≤ almost period, and this lies in [t − L/2, t + L/2]. Thus the Bohr condition holds.
Conversely suppose that the Bohr condition holds and f is uniformly continuous.

Let ≤ > 0 be given, and find L as in the Bohr condition for ≤/2 almost periods. Also,
find some δ for uniform continuity of f and the number ≤/2. Choose t1, . . . , tn in
I = [−L/2, L/2] such that any point in I is within δ of one of t1, . . . , tn . Let us see
that the open balls of radius ≤ around ft1, . . . , ftn together cover the set { ft } of all
translates. If t is given, find an L/2 almost period t − s in [t − L/2, t + L/2]. Here
|s| < L/2, so that k ft−s − f0k < ≤/2 and k ft − fsk < ≤/2. Since |s − tj | < δ for
some j , we have k fs − ftj k < ≤/2 by uniform continuity. Thus k ft − ftj k < ≤.
16. Let Tf be the closure of the set of translates of f . This is complete by

Problem14. Theorem2.36 shows that Tf is compact if and only if every sequence in it
has a convergent subsequence, and this is the definition of Bochner almost periodicity.
Theorem 1.46 shows that Tf is compact if and only if it is totally bounded, and this
is equivalent to Bohr almost periodicity by Problem 15.
17. This is easier with the Bochner definition. For an example of closure under

the various operations, consider closure under multiplication. Suppose that f and g
are given and that we want a convergent subsequence from the sequence of translates
( f g)tn . First choose a subsequence of {tn} such that those translates of f converge
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uniformly, and then choose a subsequence of that such that the translates of g converge
uniformly. These sequences of translates of f and g will be uniformly bounded, and
then it follows that the sequence of products converges uniformly.
For closure under uniform limits, we argue similarly with translates of each of the

functions { fn} when lim fn = f uniformly. A Cantor diagonal process is used to
extract the sequence of translates to use for f .

18. If ≤ > 0 is given, let Un be the set where | f (x) − fn(x)| < ≤. This is open
by the assumed continuity, and

S∞
n=1Un = X by the assumed convergence. Since

X is compact, some finite collection of Un’s suffices. Since the fn’s are pointwise
increasing with n, the Un’s are increasing, and thus X = UN for some N . For that
N , | f (x) − fN (x)| < ≤. Then | f (x) − fn(x)| < ≤ for n ∏ N since the fn’s are
pointwise increasing.

19. If 0 ≤ Pn(x) ≤
p
x ≤ 1, then x ∏ Pn(x)2 and the recursion shows that

Pn+1(x) ∏ Pn(x). Also, Pn+1(x) = Pn(x) + 1
2 (

p
x + Pn(x))(

p
x − Pn(x)) ≤

Pn(x) + 1
2 (1+ 1)(

p
x − Pn(x)) =

p
x .

20. By Problem 19, Pn(x) increases pointwise to some f (x). Passing to the
limit in the recursion gives f (x) = f (x) + 1

2 (x − f (x)2), and thus f (x)2 = x
and f (x) =

p
x . Since

p
x is continuous and [0, 1] is compact, Dini’s Theorem

(Problem 18) shows that the convergence is uniform.

21. If x and y are given with x 6= y, then we are given three relevant functions in
A, possibly not all distinct. They are h1 with h1(x) 6= h1(y), h2 with h2(x) 6= 0, and
h3 with h3(y) 6= 0. If h1(x) or h1(y) is 0, we can add a multiple of h2 or h3 to h1
to obtain an h4 with h4(x) 6= h4(y), h4(x) 6= 0, and h4(y) 6= 0. The restrictions of
h4 and h24 to the two-element set {x, y} are linearly independent and therefore form a
basis for the 2-dimensional space of restrictions. Hence some linear combination of
h4 and h24 equals the given f at x and y.

22. Let f be in CR(S) with f (s0) = 0. Since B cl = CR(S), there exists a
sequence {gn} in B with lim gn = f uniformly. Then lim gn(s0) = f (s0) = 0
in particular. Put fn(s) = gn(s) − gn(s0). Then fn(s0) = 0. The inequality
| fn(s)− f (s)| = |gn(s)− f (s)−gn(s0)| ≤ |gn(s)− f (s)|+|gn(s0)| shows that { fn}
converges uniformly to f . The members of A are the members of B that vanish at
s0. The functions fn have this property, and thus { fn} is a sequence in A converging
uniformly to f .

24. For (a), we identify C0([0,+∞), R) with the subalgebra of C([0,+∞], R)

of continuous functions equal to 0 at +∞. The function e−x separates points on
[0,+∞]. Apply Problem 22 to the algebra it generates, namely the algebra of all
finite linear combinations of e−nx for n a positive integer.
For (b), let ≤ > 0 be given, and choose g(x) =

P
cne−nx by (a) such that

sup0≤x<+∞ | f (x)− g(x)| ≤ ≤. The hypothesis forces
R b
0 f (x)g(x) dx = 0, and this



724 Hints for Solutions of Problems

is
R b
0 f (x)2 dx −

R b
0 f (x)

°
f (x) − g(x)

¢
dx . Thus

0 ∏
Z b

0
f (x)2 dx −

Ø
Ø
Ø
Z b

0
f (x)

°
f (x) − g(x)

¢
dx

Ø
Ø
Ø.

So
R b
0 f (x)2 dx ≤ ≤

R b
0 | f (x)| dx . Since ≤ is arbitrary,

R b
0 f (x)2 dx = 0. Therefore

f = 0.
25. Isometries are uniformly continuous. Applying Proposition 2.47 to the uni-

formly continuous function ϕ2 ◦
°
ϕ−1
1

Ø
Ø
ϕ1(X)

¢
of the dense subset ϕ1(X) of X∗

1 into X
∗
2 ,

we obtain an isometry9 : X∗
1 → X∗

2 extending ϕ2 ◦
°
ϕ−1
1

Ø
Ø
ϕ1(X)

¢
. Reversing the roles

of X∗
1 and X

∗
2 , we obtain an isometry8 : X∗

2 → X∗
1 extendingϕ1◦

°
ϕ−1
2

Ø
Ø
ϕ2(X)

¢
. Then

8◦9 is a continuous extension of the compositionϕ1◦
°
ϕ−1
2

Ø
Ø
ϕ2(X)

¢
◦ϕ2◦

°
ϕ−1
1

Ø
Ø
ϕ1(X)

¢
,

which is the identity map on ϕ1(X). Hence 8 ◦ 9 is the identity on X∗
1 . Similarly

9 ◦ 8 is the identity on X∗
2 . Thus 9 is onto. This proves existence.

For uniqueness let 9 and 9∗ be two such maps. Then 9−1 ◦ 9∗ is a continuous
extension of the identity map on the dense subset ϕ1(X) of X∗

1 , and hence it is the
identity. Therefore 9 = 9∗.
26. Theorem 2.60 says that X is dense in X∗. Then X = X∗ if and only if X is

closed, and this happens if and only if X is complete, by Proposition 2.43.
27. The only one of these that requires explanation is (iv). We may assume

that none of r , s, and r + s is 0. Write r = mpk/n and s = upl/v with p not
dividing any of r, s, u, v. Without loss of generality, we may assume k ≤ l, so that
max{|r |p, |s|p} = |r |p = p−k . We have

r + s = mpk/n + upl/v = pk
°m
n + upl−k

v

¢
= pk

°mv+pl−knu
nv

¢
.

The denominator nv is not divisible by p. The part of the numerator within the
parentheses is an integer, and we factor out any factors of p from it as pa with a ∏ 0.
Then we have |r + s|p = p−(k+a) and this is ≤ p−k as required.
28. For the triangle inequality, let r, s, t be given. Then Problem 27 gives d(r, t) =

|r − t |p = |(r − s) + (s − t)|p ≤ max{|r − s|p, |s − t |p} ≤ |r − s|p + |s − t |p =
d(r, s) + d(s, t).
29. Part (a) will be illustrated by the more difficult (b) and (c). Multiplication by a

member r ofQ is a uniformly continuous function fromQ intoQp; in fact, the equality
|r(s − s0)|p = |r |p|s − s0|p shows that if ≤ is given, then the δ of uniform continuity
can be taken as |r |−1p ≤. Proposition 2.47 then tells us how to form products rs for r in
Q and s inQp. For fixed s, the result is a uniformly continuousmap ofQ intoQp since
| · |p extends continuously toQp and we have |(r − r0)s|p = |r − r0|p|s|p. A second
application of Proposition 2.47 extends the operation to amapping ofQp×Qp intoQp
that is uniformly continuous in each variable when the other variable is held fixed. In
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fact, it is continuous in both variables since |rs−r0s0|p = |(r−r0)s+r0(s− s0)|p ≤
|r − r0|p|s|p + |r0|p|s − s0| ≤ |r − r0|p|s − s0|p + |r − r0|p|s0|p + |r0|p|s − s0|.
For (c), take a shell Akn =

©
r ∈ Qp

Ø
Ø p−k ≤ |r |p ≤ pn}. This is a closed

subset of Qp, hence complete. Reciprocal is a mapping from Ank ∩ Q into Akn
that is uniformly continuous because r and s in Ank ∩ Q implies |r−1 − s−1|p =
|(s − r)/rs|p = |s − r |p|r |−1p |s|−1p ≤ p2n|s − r |p. Hence reciprocal extends to
a uniformly continuous mapping from Ank to Akn . These mappings are consistent
as n and k tend to infinity, and thus reciprocal is a well-defined function from Q×

p
to itself. It is continuous because the same computation as just given shows that
|r−1 − r−1

0 |p = |r − r0|p|r |−1p |r0|−1p . If we write |r |p ∏
Ø
Ø|r0|p − |r − r0|p

Ø
Ø and

require that |r − r0|p ≤ 1
2 |r0|p, then |r−1 − r−1

0 |p = |r − r0|p
° 1
2 |r0|p

¢−1
|r0|−1p , and

continuity of reciprocal at r0 follows.
The abelian group axioms in (c) are associativity, commutativity, existence of the

two-sided identity 1, and existence of two-sided reciprocals. To complete (c), we
need associativity and commutativity. We can regard associativity as asserting the
equality of two continuous functions fromQp × Qp × Qp toQp. These are equal on
Q × Q × Q, and this subset is dense. Hence the two functions are equal everywhere.
Commutativity is proved similarly.
The distributive law in (d) is proved by the same technique used for associativity

in (c). Thus Qp is a field.
30. For (a), it is enough to prove that S =

©
t ∈ Q

Ø
Ø |t |p ≤ 1

™
is totally bounded.

For x in Q, let C(δ; x) =
©
t ∈ Q

Ø
Ø |t − x |p ≤ δ

™
. It is enough to show for each

integer l ∏ 0 that S ⊆
Spl−1

r=0 C(p−l; r). If t is given in S, t is of the form t = m/n
with m and n in Z and n nondivisible by p. Let n−1 denote the integer from 0 to
pl − 1 such that nn−1 ≡ 1 mod pl , and let r denote the integer from 0 to pl − 1 such
that n−1m ≡ r mod pl . Then m − nr ≡ 0 mod pl , and so |m − nr |p ≤ p−l . Since
|n|p = 1,

Ø
Øm
n − r

Ø
Ø
p ≤ p−l . Thus t is in C(p−l; r).

For (b), compact sets are closed and bounded by Proposition 2.34a. Conversely
let E be closed and bounded. The set T =

©
t ∈ Qp

Ø
Ø |t |p ≤ 1

™
is certainly closed.

Since Qp is complete, T is complete. Part (a) shows that T is totally bounded.
By Theorem 2.46, T is compact. The given set E is contained in some set Tn =©
t ∈ Qp

Ø
Ø |t |p ≤ pn

™
. Multiplication by the member p−n of Qp carries T continu-

ously onto Tn , and Tn is compact by Proposition 2.38. Since E is a closed subset of
the compact set Tn , Proposition 2.34b shows that E is compact.
31. The first two assertions are routine consequences of (ii), (iii), and (iv). Let

us consider the quotient Zp/P . We show that P is a maximal ideal. In fact, if I is
an ideal in Zp properly containing P , then I contains some element t with |t |p = 1.
Then (iii) shows that t−1 has |t−1|p = 1 and lies in Zp. Since t is in I and t−1 is
in Zp, their product 1 is in I . Thus I = Zp. In other words, P is a maximal ideal.
Hence Zp/P is a field. To complete the argument, we show that Zp/P has exactly p
elements. Given x in Zp, choose m/n in Q with

Ø
Øx − m

n
Ø
Ø
p ≤ p−1, by denseness of
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Q in Qp. Here
Ø
Øm
n
Ø
Ø
p ≤ 1, and we may assume that n is nondivisible by p. Arguing

as in Problem 30a, we can find r in {0, 1, . . . , p − 1} such that
Ø
Øm
n − r

Ø
Ø
p ≤ p−1.

Then |x − r |p ≤ max
©ØØx − m

n
Ø
Ø
p,

Ø
Øm
n − r

Ø
Ø
p
™

≤ p−1 by the ultrametric inequality. So
x = (x−r)+r with x−r in P . Thus {0, 1, . . . , p−1} represents all cosets ofZp/P .
Finally no two distinct elements r and r 0 in {0, 1, . . . , p − 1} have |r − r 0|p ≤ p−1

because this inequality would entail having r − r 0 divisible by p.

Chapter III

1. For (a), |T S|2 =
P

j |T S(ej )|2 =
P

j |
P

i (S(ej ), ei )T (ei )|2. Use of the
triangle inequality and then the Schwarz inequality shows that this expression is ≤
P

j
°P

i |(S(ej ), ei )| |T (ei )|
¢2

≤
P

j
°°P

i |(S(ej ), ei )|2
¢1/2°P

i |T (ei )|2
¢1/2¢2

=
P

j |S(ej )|2|T |2 = |S|2 |T |2. Part (b) is routine.
2. The member of L(Rn, Rm) with matrix A.
3. lim suph→0

°
|h|−1| f (h) − 0− 0|

¢
≤ lim suph→0 (|h|−1|h|2) = 0.

4. The formula is d
dt f (x + tu)

Ø
Ø
t=0 =

P
j u j

@ f
@xk (x). The argument is written out

within the proof of Theorem 3.11.

5.
≥
et 0
0 e−t

¥
, et

≥
1 t
0 1

¥
,

≥
cos t sin t

− sin t cos t

¥
,

≥
cos t i sin t
i sin t cos t

¥
,

≥
cosh t sinh t
sinh t cosh t

¥
.

7. The equality is false because the left side is positive and the right side is negative.
In fact, the left side is

R 1
0

£
lim

R N
1 (e−xy − 2e−xy) dx

§
dy, which equals

R 1
0 lim

£
−

e−xy/y + e−2xy/y
§N
1 dy =

R 1
0
1
y
£
e−y − e−2y

§
dy; since e−y > e−2y on (0, 1), the

left side is > 0. Meanwhile, the right side is
R ∞
1

£
− e−xy/x + e−2xy/x

§1
0 dx =

R ∞
1

1
x
£
e−2x − e−x

§
dx ; since e−2x < e−x on (1,∞), the right side is < 0.

8. Define k · k2 as in Section I.10, and let fx (t) = f (x − t); the latter definition
is not the one used earlier in the book. For (a), the Schwarz inequality gives

| f ∗ g(x) − f ∗ g(x0)| =
Ø
Ø 1
2π

R π
−π [ f (x − t) − f (x0 − t)]g(t) dt

Ø
Ø

= k fx − fx0k2kgk2 ≤ kgk2 sup
t

| f (x − t) − f (x0 − t)|,

and the right side tends to 0 as x tends to x0 by uniform continuity of f . This proves
that f ∗ g is continuous. The periodicity is evident. The proof that f ∗ g = g ∗ f is
the same as the proof in Section I.10 that f ∗ DN = DN ∗ f .
For (b), an application of Fubini’s Theorem (Corollary 3.33) and a change of

variables gives 1
2π

R π
π f ∗ g(x)e−inx dx =

° 1
2π

¢2 R π
π

R π
π f (x − t)g(t)e−inx dt dx =

° 1
2π

¢2 R π
π

R π
π f (x − t)g(t)e−inx dx dt =

° 1
2π

¢2 R π
π

R π
π f (x)g(t)e−in(x+t) dx dt =

° 1
2π

¢2 R π
π

R π
π f (x)g(t)e−inx e−int dx dt = cndn .
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For (c), we apply the Weierstrass M test. It is enough to prove that
P

n |cndn| <

+∞, and the Schwarz and Bessel inequalities together do this:
X

n
|cndn| ≤

°X

n
|cn|2

¢1/2°X

n
|dn|2

¢1/2
≤ k f k2kgk2 < +∞.

9. Write out each side as an iterated integral, and apply Fubini’s Theorem (Corol-
lary 3.33).
10. For the partial derivatives, @x

@x (0, 0) = d
dx f

° x0
x2+0

¢ØØ
x=0 = 0 and @ f

@y (0, 0) = 0
similarly. The fact that f is not continuous at (0, 0) is a special case of Problem 11a.
11. For (a), the homogeneity says in particular that f (r x) = f (x) for r > 0 and

|x | = 1. Then supy 6=0 | f (y)| = sup|x |=1 | f (x)|, and the right side is finite, being the
maximum value of a continuous function on a compact set. If f (y) is continuous at
y = 0, then f (0) = limr↓0 f (r x) = f (x) for every x with |x | = 1 and so f must be
constantly equal to f (0).
For (b), lim supr x→0 | f (r x)| = lim supr x→0 rd | f (x)| = 0 if d > 0 since f (x) is

bounded for |x | = 1. Thus f is continuous at 0 if d > 0 and f (0) = 0. If d < 0,
then lim supr x→0 rd | f (x)| = +∞ if d < 0 and f (x) 6= 0.
For (c), we have f (r x) = rd f (x) for any x = (x1, . . . , xn) 6= 0. Put g =

f ◦ mr , where mr refers to multiplication by r . The homogeneity gives g = rd f ,
and thus @g

@xj (x) = rd @ f
@xj (x). On the other hand, the chain rule gives

@g
@xj (x) =

Pn
i=1

@ f
@xi (r x)

@(r xi )
@xj (x) = r @ f

@xj (r x). So r
d @ f

@xj (x) = r @ f
@xj (r x), and (c) follows.

For (d), the given conditions say that f (t x) = t f (x) for all real t . Then @ f
@xj (0) =

limt→0 t−1
°
f (0 + tej ) − 0

¢
= limt→0 t−1t f (ej ) = f (ej ). On the other hand, (c)

says that @ f/@xj is homogeneous of degree 0, and (a) says that @ f/@xj cannot be
continuous at 0 unless it is constant.
12. Part (a) follows from Problem 11b. In (b), @ f

@x (0) = d
dt f (0 + t (1, 0))

Ø
Ø
t=0 =

d
dt t

Ø
Ø
t=0 = 1 and @ f

@y (0) = d
dt f (0+ t y)

Ø
Ø
t=0 = d

dt 0
Ø
Ø
t=0 = 0. The failure of continuity

is by parts (a) and (c) of Problem 11.
For (c), we have d

dt f (0+ tu)
Ø
Ø
t=0 = d

dt t cos
3 θ

Ø
Ø
t=0 = cos3 θ . If f were differen-

tiable at x = 0, the chain rule would give d
dt f (0+ tu)

Ø
Ø
t=0 = u1 @ f

@x (0) + u2 @ f
@y (0) =

cos θ . Since cos3 θ is not identically equal to cos θ , f is not differentiable at 0.
13. Part (a) follows from (a), (b), and (c) of Problem 11. About 0, the function

f is even in x and even in y, and hence the first partial derivatives are odd about 0.
Then part (b) follows from Problem 11d. To calculate the results for (c), we need to
compute @ f

@y (x, 0) for x 6= 0 and @ f
@x (0, y) for y 6= 0. The first of these is x , and the

second is −y. The formulas for the second partial derivatives follow.
14. Forn ∏ 0, rneinθ = (x+iy)n is of classC∞, and so is rne−inθ = (x−iy)n . For

the first of these functions, @2

@x2 (x+iy)n = n(n−1)(x+iy)n−2, while @2

@y2 (x+iy)n =

i2n(n − 1)(x + iy)n−2. Hence 1(x + iy)n = 0. The result for (x − iy)n follows
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by taking complex conjugates. The final conclusion is a routine consequence of
Theorem 1.37, the complex-valued version of Theorem 1.23, and the fact that each
term is harmonic.
15. This follows by direct calculation.

16. In the notation of Theorem 3.17, ϕ(x, y) is
µ
x4y + x
x + y3

∂
, a is (1, 1), and b is

(2, 2). One checks that ϕ0(1, 1) =
≥
5 1
1 3

¥
. The locally defined inverse function f

near (2, 2) has f 0(2, 2) = ϕ0(1, 1)−1 =
≥

3/14 −1/14
−1/14 5/14

¥
, and @F

@u (2, 2) is the upper left
entry of this, namely 3/14.
17. All 6 derivatives of possible interest are given by the matrix product√
2 −1 0
2 2 0
1 1 1

!−1 √
0 0
0 −π/2
0 0

!

= 1
6

√
0 −π/2
0 −π

0 3π/2

!

. Then @x
@u (π/2, 0) = 0 and @x

@v (π/2, 0) =

−π/12. The function x(u, v) is of class C∞ by Corollary 3.21.
18. The map in question is X 7→ X2 and is the composition of X 7→ (X, X)

followed by (U, V ) 7→ UV . Here we can write UV = L(U)V = R(V )U , where
L(U) is the linear function “left multiplication by U” on matrix space and R(V ) is
the linear function “right multiplication by V .” The derivative of (U, V ) 7→ UV is
then ( R(V ) L(U) ) by Problem 2. Hence the derivative of X 7→ X2, by the chain
rule, is

( R(V ) L(U) )

µ
1
1

∂ Ø
Ø
Ø
Ø
Ø
U=V=X

= (R(V ) + L(U))
Ø
Ø
U=V=X = R(X) + L(X).

At X = 1, this is R(1) + L(1), which is “multiplication by 2” and is invertible. The
Inverse Function Theorem thus applies.

19. We may assume that g0(x0) 6= 0, thus that @g
@xi (x0) 6= 0 for some i . We

take this i to be i = n; the other cases involve only notational changes. Write
x = (x 0, xn) with x 0 ∈ Rn−1, and write x0 = (a, b) similarly. Then the Implicit
Function Theorem produces a real-valued C1 function h(x 0) defined on an open set
V about the point a in Rn−1 such that h(a) = b, g(x 0, h(x 0)) = 0 for all x 0 in V ,
and @h

@xj (a) = −
° @g

@xn (a, b)
¢−1° @g

@xj (a, b)
¢
for 1 ≤ j < n. Let H(x) = (x 0, h(x 0)).

Form f ◦ H , which has a local maximum or minimum at x 0 = a in V . All the first
partial derivatives of this function must be 0 at x 0 = a. Thus, for 1 ≤ j ≤ n− 1, 0 =
@( f ◦H)

@xj (a) =
Pn

i=1
@ f
@xi (x0)

@Hi
@xj (a). Since Hi (x) = xi for i < n, all the terms of this

sum are 0 except possibly for the j th and the nth. Thus 0 = @ f
@xj (x0) + @ f

@xn (x0)
@h
@xj (a)

= @ f
@xj (x0)−

° @ f
@xn

¢
(x0)

° @g
@xn (a, b)

¢−1° @g
@xj (a, b)

¢
for j < n. The right side is 0 trivially

for j = n, and thus the result follows with ∏ = −
° @g

@xn (a, b)
¢−1.
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20. The difficulty in handling this inequality as a maximum-minimum problem is
the question of existence. Lagrange multipliers can constrain matters to a compact
set, and then existence is no longer an obstacle. The domain D initially will be
the set where a1 ∏ 0, . . . , an ∏ 0. Fix a number c, and let g(a1, . . . , an) =
1
n (a1 + · · · + an) − c and f (a1, . . . , an) = n

pa1 · · · an . The subset of D where
g(a1, . . . , an) = 0 is compact, and f must have an absolute maximum on it. This
maximum cannot occur where any aj equals 0 since f is 0 at such points. So it
is at a point in the set U where all aj are > 0. Apply Lagrange multipliers on U .
The resulting equations are 1n (a1 · · · an)1/n

±
aj = 1/n for 1 ≤ j ≤ n, as well as the

constraint equation 1
n (a1 + · · · + an) = c. The first n equations show that all aj ’s

must be equal, and the constraint equation shows that they must equal c. The desired
inequality is true in this case and hence is true in all cases.
21. Write x(θ) = r(θ) cos θ and y(θ) = r(θ) sin θ , differentiate with respect

to θ , and form x 0(θ)2 + y0(θ)2. The result is that x 0(θ)2 + y0(θ)2 = r 0(θ)2 + r2.
Substitution into the result of Theorem 3.42 gives the desired formula.

22. For (a), s(t) =
R t
0

q° d
du cos u

¢2
+

° d
du sin u

¢2
+

° d
du u

¢2 du =
p
2
R t
0 du =

t
p
2.
For (b), s(x) =

R x
0

q° d
du u

¢2
+

° d
du
1
2 (eu + e−u)

¢2 du. Here d
du

° 1
2 (e

u + e−u)
¢

=
1
2 (e

u − e−u), and the sum of 1 and the square of this is the square of 12 (e
u + e−u).

Thus s(x) =
R x
0
1
2 (e

u + e−u) du = 1
2 (e

x − e−x ).

For (c), s(x) =
R x
0

q° d
du u

¢2
+

° d
du u3/2

¢2 du =
R t
0

q
1+ 9

4u du, and this equals
8
27

£°
1+ 9

4 t
¢3/2

− 1
§
.

For (d), the integral in question is s(x) =
R x
0

p
1+ y0(t)2 dt . Since y0(t) = 2t ,

the right side is equal to
R x
0

p
1+ 4t2 dt . The substitution 2t = tan u leads to an

integral of a multiple of sec3 u = cos u/ cos4 u = (cos u)(1 − sin2 u)−2. Then the
substitution v = sin u leads to a definite integral of (1−v2)−2, which can be handled
by partial fractions.
For (e), we have r(t) = t and r 0(t) = 1. Problem 21 shows that the integral is

s(t) =
R θ
θ0

p
t2 + 1 dt . This is treated the same way as in (d).

For (f), we have x(θ) = θ cos θ and y(θ) = θ sin θ . These are both C1 functions
in an interval about 0, and thus x 0(θ) and y0(θ) have finite limits at θ = 0. Hence the
curve is tamely behaved at 0.

23. `(∞ ) =
R 1
0

p
4t2 + 1 dt+

R 2
1

p
2 dt+

R 3
2

p
1+ 4(t − 2)2 dt , and if one wants,

these integrals can be evaluated exactly.
24. The first line of inequalities is proved in the same way as for Lemmas 1.24

and 1.25. Any two partitions have a common refinement, and thus the second line
of inequalities follows. Taking the infimum over P1 and then the infimum over P2
yields the third inequality.
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25. Let ≤ > 0 be given. Choose δ > 0 so that | f (x) − f (x 0)| ≤ ≤ whenever
|x − x 0| ≤ δ. If µ(P) ≤ δ, then max

xj−1≤x≤xj
f (x) − min

xj−1≤x≤xj
f (x) ≤ ≤. Hence

U(P, f, α) − L(P, f, α) =
mP

j=1

°
max

xj−1≤x≤xj
f (x) − min

xj−1≤x≤xj
f (x)

¢°
α(xj )−α(xj−1)

¢

≤
mP

j=1
≤
°
α(xj ) − α(xj−1)

¢
= ≤

°
α(b) − α(a)

¢
.

26. Let A = supP 0 L(P 0, f, α). From Problem 24 it follows that U(P, f, α) ∏
A ∏ L(P, f, α) for every P . Combining this inequality with Problem 25 shows that
limµ(P)→0U(P, f, α) = A = limµ(P)→0 L(P, f, α).
27. With ∞ (t) = (1 − t)(x1, y1) + t (x2, y2), we have x(t) = x1 + t (x2 − x1),

dx = (x2 − x1) dt , y(t) = y1 + (y2 − y1)t , and dy = (y2 − y1) dt . Then
R
∞ x dy =

R 1
0 (x1+ (x2− x1)t)(y2− y1) dt = x1(y2− y1)+ 1

2 (x2− x1)(y2− y1), and similarlyR
∞ y dx = y1(x2 − x1) + 1

2 (x2 − x1)(y2 − y1). Subtraction gives
R
∞ x dy − y dx =

x1(y2 − y1) − y1(x2 − x1) = x1y2 − x2y1.
28. In (b), take f (x, y) = 1

2 log(x
2 + y2).

29. In (b),
R
∞ F · ds =

R 2π
0 (P(cos t, sin t)(− sin t) + Q(cos t, sin t)(cos t)) dt =

R 2π
0 (− sin2 t − cos2 t) dt =

R 2π
0 (−1) dt = −2π .

In (c), if there were such a function, then Proposition 3.46 would say thatR
∞ F · ds = 0, in contradiction to the result of (b).

30.
R 1
0 t dt +

R 1
0 2t

5 dt +
R 1
0 3t

11 dt , etc.

31. Since
≥

ex cos y
−ex sin y

¥
= ∇(ex cos y), the line integral equals

R
∞

≥
y

−x

¥
· ds =

R 2π
0 ((sin t)(− sin t) + (− cos t)(cos t)) dt = −2π .
32. In Green’s Theorem with P(x, y) = −1

2 y and Q(x, y) = 1
2 x , we have

@Q
@x − @P

@x = 1. Thus
R
∞
1
2 x dy − 1

2 y dx =
RR

U
° @Q

@x − @P
@x

¢
dx dy =

RR
U 1 dx dy =

Area(U).
33. The integral over the polygon of 12 (x dy − y dx) is the sum of terms as in

Problem 27, and this expression equals
Pm

j=0(xj yj+1 − yj xj+1). Green’s Theorem
applies in this situation, according to Corollary 3.50, and the line integral therefore
equals the double integral over the inside of the polygon. The integrand is 1, according
to Problem 32, and thus the double integral gives the area of the inside.

Chapter IV

1. For (a), 12 y
2 = − 1

2 t
2 + c. Adjusting c, we have y2 = −t2 + c. Then

y(t) = ±
p
c − t2. For (b), the exceptional points are (t0, 0). For (c), a solution with

y(t0) = y0 is y(t) = sgn(y0)
q
y20 + t20 − t2.
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2. In Theorem 4.1, take a = 1 and b = 1. Then M = 2 and a0 = 1
2 . The theorem

therefore gives a solution for |t | < 1/2.

3. To be an integral curve, (x(t), y(t)) must satisfy x 0(t) =
p
x and y0(t) = 1/2.

Then 2
p
x(t) = t + c1 and y(t) = 1

2 t + c2. At some unspecified time t0, the curve
is to pass through (1, 1). Then x(t0) = 1 and y(t0) = 1; these force 2 = t0 + c1
and 1 = 1

2 t0 + c2. So (x(t), y(t)) =
° 1
4 (t − t0 + 2)2, 12 (t − t0 + 2)

¢
. If t0 = 0, for

example, the curve is (x(t), y(t)) =
° 1
4 (t + 2)2, 12 (t + 2)

¢
.

4. This uses the multivariable chain rule, Proposition 3.28b, and the Fundamental
Theorem of Calculus. The derivative in question is

= (2t)(1/t2) sin(t3) +
R t2
0 (@/@t)(s−1 sin(st)) ds = (2/t) sin(t3) +

R t2
0 cos(st) ds

= (2/t) sin(t3) +
£
t−1 sin(st)

§t2
s=0 = (2/t) sin(t3) + t−1 sin(t3).

5. y(t) = 2+ c1et + c2e2t .

6. For (a), J =

µ
3 1
0 3

∂
and B =

µ
1 0
2 1

∂
for the first, and J=

√ 1 0 0
0 i 0
0 0 −i

!

and B =

√ 0 i −i
1 0 0
0 1 1

!

for the second. For (b), the bases are e3t
µ
1
2

∂
and

e3t
µµ

0
1

∂
+ t

µ
1
2

∂∂
for the first, and et

√ 0
1
0

!

, eit
√ i
0
1

!

, e−i t
√ −i

0
1

!

for the second.

Part (b) can be solved directly without solving part (a) first. Consider the 2-by-2
example. The only root of the characteristic polynomial is 3, and it has multiplicity 2.

We solve (A−3 ·1)k0 = 0 and get k0 =

µ
c
2c

∂
. Thenwe solve (A−3 ·1)l0 =

µ
c
2c

∂

and get l0 =

µ
d

c + 2d

∂
. Choose any c 6= 0 and any d, say c = 1 and d = 0. Then

k0 =

µ
1
2

∂
, and l0 =

µ
0
1

∂
, and we obtain the solutions in the form given above.

For more complicated examples, the choice of these constants can get tricky, but this
method works quickly for easy examples.

7. For n = 1, det(∏ − (−a0)) = ∏ + a0. Assume the result for n − 1, and expand
the nth-order determinant by cofactors about the first column. Then
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det(∏1− A) = det









∏ −1 0 0 ··· 0 0
∏ −1 0 ··· 0 0

∏ −1 ··· 0 0
...

...
...

...
∏ −1 0

∏ −1
a0 a1 a2 ··· an−1









= ∏ det








∏ −1 0 ··· 0 0
∏ −1 ··· 0 0

...
...

...
...

∏ −1 0
∏ −1

a1 a2 ··· an−1








+ (−1)n−1a0 det









−1
−1 ··· 0

...

∗ ···
...

−1









= ∏(∏n−1 + an−1∏n−2 + · · · + a1) + (−1)n−1a0(−1)n−1

= ∏n + an−1∏n−1 + · · · + a0,

the next-to-last equality following by induction.

8. In (a), let | fn(t) ≤ M for all t and n. Then |Fn(t) − Fn(t 0)| =
Ø
Ø R t

t 0 fn(s) ds
Ø
Ø ≤

M|t − t 0|. Thus equicontinuity holds with δ = ≤/M .
In (b), we solve the equationexplicitly, usingvariationof parameters. The solutions

of the homogeneous equation are c1 cos t + c2 sin t , and computation shows that
the unique solution of the inhomogeneous equation with the given initial condition
is y∗(t) = −(cos t)

R t
0 (sin s) f (s) ds + (sin t)

R t
0 (cos s) f (s) ds. Each integral is

equicontinuous by the same argument as in (a), and the operations of multiplication
by a bounded continuous function and addition preserve the equicontinuity.
In (c), we do not know explicit formulas for the solutions of the homogeneous

equation, but the same argument as in (b) with variation of parameters will work
anyway.
10. For any C2 periodic function f , the nth Fourier coefficient cn of f has

|cn| ≤ n−2 sup | f 00|. The function v(r, θ), being a composition of two C2 functions,
is C2 for 0 ≤ r < 1 and |θ | ≤ π , and hence sup

Ø
Ø @2v
@θ2

Ø
Ø is bounded by some M for

0 ≤ r ≤ 1− δ. Then we obtain |cn(r)| ≤ M/n2.
11. The function (u ◦ Rϕ)(x, y)e−ikϕ is of class C2 jointly in x, y, ϕ. By Proposi-

tion 3.28 we can pass the second derivatives with respect to x and y under the given
integral sign with respect to ϕ. The integrand is harmonic in (x, y) for each ϕ, and
therefore the integral itself is harmonic. The integral itself is given by

1
2π

R π
−π v(r, θ + ϕ)e−ikϕ dϕ = 1

2π
R π
−π

P∞
n=−∞ cn(r)einθei(n−k)ϕ dϕ.

The series in the integrand is uniformlyconvergent as a functionofϕ, by the estimate in
Problem10 and by theWeierstrassM-test. Theorem1.31 says thatwe can interchange
sum and integral, and then the right side above collapses to ck(r)einθ .
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12. Starting from v(r, θ) = u(r cos θ, r sin θ), we compute @v
@r and

@v
@θ by the chain

rule and obtain

@v
@r = cos θ @u

@x + sin θ @u
@y and @v

@θ = −r sin θ @u
@x + r cos θ @u

@y .

Using the same technique, we form @2v
@r2 and

@2v
@θ2

in terms of the partial derivatives of
u, and we find that

1u = @2v
@r2 + 1

r
@v
@r + 1

r2
@2v
@θ2

.

Substituting v(r, θ) = ck(r)eikθ and taking into account that 1u = 0, we obtain

0 = eikθ
°
c00k + r−1c0k − k2r−2ck).

Thus r2c00k + rc0k − k2ck = 0. This is an Euler equation. The solutions are ck(r) =
akr |k| + bkr−|k| if k 6= 0 and are a0 + b0 log r if k = 0. Taking into account that
ck(r) is differentiable at r = 0, we obtain ck(r) = akr |k| for all k. Substitution gives
v(r, θ) =

P∞
n=−∞ cnr |n|einθ .

13. Since fR(θ) =
P∞

n=−∞ cn R|n|einθ and Pr/R(θ) =
P∞

n=−∞(r/R)|n|einθ , the
result follows immediately from Problem 8b at the end of Chapter III.
15. For (a), substitute y = uv, y0 = u0v+uv0, and y00 = u00v+2u0v0+uv00 into the

equation for y, take into account thatu00+Pu0+Qu = 0, andget 2u0v0+uv00+Puv0 =
0. Put w = v0. We can rewrite our equation as w0 = (−P − 2u0/u)w since u is
assumed nonvanishing. Then Problem 14 gives w(t) = ce−

R
P dt−2

R
(u0/u) dt =

ce−
R
P dt elog(|u|−2) = cu(t)−2e−

R
P(t) dt .

For (b), the formula in (a) gives v0(t) = ce−t2/2, and hence y(t) = u(t)v(t) =
et2/2

R t
0 e

−s2/2 ds.
16. The substitution leads to uv00 + (2u0 + Pu)v0 + (u00 + Pu0 + Qu)v = 0. Thus

the condition is 2u0 + Pu = 0. By Problem 14, u(t) is a multiple of e−
R

(P/2) dt . The
computation of R(t) is then routine.
17. Substitution of v = ur−1/2 shows that L(v) = r1/2L0(u) with L0 of the

indicated form.
18. For (a), the formula is dn = −

Pn
k=1 ckdn−k , with d0 = 1. For (b), we have

d1 = −c1d0 = −c1, so that |d1| = |c1| ≤ Mr1. Thus |dn| ≤ M(M + 1)n−1rn for
n = 1. Assume that |dk | ≤ Mrk for 1 ≤ k < n. Then |dn| ≤

Pn−1
k=0 |cn−k ||dk | ≤

|cn| +
Pn−1

k=1(Mrn−k)(M(M + 1)k−1rk) ≤ Mrn + M2rn
Pn−1

k=1(M + 1)k−1. This is

= Mrn
°
1+ M

Pn−1
k=1(M + 1)k−1

¢

= Mrn(1+ M((M + 1)n−1 − 1)/((M + 1) − 1)

= Mrn(1+ (M + 1)n−1 − 1) = M(M + 1)n−1rn.
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For (c), wemay assume that f (0) = 1. Write f (x) =
P∞

n=0 cnxn , and define dn as in
the answer to (a). The estimate in (b) shows that the power series g(x) =

P∞
n=0 dnxn

has positive radius of convergence, and Theorem 1.40 shows that f (x)g(x) = 1 on
the common region of convergence. Then g(x) = 1/ f (x), and 1/ f (x) is exhibited
as the sum of a convergent power series.

19. The indicial equation is s(s − 1) + a0s + b0 = 0, where a0 = P(0) and
b0 = Q(0). Thus s1 + s2 = 1− a0.
In (a), we apply Problem 15a with u(t) = t s1

P∞
n=0 cntn . The expression P(t) in

that problemhas become t−1P(t)here, andweobtainv0(t) = u(t)−2e−
R
t−1P(t) dt . In

the integrand of the exponent, we separate the term−a0/t from the power series, and
we see that v0(t) = u(t)−2e−a0 log t × power series = t−a0u(t)−2 × power series, the
power series having nonzero constant term since exponentials are nowhere vanishing.
This is of the form t−2s1−a0 × power series as a consequence of Problem 18 and
Theorem 1.40, the power series having nonzero constant term. When this expression
is integrated to form v(t), the t−1 produces a logarithm, and the rest produces powers
of t . Thus v(t) equals c log t + t−2s1−a0+1 × power series; here the power series has
nonzero constant term. Then u(t)v(t) = cu(t) log t + ts1 t−2s1−a0+1 × power series;
once again the power series has nonzero constant term. The exponent of t in the
second term is −s1 + 1− a0 = −s1 + (s1 + s2) = s2, and (a) is done.
In (b), we know that there is only one solution beginning with t s1 , and thus we

must have c 6= 0 in (a). Another way to see this conclusion is to recognize that the
exponent of t−2s1−a0 in v0(t) is just −1 since 2s1 = s1 + s2. Thus the coefficient of
t−1 in integrating to form v(t) is not 0, and the logarithm occurs.
In (c), we know from a computation in the text that no series solution begins with

t−p except when p = 0, and thus the first argument for (b) applies.

20. When t = tk−1 is substituted into the formula valid for tk−1 < t ≤ tk , we get
y(t) = y(tk−1); so the formula is valid also at tk−1.
We induct on k. For k = 0, y(t0) = y0. Assume inductively for k > 0 that

|y(tk−1) − y(t0)| ≤ M|tk−1 − t0| ≤ Ma0 ≤ b. For tk−1 ≤ t ≤ tk , the displayed
formula in the problem implies |y(t)− y(tk−1)| = |F(tk−1, y(tk−1))| |t−tk−1|. Since
(tk−1, y(tk−1)) lies in R0, |F | is ≤ M on it. Thus |y(t) − y(tk−1)| ≤ M|t − tk−1| ≤
Ma0 ≤ b. If tl−1 ≤ t ≤ tl , then adding such inequalities gives |y(t) − y(t0)| ≤
M|t1 − t0| + · · · + M|tl−1 − tl−2| + M|t − tl−1| = M|t − t0| as required. Since
|t − t0| ≤ a0, we have M|t − t0| ≤ Ma0 ≤ b. Thus (t, y(t)) is in R0.

21. We may assume that t 0 ≤ t . If t 0 and t lie in the same interval [tk−1, tk] of the
partition, then y(t) − y(t 0) = F(tk−1, y(tk−1))(t − t 0). Taking absolute values gives
|y(t) − y(t 0)| ≤ M|t − t 0|.
Otherwise let t 0 ≤ tl ≤ tk−1 ≤ t . Then each pair of points (t 0, tl),(tl , tl+1),

. . . ,(tk−2, tk−1),(tk−1, t) lies in a single interval of the partition. Adding the estimates
for each and taking into account that each difference of t values is ∏ 0, we obtain
|y(t) − y(t 0)| ≤ M|t − t 0|.
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22. Let tk−1 ≤ t ≤ tk . Then
R t
t0 y

0(s) ds =
Pk−1

j=1
R tj
tj−1 y

0(s) ds +
R t
tk−1 y

0(s) ds =
(y(t1) − y(t0)) + · · · + (y(tk−1) − y(tk−2)) + (y(t) − y(tk−1)) = y(t) − y(t0),
by an application of the Fundamental Theorem of Calculus on each interval. If
tk−1 < s < tk , we have |y0(s)− F(s, y(s))| = |F(tk−1, y(tk−1))− F(s, y(s))|. Here
|s− tk−1| ≤ |tk − tk−1| ≤ δ by the choice of the partition. Again by the choice of the
partition, |y(s) − y(tk−1)| ≤ M|s − tk−1| ≤ M(δ/M) = δ. By the definition of δ in
terms of ≤ and the uniform continuity of F , we conclude that |y0(s)−F(s, y(s))| ≤ ≤.

23. We have
Ø
Øy(t) −

°
y0 +

R t
t0 F(s, y(s)) ds

¢ØØ =
Ø
Ø R t

t0 [y
0(s) − F(s, y(s))] ds

Ø
Ø ≤

R t
t0 |y0(s) − F(s, y(s))| ds ≤

R t
t0 ≤ ds ≤ ≤|t − t0| ≤ ≤a0.

24. The statement of Problem 21 proves uniform equicontinuity with δ = ≤/M .
If we specialize to t 0 = t0, it implies uniform boundedness.
25. Let y(t) = lim ynk (t) uniformly. The functions ynk (t) are continuous, and the

uniform limit of continuous functions is continuous. Hence y(t) is continuous. By
Problem 23 we have

Ø
Øynk (t) −

°
y0 +

R t
t0 F(s, ynk (s)) ds

¢ØØ ≤ ≤nk a0 for each k. We
take the limsup of this expression as k tends to infinity. We know that ynk (t) tends
uniformly to y(t). Then ynk (s) tends uniformly to y(s) uniformly for t0 ≤ s ≤ t . By
uniform continuity of F , F(s, ynk (s)) tends uniformly to F(s, y(s)). By Theorem
1.31,

R t
t0 F(s, ynk (s)) ds tends to

R t
t0 F(s, y(s)) ds.

26. For some analytic f (z), we can write u(x, y) = Re f (z) in the unit disk by
Problem 70 in Appendix B. Also f (z) =

P∞
n=0 Cnzn in the unit disk by Taylor’s

Theorem (Theorem B.21). In polar coordinates, Cnzn takes the form Cnrneinθ ,
and Re(Cnrneinθ ) = ReCn cos nθ − ImCn sin nθ =

° 1
2 ReCn − 1

2i ImCn
¢
einθ +° 1

2 ReCn + 1
2i ImCn

¢
e−inθ , as required.

27. The function f (z) is analytic for |z| < R and is nonzero at z = 0. If f (z) is
nowhere 0 for |z| < ε with ε < R, then 1/ f (z) is analytic for |z| < ε and equals the
sum of its Taylor series for |z| < ε.
28. (a) This is an instance of Corollary B.15.
(b) For the expansion we have eiz sin θ =

P∞
p=0

1
p! (i z)

p(eiθ − e−iθ )p(2i)−p =
P∞

p=0
1
p! (z/2)

p(eiθ − e−iθ )p. For each fixed z, the series is uniformly convergent in
θ . Thuswhenwe integrate the product of the two sideswith e−inθ , we can interchange
the sum and integral to get the asserted expression for cn(z).
(c) Since the only integer power of einθ that has nonzero integral is the 0th power,

1
2π

R π
−π(eiθ − e−iθ )pe−inθ is nonzero only for n = p, p − 2, . . . , p − 2p, i.e., only

when n is of the form p − 2k with k = 0, 1, . . . , p. When n = p − 2k with
k ∏ 0, we have (eiθ − e−iθ )pe−inθ = ei(p−n)θ (1− e−2iθ )p = e2ikθ (1− e−2iθ )p =
e2ikθ

Pp
l=0(−1)

l e−2ilθ
°p
l
¢
. The only term that contributes to the integral is the one for

l = k, and its contribution is (−1)k
°p
k
¢
. Thus In,p is nonzero except when p−n = 2k

with 0 ≤ k ≤ p, and then it contributes (−1)k
°p
k
¢
. This formula for In,p remains

correct when p−n = 2k for all k ∏ 0 because the binomial coefficient
°p
k
¢
is 0 when



736 Hints for Solutions of Problems

k > p. Thus cn(z) =
P∞

p=0
1
p! (z/2)

p In,p =
P∞

k=0
1

(n+2k)! (z/2)
n+2k(−1)k

°n+2k
k

¢
,

and the desired formula for cn(z) follows.
(d) For n ∏ 0, the series for cn(z)matches that for Jn(z). For n ≤ 0, we replace θ

by −θ in the integral defining c−n(z) and find that c−n(z) = cn(−z) = Jn(−z), and
this equals (−1)n Jn(z) by inspection.
(e) The function ei sin θ has a uniformly convergent Fourier series by Proposition

1.56 since ei sin θ has a continuous derivative in θ , and it converges to the function by
Dini’s test (Theorem 1.57) or by Fejér’s Theorem (Theorem 1.59).

Chapter V

1. For (a) and (c), the answer is 2k for 1 ≤ k ≤ n. However, the assertion in (d)
is false; for a counterexample, take X = {1, 2, 3, 4}, and let B consist of all sets with
an even number of elements. For (b), the associativity is proved by observing that
A1 B1C is the set of all elements that lie in an odd number of the sets A, B,C .
2. Let X = {1, 2, 3} with the σ -algebra consisting of all subsets. Take ρ({1}) =

ρ({3}) = +2, ρ({2}) = −3, A = {1, 2}, and B = {2, 3}.
4. This can be worked out carefully, but it is easier to use Problem 3 and apply

dominated convergence to see that the measure of the left side is lim supµ(En), and
the measure of the right side is lim infµ(En).
5. Part (a) is proved the same way as for Lebesgue measure. In (b), the interval I

of rationals from 0 to 1 has µ(I ) = 1, and it is a countable union of one-point sets
{p}, each of which has µ({p}) = 0.
6. Argue by contradiction. If Ec is not dense, then there is a nonempty open

interval U in [0, 1] with U ∩ Ec = ∅ and hence U ⊆ E . Since µ(U) > 0, we must
have µ(E) > 0.
7. As soon as supµ(A) is known to be finite, B can be constructed as the union

of a sequence of sets whose measures increase to the supremum. Thus assume that
the supremum of µ(A) over all sets of finite measure is infinite. Then we can choose
a disjoint sequence of sets An with each µ(An) finite and with

P
µ(An) = +∞. A

little argument allows us to partition the terms of the series into two subsets, with the
series obtained from each subset divergent. Say the terms of one subset are µ(Bi )
and the terms of the other are µ(Cj ). Since

P
µ(Bi ) = +∞, the hypothesis makes

µ
°°S

i Bi
¢c¢ finite. A contradiction arises because

°S
i Bi

¢c
⊇

S
j Cj and

S
j Cj

has infinite measure.
8. Consider the setA of all Borel sets E such that f −1(E) is measurable. The set

A is closed under complements and countable unions, and it contains all intervals.
So it is a σ -algebra containing all intervals and must consist of all Borel sets.
10. This problem can be done via dominated convergence, but let us do it from

scratch in order to be able to quote it in solving Problem 18 and other problems. We
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have
Ø
Ø R

X fn dµ −
R
X f dµ

Ø
Ø ≤

R
X | fn − f | dµ ≤ µ(X) supx | fn(x) − f (x)|,

and the right side tends to 0 by the uniform convergence. Thus limX fn dµ =R
X f dµ, the limit existing.
11. In (a) the approximating sets are finite unions of intervals, and we can add

their lengths to obtain
QN

n=1 (1− rn). Then apply Corollary 5.3. For (b), the set Cc

is open, and every point of Cc has an open interval about it where IC is identically 0;
this proves the continuity at points of Cc. To have continuity of IC at a point x0 of
C , we would need IC > 1/2 on some interval about x0, and this would mean that
IC equals 1 on that interval and hence that the interval is contained in C . But C
contains no intervals of positive length. Part (c) is handled by the same argument as
(b). For (d), part (c) says that IC cannot be redefined on a Lebesgue measurable set
of measure 0 so as to be continuous except on a set of measure 0. Theorem 3.29 says
that no f obtained by redefining IC on a set of Lebesgue measure 0 can be Riemann
integrable. On the other hand, IC is measurable, being the indicator function of a
compact set, and hence it is Lebesgue integrable.
12. Argue for indicator functions and then simple functions. Then pass to the

limit to handle nonnegative functions.
13. Let B be the set of all subsets E of X × X such that there exists a set SE inA

with Ex = SE for all but countablymany x in X . Every rectangle inA×A is inB. In
fact, there are two kinds of sets to check, sets E = A× B with A countable, in which
case Ex is empty except for x in the countable set A, and sets Ac×B with A countable,
in which case Ex = B except for x in A. Also B is a σ -algebra. In fact, let sets En in
B be given with associated sets SEn . Then

°S
En

¢
x =

S
((En)x ) =

S
SEn except

when x is in the countable exceptional set for some n; also if E and SE are given,
then (Ec)x = (Ex )c = (SE )c except when x lies in the exceptional set for E . Finally
the diagonal D is not in B and therefore cannot be in A×A. In fact, Dx = {x} for
each x , and there can be at most one x with Dx = SD , whatever SD is.
14. Toprove that R ismeasurable, onefirst proves the assertion for simple functions

∏ 0 and then passes to the limit. For the rest Fubini’s Theorem gives
R
X×[0,+∞] IR d(µ × m) =

R
X

£ R
[0,+∞] IR(x, y) dm(y)

§
dµ(x)

=
R
X

£ R
[0, f (x)) dm(y)

§
dµ(x) =

R
X f (x) dµ(x).

15. This is proved in the same way as Proposition 5.52a.
16. The measure space is the unit interval with Lebesgue measure, and each fn is

an indicator function. The set of which fn is the indicator function is the subset of R
between

Pn−1
k=1 ak and

Pn
k=1 ak written modulo 1, i.e., the set of fractional parts of

each of these rational numbers. The divergence of the series forces these sets to cycle
through the unit interval infinitely often, and thus fn(x) is 1 infinitely often and 0
infinitely often.
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17. From the definition of EMN , we see that
S

N EMN = X and
T

N E
c
MN =

∅. The sets EMN are increasing as a function of N , and their complements are
decreasing with empty intersection. Corollary 5.3 produces an integer C(M) such
that µ(EcM,C(M)) < ≤/2M . Put E =

S
M EcM,C(M). Then µ(E) < ≤ by Proposition

5.1g. If ≤0 > 0 is given, we are to produce K such that | fk(x) − f (x)| < ≤0 for
all k ∏ K and all x in Ec. Choose M0 with 1/M0 < ≤0. The integer K will be
C(M0). Since x is in Ec =

T
M EM,C(M), x is in EM0,C(M0) in particular. Then

| fk(x) − f (x)| < 1/M0 < ≤0 for k ∏ C(M0).
18. In (a), we may take the set of integration to be X . Let S be the set of

measure 0 on which any of fn and f is infinite, and redefine all the functions to be 0
on S. Given ≤ > 0, choose δ > 0 by Corollary 5.24 such that µ(F) < δ impliesR
F g dµ < ≤. Let E be as in Egoroff’s Theorem for the number δ. Problem 10 shows
that lim

R
Ec fn dµ =

R
Ec f dµ, the limit existing. Also,

Ø
Ø R

E fn dµ
Ø
Ø ≤

R
E | fn| dµ ≤R

E g dµ < ≤ for all n, and similarly for f . Hence lim supn
Ø
Ø R

X fn dµ −
R
X f dµ

Ø
Ø ≤

2≤. Since ≤ is arbitrary, the result follows.
In (b), consider themeasure g dµ and the sequence of functions {hn}with hn(x) =

fn(x)/g(x) when g(x) > 0, hn(x) = 0 when g(x) = 0. After checking that hn is
measurable, use Corollary 5.28 and apply (a). The constant that bounds the sequence
is 1.
19. By Fatou’s Lemma,

R
Ec f dµ ≤ lim infn

R
Ec fn dµ. Subtracting this fromR

X f dµ = lim
R
X fn dµ gives

R
E f dµ ∏ lim supn

R
E fn dµ. Another applica-

tion of Fatou’s Lemma gives lim infn
R
E fn dµ ∏

R
E f dµ, and we conclude that

lim infn
R
E fn dµ = lim supn

R
E fn dµ =

R
E f dµ, from which the result follows.

20. Let ≤ > 0 be given. Choose δ > 0 by Corollary 5.24 such that µ(F) ≤ δ

implies
R
F f dµ ≤ ≤. Then choose E with µ(E) < δ such that fn converges to f

uniformly off E . Problem 10 shows that there is an N such that
R
Ec | fn − f | dµ < ≤

for n ∏ N , and Problem 19 shows that there is an N 0 such that
R
E | fn − f | dµ ≤R

E fn dµ+
R
E f dµ ≤ 2

R
E f dµ+≤ for n ∏ N 0. Sinceµ(E) < δ, 2

R
E f dµ+≤ ≤

3≤. Then n ∏ max{N , N 0} implies
R
X | fn − f | dµ ≤ 4≤.

21. Suppose that lim
R
X fn dµ =

R
X f dµ. Given ≤ > 0, choose δ > 0 by

Corollary 5.24 such that µ(E) < δ implies
R
E f dµ < ≤. Then choose N such that

N−1° R
X f dµ+ ≤

¢
< δ. For any n, the convergence of

R
X fn dµ to

R
X f dµ implies

that Nµ({x | fn(x) ∏ N }) ≤
R
{x | fn(x)∏N } fn dµ ≤

R
X fn dµ ≤

R
X f dµ + ≤ if n is

sufficiently large. Hence µ({x | fn(x) ∏ N }) ≤ N−1° R
X f dµ + ≤

¢
< δ for large

n, and therefore
R
{x | fn(x)∏N } f dµ < ≤. Problem 20 shows that

R
X | fn − f | dµ ≤ ≤

if n is large enough, and then also
R
{x | fn(x)∏N } | fn − f | dµ ≤ ≤. So we have

R
{x | fn(x)∏N } fn dµ ≤

R
{x | fn(x)∏N } | fn − f | dµ +

R
{x | fn(x)∏N } f dµ ≤ ≤ + ≤ = 2≤

for n large, say n ∏ N 0. By increasing N and taking the integrability of f1, . . . , fN 0−1
into account, we can achieve the inequality

R
{x | fn(x)∏N } fn dµ ≤ 2≤ for all n.

Conversely suppose that { fn} is uniformly integrable. Given ≤ > 0, find the N of
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uniform integrability, put δ = ≤/N , and choose E0 by Egoroff’s Theorem such that
µ(E0) < δ and fn converges uniformly off E0. Then lim

R
Ec0

fn dµ =
R
Ec0

f dµ by
Problem 10. Fatou’s Lemma gives

R
E0 f dµ ≤ lim inf

R
E0 fn dµ, and we have

R
E0 fn dµ =

R
E0∩{x | fn(x)∏N } fn dµ +

R
E0−{x | fn(x)∏N } fn dµ.

The first term on the right side is ≤
R
{x | fn(x)∏N } fn dµ, which is ≤ ≤ by uniform

integrability, and the second term on the right side is ≤ Nδ = ≤ because µ(E0) < δ

and fn(x) ≤ N on the set of integration. Thus lim sup
R
E0 fn dµ ≤ 2≤, and we obtain

lim supn
Ø
Ø R

E0 fn dµ −
R
E0 f dµ

Ø
Ø ≤ 4≤.

22. In the notation of Section 5, K = U = A since A is now assumed to be
a σ -algebra. Thus µ∗(E) = supK∈A, K⊆E µ(K ) and µ∗(E) = infU∈A,U⊇E µ(U).
Take a sequence of sets Kn inAwith limµ(Kn) = µ∗(E); without loss of generality,
the sets Kn may be assumed increasing. Then we may take K to be the union of the
Kn . The construction of U is similar.
The set K is any member of A such that µ(K ) is the supremum of µ(S) for all S

in A with S ⊆ E . Then µ(Kc) is the infimum of all µ(Sc) = µ(X) − µ(S) for all
Sc in A with Sc ⊇ Ec. A similar argument applies to U and Uc. The result is that
Uc ⊆ Ec ⊆ Kc, µ∗(Ec) = µ(Uc), and µ∗(Ec) = µ(Kc).
23. Lemma 5.33 gives µ(A ∩ K ) ≤ µ∗(A ∩ E), µ(Ac ∩ K ) ≤ µ∗(Ac ∩ E), and

µ∗(E) = µ(K ) = µ(A∩K )+µ(Ac∩K ) ≤ µ∗(A∩E)+µ∗(Ac∩E) ≤ µ∗(E), from
which we obtainµ∗(A∩E) = µ(A∩K ). The argument thatµ∗(A∩E) = µ(A∩U)

is similar.
24. The right side of the definition of σ depends only on A ∩ E and B ∩ Ec, and

hence σ is well defined. The formulas
[

n

£
(An ∩ E) ∪ (Bn ∩ Ec)

§
=

≥≥[

n
An

¥
∩ E

¥
∪

≥≥[

n
Bn

¥
∩ Ec

¥

and [(A ∩ E) ∪ (B ∩ Ec)]c = (Ac ∩ E) ∪ (Bc ∩ Ec) show that the sets in question
form a σ -algebra C. Taking A = B shows thatA ⊆ C, and taking A = X and B = ∅
shows that E is in C. Therefore B ⊆ C, and σ is defined on all of B.
The complete additivity ofσ results from the complete additivity of each of the four

terms in the definition of σ . Specifically let a disjoint sequence (An ∩ E) ∪ (Bn ∩ E)

be given, and let A =
S

n An and B =
S

n Bn . We have µ∗(An ∩ E) = µ(An ∩ K ),
and the sets An ∩ K are disjoint; thus

P
µ∗(An ∩ E) = µ∗(A ∩ E). The next term

is µ∗(An ∩ E) = µ(An ∩ U), and the sets An ∩ U may not be disjoint. However,
µ∗(Am ∩ E) + µ∗(An ∩ E) = µ(Am ∩ U) + µ(An ∩ U) = µ(Am ∩ An ∩ E)+
µ((A1 ∪ A2) ∩ E), and µ(Am ∩ An ∩U) = µ∗(Am ∩ An ∩ E) = µ∗(∅) = 0. Thus
the term with µ∗(An ∩ E) behaves in additive fashion. Consequently µ∗(A ∩ E) ∏
µ∗

°°Sn
k=1 Ak

¢
∩ E

¢
=

Pn
k=1 µ∗(Ak ∩ E). Letting n tend to infinity gives µ∗(A ∩

E) ∏
P∞

k=1 µ∗(Ak ∩ E). The reverse inequality follows from Lemma 5.33a, and
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thus the termµ∗(An∩E) is completely additive. The terms with the Bn’s are handled
similarly, and σ is completely additive.
Taking A = X and B = ∅, we see immediately that the formula for σ(E) is as

asserted.
To prove that σ(A) = µ(A) for A in A, we take A = B. Then we see that

σ(A) = tµ(A ∩ K ) + (1 − t)µ(A ∩ U) + tµ(A ∩ Kc) + (1 − t)µ(A ∩ Uc) =
tµ(A) + (1− t)µ(A) = µ(A).
25. Each member of the countable set has only countably many ordinals less than

it, and the countable union of countable sets is countable. Therefore some member
ofƒ is not accounted for and is an upper bound for the countable set. Application of
(iii) completes the argument.
27. For (a), ifUn ↑ U and Vn ↑ V , thenUn ∪ Vn ↑ U ∪ V andUn ∩ Vn ↑ U ∩ V .

Similar remarks apply to Kα . Then the assertion follows by transfinite induction.
For (b), we know that Kα is closed under finite unions and intersections, and we

readily see that the complement of any set occurs at most one step later. Now let
an increasing sequence of sets in various Kα’s be given. Say that Un is in Kαn .
Problem 25 shows that there is a countable ordinal α0 that is∏ all the αn , and then all
the Un are in Kα0 . The union is then in Uα0+1 and necessarily in Kα0+1. Hence the
union is in the union of the Kα’s. So the union of the Kα’s is a σ -algebra and must
contain B. All the set-theoretic operations take place within B, and thus the union
must actually equal B.
28. Proposition 5.2 and Corollary 5.3 show that the value of the measure is deter-

mined on all the new sets that are constructed in terms of the values on the previous
sets. Problem 27 shows that all members of B are obtained by the construction, and
hence µ is completely determined on B.
29. Same argument as for Problem 27b.
30. At every stage of taking limits, we have closure under addition and scalar

multiplication. Pointwise decreasing limits produce the indicator functions of finite
unions of closed intervals, and pointwise increasing limits of them produce the
indicator functions of arbitrary finite unions of intervals. Since the constants are
present as continuous functions, we have the indicator function of every elementary
set and its complement. These sets form an algebra. Going through the construction
of Problem 27, we obtain the indicator function of every Borel set. Since we have
closure under addition and scalar multiplication at each step, we obtain all simple
functions. One increasing limit gives us all nonnegative Borel measurable functions,
and a subtraction (allowable without another passage to the limit) gives us all Borel
measurable functions.
32. To see that C has the same cardinality as R, we can make an identification of

the disjoint union of R and a countable set. To do so, we write C as the members of
[0, 1] whose base-3 expansions involve no 1’s. For each such infinite sequence of 0’s
and 2’s, we change all the 2’s to 1’s and regard the result as the base-2 expansion of
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some real number. This identification is onto [0, 1], and it is one-one if we discard
from C all the sequences of 0’s and 2’s that end in all 2’s.
The standard Cantor set has Lebesgue measure 0, and thus any subset of it is

Lebesgue measurable of measure 0. The cardinality of this set of subsets is the same
as the cardinality of the set of subsets of R. In Section A.10 of Appendix A, it is
shown for any set S that the cardinality of S is less than the cardinality of the set of
all subsets of S. So the cardinality of the set of Lebesgue measurable sets is at least
that of the set of all subsets of R.
33. Since Cc is open, any member x of Cc has the property that IC 0 is 0 on some

open interval about x . Thus IC 0 is continuous at x . Since C has Lebesgue measure 0,
IC 0 is continuous except on a Lebesgue measurable set of measure 0. Theorem 3.29
shows that IC 0 is Riemann integrable. Hence the cardinality of the set of Riemann
integrable functions is at least that of the set of all subsets of R.
35. If F is the given filter, form the partially ordered set consisting of all filters

on X containingF, with inclusion as the partial ordering. The union of the members
of a chain is readily verified to be an upper bound for the chain, and Zorn’s Lemma
produces amaximal element. Thismaximal element is readily seen to be an ultrafilter.
36. The filter in question consists of all supersets of finite intersections ofmembers

of C.
37–38. Suppose that F is an ultrafilter, A ∪ B is in F, A is not in F, and B is not

in F. Let F 0 consist of all sets in F and all sets B ∩ F with F in F. Since B is not
in F, F 0 properly contains F. Since F is an ultrafilter, F 0 must fail to be a filter. On
the other hand, by inspection, F 0 satisfies properties (i) and (ii) in the definition of
filter. We conclude that∅ is in F 0, hence that there is a set F in F with B ∩ F = ∅.
Since F satisfies (ii), the set (A ∪ B) ∩ F = (A ∩ F) ∪ (B ∩ F) = A ∩ F is in F.
By (i), A is in F, contradiction.
Conversely suppose that F is a filter such that either A or Ac is in F for each

subset A of X . If F is not maximal, let B be a set that lies in some filter F 0 properly
containingF while B is not itself in F. By hypothesis, Bc is in F and hence is in F 0.
But then B ∩ Bc = ∅ lies in F 0, in contradiction to (iii).
39. If an ultrafilter F is given, define µ(E) = 1 if E is in F and define µ(E) = 0

otherwise. Then µ is defined on all subsets, and we have µ(∅) = 0 and µ(X) = 1.
If E and E 0 are disjoint, we are to show that

µ(E) + µ(E 0) = µ(E ∪ E 0).

If E ∪ E 0 is not in F, then all terms in the displayed equation are 0 since F is closed
under supersets. If E ∪ E 0 is inF, then Problem 37 shows that E or E 0 is inF; on the
other hand, they cannot both be in F because F is closed under finite intersections
and the empty set is not in F. Thus exactly one term on the left side of the displayed
equation is 1, and the right side is 1. This proves additivity.
Conversely if an additive set functionµ is given on all subsets of X that takes only

the values 0 and 1 and is not the 0 set function, let F consist of the sets E for which
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µ(E) = 1. It is immediate that (i) and (iii) hold in the definition of filter. For (ii), let E
and E 0 be inF. Then E ∪E 0 is inF. Henceµ(E ∩E 0)+1 = µ(E)+µ(E 0) = 1+1,
and µ(E ∩ E 0) = 1. HenceF is closed under finite intersections and (ii) holds. Thus
F is a filter. If A is given, we have 1 = µ(X) = µ(A) + µ(Ac), and hence exactly
one of the sets A and Ac is in F. By Problem 38, F is an ultrafilter.
The statement that complete additivity is equivalent to closure of the ultrafilter

under countable intersections is a routine consequence of Corollary 5.3.
40. This follows from Problems 34d and 35.
41. Let Sn be the set of all integers ∏ n. Since S1 = X , S1 is in the ultrafilter.

Since the ultrafilter is not trivial, {n} is not in it, and thus Problem 37 shows that Sn is
in it if Sn−1 is in it. Hence Sn is in the ultrafilter for all n. The countable intersectionT

n Sn is empty, and the empty set is not in any filter. Hence the ultrafilter is not
closed under countable intersections. Corollary 5.3 shows that the corresponding set
function is not completely additive.
43. The proof of Proposition 5.26 shows that the result holds for simple functions

∏ 0. If f ∏ 0 and g ∏ 0, choose the standard sequences tn and un of simple functions
increasing to f and g. These converge uniformly. Hence so does the sum sn = tn+un .
The same argument as for Problem 10 shows that lim

R
E sn dµ =

R
E ( f + g) dµ,

lim
R
E tn dµ =

R
E f dµ, and lim

R
E un dµ =

R
E g dµ. Thus the result holds for

bounded nonnegative f and g. The passage to general bounded f and g is achieved
as in Proposition 5.26.

Chapter VI

1. In additive notation, the sets E + t for t in T are disjoint, and their countable
union is S1. Since Lebesgue measure is translation invariant, these sets all have the
same measure c. Then complete additivity gives c∞ = 2π , which is impossible.
2. Parts (b) and (c) are easy. For (a), expand the Jacobian determinant J (N )

in cofactors about the first row, obtaining two terms—one each from the first two
entries of the first row. The first term is cos θ1 times a determinant of size N − 1
whose first column has a common factor of r cos θ1 and whose second column has
a common factor of sin θ1, the remaining part of the determinant being J (N − 1);
thus the first term gives (r cos2 θ1 sin θ1)J (N − 1). The second term is −(−r sin θ1)
times a determinant of size N − 1 whose first column has a common factor of sin θ1
and whose second column has a common factor of r sin θ1, the remaining part of the
determinant being J (N−1); thus the second term gives (r sin3 θ1)J (N−1). Adding
the two terms gives J (N ) = (r sin θ1)J (N − 1), and an induction readily proves the
formula.
3. Replace f in Theorem 6.32 by f ◦ L , and use ϕ = L−1. Since ϕ0(x) = L−1

for each x , the result follows.
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4. In the result of Problem 3, use L(x) = yx and replace f (z) by f (z)/| det z|N .
Then the left side in Problem 3 is

R
MN

f (yx)/| det(yx)|N dx , while the right side
is | det L|−1

R
MN

f (x)/| det x |N dx . Thus | det y|−N |
R
MN

f (yx)/| det(x)|N dx =

| det L|−1
R
MN

f (x)/| det x |N dx , and the problem reduces to showing that det L =

(det y)N . One way of doing this is to verify that this formula is true if y is the matrix
of an elementary row operation and then to multiply the results. But a faster way is
to let x1, . . . , xn be the columns of x , so that L(x1, . . . , xn) = (yx1, . . . , yxn). Then
L as a matrix is given in block diagonal form by a copy of y in each block. Hence
det L = (det y)n . In a little more detail, the matrix of L is being formed relative to
the following basis of MN : if Ei j is the N -by-N matrix with 1 in the (i, j)th entry
and 0 elsewhere, the basis is E11, E21, . . . , EN1, E12, . . . , ENN .
5. For (a), we have, for n 6= 0,

2πcn =
R π
−π f (x)e−inx dx =

R
|x |≤ 1

|n|
f (x)e−inx dx +

R
1
|n| ≤|x |≤π f (x)e−inx dx .

Let us call these terms I and I I . Since | f (x)| ≤ C|x |α for |x | ≤ 1,

|I | ≤
R
|x |≤ 1

|n|
| f (x)| dx ≤ C

R
|x |≤ 1

|n|
|x |α dx = 2C

1+α
1

|n|1+α .

For I I , we use integration by parts and take into account that the terms at π and−π

cancel by periodicity:

I I =
° R −1/|n|

−π +
R π
1/|n|

¢
f (x) dx

=
£ f (x)e−inx

−in
§−1/|n|
−π

+
£ f (x)e−inx

−in
§π
1/|n| + 1

in
R
1
|n| ≤|x |≤π f 0(x)e−inx dx

= 1
in

©
f
° 1
n
¢
e−in/|n| − f

°
− 1

n
¢
e+in/|n|

™
+ 1

in
R
1
|n| ≤|x |≤π f 0(x)e−inx dx .

Let us call the terms on the right I I I and I V . Since | f (x)| ≤ C|x |α for |x | ≤ 1,

|I I I | ≤ 1
|n|

°ØØ f
° 1
n
¢ØØ +

Ø
Ø f

°
− 1

n
¢ØØ¢ ≤ 2C 1

|n|1+α .

The derivation of the formula for I I , when applied to f 0 instead of f , gives the
following value for I V :

I V = − 1
n2

©
f 0

° 1
n
¢
e−in/|n| − f 0

°
− 1

n
¢
e+in/|n|

™
− 1

n2
R
1
|n| ≤|x |≤π f 00(x)e−inx dx .

Let us call the terms on the right V and V I . Since | f 0(x)| ≤ C|x |α−1 for |x | ≤ 1,

|V | ≤ 1
n2

°ØØ f 0
° 1
n
¢ØØ +

Ø
Ø f 0

°
− 1

n
¢ØØ¢ ≤ 2C 1

|n|1+α .
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Since f 00(x) is bounded for 1 ≤ |x | ≤ π , we can write | f 00(x)| ≤ C 0|x |α−2 for
0 < |x | ≤ π , in view of the assumption on f 00. Therefore

|V I | ≤ 1
n2

R
1
|n| ≤|x |≤π C

0|x |α−2 dx = 2C 0

n2
R π
1/|n| x

α−2 dx

= 2C 0

1−α
1
n2

° 1
|n|α−1 − πα−1¢ ≤ 2C 0

1−α
1

|n|1+α .

Since 2π |cn| ≤ |I | + |I I I | + |V | + |V I |, we obtain |cn| ≤ K/|n|1+α .
For (b), the uniform convergence follows by applying the Weierstrass M-test, and

the limit is f as a consequence of the uniqueness theorem.
In (c), a proof is called for. The crux of the matter is to show, under the assumption

that f is real valued, that the variationVε of f on [ε, 1], whichgets larger as ε decreases
to 0, is bounded. If x0 < · · · < xn is a partition P of [ε, 1], then
Pn

i=1 | f (xi ) − f (xi−1)| =
Pn

i=1 | f 0(ξi )|(xi − xi−1) ≤ C
Pn

i=1 ξα−1
i (xi − xi−1)

with xi−1 < ξi < xi . With ε fixed, the right side is a Riemann sum for the bounded
function xα−1 on [ε, 1] and is≤ the correspondingupper sumU(P, xα−1ØØ

[ε,1]). Aswe
insert points into the partition, the left sides increase and the right sides decrease to the
limit

R 1
ε x

α−1 dx = α−1(1−εα). Hence Vε ≤ Cα−1(1−εα), and supε>0 Vε ≤ C/α.
6. The distribution function F ofµmust have F(b)−F(a) equal to 0 or 1 for all a

and b. If c is the supremumof the x’s for which there exists y > x with F(x) < F(y),
then F has to be k on (−∞, c) and k + 1 on [c,+∞) for the value of k that makes
F(0) = 0. Hence µ is a point mass at c with µ({c}) = 1.
7. Let K be compact, and let f and g both be equal to the members of a sequence

{ fn} of continuous functions of compact support decreasing to the indicator function
IK of K . Applying the identity to fn and passing to the limit, we obtain ∫(K ) =
∫(K )2. Thus ∫(K ) is 0 or 1 for each compact set. By regularity ∫ takes on only the
values 0 and 1 on Borel sets. Then the argument (but not the statement) of Problem 6
applies, and there is some c with ∫ equal to a point mass at c with ∫({c}) = 1.
8. In (a), if the complement of the set in question is not dense, it omits an open

set. However, nonempty open sets have positive measure.
In (b), form

R
R1

£ R
R1 IE (x− t) dt

§
dµ(x). The inner integral equals the Lebesgue

measure of E for every x since Lebesgue measure is invariant under translations and
the map t 7→ −t . Hence the iterated integral is 0. The integral in the other order is
0 =

R
R1

£ R
R1 IE (x− t) dµ(x)

§
dt =

R
R1

£ R
R1 IE+t (x) dµ(x)

§
dt =

R
R1 µ(E+ t) dt ,

and Corollary 5.23 shows that µ(E + t) is 0 almost everywhere.
In (c), the same computation applies, andµ(E+ t) is 0 almost everywhere. Under

the assumption that limt→0 µ(E + t) exists, the limit must be 0, by (a).
9. Write 1/|x | as a sum F1+F∞, where F1 is 1/|x | for |x | < 1 and is 0 for |x | ∏ 1.

Then
R

R3 F∞(x − y) dµ(y) is bounded by µ(R3), and it is enough to handle the con-
tribution from F1. For thatwe have

R
R3

£ R
R3 F1(x−y) dµ(y)

§
dx =

R
R3

£ R
R3 F1(x−

y) dx
§
dµ(y) =

R
R3

£ R
R3 F1(x) dx

§
dµ(y) = µ(R3)

R
|x |≤1 |x |−1 dx , and this is finite

in R3. Hence the inner integral
R

R3 F1(x − y) dµ(y) is finite almost everywhere.
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10. We proceed by induction on n, the case n = 1 following since finite sets have
Lebesguemeasure 0. Assume the result in n−1 variables, and let P(x1, . . . , xn) 6≡ 0
be given. Let E be the set where P = 0. This is closed, hence Borel measurable
in Rn . Fix (x 0

1, . . . , x
0
n) with P(x 0

1, . . . , x
0
n) 6= 0. The polynomial in one variable

R(x) = P(x 0
1, . . . , x

0
n−1, x) is not identically 0, being nonzero at x = x 0

n , and
hence it vanishes only finitely often, say for x in the finite set F . Fix x 0 /∈ F .
Then the polynomial Q(x1, . . . , xn−1) = P(x1, . . . , xn−1, x 0) in n − 1 variables
is not identically 0, being nonzero at (x 0

1, . . . , x
0
n−1), and its set Ex 0 of zeros has

measure 0 by inductive hypothesis. If mn denotes n-dimensional Lebesgue measure,
then Fubini’s Theorem applied to IE gives

mn(E) =
R

R mn−1(Ex 0) dx =
R
F mn−1(Ex 0) dx 0 +

R
Fc mn−1(Ex 0) dx 0.

On the right side the first term is 0 since the 1-dimensional measure of F is 0, while
the second term is 0 since the integrand is 0. Thus m(E) = 0.

11. 0(x + y)
R 1
0 t

x−1(1 − t)y−1 dt =
R ∞
0 e−ssx+y−1 ds

R 1
0 t

x−1(1 − t)y−1 dt =R ∞
0

£ R s
0 u

x−1(s − u)y−1e−s du
§
ds =

R ∞
0

£ R ∞
u ux−1(s − u)y−1e−s ds

§
du =R ∞

0
£ R ∞
0 ux−1sy−1e−se−u ds

§
du = 0(x)0(y).

12. In Cartesian coordinates we obtain 1N , hence 1. In spherical coordinates we
obtain ƒN−1

R ∞
0 r N−1e−πr2 dr . Putting πr2 = s shows that

R ∞
0 r N−1e−πr2 dr =R ∞

0 (s/π)(N−2)/2e−s 12π ds = 1
2π

−N/20(N/2). Hence ƒN−1 = 2πN/2/0(N/2).

13. Part (a) is carried out by showing by induction on k that
Pk

i=1 xi =
1−

Qk
i=1 (1− ui ). The case k = n is the desired result.

In (b), let 0 < ui < 1 for all i . Then xi > 0 for all i , and (a) makes it clear thatPn
i=1 xi < 1. Therefore ϕ carries I into S. Define u = eϕ(x) by the formula in (b).

If all xi > 0 and
Pn

i=1 xi < 1, then certainly ui > 0. Also,
Pi

j=1 xi < 1 implies
xi < 1−

Pi−1
j=1 xj , so that ui = xi

±°
1−

Pi−1
j=1 xj

¢
< 1. Thereforeeϕ carries S into I .

To complete the proof, we show thateϕ ◦ϕ is the identity on I and ϕ ◦eϕ is the identity
on S. For eϕ ◦ ϕ, we pass from u to x to v. Thus we start with vi , substitute the x’s,
use the inductive version of (a) to substitute the u’s, and then sort matters out to see
that vi = ui . For ϕ ◦eϕ, we pass from x to u to y. Then we start with yi and substitute
the u’s to obtain yi =

°Qi−1
l=1 (1−ui )

¢
ui . To substitute for the u’s in terms of the x’s,

we use the inductive version of (a) in the form
Pi−1

l=1 yl = 1−
Qi−1

l=1 (1− ul). This
gives

°Qi−1
l=1 (1− ui )

¢
ui =

°
1−

Pi−1
l=1 yl

¢
xi

±°
1−

Pi−1
l=1 xl

¢
. Then an induction on

i shows that yi = xi , and hence ϕ ◦ eϕ is the identity on S.
In (c), routine computation shows that ϕ0(u) is lower triangular with diagonal

entries 1, (1 − u1), (1 − u1)(1 − u2), . . . , (1 − u1) · · · (1 − un−1), and hence
the determinant is the product of these diagonal entries. Similarly eϕ 0(x) is lower
triangular with diagonal entries 1, (1− x1)−1, (1− x1 − x2)−1, . . . , (1− x1 − x2 −
· · · − xn−1)−1, and its determinant is the product of these diagonal entries.
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14. The change of variables in Problem 13 gives
R
S x

a1−1
1 · · · xan−1n dx =

R
I u

a1−1
1 [(1− u1)u2]a2−1· · · [(1− u1) · · · (1− un−1)un]an−1

× (1− u1)n−1 · · · (1− un−1) du

=
R
I u

a1−1
1 (1− u1)a2+···+an−(n−1)+(n−1)ua2−12

× (1− u2)a3+···+an−(n−2)+(n−2)

× · · · × uan−1−1n−1 (1− un−1)an−1+1uan−1n du

=
R 1
0 u

a1−1
1 (1−u1)a2+···+an du1 ·

R 1
0 u

a2−1
2 (1−u2)a3+···+an du2

· . . . ·
R 1
0 u

an−1−1
n−1 (1− un−1)an dun−1 ·

R 1
0 u

an−1
n dun.

The right side is the product of 1-dimensional integrals of the kind treated in Prob-
lem 11. Substitution of the values from that problem leads to the desired result.
15. The monotonicity makes possible the estimate of uniform convergence, and

the continuity then makes the limit continuous. A continuous function is determined
by its values on a dense set, and Cc is dense.
16. For eachn, Fn(x) = 1−Fn(1−x). Thus

R 1
0 Fn(x) dx = 1−

R 1
0 Fn(1−x) dx =

1 −
R 1
0 Fn(x) dx and

R 1
0 Fn(x) dx = 1

2 . Passing to the limit and using uniform or
dominated convergence, we obtain

R 1
0 F(x) dx = 1

2 .
18. Use Proposition 6.47. Then u is harmonic by Problem 14 at the end of

Chapter III.
19. Since Pr has L1 norm 1, the inequality ku(r, · )kp ≤ k f kp follows from

Minkowski’s inequality for integrals. For the limiting behavior as r increases to 1,
we extend f periodically and write

u(r, θ) − f (θ) = 1
2π

R π
−π Pr (ϕ) f (θ − ϕ) dϕ − f (θ)

= 1
2π

R π
−π Pr (ϕ)[ f (θ − ϕ) − f (θ)] dϕ,

the second step following since 1
2π

R π
−π Pr dϕ = 1. ApplyingMinkowski’s inequality

for integrals, we obtain

ku(r, · ) − f kp ≤ 1
2π

R π
−π Pr (ϕ)k f (θ − ϕ) − f (θ)kp,θ

since Pr ∏ 0. The integration on the right is broken into two sets, S1 = (−δ, δ) and
S2 = [−π,−δ] ∪ [δ, π], and the integral is

≤ 1
2π

R
S1 Pr (ϕ)

°
supϕ∈S1 k f (θ − ϕ) − f (θ)kp,θ

¢
dϕ + 1

2π
R
S2 Pr (ϕ)2k f kp dϕ

≤ sup
ϕ∈S1

k f (θ − ϕ) − f (θ)kp,θ + 2k f kp sup
ϕ∈S2

Pr (ϕ).

Let ≤ > 0 be given. If δ is sufficiently small, Proposition 6.16 shows that the first
term is< ≤. With δ fixed, we can then choose r close enough to 1 to make the second
term < ≤.
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20. For (a), we argue as in Problem 19, taking S1 and S2 to be as in that solution.
Then

|u(r, θ) − f (θ)| ≤ 1
2π

R π
−π Pr (ϕ)| f (θ − ϕ) − f (θ)| dϕ

≤ 1
2π

R
S1 Pr (ϕ)| f (θ − ϕ) − f (θ)| dϕ

+ 1
2π

R
S2 Pr (ϕ)[k f k∞ + supθ∈E | f (θ)|] dϕ

≤ supϕ∈S1 | f (θ − ϕ) − f (θ)|

+
°
supϕ∈S2 Pr (ϕ)

¢
[k f k∞ + supθ∈E | f (θ)|],

and the uniform convergence follows.
For (b), the Poisson integral of f is of the form

P∞
n=−∞ cnr |n|einθ , where the cn

are the Fourier coefficients of f . Any other harmonic function in the disk is of the
form

P∞
n=−∞ c0nr |n|einθ . Suppose this tends uniformly to f as r increases to 1. Then

the difference is a series
P∞

n=−∞ dnr |n|einθ that converges uniformly to 0. Then the
integral of the product of this series and e−ikθ tends to 0. Interchanging integral and
sum, we see that dkr |k| tends to 0 for each k. Therefore dk = 0 for each k.
In (c) since Pr is even,

R π
−π(Pr ∗ f )(θ)g(θ) dθ =

R π
−π

R π
−π Pr (θ − ϕ) f (ϕ)g(θ) dϕ dθ

=
R π
−π

R π
−π Pr (θ − ϕ) f (ϕ)g(θ) dθ dϕ

=
R π
−π

R π
−π Pr (ϕ − θ) f (ϕ)g(θ) dθ dϕ,

and thus
R π
−π(Pr ∗ f )(θ)g(θ) dθ =

R π
−π(Pr ∗ g)(θ) f (θ) dθ . Therefore

Ø
Ø R π

−π(Pr ∗ f )(θ)g(θ)dθ−
R π
−π f (θ)g(θ) dθ

Ø
Ø =

Ø
Ø R π

−π

£
(Pr ∗ g)(θ) − g(θ)

§
f (θ) dθ

Ø
Ø

≤ 2πkPr ∗ g − gk1k f k∞.

By the previous problem the right side tends to 0 as r increases to 1, and the weak-star
convergence follows.
21. Let Mf and Mg be upper bounds for | f | and |g| on [a, b]. Then

P
i | f (xi )g(xi ) − f (xi−1)g(xi−1)|

≤
P

i | f (xi )g(xi ) − f (xi )g(xi−1)| +
P

i | f (xi )g(xi−1) − f (xi−1)g(xi−1)|
≤ Mf

P
i |g(xi ) − g(xi−1)| + Mg

P
i | f (xi ) − f (xi−1)|

≤ Mf kgkBV + Mgk f kBV .

22. Let us rewrite the given equation f (x) = f (a) + g1(x) − g2(x) as
g2(x) + f (x) − f (a) = g1(x). If xi > xi−1, then subtraction of the values at x = xi
and at x = xi−1 gives g2(xi ) − g2(xi−1) + f (xi ) − f (xi−1) = g1(xi ) − g1(xi−1).
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If f (xi ) − f (xi−1) ∏ 0, then f (xi ) − f (xi−1) ≤ g1(xi ) − g1(xi−1) because g2
is monotone; if f (xi ) − f (xi−1) < 0, then 0 ≤ g1(xi ) − g1(xi−1) because g1 is
monotone. Therefore

°
f (xi ) − f (xi−1)

¢+
≤ g1(xi ) − g1(xi−1). Summing on i for

a partition of [a, x] gives
Pn

i=1
°
f (xi ) − f (xi−1)

¢+
≤ g1(x) − g1(a). If we take

the supremum of the left side and recall that g1(a) ∏ 0, we obtain V+( f )(x) ≤
g1(x) − g1(a) ≤ g1(x). Starting similarly from g1(x) − f (x) + f (a) = g2(x) and
arguing in the same way, we obtain V−( f )(x) ≤ g2(x) − g2(a) ≤ g2(x).
23. Suppose that V+( f ) and V−( f ) are both discontinuous at some x . Then

V+( f )(x−) + ≤ < V+( f )(x+) and V−( f )(x−) + ≤ < V−( f )(x+) for some ≤ > 0.
Define

g1(y) =






V+( f )(y) for y < x,
V+( f )(x−) for y = x,
V+( f )(y) − ≤ for y > x,

and define g2(y) similarly except that V− replaces V+. Then g1 and g2 are both
nonnegative, and g1 − g2 = V+( f ) − V−( f ) = f − f (a). If g1 and g2 are shown
to be monotone, Then Problem 22 leads to the contradiction g1(y) < V+( f )(y) for
y > x , and we conclude that V+( f ) and V−( f ) could not have been discontinuous.
In provingmonotonicity for g1, it is necessary to make comparisons only of x with

other points y. Let h > 0. For points y > x , we have g1(x+h) = V+( f )(x+h)−≤

∏ V+( f )(x+) − ≤ ∏ V+( f )(x−) = g1(x). For points y < x , we have g1(x − h) =
V+( f )(x − h) ≤ V+( f )(x−) = g1(x). Monotonicity for g2 is proved in the same
way.
24. The proof is similar in spirit to the proof of Proposition 6.54.
25. For f , let yn = (n + 1

2 )
−1π−1, so that f (yn) is +(n + 1

2 )
−1π−1 if n is even

and is −(n + 1
2 )

−1π−1 if n is odd. Compute the sum of the absolute values of the
difference of values of f at yN , yN−1, . . . , y1 and see that this is unbounded as a
function of N . The function g has a bounded derivative (even though the derivative
is discontinuous), and this is enough to imply bounded variation.
26. Conclusions (a) and (b) can be handled by variants of Lemma B.12 and

Corollary B.15. Fix σ0 > 0, and let U = {Re s > σ0} ⊆ C. The set X =
[0,+∞) ∪ {+∞} is a compact metric space, and tσ0−1e−t/2 dt is a finite measure on
it. Also the function (t, s) 7→ t s−σ0e−t/2 is continuous onU×X and is analytic in the
first variable. The argument of Lemma B.12 goes through to prove the continuity of
0(s) for Re s > σ0, and the argument as in Corollary B.15 using Morera’s Theorem
and an interchange of integrals applies to prove the analyticity of 0(s) for Re s > σ0.
Since σ0 > 0 is arbitrary, the conclusions first of continuity and then of analyticity
apply to 0(s) for Re s > 0.
One can also argue directly with 0ε,n(s) =

R n
ε t

s−1e−t dt for Re s > 0. Lemma
B.12 and then Corollary B.15 apply directly, and then a passage to the limit is needed.
For this purpose the relevant tools are Proposition 2.21 for continuity and Problem
55 in Appendix B for analyticity.
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27. We enlarge the domain of definitionfirst from {Re s > 0} to {Re s > −1}−{0},
then to {Re s > −2} − {0,−1}, then to {Re s > −3} − {0,−1,−2}, and so on, using
the identity 0(s) = s−10(s + 1) to define the extended function at each stage. The
result is analytic except for isolated singularities at the nonpositive integers, and the
functional equation 0(s + 1) = s0(s) is valid for the extension. One readily checks
that the isolated singularities are all poles of order 1.

Chapter VII

1. If g(ak) = g(bk), then ak would have to be in E . For the second part an example
is g(x) = x on [0, 1]; there is only one interval (ak, bk), and it is (0, 1).
2. No. Corollary 7.4 applied to IE shows for almost all x that the quotient

m(E ∩ (x − h, x + h))/m((x − h, x + h)) has to tend to 0 or 1 as h decreases to 0.
3. We may work on a bounded interval I . Let ≤ > 0 be given. If x is in E , then

|h−1(F(x + h) − F(x)| ≤ ≤ whenever |h| ≤ δx for some δx depending on x . For
each such x , fix a positive number rx with rx ≤ 1

6δx . Associate the set B(rx ; x) to x .
Then

µ(B(5rx ; x)) ≤ µ((x − 5rx , x + 5rx ]) = F(x + 5rx ) − F(x − 5rx ) ≤ 10rx≤.

Applying Wiener’s Covering Lemma, we can find disjoint sets B(rxi ; xi ) with E ⊆S∞
i=1 B(5rxi ; xi ). Then

µ(E) ≤
∞X

i=1
µ(B(5rxi ; xi )) ≤ 5≤

∞X

i=1
2rxi = 5≤

∞X

i=1
m(B(rxi ; xi )) ≤ 5≤m(I ).

Since I is fixed and ≤ is arbitrary, µ(E) = 0.
4. If F is the function in question, F − F(0) is the distribution function of

some Stieltjes measure µ containing no point masses. Proposition 7.8 shows that
µ(Ec) = 0 for some countable set E . Since µ({p}) = 0 for each point p, µ(E) = 0
by complete additivity. Thus µ = 0, and F must be constant.
5. For (a), the construction shows that F 0(x) = 0 for all x ∈ Cc. Then Proposition

7.8 allows us to conclude that µ is singular.
For (b), let Fn be the nth constructed approximation to F (using straight-line

interpolations), and let fn be its derivative (defined except on a finite set and put
equal to 0 there). The function fn is a multiple cn of the indicator function of the
subset Cn of [0, 1] that remains after the first n steps of the construction, and also
m(Cn) =

Qn
k=1 (1− rk). Since Fn(x) =

R x
0 fn(t) dt for all x , we have 1 = Fn(1) =

cn
R 1
0 ICn (t) dt = cn

Qn
k=1 (1−rk). Therefore fn =

°Qn
k=1 (1−rk)

¢−1 ICn . Put f =
P−1 IC . The functions fn converge pointwise to f , and they are uniformly bounded
by the constant function P−1. By dominated convergence, F(x) =

R x
0 f (t) dt for

0 ≤ x ≤ 1. Therefore F is the distribution function of the measure f (t) dt .
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6. Let E be the second described set. The complement of E has measure 0 by
Corollary 7.4. Fix x in E , and let ≤ > 0 be given. Choose a rational r such that
|r − f (x)| < ≤. For h > 0,

h−1 R x+h
x | f (t) − f (x)| dt ≤ h−1 R x+h

x | f (t) − r | dt + h−1 R x+h
x |r − f (x)| dt.

The second term on the right side equals |r − f (x)| < ≤, and the first term tends to
| f (x) − r)| < ≤ since x is in E . A similar argument applies if h < 0.
7. Part (a) is routine, and part (b) follows by adapting part of the argument for

Theorem 6.48. In (c), the assumption that x is in the Lebesgue set implies thatR
|t |≤h | f (x − t) − f (x)| dt ≤ hcx (h) for h > 0, where cx ( · ) is a function that
tends to 0 as h decreases to 0. For each of the described pieces of the integralR
|t |≤π Kn(t)| f (x − t) − f (x)| dt , we use one of the two estimates in (a), specifi-
cally the estimate KN (t) ≤ N + 1 for the piece with |t | ≤ 1/N and the estimate
KN (t) ≤ c/(Nt2) for all the other pieces. The piece for 1/N then contributes
≤ (N + 1)

R
|t |≤1/N | f (x − t) − f (x)| dt ≤ 2cx (1/N ), the piece for 2k−1/N ≤

|t | ≤ 2k/N contributes ≤ c
N (2k−1/N )−2

R
2k−1/N≤|t |≤2k/N | f (x − t) − f (x)| dt ≤

c
N (2k−1/N )−2(2k/N )cx (2k/N ) = 4 · 2−kcx (2k/N ), and finally the piece for
N−1/4 ≤ |t | ≤ π contributes ≤ c

N N 1/2
R
N−1/4≤|t |≤π | f (x − t) − f (x)| dt ≤

c
N N 1/22π(k f k1 + | f (x)|). The sum of the estimates is

≤ 2cx (1/N ) +
[N 3/4]X

k=1
4 · 2−kcx (2k/N ) + 2πcN−1/2(k f k1 + | f (x)|)

≤ 4 sup
0<h<N−1/4

cx (h) + c0N−1/2(k f k1 + | f (x)|),

and this tends to 0 as h decreases to 0. (The use of the shells with 2−k is a device
that appears frequently in Zygmund’s Trigonometric Series and may be regarded as
a kind of manual integration by parts.)
8. Since µ is singular, find a Borel set E with µ(E) = 0 and m(Ec) = 0. Let

≤ > 0 be given. By regularity of m + µ, choose an open set U containing E such
that (m+ µ)(U − E) < ≤. Then µ(U) ≤ µ(U − E) + µ(E) = µ(U − E) < ≤, and
m(Uc) ≤ m(Ec) = 0.
9. About each x in U , there is some δ(x) such that (x − h, x + h) ⊆ U for

h ≤ δ(x). Then ∫((x − h, x + h)) = 0 for h ≤ δ(x), and the limit of this is 0 as h
decreases to 0.
11. Since U is open and µ2(U) = 0, Problem 9 gives

lim
h↓0

(2h)−1µ2((x − h, x + h)) = 0
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for all x in U . Since m(Uc) = 0, limh↓0(2h)−1µ2((x − h, x + h)) = 0 for almost
every x inR1. The measureµ1 hasµ1(R1) = µ(U) < ≤, and Problem 10 shows that

m
©
x

Ø
Ø lim sup

h↓0
µ1((x − h, x + h)) > ξ

™

≤ m
©
x

Ø
Ø sup
h>0

µ1((x − h, x + h)) > ξ
™

≤ 5µ1(R1)/ξ < 5≤/ξ.

12. It is enough to handle the case thatµ vanishes outside some interval and hence
has µ(R1) finite. Combining the estimates for µ1 and µ2 gives

m
©
x

Ø
Ø lim sup

h↓0
µ((x − h, x + h)) > ξ

™
< 5≤/ξ.

Since ≤ is arbitrary, m
©
x

Ø
Ø lim suph↓0 µ((x − h, x + h)) > ξ

™
= 0. Taking the union

for ξ = 1/n, we conclude that the set where lim suph↓0 µ((x − h, x + h)) > 0 has
measure 0.
To get the better conclusion, the main step is to obtain a bound 10≤/ξ for the

maximal function formed from the supremum of ∫((x, x + h)) or ∫((x − h, x)). The
proof of Corollary 6.40 shows how to derive this from Problem 10.

Chapter VIII

1. Let F be the Fourier transform as defined in the text. In each part of the
problem, α can be computed by relating matters to the known facts about F, and β

can be computed directly from the definitions and Fubini’s Theorem.
In (a), we have bf (y)=

R
f (x)e−i x ·ydy=

R
f (x)e−2π i x ·(y/(2π)) dy=F f (y/(2π)).

To obtain f (x) = α
R bf (y)eix ·y dy, we want f (x) = α

R
F f (y/(2π))eix ·y dy =

(2π)Nα
R
F f (y0)eix ·(2πy0) dy0 = (2π)Nα f (x). With f ∗g(x) = β

R
f (x−t)g(t) dt ,

we have df ∗g(y) = β
RR

f (x−t)g(t)e−i x ·ydt dx = β
RR

f (x−t)g(t)e−i x ·ydx dt =
β

RR
f (x)g(t)e−i(x+t)·y dx dt = β bf (y)bg(y). Thus α = (2π)−N and β = 1.

In (b), we find similarly that bf (y) = (2π)−NF f (y/(2π)), and we are led to
(2π)N (2π)−Nα = 1. So α = 1. Also, β(2π)N = (2π)2N and β = (2π)N .
In (c), we find similarly that α = (2π)−N/2 and β = (2π)N/2. This normalization

has the property that α and β are both 1 if dx is replaced by dx/(2π)N/2 throughout.
2. This is an operation called “polarization” in linear algebra, and it will be

explained further in Chapter XII. Application of the Plancherel formula to f + cg,
f , and cg gives k f + cgk22 = kF( f ) + cF(g)k22, k f k

2
2 = kF( f )k22, and kcgk22 =

kcF(g)k22. We expand the first one in terms of the inner product and subtract the
other two to obtain

( f, cg)2 + (cg, f )2 = (F( f ), cF(g))2 + (cF(g),F( f ))2.
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Then c̄( f, g)2 + c( f, g)2 = c̄(F( f ),F(g))2 + c(F( f ),F(g))2. Taking c = 1
gives 2Re( f, g)2 = 2Re(F( f ),F(g))2, whereas taking c = i gives 2 Im( f, g)2 =
2 Im(F( f ),F(g))2. The result follows.

3. For any f in L1, we have Qε ∗ (Qε0 ∗ f ) = Pε+ε0 ∗ f because the Fourier
transforms are equal. Also, (Qε ∗Qε0)∗ f = Qε ∗ (Qε0 ∗ f ) since we have finiteness
when the functions are replaced by their absolute values. Moreover, the functions
Qε∗Qε0 and Pε+ε0 are boundedand continuous. Letting f run throughan approximate
identity formed with respect to dilations and applying Theorem 6.20c, we see that
Qε ∗ Qε0(x) = Pε+ε0(x) for all x .
4. Since Pt is even,

R
RN (Pt∗ f )(x)g(x) dx =

R
RN

R
RN Pt (x−y) f (y)g(x) dy dx =R

RN

R
RN Pt (x − y) f (y)g(x) dx dy =

R
RN

R
RN Pt (y − x) f (y)g(x) dx dy, and thusR

RN (Pt ∗ f )(x)g(x) dx =
R

RN (Pt ∗ g)(x) f (x) dx . Therefore

Ø
Ø R

RN (Pt ∗ f )(x)g(x) dx−
R

RN f (x)g(x) dx
Ø
Ø=

Ø
Ø R

RN

£
(Pt ∗ g)(x) − g(x)

§
f (x) dx

Ø
Ø

≤ kPt ∗ g − gk1k f k∞.

By Theorem 8.19c the right side tends to 0 as t decreases to 0, and (a) follows.
For (b), part (a) shows for each g with kgk1 ≤ 1 that

Ø
Ø R

RN f (x)g(x) dx
Ø
Ø =

limt↓0
Ø
Ø R

RN (Pt ∗ f )(x)g(x) dx
Ø
Ø. Since

Ø
Ø R

RN Pt ∗ f (x)g(x) dx
Ø
Ø ≤ kPt ∗ f k∞kgk1 ≤

kPt ∗ f k∞, we have

Ø
Ø R

RN f (x)g(x) dx
Ø
Ø ≤ lim inft↓0 kPt ∗ f k∞

whenever kgk1 ≤ 1. For any ≤ > 0 with k f k∞ − ≤ > 0, let S≤ be the set where | f | is
∏ k f k∞−≤. Thenm(S≤) > 0. Take E to be any subset of S≤ with 0 < m(E) < +∞,
and let g(x) be m(E)−1 f (x)/| f (x)| on E and zero elsewhere. This function has
kgk1 ≤ 1. Then

Ø
Ø R

RN f g dx
Ø
Ø =

R
RN f g dx = m(E)−1

R
E | f | dx ∏ k f k∞ − ≤.

Hence k f k∞ −≤ ≤
Ø
Ø R f g dx

Ø
Ø ≤ lim inft↓0 kPt ∗ f k∞. Since ≤ is arbitrary, k f k∞ ≤

lim inft↓0 kPt ∗ f k∞. On the other hand, Theorem 8.19b shows that kPt ∗ f k∞ ≤
k f k∞. So we have k f k∞ ≤ lim inft↓0 kPt ∗ f k∞ ≤ lim supt↓0 kPt ∗ f k∞ ≤ k f k∞.
Equality must hold throughout, and (b) is thereby proved.
5. In (a), the set function is a measure by Corollary 5.27. It has µ(RN ) equal to

µ1(RN )µ2(RN ) and is therefore a Borel measure. If µ1 = f dx and µ2 = µ, then

( f ∗ µ)(E) =
R

RN ( f dx)(E − x) dµ(x) =
R

RN

R
E−x f (y) dy dµ(x)

=
R

RN

R
RN IE−x (y) f (y) dy dµ(x) =

R
RN

R
RN IE (x + y) f (y) dy dµ(x)

=
R

RN

R
RN IE (y) f (y − x) dy dµ(x) =

R
RN

R
E f (y − x) dy dµ(x)

=
R
E

£ R
RN f (y − x) dµ(x)

§
dy.
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In (b), we start with an indicator function and compute that
R

RN

R
RN IE (x + y) dµ1(x) dµ2(y) =

R
RN

£ R
RN IE−y(x) dµ1(x)

§
dµ2(y)

=
R

RN µ1(E − y) dµ2(y)
= (µ1 ∗ µ2)(E) =

R
RN IE d(µ1 ∗ µ2).

Then we pass to simple functions ∏ 0, use monotone convergence, and finally take
linear combinations to get

R
RN

R
RN g(x + y) dµ1(x) dµ2(y) =

R
RN g d(µ1 ∗ µ2).

In (c), we actually have kPt ∗µk1 = µ(RN ) for every t > 0 by Fubini’s Theorem.
Part (d) is handled in the same way as Problem 4a. First one shows thatR

RN (Pt ∗ µ)(x)g(x) dx =
R

RN (Pt ∗ g)(x) dµ(x) for g in Ccom(RN ). The resulting
estimate is

Ø
Ø R

RN [(Pt ∗ g)(x) − g(x)] dµ(x)
Ø
Ø ≤ kPt ∗ g− gksup µ(RN ), and then (a)

follows from Theorem 8.19d.
6. Part (a) follows from the same argument as for Proposition 8.1a. In (b), the

measure δ with δ({0}) = 1 and δ(RN −{0}) = 0 hasbδ(y) = 1 for all y. In (c), we use
the result of Problem 5b with g(x) = e−2π i x ·t and get

R
e−2π i x ·t d(µ1 ∗ µ2)(x) =RR

e−2π i(x+y)·t dµ1(x) dµ2(y) = cµ1(t)cµ2(t). In (d), let ϕ(x) = P1(x). Thenbµ = 0
implies \ϕε ∗ µ = 0 for every ε > 0. Since ϕε ∗ µ is a function, Corollary 8.5 gives
ϕε ∗ µ = 0 for every ε > 0. By Problem 5d, ϕε ∗ µ converges weak-star to µ against
Ccom(RN ). Therefore

R
RN g dµ = 0 for every g in Ccom(RN ), and Corollary 6.3

shows that µ = 0.
7. This is the same kind of approximation argument as was done in Corollary 6.17.
8. We calculate that

P
i, j bµ(xi − xj )ξiξj =

P
i, j

R
e−2π i t ·(xi−xj )ξiξj dµ(t) =

R °P
i, j (e−2π i t ·xi ξi )(e−2π i t ·xj ξj )

¢
dµ(t) =

R Ø
ØP

j e−2π i t ·xj ξj
Ø
Ø2 dµ(t) ∏ 0.

9. For the set {0}, the condition is that F(0)|ξ1|2 ∏ 0 for all ξ1; thus F(0) ∏ 0. For
the set {x, 0}, the condition is that F(0)|ξ1|2+F(x)ξ1ξ2+F(−x)ξ2ξ1+F(0)|ξ2|2 ∏ 0.
Taking ξ1 = ξ2 = 1 shows that F(x) + F(−x) is real; taking ξ1 = i and ξ2 = 1
shows that i(F(x) − F(−x)) is real. Therefore F(x) + F(−x) = F(x) + F(−x)
and F(x) − F(−x) = −F(x) + F(−x). Adding we obtain F(−x) = F(x). Hence
−F(x)ξ1ξ2 − F(x) ξ1ξ2 ≤ F(0)(|ξ1|2 + |ξ2|2). If F(x) 6= 0, we put ξ1 = −1 and
ξ2 = F(x)/|F(x)| and obtain |F(x)| ≤ F(0).
10.

P
i, j F(xi−xj )8(xi−xj )ξiξj =

P
i, j

R
F(xi−xj )e−2π i t ·(xi−xj )ϕ(t)ξiξj dt =

R £P
i, j F(xi − xj )

°
ξi e−2π i t ·xi

¢°
ξj e−2π i t ·xj

¢§
ϕ(t) dt ∏ 0.

11. Part (a) follows from the boundedness of F obtained in Problem 9.
In (b), every g in Ccom(RN ) satisfies 0 ≤

RR
F0(x − y)g(x)g(y) dx dy =

R
(F0 ∗ g)(x)g(x)=

R \F0 ∗ g(y)bg(y) dy=
R bF0(y)bg(y)bg(y) dy=

R bF0(y)|bg(y)|2 dy.
For (c), if f is in L2, we can approximate f as closely as we like by a

member g of Ccom(RN ). Then f0|bg|2 = f0|F( f )|2 + 2 f0 Re(F( f )(bg − F( f ))+
f0|bg−F( f )|2. We integrate anduse the resulting formula to compare

R
f0|bg|2 dywithR

f0|F( f )|2 dy. By the Schwarz inequality and the Plancherel formula, the absolute



754 Hints for Solutions of Problems

value of the difference of these is ≤ 2k f0ksupk f k2kg − f k2 + k f0ksupkg − f k22.
Since

R
f0|bg|2 dy is ∏ 0, it follows that

R
f0|F( f )|2 dy ∏ 0 for all f in L2. Since

F( f ) is an arbitrary L2 function and f0 is continuous, we conclude that f0 is ∏ 0.
The integrability in (d) is immediate from Lemma 8.7, and the formula

R
f0 dy =

F(0) follows from the Fourier inversion formula.
12. Let εn be a sequence decreasing to 0, let 8 in Problem 11 be the function

e−πε2n |x |2 , and write Fn for the function F8. Then Problem 11d shows that µn =
cFn(y) dy is a finite Borel measure with µn(RN ) = Fn(0) = F(0). The Helly–Bray
Theorem applies and produces a subsequence of {µn} convergent to a finite Borel
measureµweak-star againstCcom(RN ). We shall prove that F(x) =

R
e2π i x ·y dµ(y),

i.e., that ∫ with ∫(E) = µ(−E) is the desired measure. (The interested reader may
wish to compare this argument with the proof of the Portmanteau Lemma (Lemma
9.14) in the companion volume, Advanced Real Analysis.)
For each n, the Fourier inversion formula gives Fn(x) =

R
e2π i x ·ybFn(y) dy =R

e2π i x ·y dµn(y). Since Fn(x) tends to F(x) pointwise, the result would follow if
we could say that the weak-star convergence implies that

R
e2π i x ·y dµn(y) tends toR

e2π i x ·y dµ(y). However, e2π i x ·y is not compactly supported, and an additional
argument is needed.
First we extend theweak-star convergence so that it applies to continuous functions

vanishing at infinity. If f is such a function, we can find a sequence { fk} inCcom(RN )

converging to f uniformly. Then
Ø
Ø R f dµn −

R
f dµ

Ø
Ø

≤
Ø
Ø R f dµn−

R
fk dµn

Ø
Ø +

Ø
Ø R fk dµn−

R
fk dµ

Ø
Ø +

Ø
Ø R fk dµ−

R
f dµ

Ø
Ø

≤ k fk − f ksup µn(RN ) +
Ø
Ø R fk dµn−

R
fk dµ

Ø
Ø + k fk − f ksup µ(RN ).

Choose k to make k fk − f ksup small. With k fixed, choose n to make the middle
term small. Then the right side is small since the numbers µn(RN ) are bounded.
This is not quite good enough by itself because e2π i x ·y does not vanish at infinity.

However, averages of it by L1 functions (i.e., Fourier transforms of L1 functions)
vanish at infinity, and that will be enough for us.
Define F#(x) =

R
e2π i x ·y dµ(y). We prove that F#(x) = F(x) for all x . It

is enough to prove that
R
F#√ dx =

R
F√ dx for all √ in L1. Define √∨(y) =R

e2π i x ·y√(x) dx . The multiplication formula (for ( · )∨ instead of ( · )b) and the
Riemann–Lebesgue Lemma give

R
F#√ dx =

R
√∨ dµ(y) = limn

R
√∨ dµn = limn

R
√∨cFn dy

= limn
R

√cFn
∨ dy = limn

R
√Fn dy.

The right side equals
R

√F dy by dominated convergence since |Fn(y)| ≤ |F(y)| for
all y.
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13. Part (a) is easy.
In (b), if χ is a character, then

P
x χ(x) =

P
x χ(gx) = χ(g)

P
x χ(x). ThusP

x χ(x) = 0 if there is some g with χ(g) 6= 1, i.e., if χ is not trivial. If χ and χ 0

are distinct characters, then χχ 0 is not trivial, and therefore
P

x χ(x)χ 0(x) = 0. The
orthogonality implies the linear independence.
In (c), the element 1 of Jm has order m under the group operation of addition.

Thus each character χ of Jm must have χ(1) equal to an mth root of unity. Since 1
generates Jm , χ(1) determines χ . Thus the listed characters are the only ones.
In (d), any tuple (n1, . . . , nr ) with 0 ≤ nj < mj for 1 ≤ j ≤ r defines a

character by (k1, . . . , kr ) 7→
Qr

j=1(≥
nj
mj )

kj . There are
Qr

j=1mj distinct characters
in this list, and they are linearly independent by (b). Since dim L2(G) =

Qr
j=1mj ,

these characters form a vector-space basis.

14. Since the characters form a basis of L2(G) as a consequence of Problem 13d,
we have f (t) =

P
χ 0 cχ 0χ 0(t) for some constants cχ 0 . Multiply by χ(t) and sum over

t to get bf (χ) =
P

χ 0

P
t cχ 0χ 0(t)χ(t). The orthogonality in Problem 13b shows that

this equation simplifies to bf (χ) = cχ
P

t |χ(t)|2 = |G|cχ .

15. bf (χ)=
P

t∈G f (t)χ(t)=
P

.
t∈G/H

P
h∈H f (t + h) .

χ(
.
t) =

P
.
t∈G/H F(

.
t) .

χ(
.
t)

= bF(
.
χ).

16. The characters of G are the ones with χn(1) = ≥ nm for 0 ≤ n < m. Such a
character is trivial on H if and only if χn(q) = 1, i.e., if and only if ≥

nq
m = 1; this

means that nq is a multiple of m, hence that n is a multiple of p.
The element 1 of H is the elementq ofG. Thus the question about the identification

of the descended characters asks the value of χn(1)when n is a multiple j p of p. The
value is χn(1) = ≥ nm = ≥

j p
pq = ≥

j
q .

If we have computed F on G/H and want to compute bF from the definition of
Fourier transform, we have to multiply each of the q values of F by the values of
each of the q characters of G/H and then add. The number of multiplications is q2.
The actual computation of F from f involves p additions for each of the q values of
.
t , hence pq additions.

17. bf (≥ j p+k
m ) =

Pm−1
i=0 f (i)≥ ( j p+k)i

m =
Pm−1

i=0 ( f (i)≥ kim )≥
j p
m . The variant of f for

the number k is then i 7→ f (i)≥ kim . Handling each value of k involves m = pq steps
to compute the variant of f and then the q2+ pq steps of Problem 16. Thus we have
q2 + 2pq steps for each k, which we regard as on the order of q2 + pq. This means
p(q2 + pq) steps when all k’s are counted, hence pq(p + q) steps.

19. For Re s > 1, we have

1
s−1 =

R ∞
1 t−s dt =

∞P

n=1

R n+1
n t−s dt.
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Thus Re s > 1 implies

≥(s) = 1
s−1 +

∞P

n=1

° 1
ns −

R n+1
n t−s

¢
dt = 1

s−1 +
∞P

n=1

R n+1
n (n−s − t−s) dt.

20. Suppose that Re s ∏ σ > 0, and let |s| ≤ C . We then have the estimate

Ø
Ø R n+1

n (n−s − t−s)
Ø
Ø ≤

R n+1
n |n−s − t−s | dt ≤ |s|

n1+Re s ≤ C
n1+σ ,

the next-to-last inequality following from the computation

|n−s − t−s | ≤ sup
n≤t≤n+1

Ø
Ø d
dt t

−sØØ ≤ sup
n≤t≤n+1

|s|
|t1+s | ≤ C

n1+σ .

In combination with the Weierstrass M test, the estimate shows that the series
∞P

n=1

R n+1
n (n−s − t−s) dt is uniformly convergent for s in any compact subset of the

half plane Re s > 0, and analyticity of ≥(s) − 1
s−1 follows from Problem 55 at the

end of Appendix B.

21. We have |ein2πτ | = e−πn2σ , and the sum on n of the expression on the right
is certainly convergent if σ > 0. The analyticity follows by using the Weierstrass M
test and Problem 55 at the end of Appendix B. The identity θ(τ + 2) = θ(τ) is clear
by inspection.
22. Take r = σ 1/2 and σ > 0 in the formula of Corollary 8.16. Then θ(−1/τ) and

(τ/ i)1/2θ(τ) are equal on the imaginary axis. Also both are analytic for Im τ > 0. By
the Identity Theorem (Proposition B.23 of Appendix B), they are equal everywhere.
23. The change of variables is x = n2πσ .

24. The sum over n of the right side in the previous problem is ≥(s)0( 12 s)π
− 1
2 s .

The sum over n of the left side is
∞P

n=1

R ∞
0 ein2π(iσ)σ

1
2 s−1 dσ for Re s > 1. If absolute

value signs are inserted inside the integral sign then the whole expression is finite.
Hence Fubini’s Theorem is applicable to interchange sumand integral, and the desired
formula results.

25. Put c(σ ) = 1
2 [θ(iσ)−1]. Its series is c(σ ) =

∞P

n=1
e−n2πσ , and its product with

σ
1
2 s−1 is a continuous function of the pair (σ, s) that is entire in s for each fixed σ . By

Lemma B.12 and Corollary B.15,
R N
1 c(σ )σ

1
2 s−1 is entire in s for any fixed N . Since

R ∞
N |c(σ )σ

1
2 s−1| dσ tends to 0 uniformly on compact subsets of s values, the entire

function
R N
1 c(σ )σ

1
2 s−1 converges uniformly on compact sets to

R ∞
1 c(σ )σ

1
2 s−1. The

limit has to be entire by Problem 55 in Appendix B.
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26. Let Re s > 1. In view of Problem 22, we have
R 1
0
1
2θ(iσ)σ

1
2 s−1 dσ =

R 1
0
1
2θ(−1

iσ )( iσi )−1/2σ
1
2 s−1 dσ

=
R 1
0
1
2θ(−1

iσ )σ
1
2 s−

3
2 dσ

=
R 1
0
1
2 [θ(−1

iσ ) − 1] σ
1
2 s−

3
2 dσ + 1

s−1

The change of variables σ 7→ 1/σ shows that the above expression is

=
R ∞
1

1
2 [θ(iσ) − 1] σ

1
2 (1−s)−1 dσ − 1

1−s = h(1− s) − 1
1−s .

27. The conclusion of Problem 24 gives

3(s) =
R ∞
0

1
2 [θ(iσ) − 1] σ

1
2 s−1 ds

=
R 1
0
1
2θ(iσ) σ

1
2 s−1 ds − 1

2
R 1
0 σ

1
2 s−1dσ +

R ∞
1

1
2 [θ(iσ) − 1] σ

1
2 s−1 ds

=
R 1
0
1
2θ(iσ) σ

1
2 s−1 ds − 1

s + h(s).

Substituting from Problem 26 shows that

3(s) = h(1− s) − 1
1−s − 1

s + h(s).

Since ≥(s) extends to be meromorphic in Re s > 0 with its only pole at s = 1,
3(s) is meromorphic for Re s > 0. On the other hand, the above expression for
3(s) shows that 3(s) = 3(1− s) for 0 < Re s < 1, hence that 3(s) extends to be
meromorphic on C. Since h is entire, the only possible poles of 3(s) are at 0 and
1. Since ≥(s) = 3(s)0( 12 s)

−1π
1
2 s and since 0( 12 s)

−1 by assumption has no poles,
≥(s) can have poles at most at 0 and 1, and any pole is at most simple. Looking at
the formula for 3(s) in terms of ≥(s) shows that σ(s) cannot have a pole at s = 0.

Chapter IX

1. Let r = q/p, and let r 0 be the dual index. Regard | f |p as a product | f |p ·1, and
apply Hölder’s inequality with | f |p to be raised to the r power and 1 to be raised to
the r 0 power. Compare with Problem 3 below, which is a more complicated version
of the same thing.
2. The inequality is routine if any of the indices is∞. Otherwise, we have

R
| f gh| dµ ≤

° R
| f g|r 0 dµ

¢1/r 0° R
|h|r dµ

¢1/r

≤
°° R

(| f |r 0
)p/r

0 dµ
¢r 0/p¢1/r 0°° R

(|g|r 0
)q/r 0 dµ

¢r 0/q¢1/r 0

khkr
= k f kpkgkqkhkr .
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3. Let us say that k fnkp ≤ C . Let ≤ > 0 be given. By Egoroff’s Theorem, find
E with µ(E) < ≤ such that fn tends to f uniformly on Ec. Application of Hölder’s
inequalitywith the exponent r = p/q and dual index r 0 = p/(p−q) to

R
E | fn|q ·1 dµ

gives k fn IEkq ≤
° R

E | fn|q(p/q) dµ
¢1/p° R

E 1 dµ
¢(p−q)/(pq)

≤ Cµ(E)(p−q)/(pq) ≤

C≤(p−q)/(pq). Meanwhile, we have

k fn − f kq ≤ k fn − fn IEckq + k fn IEc − f IEckq + k f IEc − f kq
= k fn IEkq + k( fn − f )IEckq + k f IEkq .

The first term on the right is ≤ C≤(p−q)/(pq), and so is the third term, by Fatou’s
Lemma. The middle term tends to 0 as n tends to infinity because of the uniform
convergence. Thus lim supn k fn − f kq ≤ 2C≤(p−q)/(pq). Since ≤ is arbitrary,
lim supn k fn − f kq = 0.
4. L1 is 0, and L∞ consists of the constant functions. All the constant functions

give the same linear functional on L1 because the integral of the product of any
constant function and the 0 function is 0.
5. Put P 0 = { f (x) > 0}, N 0 = { f (x) < 0}, and Z 0 = { f (x) = 0}. If E is any

measurable subset of Z 0, then X = P∪N with P = P 0 ∪E and N = N 0 ∪(Z 0−E) is
a Hahn decomposition. All other Hahn decompositions are obtained by adjusting P
and N by taking the symmetric difference of P and of N with any set ofµmeasure 0.
6. In (a), let X be the positive integers, and let the algebra consist of all finite

subsets and their complements; let ∫ of a finite set be the number of elements in the
set, and let ∫ of the complement of a finite set F be −∫(F). In (b), use the same
X and algebra, define ∫({2k}) = 2−k and ∫({2k − 1}) = −2−k , and extend ∫ to be
completely additive. In (c), let X = [0, 1], let the σ -algebra consist of the Borel sets,
and take ∫ to be Lebesgue measure and µ to be counting measure.
7. Since Pr has L1 norm 1, the inequality ku(r, · )kp ≤ k f kp follows from

Minkowski’s inequality for integrals. For the limiting behavior as r increases to 1,
we extend f periodically and write

u(r, θ) − f (θ) = 1
2π

R π
−π Pr (ϕ) f (θ − ϕ) dϕ − f (θ)

= 1
2π

R π
−π Pr (ϕ)[ f (θ − ϕ) − f (θ)] dϕ,

the second step following since 1
2π

R π
−π Pr dϕ = 1. ApplyingMinkowski’s inequality

for integrals, we obtain

ku(r, · ) − f kp ≤ 1
2π

R π
−π Pr (ϕ)k f (θ − ϕ) − f (θ)kp,θ

since Pr ∏ 0. The integration on the right is broken into two sets, S1 = (−δ, δ) and
S2 = [−π,−δ] ∪ [δ, π], and the integral is

≤ 1
2π

R
S1 Pr (ϕ)

°
supϕ∈S1 k f (θ − ϕ) − f (θ)kp,θ

¢
dϕ + 1

2π
R
S2 Pr (ϕ)2k f kp dϕ

≤ sup
ϕ∈S1

k f (θ − ϕ) − f (θ)kp,θ + 2k f kp sup
ϕ∈S2

Pr (ϕ).
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Let ≤ > 0 be given. If δ is sufficiently small, Proposition 9.11 shows that the first
term is< ≤. With δ fixed, we can then choose r close enough to 1 to make the second
term < ≤.
8. Let p be the dual index to p0. Put r/R = r 0 in Problem 13 at the end of

Chapter IV, so that

u(r 0R, θ) = 1
2π

R π
−π fR(ϕ)Pr 0(θ − ϕ) dϕ

for r 0 < 1. Take a sequence of R’s increasing to 1, and let {Rn} be a subsequence such
that { fRn } converges weak-star in L p

0 relative to L p. Let the limit be f . For each θ

and r 0, Pr 0(θ− · ) is in L p, and the equality u(r 0Rn, θ) = 1
2π

R π
−π fRn (ϕ)Pr 0(θ−ϕ) dϕ

thus gives u(r 0, θ) = 1
2π

R π
−π f (ϕ)Pr 0(θ − ϕ) dϕ, which is the desired result.

9. If ∫ is a measure with 0 ≤ ∫ ≤ µ, then ∫({n}) = 0 for every n, and hence
∫({integers}) = 0. So ∫ = 0.
10. Letµ be given on the space X , and consider the set S of all completely additive

∫ with 0 ≤ ∫ ≤ µ. This contains 0 and hence is nonempty. Order S by saying that
∫1 ≤ ∫2 if ∫1(E) ≤ ∫2(E) for all E . If we are given a chain {∫α}, letC = supα ∫α(X).
This is ≤ µ(X) and hence is finite. Choose a sequence {∫αk } from the chain with
∫αk (X) monotone increasing with limit C .
If m < n, let us see that ∫αm ≤ ∫αn . Since the ∫α’s form a chain, the only way

this can fail is to have ∫αm (E) > ∫αn (E) for some E and also ∫αm (Ec) ∏ ∫αn (Ec).
But then ∫αm (X) > ∫αn (X) by additivity, and this contradicts the fact that ∫αk (X) is
monotone increasing. So m < n implies ∫αm ≤ ∫αn .
Define ∫0(E) = limk ∫αk (E). Corollary 1.14 shows that ∫0 is completely additive,

and certainly ∫0 ≤ µ. So ∫0 is an upper bound for the chain. Zorn’s Lemma therefore
shows that S has a maximal element ∫.
Write σ = µ − ∫. This is bounded nonnegative additive as a result of the

construction. If there were a completely additive ∏ such that 0 ≤ ∏ ≤ σ , then
∫ + ∏ would contradict the construction of ∫ from Zorn’s Lemma. Thus σ is purely
finitely additive.
11. It is enough to prove that µ is completely additive. If the contrary is the case,

then there exists an increasing sequence of sets En with union E in the algebra such
that the monotone increasing sequence {µ(En)} does not have limit µ(E). Since µ

is nonnegative additive, µ(En) ≤ µ(E) for all n. Thus limn µ(En) < µ(E). Since
∫ − µ is nonnegative additive, ∫ − µ similarly has limn(∫ − µ)(En) ≤ (∫ − µ)(E).
Adding, we obtain limn ∫(En) < ∫(E), in contradiction to the complete additivity
of ∫.
12. Suppose µ is nonnegative bounded additive. Let µ = ∫1+ ρ1 = ∫2+ ρ2 with

∫1 and ∫2 nonnegative completely additive and with ρ1 and ρ2 nonnegative purely
finitely additive. Then ∫1− ∫2 = ρ2−ρ1. Let ∫+ − ∫− be the Jordan decomposition
of ∫1 − ∫2. Since ∫1 − ∫2 is completely additive, so are ∫+ and ∫−. The equality
∫+ − ∫− = ρ2 − ρ1 and the minimality of the Jordan decomposition together imply
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that 0 ≤ ∫+ ≤ ρ2 and 0 ≤ ∫− ≤ ρ1. Problem 11 then shows that ∫+ = ∫− = 0.
Hence ∫1 − ∫2 = 0, ∫1 = ∫2, and ρ1 = ρ2.
13. Let R = I × J be centered at (x, y). Then 1

m(R)

RR
R | f (u, v)| dv du =

1
m(I )

R
I
£ 1
m(J )

R
J | f (u, v)| dv

§
du ≤ 1

m(I )
R
I f1(u, y) du = f2(x, y). Taking the

supremum over R gives f ∗∗(x, y) ≤ f2(x, y).
14.

RR
| f ∗∗(x, y)|p dx dy ≤

RR
| f2(x, y)|p dx dy =

R £ R
| f2(x, y)|p dx

§
dy ≤

App
R £ R

| f1(x, y)|p dx
§
dy by Corollary 9.21. If we interchange integrals and apply

Corollary 9.21 a second time, we see that this is ≤ A2pp
R £ R

| f (x, y)|p dy
§
dx =

A2pp k f kpp .
15. This is done in the style of Corollary 6.39.
16. Let81 ∏ 0 be a decreasingC1 function on [0, 1] with80

1(0) = 0,81(1) = 1,
and 80

1(1) = −1. Define 80(x) on [0, 1] to be 81(x)
±
(π(1+ x2)) on [0, 1] and to

be 1
±
(πx(1+ x2)) on [1,+∞). Then 8(x) = 80(|x |) has the required property.

17. supε>0 |(√ε ∗ f )(x)| ≤ supε>0(|√ε| ∗ | f |)(x) ≤ supε>0(8ε ∗ | f |)(x), and
then supε>0 |(√ε ∗ f )(x)| ≤ C f ∗(x) by Corollary 6.42. Since

R
R1 √(x) dx = 0, the

last part of the proof of Corollary 6.42 shows that limε>0(√ε ∗ f )(x) = 0 a.e. for f
in L1(R1). If f is in L∞(R1) and a bounded interval is specified, we can write f as
the sum of an L1 function carried on that interval and an L∞ function vanishing on
that interval. The L1 part is handled by the previous case, and the L∞ part is handled
on that bounded interval by Theorem 6.20c.
18. We use the fact that Qε = hε + √ε, where √ is integrable with integral 0.

Since hε ∗ f and √ε ∗ f are in L p, so is Qε ∗ f . Convolution by an L1 function
such as Pε is continuous on L p by Proposition 9.10. With all limits being taken in
L p as ε0 ↓ 0, we have Pε ∗ (H f ) = Pε ∗ (lim(hε0 ∗ f )) = lim Pε ∗ (hε0 ∗ f ) =
lim Pε ∗ (Qε0 ∗ f − √ε0 ∗ f ) = lim Pε ∗ (Qε0 ∗ f ) − (lim Pε ∗ √ε0) ∗ f . The second
term on the right side is 0. If we think of Pε as in L1 and Qε0 as in L p0 , then we have
Pε ∗ (Qε0 ∗ f ) = (Pε ∗ Qε0) ∗ f = Qε0+ε ∗ f = (Pε0 ∗ Qε) ∗ f = Pε0 ∗ (Qε ∗ f ).
Thus lim Pε ∗ (Qε0 ∗ f ) = lim Pε0 ∗ (Qε ∗ f ) = Qε ∗ f , and we conclude that
Pε ∗ (H f ) = Qε ∗ f .
19. supε>0 |(hε ∗ f )(x)| ≤ supε>0 |(Qε ∗ f )(x)| + supε>0 |(√ε ∗ f )(x)| ≤

supε>0 |(Pε ∗ H f )(x)| + C f ∗(x) ≤ C 0(H f )∗(x) + C f ∗(x), the last inequality
following from Corollary 6.42 for Pε. Let 1 < p < ∞. Then it follows from
Corollary 9.21 that k supε>0 |hε ∗ f | kp ≤ Cp(kH f kp + k f kp), and we conclude
from Theorem 9.23c that k supε>0 |hε ∗ f | kp ≤ Dpk f kp. Lemma 9.24 shows that
limε↓0(hε ∗ f )(x) = f (x) everywhere if f is in a certain dense subspace of L p, and
it follows as in Problem 15 that limε↓0(hε ∗ f )(x) = f (x) almost everywhere if f is
arbitrary in L p.
20. Imitating the proof of parts (a) and (b) of Fejér’s Theorem (Theorem 6.48), we

readily prove that Kn ∗ f → f in L p, where Kn is the Fejér kernel. Therefore finite
linear combinations of the exponentials are dense in L p([−π, π]). For each such
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linear combination f of exponentials, we have Sn f = f for all sufficiently large n,
and hence Sn f → f in L p for a dense subset of L p. Using the given estimate on
kSn f kp and the convergence of Sn f on the dense set, we argue as in the proof of
Theorem 9.23b to deduce convergence for all f in L p.

21. Let Fn(t) =
2 sin(n+ 1

2 )t
t for 0 < |t | ≤ π , and extend Fn periodically.

Then t
2 Fn(t) = sin(n + 1

2 )t = (sin 12 t)Dn(t). Since (t/2)
±
sin 12 t = 1 + t√(t)

with √(t) bounded above and below by positive constants on [−π, π], we see that
Dn(t) − Fn(t) =

£ t
2

sin 12 t
− 1

§
Fn(t) = 2√(t) sin(n + 1

2 )t . Then the functions

√n(t) = 2√(t) sin(n + 1
2 )t have Dn − Fn = √n and k√nk1 bounded. By in-

spection, Fn − En equals the function that is
2 sin(n+ 1

2 )t
t for |t | < 1

2n+1 and is 0 for
1

2n+1 ≤ |t | ≤ π . These functions are≤ 2(n+ 1
2 ) for |t | < 1

2n+1 and are 0 otherwise;
so their L1 norms are bounded. This proves that Dn − En = ϕn with kϕnk1 ≤ C for
some C .
If kTn f kp ≤ Bpk f kp, thenwehave kSn f kp = kDn∗ f kp = kEn∗ f +ϕn∗ f kp ≤

kEn ∗ f kp + kϕn ∗ f kp ≤ Bpk f kp + kϕnk1k f kp, and we can take Ap = Bp + C .

22. We have 2i sin(n+ 1
2 )t = ei(n+

1
2 )t − e−(n+ 1

2 )t . Thus the effect of the operator
Tn on f is the sum of two terms T (1)

n f + T (2)
n f , one of which is

T (1)
n f (x) =

Z

1
2n+1≤|t |≤π

−i f (x − t)e−i(n+
1
2 )(x−t)ei(n+

1
2 )x

t
dt.

If we regard f as continued periodically to the interval [−3π, 3π] and we put f equal
to 0 outside that interval, then

T (1)
n f (x) = ei(n+

1
2 )x ((Hπ − H1/(2n+1))g)(x) for x ∈ [−π, π],

where g(y) = −iπ f (y)e−i(n+
1
2 )(y) on [−3π, 3π]. With Ap as the constant from

Theorem 9.23, Theorem 9.23 gives
° R π

−π |T (1)
n f (x)|p dx

¢1/p
≤

° R
R |T (1)

n f (x)|p dx
¢1/p

≤
° R

R |Hπg|p dx
¢1/p

+
° R

R |H1/(2n+1)g|p dx
¢1/p

≤ 2Ap
° R

R |g|p dx
¢1/p

≤ 2π Ap
°
3
R π
−π | f |p dx

¢1/p
.

We get a similar estimate for T (2)
n f , and the desired estimate for Tn f follows.

23. Define a signed measure ∫ on B by ∫(B) =
R
f dµ. Then ∫ is absolutely

continuouswith respect to the restriction ofµ toB, and theRadon–NikodymTheorem
yields a function g measurable with respect to B such that ∫(B) =

R
B g dµ for all B

in B. This function g is E[ f |B]. Uniqueness is built into the uniqueness aspect of
the Radon–Nikodym Theorem.
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24. For those n’s such that µ(Xn) 6= 0, E[ f |B] may be defined to be equal
everywhere on Xn to the constant µ(Xn)−1

R
Xn f dµ. For definiteness, E[ f |B] may

be defined to be 0 on each Xn with µ(Xn) = 0.
25. The function f satisfies the defining properties (i) and (ii) of E[ f |A].
26. In (a), we identify E[E[ f |B] | C] as E[ f |C]. It is measurable with respect to C

and hence satisfies (i) toward being E[ f |C]. Any C ∈ C has
R
C E[E[ f |B] | C] dµ =R

C E[ f |B] dµ. In turn this equals
R
C f dµ since C is in B. Hence E[E[ f |B] | C]

satisfies (ii) toward being E[ f |C].
In (b), we identify E[ f |B]+ E[g|B] as E[ f+g | B]. It is measurable with respect

to B and hence satisfies (i). For (ii), each B in B has
R
B(E[ f |B] + E[g|B]) dµ =R

B E[ f |B] dµ +
R
B E[g|B] dµ =

R
B f dµ +

R
B g dµ =

R
B( f + g) dµ.

In (c), it is enough to handle f ∏ 0, and then it is enough to handle g ∏ 0. If g = IB
with B ∈ B, then we shall identify IB E[ f |B] as E[ f IB | B]. Certainly IB E[ f |B]
satisfies (i). For (ii), each B0 in B has

R
B 0 IB E[ f |B] dµ =

R
B 0∩B E[ f |B] dµ =R

B 0∩B f dµ =
R
B 0 IB f dµ. This handles g equal to an indicator function. Part (b)

allows us to handle g equal to a simple function, and monotone convergence allows
us to handle g equal to any nonnegative integrable function. (For this last conclusion
one needs to use that f ∏ 0 implies E[ f |B] ∏ 0, but this is built into the construction
via the Radon–Nikodym Theorem.)
In (d), the important thing is that X is a set in B. Then (ii) and (c) successively

give
R
X f E[g|B] dµ =

R
X E[ f E[g|B] | B] dµ =

R
X E[ f |B]E[g|B] dµ. The right

side is symmetric in f and g, and hence the left side is also.
27. For f in L1 ∩ L2, we compute from the definition of F that F(δr f )(y) =

rδ−1
r (F f )(y). It follows for all L2 functions f that F(δr f ) = rδ−1

r (F f ) as an
equality of L2 functions. Let A : L2 → L2 be bounded linear commuting with
translations and dilations. Theorem 8.14 produces an L∞ function m such that
F(A f ) = m(F f ) for all f in L2. Using the commutativity of A with dilations, we
have

(m)(F f ) = F(A f ) = F(δ−1
r Aδr f ) = r−1δr (F(Aδr f )) = r−1δr (mF(δr f ))

= r−1(δrm)(δr (F(δr f ))) = r−1(δrm)(δr (rδ−1
r (F f ))) = (δrm)(F f ).

Consequently δrm = m for all r > 0. It follows that m is constant a.e. on each half
line. The result follows.
28. Lemma 8.13 relies on Proposition 6.16 and Corollary 6.17. Proposition 9.11

extends Proposition 6.16 to 1 ≤ p < ∞ and is to be quoted in place of Proposition
6.16.
To generalize Corollary 6.17 appropriately, one can use any number p with 1 ≤

p < ∞, and it is important to allow the p associated to gk to depend on k. In other
words the statement of the corollary concerns functions gk in L pk , and the norm on
the expression involving gk is to be k · kpk . The same kinds of adjustments are needed
in the proof of the corollary, and then the proof goes through.
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The statement of Lemma 8.13 remains valid for any bounded linear operator
A : L p → Lq commuting with translations, provided 1 ≤ p < ∞ and 1 ≤ q < ∞.
Corollary 6.17 is to be applied with g1 = g, p1 = p, g2 = Ag, and p2 = q, and then
the argument goes through.
29. In (a), the simple functions f and g are in L1, L p, and Lq , and also L p0 and Lq 0

for the dual indices p0 and q 0. Problem 28 gives (A f )∗g = A( f ∗g) as an equality of
Lq functions, and it similarly gives A( f ∗ g) = f ∗ (Ag). Thus (A f )∗ g = f ∗ (Ag)
as Lq functions. On the other hand, (A f ∗ g) is a bounded continuous function by
Proposition 9.12 because A f is in Lq and g is in Lq 0 . Similarly f ∗ (Ag) is a bounded
continuous function. Then we must have (A f ∗g) = f ∗ (Ag) pointwise. Evaluating
both sides at 0 yields (a).
In (b), we take the supremum of the absolute value of both sides of (a) over all

simple f with k f kp ≤ 1. The right side becomes kAgkp0 , and the left side, by
Hölder’s inequality, is ≤ kA f kpkgkp0 ≤ kAkp,pkgkp0 , where kAkp,p is the norm
of A : L p → L p. Thus each simple g has kAgkp0 ≤ kAkp,pkgkp0 . Since the
space of simple functions is dense, A extends to a bounded linear operator from L p0

into itself with kAkp0,p0 ≤ kAkp,p. The extension commutes with translations by a
continuity argument. Reversing roles of p and p0, we see that kAkp,p ≤ kAkp0,p0 .
Thus kAkp0,p0 = kAkp,p.
In (c), the bounded operator obtained by the dual construction is from Lq 0 to L p0 .
30. Problem 29 shows that A is also bounded from L p0 to itself. By the Riesz

Convexity Theorem (Theorem 9.19A), it is bounded also from L2 to itself, since
2 is between p and p0. Being bounded from L2 into itself and commuting with
translations, it is given, according to Theorem 8.14, by multiplication on the Fourier
transform side by an L∞ function m. Thus F(A f ) = mF( f ) for that same m on a
dense subspace of L p. Since both sides are continuous linear operators, this equality
extends to all of L p.
31. In (a), the real and imaginaryparts ofρ are treated separately and come from the

L1 functions Aϕε; let us ignore the imaginaryparts, which are handled in the sameway
as the real parts. Since A is bounded from L1 to itself, kAϕεk1 ≤ kAkkϕεk1 = kAk.
Take a sequence of ε’s tending to 0 and apply the Helly–Bray Theorem to extract a
subsequence {εk} such that {(Aϕεk )

+ dx} and {(Aϕεk )
− dx} both converge weak-star

against Ccom(RN ). Let ρ be the difference of the limits of these sequences. This is a
signed measure on the Borel sets RN , and its positive and negative parts ρ+ and ρ−

in the Jordan decomposition (Theorem 9.14) have ρ+(RN ) + ρ−(RN ) ≤ kAk.
In (b), g is uniformly continuous and ρ is finite. The continuity of g ∗ ρ is

immediate.
In (c), we have

(Ah# ∗ ϕεk )(y) = A(h# ∗ ϕεk )(y) = (h# ∗ Aϕεk )(y)

=
R

RN h#(y − x)(Aϕεk )(x) dx
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=
R

RN h(x − y)(Aϕεk )(x) dx
=

R
RN (τyh)(x)(Aϕεk )(x) dx,

and this tends by (a) to
R

RN (τyh)(x) dρ(x) =
R

RN h(x − y) dρ(x) =
R

RN h#(y − x) dρ(x) = (h# ∗ ρ)(y).

In (d), we observe that the equality in (c) is a pointwise equality. Since {ϕε} is an
approximate identity, Ah# ∗ ϕε → Ah# n L1. Thus we have Ah# = h# ∗ ρ as an
equality of L1 functions whenever h is in Ccom(RN ). The operators on the two sides,
A and ( · ) ∗ ρ, are continuous on L1; this fact is given in the case of A and is easily
checked in the case of ( · ) ∗ ρ. By continuity the equality Ah# = h# ∗ ρ valid on
Ccom(RN ) extends to an equality A f = f ∗ ρ valid on all of L1.
32. Define r by 1− 1

r = 1
p − 1

q . Young’s inequality (Corollary 9.19D) shows that
convolution with an Lr function h is bounded from L p to Lq , and it commutes with
translations. To obtain a nonzero convolution operator of this kind, we take h to be
nonzero, simple, and real-valued. Putting h#(x) = h(−x), we observe that h ∗ h# is
a bounded continuous function and has h ∗ h#(0) =

R
RN h(x)2 dx > 0.

33. For (a), if f is in Ccom(RN ), then kτh f + f kpp =
R

RN | f (x − h)+ f (x)|p dx ,
and for h sufficiently large, this equals

R
RN | f (x − h)|p dx +

R
RN | f (x)|p dx =

2k f kpp . Thus (a) is proved in this special case. The general case follows from a 3≤
argument, Ccom(RN ) being dense in L p.
For (b), we have kτh(A f )+ A f kq = kA(τh f )+ A f kq ≤ Mkτh f + f kp. Letting

h tend to infinity and applying (a) to both sides, we obtain 21/qkA f kq ≤ 21/pMk f kp
and thus kA f kq ≤ 21/p−1/qMk f kp. Since M is the norm of kAk and since
21/p−1/qM < M , we can find an f 6= 0 with kA f kq > Mk f kp, and then we
have a contradiction.

Chapter X

1. For (a), the diagonal 1 = {(y, y) ∈ Y × Y } is a closed subset of Y × Y since
Y is Hausdorff, and the function F : X → Y × Y given by F(x) = ( f (x), g(x)) is
continuous. Therefore F−1(1) is closed.
2. The argument is the same as for Problem 18 in Chapter II.
3. We argue as in the proof of Theorem2.53. Taking complements, we see that it is

enough to prove that the intersection of countably many open dense sets is nonempty.
Suppose that Un is open and dense for n ∏ 1. Let x1 be in U1. Since U1 is open,
local compactness and regularity together allow us to find an open neighborhood B1
of x1 with Bcl1 compact and B

cl
1 ⊆ U1. We construct inductively points xn and open

neighborhoods Bn of them such that Bn ⊆ U1∩· · ·∩Un and Bcln ⊆ Bn−1. Suppose Bn
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with n ∏ 1 has been constructed. SinceUn+1 is dense and Bn is nonempty and open,
Un+1 ∩ Bn is not empty. Let xn+1 be a point inUn+1 ∩ Bn . SinceUn+1 ∩ Bn is open,
we can find an open neighborhood Bn+1 of xn+1 inUn+1 such that Bcln+1 ⊆ Un+1∩Bn .
Then Bn+1 has the required properties, and the inductive construction is complete.
The sets Bcln have the finite-intersection property, and they are closed subsets of Bcl1 ,
which is compact. By Proposition 10.11 their intersection is nonempty. Let x be in
the intersection. For any integer N , the inequality n > N implies that xn is in BN+1.
Thus x is in BclN+1 ⊆ BN ⊆ U1 ∩ · · · ∩UN . Since N is arbitrary, x is in

T∞
n=1Un .

4. Let Y be a locally compact dense subset of the Hausdorff space X . If y is in
Y , let N be a relatively open neighborhood of y such that N ⊆ K with K compact in
Y . Since N is relatively open, N = U ∩ Y for some open U in X . It will be proved
that N = U , so that each point of Y has an X open neighborhood, and then Y will
be open. The set K is compact in X and must be closed since X is Hausdorff. The
points of U ∩ K are in Y since K ⊆ Y , and hence U ∩ K ⊆ U ∩ Y = N . Consider
a point x of the open set U − K . Suppose x is not in Y . Then x is a limit point of Y
since Y is dense. Hence the open neighborhoodU − K of y contains a point y0 of Y .
Then y0 is inU ∩ Y = N ⊆ K and cannot be inU − K , contradiction. We conclude
that x is in Y . Then x is in U ∩ Y = N , and U = N .
5. First consider any continuous function f : Y ∗ → [0, 1] with f (y∞) = 0. The

set of y’s with f (y) > 1/k is open and contains y∞, thus is a compact subset of Y
and must be finite. Hence the set of y’s with f (y) = 0 has a countable complement.
If Z is normal, apply Urysohn’s Lemma to A and B, obtaining a continuous

F : Z → [0, 1] with f (A) = 1 and f (B) = 0. Enumerate the members of X as
x1, x2, . . . . For fixed n, f (y) = F(xn, y) is continuous from Y ∗ to [0, 1] and is 0 at
y∞. Thus F(xn, y) > 0 only on a countable set Sn of y’s, and F(xn, y) > 0 for some
n at most on the countable set S =

S∞
n=1 Sn . If y0 is not in S, then x 7→ F(x, y0)

is continuous from X∗ to [0, 1], is 0 for every x other than x∞, and is 1 at x∞. This
contradicts the continuity, and we conclude that Z is not normal.
6. If E is an infinite set with no limit point, then E is closed and each x in E is

relatively open. Hence each x has an open set Ux in X with Ux ∩ E = {x}. These
open sets and Ec cover X , and there is no finite subcover. Thus X compact implies
that each infinite subset has a limit point.
8. Part (a) follows from Problem 7b and Proposition 10.34. For (b), f −1(−∞, a)

is ∅ if a < 0, is R − {0} if 0 ≤ a < 1, and is R if a ∏ 1; hence it is open in
every case. Part (d) follows from (a). For (e), there exists an upper semicontinuous
function∏ f (x), namely the constant function everywhere equal to sup | f (x)|. Then
(d) shows that the pointwise infimumover all upper semicontinuous functions∏ f (x)
meets the conditions on f −.
9. For (a), we have Qf (x) = f −(x) + (− f )−(x). Both terms on the right are

upper semicontinuous, and the sum is upper semicontinuous by Problem 8c. For (c),
f−(x) ≤ f (x) ≤ f −(x) = Qf (x) + f−(x). If Qf = 0, then f− = f = f − shows
that f is continuous with respect to all sets {x < b} and all sets {x > a}. Hence
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f −1(a, b) is open for every a and b, and f is continuous with respect to the metric
topology. Conversely if f is continuous, then the definition makes f − = f and
(− f )− = − f . Therefore f − = f− = f and Qf = f − − f− = 0.
10. In (a), that subset of pairs is (A× A) ∪ (B × B) ∪ {(x, x) | x ∈ X}, which is

the union of three closed sets and hence is closed. In (b), let X be a Hausdorff space
that is not normal, and take A and B to be disjoint closed sets that cannot be separated
by open sets.
11. In (a), q−1q(x) = p2(({x} × X) ∩ R), where p2 is the projection to the

second coordinate of X × X . Since {x} is closed and X is compact and R is closed,
({x} × X) ∩ R is compact. Then q−1q(x) is compact, hence closed, being the
continuous image of a compact set.
In (b), we have p2((Uc × X) ∩ R) = {y ∈ X | (x, y) ∈ R for some x ∈ Uc} =

{y ∈ X | q−1q(y) ∩Uc 6= ∅} = {y ∈ X | q−1q(y) ⊆ U}c = V c. Since U is open,
the left side is closed, by the same considerations as in (a). Thus V c is closed, and V
is open.
In (c), let q(x) and q(y) be distinct points of X/ ∼. By (a), the disjoint subsets

q−1q(x) and q−1q(y) are closed. Since X is normal, find disjoint open setsU1 andU2
containing q−1q(x) and q−1q(y), respectively. Let V1 = {z ∈ X | q−1q(z) ⊆ U1}
and V2 = {z ∈ X | q−1q(z) ⊆ U2}. These are disjoint sets, and they are open by
(b). Then q(V1) is open in X/ ∼ because q−1q(V1) = V1 is open, and similarly
q(V2) is open. The sets q(V1) and q(V2) are disjoint because q−1q(V1) = V1 and
q−1q(V2) = V2 are disjoint. Thus q(V1) and q(V2) are the required open sets
separating q(x) and q(y).
For (d), part (c) shows that X/∼ is Hausdorff, and therefore its compact subsets

are closed. The image of any closed set is X is the image of a compact set, hence
is compact and must be closed. For (e), the answer is “no,” and part (f) supplies a
counterexample. For (f), the function p : X → S1 is continuous, and Proposition
10.38a produces a continuous function p0 : X/∼ → S1 such that p = p0 ◦ q, where
q is the quotient map. Then p0 is continuous and one-one from a compact space onto
a Hausdorff space and must be a homeomorphism.
12–13. The proofs are the same as in Section II.8.
14. This is proved in the same way as in Problems 13 and 11 in Chapter II.
15. For (a), call the relation ∼. This is certainly reflexive and symmetric. For

transitivity let x ∼ y and y ∼ z. Then x and y lie in a connected set E , and y and
z lie in a connected set F . The sets E and F have y in common, and Problem 13a
shows that E ∪ F is connected. Thus x ∼ z. Part (b) is immediate from Problem
13b. For (c), let x be given, and let U be a connected neighborhood of x . Then U
lies in the component of x . Thus the component of x is a neighborhood of each of its
points and is therefore open.
16. Form the class C of all functions F as described, including the empty function,

and order the class by inclusion; for the purposes of the ordering, each function is
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to be regarded as a set of ordered pairs. The class C is nonempty since the empty
function is in it. If we have a chain in C, we form the union F of the functions in the
chain. We show that F is an upper bound for the chain. To do so, we need to see
that the indicated sets cover X . Thus let x ∈ X be given. Only finitely many sets U
in U contain x , by assumption. Say these are U1, . . . ,Un . If one of these fails to be
in the domain of F , then x lies in

S
V∈U, V /∈domain(F) V , and x is covered. Thus all

of U1, . . . ,Un may be assumed to be in the domain of F . Each Uj is in the domain
of some function Fj in the chain, and all of them are in the domain of the largest of
the Fj ’s, say F0. Since x is not in

S
V∈U, V /∈domain(F) V , it is not in the larger unionS

V∈U, V /∈domain(F0) V . Thus it must be in
S

U∈domainF0(U). Since F0(U)cl ⊆ U for
each U , x must lie in some F0(Uj ). Then x lies in F(Uj ), and F is an upper bound
for the chain.
By Zorn’s Lemma let F be a maximal element in C. To complete the argument,

we show that every set in U lies in domain(F). Suppose thatU0 is a set in U that is not
in domain(F). Let U 0 be the union of all F(U) for U in domain(F) and all V other
than U0 that are not in domain(F). Since F is in C, U 0 ∪ U0 = X . Hence U 0c is a
closed subset of the open setU0. Since X is normal, we can find an open set W such
that U 0c ⊆ W ⊆ W cl ⊆ U . If we define F(U) = W , then we succeed in enlarging
the domain of F , in contradiction to the maximality of F . Hence every member of U
lies in domain(F), as asserted.

17. Form the open sets VU as in the previous problem. For each U in U, apply
Urysohn’s Lemma to find a continuous function gU : X → [0, 1] with gU equal to 1
on VU and equal to 0 on Uc. The open cover {VU } is locally finite since U is locally
finite. Therefore g =

P
U∈U gU is a continuous function on X . Since gU is positive

on VU and the sets VU cover X , g is everywhere positive. Therefore the functions
fU = gU/g have the required properties.

18. If c0 = 0, take F0 = 0. If c0 6= 0, apply Urysohn’s Lemma to obtain a
continuous function h with values in [0, 1] that is 1 on P0 and is 0 on N0, and then
put F0 = 2

3c0h − 1
3c0.

19. On P0 ∩ C , g0 is ∏ c0/3 and F0 is c0/3. Therefore g0 − F0 is ∏ 0 and
≤ 2c0/3. Similarly on N0 ∩ C , g0 − F0 is ≤ 0 and ∏ −2c0/3. Elsewhere on C ,
g0 and F0 are both between −c0/3 and c0/3, and hence |g0 − F0| ≤ 2c0/3. Thus
|g0 − F0| ≤ 2c0/3 everywhere on C . The function F1 is continuous from X into R,
has |F1| ≤ 2

3 (
1
3c0), and takes a value c1 ≤ 2

3 (
1
3c0) on {x ∈ C | g1(x) ∏ c1/3} and

the value −c1 on {x ∈ C | g1(x) ≤ −c1/3}.

20. Iteration produces continuous functions Fn : X → Rwith |Fn(x)| ≤ 1
3
° 2
3
¢nc0

for all x in X and
Ø
Ø f (x) −

Pn−1
i=0 Fi (x)

Ø
Ø ≤

° 2
3
¢nc0 for all x in C . Let F(x) =P∞

n=0 Fn(x). The series converges uniformly on X by the estimate on Fn(x) and the
Weierstrass M test, and Proposition 10.30 shows that F is continuous on X . If we let
n tend to infinity in the estimate on f (x) −

Pn−1
i=0 Fi (x), we see that F and f agree

on C . Finally for x in X ,
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|F(x)| ≤
∞X

n=0
|Fn(x)| ≤

∞X

n=0

1
3
° 2
3
¢nc0 = c0 = sup

y∈C
| f (y)|.

Thus |F | and | f | have the same supremum.
21. Every open interval is in the base and hence is open. The closed interval

{a ≤ x ≤ b} is the complement of the open set {x < a} ∪ {b < x} and is therefore
closed.
22. Let a < b be given. If there exists a c with a < c < b, then the open sets

{x < c} and {c < x} separate a and b; otherwise the open sets {x < b} and {a < x}
separate them. Hence X is Hausdorff.
Let a and a closed set F be given with a not in F . Since Fc is a neighborhood

of a, there exists a basic open set B containing a that is disjoint from F . If B has
some element larger than a, let d be such an element; otherwise let d be undefined.
If B has some element smaller than a, let c be such an element; otherwise let c be
undefined. If c and d are both defined, then F ⊆ {x < c} ∪ {d < x}, while a is in
{c < x < d}. If c is not defined but d is defined, then F ⊆ {x < a} ∪ {d < x}, while
a is in B ∩ {x < d}. If d is not defined but c is defined, we argue symmetrically. If
neither c nor d is defined, then B = {a} is open and closed; hence Bc and B are the
required open sets separating F and a.
23. Suppose that any nonempty set with an upper bound has a least upper bound,

and let E be a set with a lower bound. We are to produce a greatest lower bound. Let
F be the set of all lower bounds for E . This is nonempty, and all elements of F are
≤ e, where e is an element of E . So F has an upper bound. Let c be a least upper
bound. We show that c is a greatest lower bound for E .
If c is not a lower bound for E , then E has some e with e ≤ c, e 6= c, i.e., with

e < c. All f in F have f ≤ e < c. So e is a smaller upper bound for F , contradiction.
Thus c is a lower bound for E . If there is some greater lower bound, say d, then
c < d ≤ e for all e in E . This implies that d is in F , and hence c is not an upper
bound for F .
24. In (a), suppose that Y is nonempty closed and has an upper bound and a lower

bound. We are to prove that Y is compact. It is enough to handle a set Y = [a, b].
Let an open cover U of Y be given, and suppose there is no finite subcover. Let E be
the set of all x in [a, b] such that some finite subcollection from U covers [a, x]. Then
a is in E . Since E is nonempty and has b as an upper bound, the order completeness
shows that E has a least upper bound c. Since we are assuming that U has no finite
subcover of [a, b], Ec ∩ [a, b] is nonempty. This set has a lower bound, namely a,
and therefore it has a greatest lower bound d.
If e is in E and f is in Ec∩ [a, b], then e ≤ f . So e ≤ d, and then c ≤ d. Suppose

c < d. Then c must be in E . Any x with c < x < d cannot be in E or Ec, and
hence there is no such x . Then a finite subclass of U that covers [a, c], together with
a member of U that contains d, is a finite open subcover for [a, d] and contradicts the
fact that d is not in E . Thus c = d.
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Now suppose that c is in Ec ∩ [a, b]. Since c = d, E has no largest element.
Choose a member U of U containing c, and find a basic open neighborhood B of c
contained in U . Then B ∩ E must contain some c0 with c0 < c. A finite subclass of
U covers [a, c0], and U covers [c0, c]. Thus c is in E , and we have a contradiction.
We conclude that c is in E . Since c = d, Ec ∩ [a, b] has no smallest element.

Choose a member U of U containing c, and find a basic open neighborhood B of c
contained in U . Then B ∩ (Ec ∩ [a, b]) must contain an element c0 with c < c0,
and then there must be some c00 with c < c00 < c0. A finite subclass of U that covers
[a, c], together with the set U , then covers [a, c00] and shows that c00 is in E . This
contradicts the fact that c is an upper bound of E .
In (b), let x be given in X . If a < x < b for some a and b, then [a, b] is the

required compact neighborhood of x . If x is a lower bound for X and there exists b
with x < b, then [x, b] is the required compact neighborhood. If x is an upper bound
for X and there exists a with a < x , then [a, x] is the required compact neighborhood.
Since X has at least two members, there are no other possibilities. So X is locally
compact.
25. In (a), the sets {x < b} and {a < x} are open and disjoint, contain a and b

respectively, and have union X . Thus X is disconnected.
In (b), suppose that X is order complete and has no gaps. Assume, on the contrary,

thatU and V are disjoint nonempty open sets with union X . Say that u < v for some
u inU and v in V . It will be convenient to assume that u is not the smallest element in
X and v is not the largest; when this assumption is not in place, the same line of proof
works except that one may below have to use basic open sets of the form {r < x} and
{x < s}, as well as {r < x < s}.
Form the set S of all x ∈ X with x ≤ v and (x, v] ⊆ V . This set has u as a

lower bound, and we let b be the greatest lower bound. Then u ≤ b ≤ v. First
suppose that b is in V . Choose a basic open set (r, s) ⊆ V with r < b < s; this is
possible by our temporary assumption because V is open. Then (max{u, r}, v] ⊆ V .
If max{u, r} < b, then max{u, r} is in S and b is not a lower bound for S; thus
b ≤ max{u, r}, i.e., b = u. This is impossible since b is assumed to be in V . We
conclude that b is in U . Choose a basic open set (r, s) ⊆ U with r < b < s; again
this is possible by our temporary assumption because U is open. Since there are no
gaps, we can find s0 with b < s0 < s. Then min{v, s0} is a lower bound for S, and
b cannot be the greatest lower bound unless min{v, s 0} ≤ b, i.e., b = v. This is
impossible since b is assumed to be in U , and we have arrived at a contradiction.
26. As an ordered set, X is the same asR, and hence its order topology is the same

as for R, which is connected. In its relative topology, X is disconnected, being the
disjoint union of the open sets [0, 1) and [2, 3).
27. The subset [0, 1) is closed, being the intersection of all sets {x | x ≤ y}

for y ∈ (1, 2]. Similarly (1, 2] is closed. Hence they are both open, and X is
disconnected. It follows immediately from the definition that there are no gaps.
28. If a nonempty subset of points (x, y) is given, let x0 be the least upper bound
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of the x’s. If no (x0, y) is in the set, then (x0, 0) is the least upper bound for the set.
If some (x0, y) is in the set, let y0 be the least upper bound of the y’s. Then (x0, y0)
is the least upper bound of the set. We conclude that X is order complete. Problem
24a then shows that X is compact. This proves the compactness in (a). There are no
gaps, and Problem 25b thus proves the connectedness. For each x ∈ [0, 1], the set
{(x, y) | 0 < y < 1} is open. Thus we have an uncountable disjoint union of open
sets, and X cannot be separable. Part (b) is handled in the same way.

Chapter XI

1. In (a), every compact subset of X is compact when viewed as in X∗, and this
gives inclusion in one direction. In the reverse direction it is enough to show that
when U is open in X∗, then U − {∞} is a Borel set in X . Since X is σ -compact,
we can choose an increasing sequence of compact sets Kn with Kn ⊆ Ko

n+1 andS∞
n=1 Kn = X . Then U ∩ Ko

n+1 is open and bounded, hence is a Borel subset of X .
The countable union of these sets is U , and hence U is a Borel set. In (b), the Borel
sets of X are the countable sets and their complements. However, every subset U of
X is open in X and therefore open in X∗. Its complement in X∗ is compact and is a
Borel set in X∗. Thus U is a Borel set in X∗.

2. Part (a) of the previous problem shows that every open subset of X is a Borel
set, and hence every continuous function is a Borel function.

3. Use the regularity to show that the conclusion holds for indicator functions and
hence simple functions. Then pass to the limit.

4. Let IE be an indicator function. Given ≤ > 0, find by regularity a compact set
L and an open set U with L ⊆ E ⊆ U and µ(U − L) < ≤. The compact set K will
be K = (U − L)c = L ∩Uc. Thus consider the restriction of IE to the compact set
K . Let x be in K . If x is in E , then x is in L . The set U ∩ K = L is a relatively
open neighborhood of x , and IE is identically 1 on this. Hence the restriction of IE
to K is continuous at the points of E . Similarly if x is in Ec, then x is inUc. The set
Lc ∩ K = Uc is a relatively open neighborhood of x , and we argue similarly. This
handles indicator functions, and the result for simple functions follows immediately.
Next suppose that f is a real-valued Borel function ∏ 0. Choose an increasing

sequence of simple functions sn ∏ 0 with limit f . Let ≤ > 0 be given, and find,
by Egoroff’s Theorem, a Borel set E with µ(Ec) < ≤ such that lim sn(x) = f (x)
uniformly for x in E . Next find, for each n, a compact subset Kn of X with µ(Kc

n) <

≤/2n such that sn
Ø
Ø
Kn
is continuous. The set F = E ∩

°T∞
n=1 Kn

¢
has complement of

measure< 2≤, and the restriction of every sn to F is continuous. Since {sn} converges
to f uniformly on E , the restriction of f to F is continuous. Using regularity once
more, we can find a compact subset K0 of F such that µ(F − K0) < ≤. Then
µ(Kc

0) < 3≤, and the restriction of f to K0 is continuous.
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5. In (a), any rotation preserves Euclidean distances and fixes the origin. Since
Sab is exactly the set of points whose distance d from the origin has a < d <

b, Sab is mapped to itself. Part (b) follows from the change-of-variables formula
(Theorem 6.32). The determinant that enters the formula is the determinant of the
matrix of the rotation and is 1. The first conclusion of (c) is what the change-of-
variables formula gives for the transformation to spherical coordinates when applied
to the set Sab if we take Fubini’s Theorem into account. It yields

R
Sab LF dx =

° R b
a r

2 dr
¢° R

S2 L f dω
¢

=
° R b

a r
2 dr

¢° R
S2 L f dω

¢
. Since

R b
a r

2 dr is not zero, we
can divide by it and obtain the second conclusion of (c). Part (d) is proved by setting
it up to be a special case of the uniqueness in Theorem 11.1.
6. In (a), monotonicity of µ gives µ(K ) ≤ infα µ(Kα). Suppose that < holds.

Choose by regularity an open setU containing K such thatµ(U) < infα µ(Kα). The
sets Kc

α form an open cover of the compact setUc, and there is a finite subcover. The
intersection of the complements is one of the sets Kα0 , and it has the property that
Kα0 ⊆ U . Monotonicity then gives µ(Kα0) ≤ µ(U), and thus infα µ(Kα) ≤ µ(U),
contradiction.
For (b), consider all compact subsets K of X forwhichµ(K ) = 1. The intersection

of any two of these is again one byLemma11.9. If K0 is the intersection of all of them,
then K0 is compact, and (a) shows thatµ(K0) = 1. If K0 contains twodistinct points x
and y, finddisjoint openneighborhoodsUx andUy . ThenK0 = (K0−Ux )∪(K0−Uy)
exhibits K0 as the union of two proper compact sets. At least one of them must have
measure 1, and then K0 is shown not to be the intersection of all compact subsets of
measure 1.
In (c) let K0 be any compact Gδ , and choose a decreasing sequence { fn} in C(X)

with limit IK0 . Passing to the limit from the formula
R
X f 2n dµ =

° R
X fn dµ

¢2, we
obtain µ(K0) = µ(K0)2. Thus µ(K0) is 0 or 1. By regularity, µ takes only the
values 0 and 1, and (b) shows that µ is a point mass.
For (d), apply Theorem11.1 and obtain the regular Borelmeasureµ corresponding

to `. Then µ has the property in (c) and must be a point mass.
7. The statement for (a) is that u(r, θ) is the Poisson integral of a signed or complex

Borelmeasure on the circle if and only if sup0<r<1 ku(r, θ)k1,θ is finite. The necessity
is proved in the same way as in Problem 7 at the end of Chapter IX. The sufficiency
is proved in the same way as in Problem 8 in that group, except that the weak-star
convergence is in M(circle) relative to C(circle). For (b), expand u(r, θ) in series as
in Problem 13 at the end of Chapter IV. Since u is nonnegative, the L1 norm over any
circle centered at the origin is just the integral, and the result of integrating in θ is
that the n = 0 term is picked out. Thus ku(r, θ)k1,θ = c0 for every r . The condition
in (a) is satisfied, and u is therefore the Poisson integral of a Borel complex measure.
Examination of the proof of (a) shows that the complex measure is a measure.
8. Order topologies are always Hausdorff. Sinceƒ∗ has a smallest element and a

largest element, Problems 23 and 24 of Chapter X show that ƒ∗ is compact if every
nonempty subset has a least upper bound. Since the ordering forƒ∗ has the property
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that every nonempty subset has a least element, the existence of least upper bounds
is satisfied.
9. First we prove that the intersection of any two uncountable relatively closed

sets C and D is uncountable. Assume the contrary. Since C ∩ D is countable and
the countable union of countable sets is countable, there is some countable ordinal ω
greater than all members of C ∩ D. Since C and D are uncountable, we can find a
sequence ω < α1 < β1 < α2 < β2 < · · · such that each αj is in C and each αj is in
D. The least ordinal ∞ greater or equal to all members of the sequence is a countable
ordinal and has to be a limit point of both C and D. Since C and D are closed, ∞
is in C ∩ D. But C ∩ D was supposed to have no ordinals greater than ω. This
contradiction shows that C ∩ D is uncountable, and of course it is relatively closed
also.
Now let a sequence of uncountable relatively closed sets Cn be given. By the

previous step we may assume that they are decreasing with n. If
T∞

n=1 Cn = C is
countable, then there is some countable ordinal ω greater than all members of C .
Replacing Cn by Cn ∩ {x ∏ ω} we may assume that the Cn have empty intersection.
Let αn be the least member ofCn . The result is a monotone increasing sequence since
the Cn are decreasing. If α is the least ordinal∏ all αn , then α is a countable ordinal.
It is a limit point of each Cn , hence lies in each Cn . The existence of α contradicts
the fact that theCn have been adjusted to have empty intersection. This contradiction
shows that

T∞
n=1 Cn is uncountable.

10. For additivity the question is whether the union of two sets that fail to meet
the condition of the previous problem can meet the condition. The answer is no
because the previous problem shows that the intersection of any two sets meeting the
condition again meets the condition. The complete additivity is then a consequence
of Corollary 5.3 and the result of the previous problem. The measureµ takes on only
the values 0 and 1 and yet is not a point mass because one-point sets do not satisfy
the defining property for measure 1. Problem 6b therefore allows us to conclude that
µ is not regular.
11. Let µ be a Borel measure on X , and let S be the set of all regular Borel

measures ∫ with ∫ ≤ µ. This contains 0 and hence is nonempty. Order S by
saying that ∫1 ≤ ∫2 if ∫1(E) ≤ ∫2(E) for all E . If we are given a chain {∫α}, let
C = supα ∫α(X). This is ≤ µ(X) and hence is finite. Choose a sequence {∫αk } from
the chain with ∫αk (X) monotone increasing with limit C . Then ∫αk (E) is monotone
increasing for every Borel set E , and we define ∫(E) to be its limit. The complete
additivity of ∫ follows from Corollary 1.14, and it is easy to check that ∫α ≤ ∫ ≤ µ

for all α. We have to check that ∫ is regular. Let ≤ > 0 be given, and choose ∫αk with
∫αk (X) ∏ ∫(X) − ≤. If E is given, find K and U with K ⊆ E ⊆ U , K compact, U
open, and ∫αk (U − K ) < ≤. Then

∫αk (U − K ) + ∫((U − K )c) + ≤ ∏ ∫αk (U − K ) + ∫αk ((U − K )c) + ≤

= ∫αk (X) + ≤ ∏ ∫(X) = ∫(U − K ) + ∫((U − K )c),
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and hence ∫αk (U − K ) + ≤ ∏ ∫(U − K ). Since ∫αk (U − K ) < ≤, we obtain
∫(U − K ) < 2≤. Thus ∫ is regular. The decomposition readily follows.
12. This follows immediately from Proposition 11.20.
13. Let µ = µr + µp = ∫r + ∫p with µr and ∫r regular and with µp and ∫p

purely irregular. Write σ = µr − ∫r = ∫p −µp in terms of its Jordan decomposition
as σ = σ+ − σ−. Then σ+ ≤ µr and σ− ≤ ∫r , and hence σ+ and σ− are regular
by Proposition 11.20. Also, σ+ ≤ ∫p and σ− ≤ µp, and the definition of “purely
irregular” forces σ+ and σ− to be 0. Then µr = ∫r and µp = ∫p.
14. Let µ be as in Problem 10, and suppose that ∫ is a regular Borel measure with

∫ ≤ µ. Since ∫({∞}) = 0, Problem 6a shows that limα↑∞ ∫({x ∏ α}) = 0. For each
n, let αn be the least ordinal such that ∫({x ∏ αn}) ≤ 1/n. The least ordinal ∏ all
αn is a countable ordinal β, and ∫({x ∏ β}) = 0. Since {x < β} is a countable set,
µ({x < β}) = 0. Therefore ∫({x < β}) = 0, and we conclude that ∫ = 0.
16. For the regularity any set in F is in some Fn . The sets in Fn are of the form

eE = E ×
°×∞

n=N+1Xn) with E ⊆ ƒ(n) and ∫(eE) = ∫n(E). Given ≤ > 0, choose
K compact and U open in ƒ(n) with K ⊆ E ⊆ U and ∫n(U − K ) < ≤. In ƒ, eK is
compact, eU is open, eK ⊆ eE ⊆ eU , and ∫(eU − eK ) < ≤.
17. Let E =

S∞
n=1 En disjointly in F. Since ∫ is nonnegative additive, we

have
P∞

n=1 ∫(En) ≤ ∫(E). For the reverse inequality let ≤ > 0 be given. Choose K
compact andUn openwith K ⊆ E , En ⊆ Un , ∫(Un−En) < ≤/2n , and ∫(E−K ) < ≤.
Then K ⊆

S∞
n=1Un , and the compactness of K forces K ⊆

SN
n=1Un for some N .

Then ∫(E) ≤ ∫(K ) + ≤ ≤ ∫
°SN

n=1Un
¢
+ ≤ ≤

PN
n=1 ∫(Un) + ≤ ≤

PN
n=1 ∫(En) +

2≤ ≤
P∞

n=1 ∫(En) + 2≤. Since ≤ is arbitrary, ∫(E) ≤
P∞

n=1 ∫(En).
18. The key is that ƒ is a separable metric space. Every open set is therefore the

countable union of basic open sets, which are in the various Fn’s.

Chapter XII

1. In (a), the closed ball is closed and contains the open ball; also every point
of the closed ball is a limit point of the open ball since kx1 − x0k = r implies that
k[(1− 1

n )(x1−x0)+x0]−x0k = (1− 1
n )kx1−x0k < r and limn[(1− 1

n )(x1−x0)+x0] =
x1.
For (b), let the closed balls be B(rn; xn)cl. If m ∏ n, then kxm − xnk ≤ rn since

B(rm; xm)cl ⊆ B(rn; xn)cl. Let r = limn rn . If r = 0, then {xn} is Cauchy and hence
is convergent. In this case if x = lim xn , then kx − xnk ≤ rn for all n, and hence x is
in B(rn; xn)cl for all n. If r > 0, fix n0 large enough so that rn0 ≤ 3r/2. It is enough
to show that xn0 is in B(rn; xn)cl for n ∏ n0. We may assume that xn0 6= xn . The
members of B(rn; xn) are the vectors of the form xn +v with kvk ≤ rn , and these are
assumed to lie in B(rn0; xn0). Therefore kxn − xn0 + vk ≤ rn0 for all such v. Take
v = r−1

n0 rn(xn − xn0). Then rn0 ∏ kxn − xn0 + vk = k(1 + r−1
n0 rn)(xn − xn0)k =



774 Hints for Solutions of Problems

(1+r−1
n0 rn)kxn−xn0k. Here r−1

n0 rn ∏ ( 32r)
−1r = 2

3 . So kxn−xn0k ≤ (1+ 2
3 )

−1rn0 =
3
5rn0 ≤ 3

5
3
2r < r ≤ rn , as required.

2. Reduce to the real-valued case, and there use Theorem 1.23 and the remarks at
the end of Section A3 of Appendix A.
3. Convergence in either case is uniform convergence. For H∞(D), suppose

therefore that
©P∞

k=0 c
(n)
k zk

™
is a Cauchy sequence in H∞(D) indexed by n. Write

z = reiθ , multiply by e−imθ , and integrate in θ from −π to π . The result is that©
c(n)m rm

™
is Cauchy in n for each r < 1 and each m. Then limn c(n)m rm = cmrm

exists for each r and m. Taking r = 1/2, we see that limn c(n)m = cm exists for
each m. Arguing as in the proof of Theorem 1.37, we see that f (z) =

P∞
k=0 ckzk

is convergent for |z| < 1 and that the sequence of functions fn(z) =
P∞

k=0 c
(n)
k zk

converges to it pointwise. Since { fn} is uniformly Cauchy and pointwise convergent
to f , it converges uniformly to f . For the vector subspace A(D), we have A(D) =
H∞(D) ∩ C(Dcl). Hence A(D) is a closed subspace of H∞(D).
4. In (a), let us check the triangle inequality. For y ∈ Y , we have ka + b + yk ≤

ka + y0k + kb+ (y − y0)k for all y0 ∈ Y . Comparing the definition of ka + b+ Yk
with the left side, we obtain ka + b+ Yk ≤ ka + y0k + kb+ (y − y0)k for all y and
y0 in Y . Thus ka+ b+ Yk ≤ ka+ y0k + kb+ y00k for all y0 and y00 in Y . Taking the
infimum over y0 and y00 gives the desired conclusion.
In (b), let a Cauchy sequence in X/Y be given. It is enough to prove that some

subsequence in convergent. Thus it is enough to prove that if {xn} is a sequence in
X with kxn − xn+1 + Yk ≤ 2−n , then {xn + Y } is convergent in X/Y . We define a
sequence {exn} in X withexn = xn − yn and yn in Y such that kexn −exn+1k ≤ 2 ·2−n . It
is then easy to check that {exn} is Cauchy in X and that if x 0 is its limit, then {xn + Y }
tends to x 0 + Y . To define the yn’s, we proceed inductively, starting with y1 = 0.
If y1, . . . , yn have been defined such that kexk − exk+1k ≤ 2 · 2−k for k < n, choose
yn+1 in Y such that kexn − xn+1 + yn+1k ≤ kxn − xn+1 + Yk + 2−n ≤ 2 · 2−n . Then
exn+1 = xn+1 − yn+1 has kexn −exn+1k ≤ 2 · 2−n , and the induction is complete.
5. In (a), we have ctrG(v1, . . . , vn)c̄ =

P
i, j ci (vi , vj )c̄j =

P
i, j (civi , cjvj ) =

°P
i civi ,

P
j cjvj

¢
=

∞
∞P

i civi
∞
∞2. In (b), G(v1, . . . , vn) is Hermitian, and thus

the finite-dimensional Spectral Theorem says that there exists a unitary matrix
u = [ui j ] with u−1G(v1, . . . , vn)u diagonal, say = diag(d1, . . . , dn). Then dj =

etrj u
−1G(v1, . . . , vn)uej , and this, by (a), equals

∞
∞P

i civi
∞
∞2 with c̄ = uej . Hence

dj ∏ 0. In (c), we have detG(v1, . . . , vn) = det(u−1G(v1, . . . , vn)u) = d1d2 · · · dn
∏ 0 with equality if and only if some dj is 0. If dj = 0, then

P
i civi = 0

for c̄ = uej , and hence v1, . . . , vn is dependent. Conversely if v1, . . . , vn is de-
pendent, then

P
i civi = 0 for some nonzero tuple (c1, . . . , cn), and therefore

0 =
°P

i civi , vj
¢

=
P

i ci (vi , vj ) for all j ; this equality shows that a nontrivial linear
combination of the rows of G(v1, . . . , vn) is 0, and hence detG(v1, . . . , vn) = 0.
6. A single induction immediately shows the following: span{v0

1, . . . , v
0
k} =
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span{u1, . . . , uk}, v0
k is 6= 0, and vk is defined. Then each vk has norm 1. If k < l,

then (v0
l , vk) =

°
ul −

Pl−1
j=1 (ul , vj )uj , vk

¢
= (ul , vk) − (ul , vk) = 0. This proves

the orthogonality.
7. Define F on each uα to be the vector vβ given in the statement of the problem,

and extend F linearly to a mapping defined on the linear span V of {uα}. Corollary
12.8c shows that kF(u)kH2 = kukH1 for u in V . Corollary 12.8b shows that V is
dense. Proposition 2.47 shows that F extends to a bounded linear operator from H1
into H2 satisfying kF(u)kH2 = kukH1 for u in H1. Arguing in the same way with
F−1 proves that F is onto H2. The second conclusion follows by using Proposition
12.11.
8. In (a), the boundedness is elementary, and the operator norm is k f k∞. In (b),

the adjoint is multiplication by the complex conjugate of f .
9. The linear span V of {xn} is a separable vector subspace. Suppose that it is not

dense. Choose by Corollary 12.15 a member x∗ 6= 0 of X∗ with x∗(V ) = 0. Since
{x∗
n } is dense, choose a subsequence {x∗

nk } with x
∗
nk → x∗. Then

kx∗ − x∗
nkk ∏ |(x∗ − x∗

nk )(xnk )| = |x∗
nk (xnk )| ∏ 1

2kx
∗
nkk.

Since the left side tends to 0, so does the right side. Thus x∗
nk tends to 0, and x

∗ = 0,
contradiction.
10. The dual of C(X) is M(X). Define a linear functional x∗ on M(X) by

x∗(ρ) = ρ({s0}). Then kx∗k = 1, so that x∗ is in M(S)∗. Let δs denote a point mass
at s. If x∗ were given by integration with a continuous function f , then we would
have I{s0}(s) = δs({s0}) = x∗(δs) =

R
S f dδs = f (s). Thus the only possibility

would be f = I{s0}, and this is discontinuous.
11. Let X and Y be normed linear with X complete, and let {Ln} be a family of

bounded linear operators Ln : X → Y such that kLn(x)k ≤ Cx for each x in X .
For each y∗ in Y ∗ with ky∗k ≤ 1, the linear functional y∗ ◦ Ln on X is bounded and
has |y∗(Ln(x))| ≤ Cx . Since X is complete, the Uniform Boundedness Theorem for
linear functionals shows that |y∗(Ln(x))| ≤ Ckxk for all x . Taking the supremum
over y∗ and applying Corollary 12.17, we obtain kLn(x)k ≤ Ckxk, as required.
12. For x in X and y in Y , we have

kLn(x) − Lm(x)k ≤ kLn(x − y)k + kLn(y) − Lm(y)k + kLm(y − x)k
≤ 2Ckx − yk + kLn(y) − Lm(y)k.

Given x ∈ X and ≤ > 0, choose y in Y to make the first term < ≤, and then
choose n and m large enough to make the second term < ≤. It follows that {Ln(x)}
is Cauchy for each x . Since X 0 is complete, L(x) = limn Ln(x) exists for all
x . Continuity of addition and scalar multiplication implies that L is linear. Then
kL(x)k = lim kLn(x)k ≤ lim infn kLnkkxk ≤ Ckxk. Hence kLk ≤ C .
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13. Proposition 12.1 shows that X∗ is a Banach space. We identify the ele-
ments xα in X with their images ∂(xα) under the canonical map ∂ : X → X∗∗.
Corollary 12.18 shows that the element ∂(xα) of X∗∗ has k∂(xα)k = kxαk. The
hypothesis shows for each x∗ that |(∂(xα))(x∗)| = |x∗(xα)| ≤ Cx∗ for a constant
Cx∗ independent of α. Since X∗ is complete, the Uniform Boundedness Theorem
(Theorem12.22) shows thatk∂(xα)k ≤ C for a constantC independentofα. Applying
Corollary 12.18 a second time, we conclude that kxαk ≤ C independently of α.
14. For (a), let u and v have ku − xk ≤ r and kv − xk ≤ r . Then the estimate

k(1− t)u+ tv−xk = k(1− t)(u−x)+ t (v−x)k ≤ k(1− t)(u−x)k+kt (v−x)k =
(1− t)ku − xk + tkv − xk ≤ (1− t)r + tr = r proves the convexity.
For (b), let X be the space of sequences s = {sn} with ksk =

P
n |sn|. Let Ek be

the set of sequences with all sn ∏ 0, with ksk = 1, and with sj = 0 for j ≤ k. If s
and t are two sequences with terms ∏ 0, then ks + tk = ksk + ktk. The convexity
follows, and everything else is easy.
15. Denote open balls in X by BX and open balls inY by BY . The InteriorMapping

Theorem says that L(BX (1; 0)) is open. Hence it contains a ball BY (≤; 0). Put
C = ≤−1. By linearity, L(BX (Cr; 0)) ⊇ BY (r; 0) for every r ∏ 0. Since L is onto Y ,
we can choose x0 in X with L(x0) = y0. Linearity gives L(BX (Cr; x0)) ⊇ BY (r; y0).
For each yn , we can take r = 2kyn − y0k and choose xn in BX (C2kyn − y0k; x0)with
L(xn) = yn . Since yn → y0, xn → x0. Also, we have kxn − x0k ≤ 2Ckyn − y0k.
In this construction if y0 = 0, we could choose x0 = 0, and then the result follows

with M = 2C .
If y0 6= 0, then kynk → ky0k 6= 0 says that kynk ≤ 1

2ky0k only finitely often.
For these exceptional n’s, we can adjust xn when yn = 0 so that xn = 0, and then we
have kxnk ≤ Mkynk for a suitable M and the exceptional n’s. For the remaining n’s,
an inequality kxnk ≤ Mkynk is valid as soon as {xn} is bounded, and {xn} has to be
bounded since it is convergent.
16. It will be proved that the distance from e to X0 is ∏ 1. The set X00 of all

sequences s1, s2 − s2, s3 − s2, . . . such that {sn} is in X is closed under addition and
scalar multiplication. Hence it is a dense vector subspace of X0, and it is enough to
prove that ke − sk ∏ 1 for all s in X00. Let s be in X00, and let c = e − s. Adding
the first n entries gives c1 + · · · + cn = n− sn . Hence |c1 + · · · + cn| ∏ n− ksk. If,
by way of contradiction, kck = 1− ≤ with ≤ > 0, then |cj | ≤ 1− ≤ for all j , and we
have |c1 + · · · + cn| ≤ n − n≤. Thus n − ksk ≤ n − n≤, and we get n≤ ≤ ksk, in
contradiction to the finiteness of ksk.
17. This is immediate from Corollary 12.15 and the previous problem.
18. For (a), let s ∏ 0 have ksk = 1. Then ke − sk ≤ 1, and so |x∗(e − s)| ≤ 1.

Since x∗(e) = 1, this says that |1− x∗(s)| ≤ 1. On the other hand, |x∗(s)| ≤ 1 since
ksk ≤ 1. Thus 0 ≤ x∗(s) ≤ 1. We can scale this inequality to handle general s.
For (b), the two sequences differ by a member of X0, on which the Banach limit

vanishes identically; then (c) follows by iterated application of (b) since the Banach
limit of the 0 sequence is 0.
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In (d), let ≤ > 0 be given. By applying (c), we see that we may adjust the
sequence so that supn sn − infn sn ≤ ≤ and so that the Banach limit is unchanged.
By (a), Banach limits preserve order. Since (inf sn)e ≤ s ≤ (sup sn)e, we have
inf sn ≤ LIMn→∞ sn ≤ sup sn . Since sup sn = (sup sn − lim sup sn) + lim sup sn ≤
(supn − infn) + lim supn ≤ lim supn +≤, we obtain LIMn→∞ sn ≤ lim supn +≤.
Since ≤ is arbitrary, LIMn→∞ sn ≤ lim supn . Similarly lim inf sn ≤ LIMn→∞ sn .
Conclusion (e) is immediate from (d).
20. The parallelogram law gives

2(kx + y + zk2 + ky − zk2) = kx + 2yk2 + kx + 2zk2.

If we set z = 0 in this identity and then set y = 0 in it, we get two relations,
one involving an expression for kx + 2yk2 and the other involving an expression
for kx + 2zk2. If we substitute these relations into the displayed equation for the
terms kx + 2yk2 and kx + 2zk2, we obtain the formula kx + y + zk2 + ky − zk2 =
kx+ yk2+kx+zk2−kxk2+kyk2+kzk2. Substitution of 2kyk2+2kzk2−ky+zk2
for ky − zk2 in this formula gives the desired identity.
21. We have

(x1 + x2, y) =
P

k

ik
4 kx1 + x2 + i k yk2

=
P

k

ik
4 (kx1 + x2k2 − kx1k2 − kx2k2 − kyk2)

+
P

k

ik
4 kx1 + i k yk2 +

P
k
ik
4 kx2 + i k yk2.

Each term of the first line on the right is 0 because
P

k ik/4 = 0, and thus the right
side simplifies to (x1, y) + (x2, y), as required.
22. Induction with the result of the previous problem gives (nx, y) = n(x, y)

for every integer n ∏ 0. Replacing nx by z, we obtain 1
n (z, y) = ( 1n z, y). Hence

(r x, y) = r(x, y) for every rational r ∏ 0. It follows from the definition of ( · , · )
that (−x, y) = −(x, y) and that if the scalars are complex, (i x, y) = i(x, y).
Consequently (r x, y) = r(x, y) if r is in the set D.
23. We are to prove that |(x, y)| ≤ kxkkyk, and we may assume that y 6= 0. If r

is in D, we have

0 ≤ kx − ryk2 = (x − ry, x − ry) = kxk2 − r(y, x) − r̄(x, y) + |r |2kyk2.

Letting r tend to (x, y)
±
kyk2 through members of D, we obtain

0 ≤ kxk2 − 2|(x, y)|2
±
kyk2 + |(x, y)|2kyk2

±
kyk4 = kxk2 − |(x, y)|2

±
kyk2,

and it follows that |(x, y)| ≤ kxkkyk.



778 Hints for Solutions of Problems

24. The Schwarz inequality gives

|r(x, y) − (cx, y)| = |(r x − cx, y)| ≤ k(r − c)xkkyk = |r − c|kxkkyk.

As r tends to c through D, the right side tends to 0, and the left side tends to
|c(x, y) − (cx, y)|. Hence c(x, y) = (cx, y).

25. If Ln → L in B(X,Y ) and xn → x in X , then the triangle inequality gives
|Ln(xn)−L(x)| ≤ |Ln(xn)−L(xn)|+|L(xn)−L(x)| ≤ kLn−Lk|xn|+kLk|xn−x |.
The first term on the right side tends to 0 because |xn| is bounded (being convergent to
|x |) and limn kLn−Lk = 0, and the second term tends to 0 because limn |xn−x | = 0.

26. Since | · | is a continuous function on Y , the equality L(x) = limn Ln(x)
implies |L(x)| = lim supn |Ln(x)| ≤ lim supn(kLnk|x |) = (lim supn kLnk)|x |.
Taking the supremum of this inequality for |x | ≤ 1 yields kLk ≤ lim supn kLnk.
The inequality supn kLnk < ∞ follows from the Uniform Boundedness Theorem
(Theorem 12.22).
For an example with strict inequality, let X = Y = L1(R), and let Ln be multi-

plication by the indicator function of [n,∞). Then the limit operator is L = 0 but
kLnk = 1 for every n.

27. We have |Ln(un) − L(u)| ≤ |Ln(un) − Ln(u)| + |Ln(u) − L(u)|. The first
term on the right side is ≤ kLnk|un − uk, and this tends to 0, since kLnk is bounded
(according to Problem 26) and un → u. The second term on the right side tends to 0
because Ln(u) → L(u) by hypothesis.

Appendix B

1. For (a), the answer is yes. An example is f (z) = |z|2 = x2 + y2. It is
a differentiable function on all of R2, and its first partial derivatives are both 0 at
z = 0. So it has a complex derivative at 0 by Proposition B.1. At a general point
(x, y), f (z) = u(x, y) with v(x, y) = 0. Thus the first partial derivatives of v are 0
everywhere, but the first partial derivatives of u vanish together only at z = 0; so the
Cauchy–Riemann equations are satisfied only when x = y = 0.
For (b), the answer is yes. An example is f (z) = y2. The argument is similar to

the argument for (a).

2. We can parametrize ∞ as t 7→ t (1+ i) for 0 ≤ t ≤ 1. Then the integral equalsR 1
0 t (1+ i) dt = 1

2 (1+ i).

3. Let R be given by a ≤ x ≤ b and c ≤ y ≤ d, and write f (z) = u(x, y) +
iv(x, y). Making use of the continuity of the first partial derivatives of u and v, we
have
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R
@R f (z) dz =

R b
a (u(x, c) + iv(x, c)) dx +

R d
c (u(b, y) + iv(b, y))i dy

−
R b
a (u(x, d) + iv(x, d)) dx −

R d
c (u(a, y) + iv(a, y))i dy

= −
R b
a

R d
c

°
@u
@y + i @v

@y
¢
dy dx +

R d
c

R b
a i

°
@u
@x + i @v

@x
¢
dx dy

=
RR

R
°
i
°

@u
@x − @v

@y
¢
−

°
@u
@y + @v

@x
¢¢
dx dy.

with the last equality following from Fubini’s Theorem (Corollary 3.33). In the
double integral on the right side, the two terms within the inner parentheses are 0 by
the Cauchy–Riemann equations. Thus the integrand is identically 0, and the double
integral is 0.
4. For (a), write z = x + iy with x and y given by the column vectors x =

(x1, . . . , xn) and y = (y1, . . . , yn), and identify the column vector z = (z1, . . . , zn)
with x = (x1, . . . , xn, y1, . . . , yn). Also write f (z) = u(x, y) + iv(x, y). A
candidate for f 0(z0) is a certain n-dimensional row vector with n complex entries,
write we write as a+ ib, the sum of its real and imaginary parts. Temporarily we put
z − z0 = h + ik. We calculate exactly as in the proof of Proposition B.1 except that
z, z0, h, and k are now column vectors rather than numbers. The expression that is to
tend to 0 in the definition of f 0(z0) is

|z|−1
°
f (z) − f (z0) − f 0(z0)(z − z0)

¢

= |z|−1
°
f (z) − f (z0) − (a + ib)(h + ik)

¢

= |x + iy|−1
°
u(x, y) − u(x0, y0) + iv(x, y) − iv(x0, y0) − (a + ib)(h + ik)

¢

= |x + iy|−1
°
u(x, y) − u(x0, y0) − ( a −b )

° x−x0
y−y0

¢ ¢

+ |x + iy|−1i
°
v(x, y) − v(x0, y0) − ( b a )

° x−x0
y−y0

¢ ¢
,

and this tends to 0 in C if and only if

|(x, y)|−1
° ≥

u(x,y)−u(x0,y0)
v(x,y)−v(x0,y0)

¥
−

≥
a −b
b a

¥ ≥
x−x0
y−y0

¥ ¢

tends to 0 in R2. Here
≥
a −b
b a

¥
is a real 2-by-2n matrix, and the fact that the above

expression tends to 0 says exactly that the function (x, y) 7→ (u(x, y), v(x, y)) is
differentiable at (x0, y0) with Jacobian matrix J =

≥
a −b
b a

¥
. The condition that J be

of this form is exactly the condition that J satisfy the matrix equation in the statement
of (a).
For the two equivalences in (b), first suppose that f is complex differentiable at

every point of an open set. Then (a) shows that f is real differentiable at every
point of the open set and that the Cauchy–Riemann equations hold in each variable.
Therefore f is analytic in each variable and by definition is holomorphic on the open
set. Next if f is holomorphic on the open set, then fR isC∞ by TheoremB.50. Since
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f is analytic in each complex variable, the Cauchy–Riemann equations hold in each
variable. The matrix equation in (a) follows, and then (a) shows that f is complex
differentiable at every point of the open set. Finally if fR is C∞ and its Jacobian
matrix satisfies the equality in (a), then (a) shows that f is complex differentiable at
every point of the open set.
5. We have |z|2 = (x21 + x22)/(1− x3)2 = (1− x23)/(1− x3)2 = (1+ x3)/(1− x3).

Then the formulas for x1, x2, x3 are routine.
6. The line through (0, 0, 1) and (x, y, 0) can be parametrized as t 7→ (x, y, 0) +

t (−x,−y, 1). For the value t = x3, this line passes through the point
(x(1 − x3), y(1 − x3), x3) = (x1, x2, x3), and hence the three points in question
are collinear.
7. Stereographicprojectionand the coordinate functionof its inverse aremanifestly

continuous.
8. A plane in R3 is of the form α1x1 + α2x2 + α3x3 = α0 with α21 + α22 + α23 = 1

and 0 ≤ α0. Suppose it meets S. Specializing the equation to (x1, x2, x3) of the form
ϕ−1(z) gives

α1(z + z̄) − α2i(z − z̄) + α3(|z|2 − 1) = α0(|z|2 + 1)

and thus
(α0 − α3)(x2 + y2) − 2α1x − 2α2y + α0 + α3 = 0,

which is trying to be the equation of a circle in the z plane ifα0 6= α3. However, a little
computation shows that the circle degenerates if and only if (α0 + α3)(α0 − α3) ≤
α21 + α22, i.e., if and only if α21 + α22 + α23 ∏ α20. So we must have α0 < 1. In
this case we do have a circle in the z plane. In the case that α0 = α3, we obtain
2α1x + 2α2y = α0 + α3, which is the equation of a line in the z plane. Conversely if
we have a line or a circle in the z plane, we can choose parameters as above and see
that it comes from a the intersection of S with a plane in R3.
9. By the Cauchy Integral Formula this is

R
|z|=1

ez
z dz = ez

Ø
Ø
z=0 = 1.

10. For (a), the function f (z) = sin(2πz) is a counterexample.
For (b), by the Identity Theorem, f (z + 1) = f (z) for all z ∈ C and f (i z + i) =

f (i z) for all z ∈ C. The latter implies that f (z + i) = f (z) for all z. If M denotes
the supremum of f (z) for 0 ≤ Re z ≤ 1 and 0 ≤ Imz ≤ 1, then it follows that
| f (z)| ≤ M everywhere. Liouville’s Theorem implies that f is a constant function.
11. False, false, false, true, as follows:
(a) f (z) = ez with zn = −n.
(b) f (z) = ez with θ = π .
(c) f (z) = e−z4 .
(d) The limit relation forces f to be bounded, Liouville’s Theorem says that f is

constant, and the limit relation says that the constant must be zero.
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12. Apply TheoremB.11 to the interior point−1 with n = 1 and f (z) = ez . Then
the integral equals 2π i f 0(−1) = 2π ie−1.
13. The points in question have a limit point at 0. For z = 1/n, we have n = z−1,

n − 1 = z−1 − 1 = 1−z
z . Thus

1
n(n−1) = f (z) = z2

1−z for those values of z. By the
Identity Theorem, f (z) = z2

1−z everywhere. But the result is not an entire function.
So f does not exist.
14. No. As an even entire function, f (z) satisfies f (−z) = f (z). The power series

expansion
P
anzn of f (z) must then have

P
n an(−z)n =

P
n anzn , and uniqueness

of coefficients forces an = 0 for n odd. Since f 000(0) equals 6 times the coefficient
of z3, f 000(0) must be 0.
15. First solution: For m = n = 1, we have 1

(z−a)(z−b) = 1
a−b

° 1
z−a − 1

z−b
¢
.

Only the term with 1/(z − a) contributes to the integral, and the result is thatR
|z|=1

dz
(z−a)(z−b) = 2π i/(a − b). For general m and n, we can differentiate this

result m − 1 times in a and n − 1 times in b, using Corollary B.15. We obtainR
|z|=1

dz
(z−a)m(z−b)n = 2π i(−1)m−1(m − 1)!(n − 1)!/(a − b)m+n−1.

Second solution. Use Theorem B.11 for a function f (≥ ) of the form 1
(≥−b)power and

the point z = a.

16. For (a), let f (z) = u(x, y) + iv(x, y) and f (z̄) = u#(x, y) + iv#(x, y)
be the decompositions of f (z) and f (z̄) into real and imaginary parts, and denote
by subscripts 1 and 2 the first partial derivatives of these functions in the first
and second variables. The formulas for u# and v# are u#(x, y) = u(x,−y) and
v#(x, y) = −v(x,−y). Then u#1(x, y) = u1(x,−y), u#2(x, y) = −u2(x,−y),
v#1(x, y) = −v1(x,−y), and v#2(x, y) = v2(x,−y), and the equations u1 = v2 and
u2 = −v1 imply u#1 = v#2 and u

#
2 = −v#1. Since analytic functions have continuous

first partial derivatives, the result follows from Corollary B.2.
For (b), if f (z) has a Taylor series expansion f (z) =

P
an(z − z0)n about z0,

then g(z) near z̄0 is given by g(z) =
P
ān(z − z̄0)n and hence is analytic near z̄0.

17. ApplyProblem16. Theentire functions f (z) and f (z̄) are equal on the real axis
and hence are equal everywhere, by the Identity Theorem. Also the entire functions
f (z) and f (−z̄) are equal on the imaginary axis and hence are equal everywhere, by
the Identity Theorem. Putting these conclusions together gives f (z̄) = f (−z̄), from
which we see that f (z̄) = f (−z̄) everywhere and f (z) = f (−z) everywhere.

18. Apply Problem 16. The condition for real z says that f (z̄) = f (z) for real z
and therefore for all z, while the condition for imaginary z says that f (z̄) = − f (−z)
for imaginary z and therefore for all z. Putting these results together gives f (z) =
− f (−z) for all z.
19. This would be immediate from Corollary B.42 except that the stated version

of the corollary assumes the domain of F to be bounded. Nevertheless, the same
proof works: Any line integral

R
∞ F

0(≥ )/F(≥ ) d≥ over a piecewise smoothC1 closed
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curve ∞ is equal to 0 by the Cauchy Integral Theorem, and Corollary B.6 shows that
F 0(z)/F(z) = g0(z) for some analytic function g(z). Hence

d
dz

°
F(z)e−g(z)

¢
= F 0(z)e−g(z) + F(z)e−g(z)(−g0(z)) = 0,

and it follows that F(z)e−g(z) is a constant, say c. Then F(z) = ceg(z). If we write
c = ek for some constant k, then we obtain F(z) = e f (z) with f (z) = k + g(z).
20. For any R < 2, we have | f 0(z)| ≤ R−1 for |z| = R and therefore also for

|z| ≤ R by the MaximumModulus Theorem. Consequently | f 0(z)| ≤ 1
2 for |z| < 2.

If ∞ is a straight line segment from 0 to 1, then f (1) − f (0) =
R
∞ f 0(z) dz. Taking

absolute values gives | f (1) − f (0)| ≤ maximage(∞ ) | f 0(z)|`(∞ ) ≤ 1/2.
21. The function 1/(z f (z)) is analytic for |z| < 1 and has |1/(z f (z))| ≤ 1

everywhere and 1/( 12 f (
1
2 )) = 1. By theMaximumModulus Theorem1/(z f (z)) = 1

everywhere. Thus f (z) = 1/z everywhere.
22. For any positive integer K , the given estimate implies that | f (z)| ≤ A(K R)α

for |z| = K R. Thuswe can takeC = A(K R)α in Cauchy’s estimate (CorollaryB.16)
and get | f (n)(0)| ≤ A(K R)αn! r−n as long as r ≤ K R. Thus for r = 1

2 (K R), we
have | f (n)(0)| ≤ 2nn! A(K R)α−n . Letting K tend to infinity shows that f (n)(0) = 0
for n > α. Since f is given by a convergent power series, all the terms are 0 except
at most the terms cj z j with j ≤ α, and f (z) is a polynomial of degree at most the
integer part of α.
23. If f (z) is analytic in a region containing the closed disk of center 0 and

radius r , then Cauchy’s estimate (Corollary B.16) gives | f (n)(0)| ≤ Kn!r−n , where
K = sup|z|=r | f (z)|. Thus all that is required is that Kr−n ≤ Mn , and this happens
if M = r−1 max{1, K }.
24. (a) Essential singularity, just as with − sin(1/w) at w = 0.
(b) Pole of order 1, just as with 1

1−ez at z = 0.
(c) Pole of order 1. Write w = z − π/4, so that sin z = sin(w + π/4) =

sinw cos(π/4) + cosw cos(π/4) = 1
2
p
2(sinw + cosw)). Still with z = w + π/4,

we have cos z = cos(w + π/4) = cosw cos(π/4) − sinw sin(π/4) =
1
2
p
2(cosw − sinw). Thus sin z − cos z =

p
2 sinw. This has a simple zero at

w = 0, and thus sin z − cos z has a simple zero at z = π/4.
25. We investigate the isolated singularity of f (z) at infinity, i.e., the isolated

singularity of f (1/z) at z = 0. If the singularity is removable, then f is constant (by
Liouville’s Theorem) and is not one-one.
If the singularity is essential, then the Weierstrass result (Proposition B.25) shows

that there exists a sequence {zn} tending to∞ with wn = f (zn) tending to 0. If f −1

exists, then f −1(wn) = zn , and continuity of f −1 at 0 forces f −1(0) = lim zn = ∞,
so that F−1 has a singularity at 0, contradiction.
So the singularity must be a pole. Then Cauchy’s estimate shows that f is a

polynomial, and the Fundamental Theorem of Algebra shows f has degree at most
one.
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26. For j = 1, . . . , r , let Pj ( 1
z−rj ) be the singular part of P(z)/Q(z) about z = rj .

Then P(z)/Q(z) −
kP

j=1
Pj ( 1

z−rj ) has no pole at any of r1, . . . , rk , and there are no

other possibilities for a pole. Hence it is an entire function g(z). It is also the quotient
of polynomials. Its denominator can have no root, and the Fundamental Theorem of
Algebra shows that the denominator is constant. Therefore g(z) is a polynomial.
28. The right side is the sumof the singular parts at each of the poles of P(z)/Q(z).

Thus thedifferenceof the two sides is an entire function that vanishes at infinity. Hence
it is 0.

29. Put Q(z) = (z − r1) · . . . · (z − rn), and define P(z) = Q(z)
nP

k=1

ck
Q0(rk)(z−rk) .

In view of the previous problem,
nP

k=1

P(rk)−ck
Q0(rk)(z−rk) = 0. The singular parts at rk for the

two sides must match, and thus P(rk) = ck for 1 ≤ k ≤ n.
30. Use Proposition B.34, or argue as follows: We may assume that f is not the

0 function. Since f has isolated zeros, we can choose r > 0 so that f (z) 6= 0 for
0 < |z| ≤ r . Define c > 0 to be the minimum value of | f (z)| for |z| = r . For each
t with 0 ≤ t ≤ 1, | f (z) − tc/2| 6= 0 for |z| = r . By the Argument Principle the
integral 1

2π i
R
|z|=r

f 0(z) dz
f (z)−tc/2 is a nonnegative integer that varies continuously with t

for 0 ≤ t ≤ 1. It is ∏ 2 for t = 0, and thus it is ∏ 2 for t = 1. Then it follows that
there are two points z with |z| < r such that f (z) = c/2.
31. Near z0, where f 0

∏(z0) = 0, f 0
∏ is not one-one. Since f 0

∏(z) = 1 + 2∏z,
f 0
∏(z0) = 0 for some |z| < 1 if z0 = −(2∏)−1 has |2∏|−1 < 1, i.e., |∏| > 1

2 . Thus a
necessary condition for f∏ to be one-one is that |∏| ≤ 1

2 . Conversely we show that the
condition |∏| ≤ 1

2 is also sufficient. Arguingby contradiction, suppose f∏(z) = f∏(z0)
with z 6= z0. Then z + ∏z2 = z0 + ∏z02. So (z − z0) + ∏(z − z0)(z + z0) = 0,
1 + ∏(z + z0) = 0, and 2∏ 12 (z + z0) = −1. Taking the absolute value of both
sides shows that 1 = 2|∏| 12 |z + z0| ≤ 1

2 |z + z0| ≤ 1
2 (|z| + |z0|) < 1

2 (1 + 1) = 1,
contradiction.
32. The condition on f implies that f 0(z) is real for all z. By the open mapping

property of analytic functions (Corollary B.35), f 0 is constant. Thus f 0(z) = az+b.
33. Arguing by contradiction, suppose f is not constant. Let @ denote boundary

and ( · )o denote interior. Since f is continuous, f (E) is compact in C. Since a
nonconstant analytic function is an openmapping, f (Eo) is open inC. By continuity,
@( f (Eo) ⊆ f (@E) ⊆ iR. Let H be the open right half plane. Then it follows that
@( f (Eo) ∩ H) = ∅, and hence the open set f (Eo) ∩ H is closed in H . Since H is
connected, f (Eo) ∩ H is empty or equals H . It cannot equal H , being contained in
the compact set f (E). Thus f (Eo)∩H is empty. Arguing similarly with H replaced
by the open left half plane, we conclude that f (Eo) ⊆ iR. This shows that f (Eo) is
not open, contradiction.
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34. The tangent function has tan z = −i(eiz − e−i z)/(eiz + e−i z) Solving w =
−i(eiz − e−i z)/(eiz + e−i z) for z in terms of w yields z = 1

2i log
°−w+i

w+i
¢
for some

branch of the logarithm. We readily check that the derivative of this expression with
respect to w is 1/(w2 + 1), consistently with the case that w is a real number in
(−∞,∞), known from Corollary 1.46b. As with the case of arcsine let us try for
the principal branch of the logarithm. Then the argument of the logarithm must
not be real and ≤ 0. The exceptional case is that −w+i

w+i = r ≤ 0. If we write
w = u + iv, this equation says that u + iv = i(1− r)/(1+ r), hence that u = 0 and
v = (1 − r)/(1 + r). For r ≤ 0, this has |v| ∏ 1. Hence we can use the principal
branch Log as long as we cut out from the plane the pieces of the imaginary axis
corresponding to |v| ∏ 1. In other words, the branch of arctangent that we seek is
given by arctanw = 1

2i Log
°−w+i

w+i
¢
on C − {w

Ø
Ø |Imw| ∏ 1}.

35. For (a), set a0 = b0 = 1. For n > 0, the coefficient of zn in the power series
expansion of f (z)g(z) = 1 is

bn + bn−1a1 + · · · + b1an−1 + 1 = 0.

Thus the desired recursive formula is bn = −bn−1a1 − · · · − b1an−1 − 1.

For (b), the series
∞P

n=1
anzn is absolutely convergent for |z| < r0, and therefore

c(r) =
∞P

n=1
|an|rn is finite-valued for r < r0. As the sum of a power series, c(r)

is continuous as a function of r . Under the assumption that f (z) is not a constant
function, it is strictly increasing with c(0) = 0. Thus there exists a positive number ρ
such that c(ρ) < 1. For any such ρ, f (z) is nonvanishing for |z| < ρ, and therefore

1+
∞P

n=1
bnzn is convergent for |z| < ρ.

36. The given conditions and the Maximum Modulus Theorem imply that the
function f (z)/z is analytic for |z| < 1 and has for each r < 1, | f (z)/z| ≤
sup|≥ |=r | f (≥ )|/r whenever |z| ≤ r . The condition | f (z)| ≤ 1 implies that
sup|≥ |≤r | f (≥ )| ≤ 1, and thus | f (z)/z| ≤ 1 for |z| < 1. Since limz→0 f (z)/z =
f 0(0), this inequality forces | f 0(0)| ≤ 1.
If equality holds, i.e., if either | f (z)| = |z| somewhere or | f 0(0)| = 1, then

| f (z)/z)| attains its maximum somewhere in the interior of the unit disk, and f (z)/z
must be constant. Thus f (z) = cz. Taking absolute values shows that |c| = 1.
37. The Maximum Modulus Theorem shows that | f (z)| ≤ |ez| everywhere for

|z| ≤ 1. Schwarz’s Lemma therefore applies to e−z f (z) on the open unit disk and
shows that |e−z f (z)| ≤ |z| for |z| < 1. Hence | f (z)| ≤ |z||ez|, and | f (log 2)| ≤
(log 2)|elog 2| = 2 log 2.
38. Arguing by contradiction, suppose that α > 1. Since f carries open sets

to open sets, f −1 is an analytic function from f (D) onto D with f −1(0) = 0 and
( f −1)0(0) = 1. By assumption the domain of f −1 contains {|z| < α}. Thus the
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domain of the analytic function g(z) = f −1(αz) contains D, and we have g(0) =
f −1(0) = 0 and |g(z)| ≤ 1 for |z| < 1. By Schwarz’s Lemma |g0(0)| ≤ 1. However,
direct computation gives g0(0) = α( f −1)0(0) = α > 1, contradiction.
39. From the condition | f (eiθ )| ≤ M for 0 ≤ θ ≤ 2π and theMaximumModulus

Theorem, | f (z)| ≤ M for |z| ≤ 1. Since f (0) = f 0(0) = 0, z−2 f (z) is analytic.
This function has |z−2 f (z)| ≤ M for |z| = 1. By the Maximum Modulus Theorem,
|z−2 f (z)| ≤ M for |z| ≤ 1, and | f (z)| ≤ M|z|2.
40. For (a), the inequality follows by dividing | f (z) − g(z)| < | f (z)| through by

| f (z)|. Then |F(z) − 1| < 1 for z in the image of ∞ , and (a) is proved. From (a), it
follows that 0 lies in the unbounded component of the complement of the image of 0,
and n(0, 0) = 0 by Proposition B.29. For (c), the Argument Principle says precisely
that n(0, 0) =

P
j h j n(∞, aj ) −

P
l kln(∞, bl). Since the left side is 0, so is the right

side.
41. The Argument Principle shows that the integral equals 2π i times the number

of zeros of g(z) inside |z| = 1. To compute the number of zeros, we can use Rouché’s
Theorem. For |z| = 1, the term f (z) = 10z8 has | f (z) − g(z)| < | f (z)|, and both
f (z) and g(z) are nonvanishing for |z| = 1. Thus f (z) and g(z) have the same
number of zeros for |z| < 1, counting multiplicities. For f (z), this number is 8, and
thus it is 8 for g(z) also. Hence the given integral equals 16π i .
42. For |z| = 1, the term4z5 dominates the sumof the others. Thus | f (z)−g(z)| <

| f (z)| for |z| = 1 if f (z) = 4z5. Neither f (z) nor g(z) vanishes anywhere with
|z| = 1. The conditions of Rouché’s Theorem are satisfied, and f (z) and g(z) have
the same number of zeros inside |z| = 1. Since f (z) has 5 zeros inside |z| = 1,
counting multiplicities, so does g(z).
43. When |z| = 2, the term 2z5 dominates the sum of the others in absolute value.

Thus f (z) = 2z5 and g(z) = 2z5−6z2+z+1 have | f (z)−g(z)| < | f (z)| for |z| = 2.
In addition, neither f (z) nor g(z) vanishes anywhere for |z| = 2. The conditions of
Rouché’s Theorem are satisfied, and f (z) and g(z) have the same number of zeros
inside |z| = 2. Since f (z) has 5 zeros inside |z| = 2, counting multiplicities, so
does g(z). For |z| = 1, we argue similarly, using f1(z) = −6z2. Again we have
| f1(z) − g(z)| < | f1(z)| for |z| = 1 with neither f1 nor g vanishing anywhere for
|z| = 1. Since f1 has 2 zeros inside |z| = 1, so does g. Thus the number of zeros for
g(z) with 1 < |z| < |2| is 5− 2 = 3.
44. Let P(z) = zn + an−1zn−1 + · · · + a0 be a polynomial of degree n > 0, and

write P(z) as zn + Q(z). Since lim|z|→∞ Q(z)/|z|n = 0, there exists R > 0 such
that |Q(z)|/|zn| < 1 for |z|| ∏ R. Then |zn − P(z)| < |zn| for |z| ∏ R. Applying
Rouché’s Theorem to the standard circle about 0 of radius R and taking f (z) = zn
and g(z) = P(z), we see that P(z) and zn have the same number of zeros, counting
multiplicities, inside the circle |z| = R. That is, P(z) has n zeros inside the circle.
45. By the residue theorem,

R
|z|=2

dz
z2+1 = 2π i

°
Resz=i

° 1
z2+1

¢
+Resz=−i

° 1
z2+1

¢¢
=

2π i
° 1
z+i

Ø
Ø
z=i + 1

z−i
Ø
Ø
z=−i

¢
= 2π i( 12i + 1

−2i
¢

= 0.
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46. The factorization 2z2+3z−2 = (2z−1)(z+2) shows that the only pole inside
C is at z = 1

2 . The Residue Theorem gives
R
C

dz
2z2+3z−2 = 2π iResz= 1

2

1
(2z−1)(z+2) =

2π i limz→ 1
2

z− 1
2

(2z−1)(z+2) = 2π i 1
2( 52 )

= 2π i/5. This problem can also be done more
directly by using the Cauchy Integral Formula.
47. This integral is of the type of Example 1 in Section B11, and the answer is 2π i

times the sum of the residues in the open upper half plane. The roots of z4 + 3z2 + 2
are ±i

p
2 and ±i . We need to compute the residues at i

p
2 and i . These are

Resip2
° 1
z4+3z2+2

¢
= lim

z→i
p
2

1
(z + i

p
2)(z2 + 1)

=
1

(2i
p
2)(−2+ 1)

= i
p
2/4,

Resi
° 1
z4+3z2+2

¢
= lim

z→i

1
(z + i)(z2 + 2)

=
1

(2i)(−1+ 2)
= −i/2.

Thus the integral equals (2π i)(i
p
2/4− i/2) = 2π(1/2−

p
2/4) = 1

2π(2−
p
2).

48. The denominator factors as (x2 + 9)(x2 + 1), and its roots in the upper half
plane are 3i and i . The degree of the denominator is 2 greater than the degree of
the numerator. This is of the type of Example 1 in Section B11. Thus the integral
equals 2π i times the sum of the residues at 3i and i . These residues are respectively

z2−z+2
(z+3i)(z2+1)

Ø
Ø
z=3i and

z2−z+2
(z+i)(z2+9)

Ø
Ø
z=i , which equal

−9−3i+2
6i(−8) = −7−3i

−48i and
−1−i+2
2i(8) =

1−i
16i . The integral is 2π i times the sum of these two complex numbers, namely 5π/12.
49. This is similar to Examples 2 and 3 in Section B11, and the qualitative

conclusion there applies here. The polynomial z2 − 2z + 2 has roots 1± i
p
2, with

z = 1+ i
p
2 as the only root in the upper half plane. The results of those examples

show that the integral equals Im
°
Res1+ip2

° (1+z)eiz
z2−2z+2

¢¢
= Im

° (1+z)eiz
z−(1−i

p
2)

¢
z=1+i

p
2 =

Im
° (2−i

p
2)ei(1−i

p
2)

2i
p
2

¢
.

50. This is 12
R 2π
0

dθ
a+b cos θ , which is of the form in Example 5 in Section B11. If

C denotes the standard unit circle, the substitution z = eiθ and dz = i zeiθ , in which
dθ = −i dz

z , changes it into −i
2

R
C

dz
z(a+ 1

2 b(z+z−1))
= −i

2
R
C

2 dz
bz2+2az+b . The roots of

the denominator in the integrand are z = −a±
p
a2−b2
b , and the one and only root in

the unit disk is −a+
p
a2−b2
b . Thus

R π
0

dx
a+b cos x = −i(2π i)Resz=b−1(−a+

p
a2−b2)

° 1
bz2+2az+b

¢

= 2π
° 1
b(z−b−1(−a−

p
a2−b2)

¢ØØ
z=b−1(−a+

p
a2−b2)

= 2π 1
2
p
a2−b2

= πp
a2−b2
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51. (a) 1
z−1 = −(1+ z + z2 + z3 + . . . ). So f (z) = − 1

z −
∞P

n=0
zn .

(b) 1
1−z = z−1 1

z−1−1 = −z−1 1
1−z−1 = z−1(1 + z−1 + z−2 + z−3 + . . . ). So

f (z) =
∞P

n=2
z−n .

52. For (a), there are three such expansions, valid in the disk |z| < 1, the annulus
1 < |z| < 3, and the annulus 3 < |z|.
For (b) we treat the expansion in the annulus |z| < 1, writing 1

1−z2 =

1 + z2 + z4 + z6 + . . . and 1
3−z = 1

3 (1 + z
3 + ( z3 )

2 + ( z3 )
3 + . . . ). Then the

series has

cn =






0 for n < 0,
3−(n+1) for n > 0 and odd,
1+ 3−(n+1) for n ∏ 0 and even.

53. The function
z

ez−1 − 1+ 1
2 z =

z−ez+1+ 1
2 ze

z− 1
2 z

ez/2(ez/2−e−z/2)
=

1
2 z−e

z+1+ 1
2 ze

z

ez/2(ez/2−e−z/2)

=
1
2 ze

−z/2−ez/2+e−z/2+ 1
2 ze

z/2

ez/2−e−z/2 =
1
2 z(e

z/2+e−z/2)−(ez/2−e−z/2)

ez/2−e−z/2

is the quotient of two odd functions and hence is an even function. Also it is analytic

is a disk about 0. Therefore z
ez−1 − 1+ 1

2 z =
∞P

n=0
bnz2n , and the result follows if we

set bk = (−1)k−1 Bk
(2k)! .

54. The solution of Problem 53 shows that i z
eiz−1 + 1

2 i z = 1
2
i z(eiz/2+e−i z/2)
eiz/2−e−i z/2 =

1
2 z cot(z/2) and hence z cot z = 2i z

e2i z−1 + i z. From the result of Problem 53,

2i z
e2i z−1 = 2i z

° 1
2i z −

1
2+

∞P

k=1
(−1)k−1 Bk

(2k)! (2i z)
2k−1¢ = 1−i z+

∞P

k=1
(−1)k−1 Bk

(2k)! (2i z)
2k

and
z cot z = 1−

∞P

k=1

Bk
(2k)! (2z)

2k .

The desired Laurent series is therefore

cot z = 2
e2i z−1 + z = 1

z −
∞P

k=1

Bk22k
(2k)! z

2k−1.

55. The function f (z) is continuous on each compact subset of U by Proposition
2.21. Hence f (z) is continuous on U . Fix attention on an open disk D in U . If ∞

is any piecewise C1 closed curve in D, then
R
∞ fn(z) dz = 0 by the Cauchy Integral

Theorem. Since the image of ∞ is compact and the convergence of integrands is
uniform on compact sets, we can pass to the limit by Theorem 1.31 and obtainR
∞ f (z) = 0. Since f (z) is known to be continuous, Morera’s Theorem shows that
f (z) is analytic in D. Since D is an arbitrary open disk in U , f (z) is analytic in U .
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56. Let K ⊆ U be compact, and let d be the distance from K to Uc, i.e., the
positive minimum of the distance from x to Uc for x in the compact set K . Let K 0

be the larger compact set {z ∈ U | distance from z to K is ≤ 1
2d}. By assumption

limn fn(z) = 0 uniformly for z ∈ K 0. Let ≤ > 0 be given, and choose N so that n ∏ N
implies | fn(≥ )| ≤ ≤ for all ≥ ∈ K 0. If z is in K , let ∞ be a standard circle of radius
1
2d about z. The complex derivative f

0
n(z) is given by f 0

n(z) = (2π i)−1
R
C

fn(≥ )
(≥−z)2 d≥ ,

according to Theorem B.11. Since ∞ has radius 12d, each point ≥ in the integration
lies in K 0. Thus n ∏ N implies | f 0

n(z)| ≤ 1
2π

≤
( 12 d)2

2π( 12d) = 2≤/d, and { f 0
n(z)}

indeed tends uniformly to 0 for z ∈ K .
57. Arguing by contradiction, suppose that f is not identically 0 and that f (z0) =

0. Choose r > 0 small enough so that {|z − z0| ≤ r} is contained in U and so that f
vanishes for |z − z0| ≤ r only when z = z0. Let ∞ be the standard circle about z0 of
radius r . For each n, 1

2π i
R
∞

f 0
n(z)
fn(z) dz = 0 by the Argument Principle, since each fn

is nowhere vanishing. Since { fn(z)} converges uniformly to f (z) on the compact set
image(∞ ) and since f (z) is nowhere 0 on image(∞ ), {1/ fn(z)} converges to 1/ f (z)
uniformly on image(∞ ). Also Problem 56 shows that { f 0

n(z)} converges uniformly to
f 0(z) on image(∞ ). Thus

© f 0
n(z)
fn(z)

™
converges uniformly to f 0(z)

f (z) , and

lim
n

1
2π i

R
∞

f 0
n(z)
fn(z) dz = 1

2π i
R
∞

f 0(z)
f (z) dz.

We have seen that the left side is 0, and the right side is positive by the Argument
Principle, since f (z0) has been assumed to be 0. This contradiction shows that f (z)
is indeed either nowhere 0 or identically 0.
58. Let K ⊆ U be compact, and let d be the distance from K to Uc, i.e., the

positive minimum of the distance from x toUc for x in the compact set K . Let K 0 be
the larger compact set {z ∈ U | distance from z to K is ≤ 1

2d}. By assumption there
is some constant cK 0 such that | f (z)| ≤ cK 0 for all z ∈ K 0. If z is in K , let ∞ be a
standard circle of radius 12d about z. For f in E , the complex derivative f

0(z) is given
by f 0(z) = (2π i)−1

R
C

f (≥ )
(≥−z)2 d≥ , according toTheoremB.11. Since∞ has radius 12d,

each point ≥ in the integration lies in K 0. Thus | f 0(z)| ≤ 1
2π

cK 0

( 12 d)2
2π( 12d) = 2cK 0/d,

and the derivative f 0(z) of each member f (z) of E is bounded by 2cK 0/d for z ∈ K .
59.
(a) K 0 is certainly bounded, and it is closed by Proposition 2.16. Hence it is

compact. If z0 is in K and |z − z0| ≤ r , then z0 is in K 0 and hence is in U .
(b) From

f (z) − f (z0) = 1
2π i

R
|≥−z0|=r

° 1
≥−z − 1

≥−z0
¢
f (≥ ) dz = z−z

2π i
R
|≥−z0|=r

f (≥ ) d≥
(≥−z)(≥−z0) ,

we obtain | f (z) − f (z0)| ≤ 1
2π |z0 − z| 2πr M

(r/2)(r/2) = (4M/r)|z − z0|.
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(c) We can apply (b) with z0 = z0 = z1 and z = z2 because |z − z0| =
|z2− z1| ≤ δ ≤ r/2. Then we obtain | f (z1)− f (z2)| ≤ 4M|z2− z1|/r ≤ 4Mδ/r ≤
4M(≤r/4M) = ≤.
60. We shall combine Ascoli’s Theorem with a diagonal process. We can choose

an increasing sequence {Kn} of compact sets with unionU such that Kn is contained
in the interior of Kn+1 for each n; namely for each n, we let Kn be the intersection
of the closed disk of radius n about 0 with the set of points at distance ∏ 1/n from
Uc. Let a sequence { fk} of members of E be given. Problem 59 shows that { fk}
is uniformly equicontinuous on K1, and { fk} is by assumption uniformly bounded
on K1. By Ascoli’s Theorem it has a subsequence that is uniformly convergent
on K1. Repeating this process with K2, we can find a further subsequence that is
uniformly convergent on K2 as well. Continuing in this way, we can find successive
subsequences that are uniformly convergent on Kn for each n. Then the sequence
whose nth term is the nth member of the nth subsequence converges uniformly on
each Kn . This subsequence in fact converges uniformly on every compact subset of
U because each compact subset of U lies in some Kn . Indeed, the construction was
arranged so that the interiors of the Kn’s form an open cover ofU , hence of any given
compact subset K of U ; a finite subcover suffices to cover K , and since the Kn’s are
nested, one single such interior covers K .
65. Conclusion (a) is a routine computation. For the first part of (b), take L(z) =

z−z3
z−z4

z2−z4
z2−z3 .

66. ST−1 carries T z2, T z3, T z4 into (1, 0,∞). Then

(T z1, T z2, T z3, T z4) = (ST−1)(T z1) = Sz1 = (z1, z2, z3, z4).

67. For (a), we compute Im
° az+b
cz+d

¢
= Im

°
(az+ b)(cz̄+ d)

¢
= Im(azd + bcz̄) =

(ad − bc)Im z.
For (b) let the transformation be given by the complex matrix

≥
a b
c d

¥
. This trans-

formation carries R ∪ {∞} into R ∪ {∞}, sending 0 to b/d and∞ to a/c. Also the
real derivative with respect to r of r 7→ ar+b

cr+d , which is
ad−bc
(cr+d)2

, has to be real for real
r . Therefore the polynomial function r 7→ (ad − bc)−1(c2r2 + 2cdr + d2), which
is the reciprocal of the derivative, has real coefficients.
Suppose for the moment that d 6= 0. Adjusting the given matrix by a scalar, we

may assume that d > 0. Then (ad−bc)−1d real implies ad−bc real, (ad−bc)−12cd
real implies c real, b/d real implies b real, and ad − bc real implies a real. Also
the computation in (a) shows that ad − bc > 0. This completes the argument when
d 6= 0.
Now suppose that d = 0. Adjusting the given matrix by a scalar, we may assume

that c > 0. Then (ad− bc)−1c2 real implies−bc real and therefore also b real. Also
a/c real implies a real. Again the computation in (a) shows that ad − bc > 0. This
completes the argument when d = 0.



790 Hints for Solutions of Problems

68. This problem can be reduced to Problem 67 by making use of the unique
linear fractional transformation that sends 0, −1, 1 into i , 0,∞ in this order, namely
z 7→ z+1

i z−i , verifying that it carries the unit disk onto the upper half plane.
71. For the last part of (b), the property of being C∞ in a region U is local, and

it holds in any open set where the harmonic function is the real part of an analytic
function. Every point of U has a filled disk about it that lies in U that satisfies this
condition, and hence the harmonic function is C∞ everywhere.
72. The idea is that although v is unknown, its first partial derivatives are known

because of the Cauchy–Riemann equations. Therefore the first partial derivatives are
known for the unknown analytic function F(z) whose real part is u(x, y). Write u1
for @u

@x and u2 for
@u
@y . Along any horizontal segment that lies in U , we must have

F(x2, y) − F(x1, y) =
R x2
x1 (u1 − iu2)(s, y) ds,

and along any vertical segment that lies in U , we must have

F(x, y2) − F(x, y1) =
R y2
y1 (u2 − iu1)(x, t) dt.

Fix the base point z0 = (x0, y0), define F(z0) = u(x0, y0), let σ be any polygonal
path from z0 to z in U with sides parallel to the axes, and define F along σ one
segment at a time, using one or the other of the above two formulas. The main step
is to prove that F(z) is well defined. Once this step is done, we find as in the proof
of Theorem B.40 that F is continuous and has @F

@x = u1 − iu2 and @F
@y = u2 − iu1.

These partial derivatives are continuous and satisfy @F
@x = −i @F

@y . By Corollary B.2
0,

F has a complex derivative at each point and is therefore analytic. (The value of the
complex derivative is f (z) = @F

@z = u1 − iu2.) The real part of F has first partial
derivatives u1 and u2 and therefore equals u except for an additive constant. The
imaginary part of F is a well defined conjugate harmonic function throughout U .
Thus we are to prove that F(z) is well defined. The combinatorial part of the proof

of Theorem B.40 works without change: We take two polygonal paths σ1 and σ2 in
U from z0 to z with sides parallel to the axes and work with ∞ = σ1 − σ2. We are
then able to show that ∞ has a decomposition

∞ =
P

i
n(∞, ai )@Ri .

Using that U is simply connected, we argue exactly as in the last paragraph of the
proof of Theorem B.40 to show that the interior of each Ri for which n(∞, ai ) 6= 0
lies completely in U . From this fact we can see as follows that

R
@Ri f (z) dz = 0,

where f (z) = @F
@x = u1 − iu2: we simply write out

R
@Ri f (z) dz as the sum of the

complex line integrals over each side and proceed as in the solution to Problem 3.
The equality

R
@Ri f (z) dz = 0 follows. Summing over i the product of n(∞, ai ) by

this equality, we obtain
R
∞ f (z) dz = 0. Thus

R
σ1
f (z) dz =

R
σ2
f (z) dz, and F(z)

is well defined.
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73. Problem 71b shows that u has a conjugate harmonic function v defined onR2.
Then (u + iv) ◦ A is analytic as the composition of two analytic functions, and its
real part, namely u ◦ A, is harmonic.
74. SinceU is assumedconnected, the imageofU is connected. Letu(x0, y0) = c,

and let D be an open disk about (x0, y0) lying in D. On D, u is the real part of an
analytic function f , by Problem 71b. If f (z) is not constant on D, then f (z) is an
open mapping, by Corollary B.35. The intersection of f (D) with the real axis is
therefore an open subset of R containing c.
75. If u has a local maximum at (x0, y0), then on some open disk D about (x0, y0),

u has an absolute maximum at (x0, y0). By the previous problem, u is constant on D.
Thus the interior E of the subset ofU where u(x, y) = c is nonempty, as well as open.
Let (x0, y0) be a limit point of E inU , and choose an open disk D0 about (x0, y0) that
lies in U . Since (x0, y0) is a limit point of E , there exists a member (x1, y1) of E in
D0. Since (x1, y1) is in the open set E , there is a disk D00 about (x1, y1) contained in
E and D0. On this disk, u(x, y) = c. Thus the analytic function on D0 of which u is
the real part is constant on D00 and necessarily also on D0. In other words, (x0, y0) is
in E , and E is closed within U . Since U is connected, E = U .
76. By Problem 71b, u(x, y) is the real part of an analytic function f (z) on all of

C. Then e− f (z) is an entire function that takes values in the unit disk. By Liouville’s
Theorem, e− f (z) is constant. Therefore f (z) is constant, and so is its real part u(x, y).
77. Problem 71b shows that u(x, y) is the real part of an analytic function f (z)

for |z| < 1. For r < 1, the Cauchy Integral Formula gives

f (0) = 1
2π i

R
|z|=r z

−1 f (z) dz = 1
2π i

R 2π
0 (reiθ )−1 f (reiθ )ireiθ dθ

= 1
2π

R 2π
0 (u(r cos θ, r sin θ) + iv(r cos θ, r sin θ)) dθ.

Taking the real part of both sides gives u(0, 0) = 1
2π

R 2π
0 u(r cos θ, r sin θ) dθ .

We apply the operation limr↑1 to both sides. Since u is continuous as a func-
tion of two variables, the convergence of u(r cos θ, r sin θ) to u(cos θ, sin θ) is uni-
form in θ . Thus we can put the limit limr↑1 under the integral sign and obtain
u(0, 0) = 1

2π
R 2π
0 u(cos θ, sin θ) dθ , as required.

78. In (a), the matrix equation follows by applying the matrix equation of Problem
4a to each component function fk and lining up the results.
In (b), the (k, `)th entry of JC is @ fk

@z` . This equals
@ fk
@x`

= @ Re fk
@x`

+ i Im @ fk
@x`

, which is
the sum of the (k, `)th entry of J and i times the (k + m, `)th entry. Thus in block
form the first column of J is

≥
Re JC
Im JC

¥
. If we write J =

≥
Re JC ∞

Im JC δ

¥
, apply (a), and

multiply out the block matrices, we find that ∞ = − Im JC and δ = Re JC.
79. This is a matter of combining Problems 4 and 79 with the chain rule (Theorem

3.10) in the real-variable theory. The functions fR and gR are C∞ by Problem 4, and
(g ◦ f )R = gR ◦ fR from the definitions. Since gR ◦ fR is C∞ with Jacobian matrix
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the product of the Jacobian matrices for gR and fR, (g ◦ f )R is C∞, and we have
a formula for its Jacobian matrix. Applying Problem 78, we see that the Jacobian
matrix of g ◦ f satisfies the equation in Problem 78a. Then it follows from Problem 4
that each entry of g◦ f is holomorphic; by definition g◦ f is holomorphic. Combining
the formula for (g ◦ f )R with Problem 78b, we see that the complex Jacobian matrix
of g ◦ f is the product of the complex Jacobian matrices.
80. Statement: Suppose that f is a holomorphic function from an open set E of

Cn into Cn , and suppose that the complex derivative of f is invertible for some a in
E . Put b = f (a). Then

(a) there exist open sets U ⊆ E ⊆ Cn and V ⊆ Cn such that a is in U , b is in
V , f is one-one from U onto V , and

(b) the inverse function g : V → U is holomorphic.
Consequently, the complex Jacobian matrix of g at f (z) is the inverse of the complex
Jacobian matrix of f at z for z ∈ U .
The proof consists in reducing matters to Theorem 3.17 by using Problems 4, 78,

and 79.
81. The statement is just the analog of Theorem 3.16 with complex variables

replacing real variables. The proof comes by imitating the proof that Theorem 3.17
implies Theorem 3.16.
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INDEX OF NOTATION

See also the list of Standard Notation on page xxv. In the list below, items
are alphabetized according to their key symbols. For letters the order is italic
lower case, Roman lower case, italic upper case, Roman upper case, script, and
blackboard bold. Next come items whose key symbol is Greek, and then come
items whose key symbol is a nonletter. The last of these are grouped by type.

an, 62
arccos, 79
arcsin, 52
arctan, 52
A(D), 573
bn, 62
B(r; x), 84
B(S), 88, 317, 571
B(S, C), 88
B(S, R), 88
B1, 335
BN , 335
B(X), 537
B(X,Y ), 320, 574
B0(X), 553
BN (K ), 350
BN (V ), 353
c, 572
c0, 572
cn, 62, 373
card, 627
cos, 47, 640
C∞, 143
Ck, 143
C(S), 101, 317, 513, 571
C(S, C), 101, 561
C(S, R), 101, 561
C0(X), 558, 572

C∞(E), 143
Ck(E), 143
Ccom(X), 338, 352, 535, 572
CN ([a, b]), 572
d, 41
d2, 75
d(x, y), 84
dx, 336
dω, 364, 540, 567
D, 422
D(x, A), 97
Dj , 423, 702
DN , 69
e, 47
eA, 149
ej , 616
exp, 47, 149, 640
E[ f |B], 487
Fσ , 541
F, 412
F, 136
Fn, 616
Gδ, 541
H, 435
H1, 439
H∞(D), 573
inf, 3, 6
IE , 173, 277
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IE(s), 278
J, JE , 714
Jp(t), 260
KN , 71
K(X), 539
`(∞ ), 183, 189
`(∞ (P)), 183
`2, 88
`
p
n , `p, 572
lim, 5, 99, 633
lim inf, 7
lim sup, 7
log, 49, 660
Log, 660
L1, 90, 317
L2, 90, 317
L∞, 317
Ln, 594
L(y), 243
L(P, f ), 27, 163
L p(X), L p(X,A, µ), L p(X, µ),

317, 572
m, 272, 336
mR( f ), 163
M(a + bi), 633
M(X), 572
M(X, C), 563
M(X, R), 561
MR( f ), 163
n(∞, z0), 663
oscg(x0), 121, 169
p0, 450
X = P ∪ N , 459
P(∏), 243
P(x, t), Pt(x), 433
Pr (θ), 81, 392, 430
Q(D), 422
Q(x, ε), Qε(x), 436
Qn(a1, . . . , aN ), 340
Q×, 135
Qp, 134

Q×
p , 135

R[a, b], 27
R(A), 163
R∗, 6, 86
Res f (z0), 674
sN ( f ; x), 63, 373
sin, 47, 640
sup, 2, 5
Sn, 127, 364
S(P, {ti }, f ), 39
S(P, {tR}, f ), 165
S, 423
S(RN ), 423
Tr X, 150
T, 491
T ∗, 504
uj , 616
U(P, f ), 27, 163
V ( f ), 393
V ∗( f ), V−( f ), 385
Zp, 135

Greek
|α|, α!, 702
0(s), 361
1, 214, 430
1xi , 27
≥(s), 428
∂, 591
∏ f , 388
µ∗, µ∗, 290, 291
µ f , 388
µ(P), 27, 163, 186
[dµ], 284
∫ = f dµ, 288
σn, 54
σr , 54
τx , 341
ϕε, 350
ƒ, 330
ƒN , 364
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Isolated symbols and signs
∈, 604, 605
∞, 5
⊆, ⊇, 605
+∞, −∞, 6
r+, r−, 385
∫+, ∫−, 458
∼, 63, 373
ø, 460
⊕, 578
∇, 201

Subscripts and superscripts
X∗, 129, 493, 504, 574
f ∗(x), 366
M⊥, 577
L∗, 586
x∗, 586
Acl, 93
Ao, 93
2A, 605
Dα, 702
zα, 702

Operations on sets
A× B, 302
X/∼, 494, 520
↑, ↓, 304
BA, 606S

x∈S Ax ,
T

x∈S Ax , ×x∈S Ax , 607
E1F, 269
Ex , 303
Ey, 303

Operations on functions
f −1, 608
f ∗ g, 213, 344, 372
µ × ∫, 306
bf , 412
f +, f −, 275

Integrals
R
a
b
f dx,

R b
a
f dx, 27

R
A f dx,

R
A
f dx, 163

R b
a f dx, 27, 30R
A f dx, 163R
E f dµ, 278R
E f (x) dµ(x), 278
R

R
A f dx, 318R

∞ f ds, 186R
∞ f · ds, 195R
[a,b] f dα, 216R
∞ f (z) dz, 637
PV

R ∞
−∞, 679

Intervals
(a, b), 3
[a, b], 3
[a, b), 3
(a, b], 3

Specific functions
( · , · )2, 75
k · k2, 75, 315
| · |, 85, 137, 139, 163, 275, 563
x · y, 85
( · , · ), 90, 573
k · k, 91, 137, 315, 563, 571, 573
| · |p, 134
k · k1, 315
k · k∞, 315
k · ksup, 317
k · kBV , 385
k · kp, 449



798 Index of Notation

Other
(a, b), [a, b], [a, b), (a, b], 3
[Mi j ], 616
(X, T ), 491
an → a, 5, 99
@ fi
@xj , 140£ @ fi
@xj

§
, 141

Pn
j=1 aj (x1, . . . , xn)

@
@xj , 234

(X,A, µ), 274
(D,≤), 514
{xα}, 514
α 7→ xα, 514
[zn+1], 666
(z1, z2, z3, z4), 712
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a.e., 284
Abel summable, 54
Abel sums, 54
Abel’s Theorem, 55
Abelian theorem, 56
absolute value, 613
absolutely continuous
measure, 460
monotone function, 407
Stieltjes measure, 407

abstract rectangle, 302, 335
additive set function, 270
bounded, 458

adjoint, 586
Alaoglu’s Theorem, preliminary form, 320, 558
algebra, 125
algebra of sets, 268
almost every, 284
almost everywhere, 284
almost period, 132
almost periodic, 132
Bochner, 132
Bohr, 132

alternating series test, 19
analytic function, 470, 635
annulus, 202, 696
approximate identity, 59, 60, 350
arc length
cumulative, 185, 190
definition, 182
formula, 189
with Lebesgue integral, 326

arc, simple, 182
arccosine, 79
archimedean property, 4
arcsine, 52, 661
arctangent, 52, 708
area of sphere, 364
area of surface, 210

argument, 663
Argument Principle, 701, 709
global form, 689
local form, 670

arithmetic operations, 105
arithmetic-geometric mean inequality, 215
Ascoli–Arzelà Theorem, 527
Ascoli’s theorem, 22, 122, 264, 711
associated Stieltjes measure, 382
Axiom of Choice, 607
axiom of countability, 499

Baire Category Theorem, 119, 122, 530
Baire function, 554
Baire measurable function, 554
Baire measure, 555
Baire set,, 553
ball, open 84
Banach limit, 600
Banach space, 571
quotient, 599
reflexive, 591

Banach–Steinhaus Theorem, 593
base
countable local, 499
for metric space, 107
for topology, 495
local, 499

basis
of vector space, 623
standard, 616

Bernoulli numbers, 710
Bessel function, 260, 265
Bessel’s equation, 259
Bessel’s inequality, 67, 373, 581
binomial coefficient, xxv
binomial series, 53, 56, 665
Bochner almost periodic, 132
Bochner’s Theorem, 444
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Bohr almost periodic, 132
Bolzano–Weierstrass property, 109, 110
Bolzano–Weierstrass Theorem, 9, 109
Borel complex measure, regular, 563
Borel function, 335, 354, 356, 553
Borel measurable, 275, 335
Borel measurable function, 553
Borel measure, 337, 354, 356, 539
purely irregular, 568
regular, 337, 354, 356, 539

Borel set, 273, 335, 353, 356, 537, 553
Borel signed measure, regular, 561
bound
greatest lower, 3
least upper, 2
lower, 3
upper, 2

boundary cycle, 694
bounded, 527
bounded additive set function, 458
bounded, essentially, 316
bounded function, 88
bounded interval, 3
bounded linear operator, 319, 573
bounded operator, 319
bounded pointwise, 22, 122, 527
bounded set, 3, 539
bounded uniformly, 22, 122, 527
bounded variation, 384, 393
branch, 661
of logarithm, 660
of nth root, 661

Ck function, 143
C∞ function, 143
canonical expansion of simple function, 277
canonical extension of measure, 297
canonical map, 591
Cantor, 629
Cantor diagonal process, 24, 510
Cantor function, 382
Cantor measure, 392, 569
Cantor set, 119, 328, 381, 569
standard, 119

cardinal number, 627
cardinality, 627
Cartesian product, 606, 607
catenary, 215
Cauchy criterion, 10

uniform, 18
Cauchy Integral Formula
application, 652, 658
general form for disk, 665
global form, 688
local form, 648

Cauchy Integral Theorem, 416
application, 649, 665, 671, 675, 688, 689,
696

global form, 685
homology form, 694
local form, 645
statement, 641

Cauchy principal value, 679
Cauchy sequence, 9, 113
uniformly, 18

Cauchy–Peano Existence Theorem, 264
Cauchy–Riemann equations, 417, 436, 470,

634, 635
Cauchy–Schwarz inequality, 614
Cauchy’s estimate, 653
center, 702
Cesàro summable, 54
Cesàro sums, 54, 409
chain, 623
equality, 204
piecewise C1, 641, 682

chain rule, 145
change-of-variables formula, 37, 173, 358
character multiplicative, 445
characteristic function, 173, 277
characteristic polynomial, 243, 249
Chebyshev’s inequality, 389
circle, 633
standard, 638
unit, 633

class, 605
equivalence, 614

class Ck , 143
class C∞, 143
closed curve, 199
simple, 199

closed disk, 633
closed geometric rectangle, 162
Closed Graph Theorem, 598
closed interval, 3, 6
closed map, 531
closed polydisk, 702
closed polygon, 207
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closed rectangle, 162
closed set, 3, 93, 491
closed subspace, 103
closed unit disk, 128
closed vector subspace, 105
closure, 94, 491
cofactors, 618
cofinal, 517
collection, 605
compact metric space, 109
compact set, 109, 502
compact topological space, 502
compactification, one-point, 505
complement, 605
complete metric space, 114
completely additive set function, 270

σ -finite, 273
completeness of L p , 321, 453
completion of measure space, 298, 328
completion of metric space, 129, 134
complex conjugation, 613
complex derivative, 633, 649, 705
complex differentiable, 705, 713
complex Euclidean space, 86
complex Jacobian matrix, 705, 713
complex line integral, 637
formula, 638
of a complex derivative, 639

complex measure, regular Borel, 563
component, 532
connected, 118

component rectangles, 163
components of a function, 140
composition, 608
conditional expectation, 487
conjugate harmonic function, 712
conjugate Poisson integral, 436
conjugate Poisson kernel, 436
conjugation, complex, 613
connected, 531
locally, 132
locally pathwise, 132

connected component, 118, 532
connected metric space, 116
connected set, 116
conservative vector field, 201
constant coefficients, 243, 246
constant loop, 692
content 0, 168

continuity
at a point, 96
uniform, 112

continuous derivative on a closed interval, 611
continuous from the left, 377
continuous from the right, 377
continuous function, 10, 97, 492
uniformly, 11

continuous linear functional on L p , 464
continuous periodic, 68
continuous singular Stieltjes measure, 406
continuous vector field, 194
contraction mapping, 132
contraction mapping principle, 132
converge, 512, 515
uniformly on compact sets, 710

convergence
norm, 320
uniform, 17
weak-star, 320, 393, 443, 485

convergent sequence, 5, 98
convolution, 59, 213, 344, 372, 456
of measures, 443

cosine, 47
countable, xxv, 107
countable local base, 499
countable ordinals, 330
countably additive set function, 270
counting measure, 272
cover, 107, 152
Cramer’s rule, 618
critical point, 361
critical value, 361
cross ratio, 712
cumulative arc length, 185, 190
curve, 181, 234
integral, 234
parametrically defined, 181
piecewise C1, 199
simple closed, 199

cut, 2
cycle, 683
boundary, 694

cycloid, 193

defined implicitly, 154
definite, 90
degree of polynomial, 618
delta mass, 380
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delta measure, 380
dense, 107
dense set, 499
derivative, 141
at endpoint of interval, 611
complex (see complex derivative)
on a closed interval, 611
partial, 140

determinant, 617
Wronskian, 240

diadic cube, 340
diagonal process, 24
diffeomorphism, 162
difference, 605
differentiable, 140
infinitely, 46
periodic, 68

differential equation
existence theorem for ordinary system, 224,
264

first-order ordinary linear, 263
ordinary, 218
ordinary homogeneous linear, 219, 236
ordinary inhomogeneous linear, 236
ordinary linear, 219, 236
system of ordinary, 223
uniqueness theorem for ordinary system, 228

differential, total, 154
differentiation implicit, 154
differentiation of integrals, 35, 367, 401, 408
strong, 479, 486

differentiation of monotone functions, 397
differentiation of series of monotone functions,
400

dilation, 341, 488
Dini’s test, 70, 374
Dini’s Theorem, 79, 133, 529, 541
direct image, 609
directed set, 514
Dirichlet kernel, 69
Dirichlet–Jordan Theorem, 386
discrete metric, 88
discrete topology, 492
disk, 128, 214, 633
distance, 41, 75, 84
to a set, 97

distribution function, 377, 389
Divergence Theorem, 211
divide, 619

Division Algorithm, 619
divisor, 619
greatest common, 620

domain, 606
Dominated Convergence Theorem, 289
dot product, 85, 617
doubly infinite sequence, 5
dual diagonal, 468, 469
dual group of finite abelian group, 445
dual index, 450, 575
dual of normed linear space, weak-star

topology, 493
dual space, 320, 574

Egoroff’s Theorem, 329, 566
element, 604, 605
elementary matrix, 175
elementary set, 269
entire function, 635
entity, 604
equal chains, 682
equality of chains, 204
equicontinuous, 22, 122, 262, 265, 526, 527
uniformly, 22, 122

equivalence class, 614
equivalence relation, 614
essential bound, 316
essential singularity, 659
essential supremum, 316
essentially bounded, 316
Euclidean algorithm, 620
Euclidean norm, 85, 86
Euclidean space, 85, 571
complex, 86

Euler’s equation, 257
eventually, 98, 512, 514
everywhere dense, 107
existence theorem
complex line integral, 636
integral curves, 234
integral with respect to arc length, 186
line integral, 195
system of ordinary differential equations
224, 264

expansion by cofactors, 618
expectation, conditional, 487
exponential, 47
of a matrix, 149

extended real number, 6, 86
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Extension Theorem, 274, 289, 307, 538, 551

Fσ , 541
factor of polynomial, 619
Factor Theorem, 619
family, 605
fast Fourier transform, 429, 445
Fatou’s Lemma, 288
Fatou’s Theorem, 372, 433
Fejér kernel, 71
Fejér’s Theorem, 73, 375, 409
field of scalars, 315
filled rectangle, 633
filled triangle, 633
filter, 332
finest topology, 494
finite abelian group, Fourier analysis on, 445
finite interval, 3
finite limit for derivative at endpoint, 611
finite measure space, 274
finite-intersection property, 110, 503
first axiom of countability, 499
first category, 120
first countable, 499
first-order linear ordinary differential equation,

263
flip, 176
Fourier coefficient, 63, 373
Fourier inversion formula, 418
Fourier series
almost everywhere convergence
of Cesàro sums, 409

Bessel’s inequality, 67, 373
convergence in L p , 487
convolution, 213
Dini’s test, 70, 374
Dirichlet–Jordan Theorem, 386
divergence for a continuous function, 594
failure of some sequence vanishing at
infinity to occur, 597

Fejér’s Theorem, 73, 375
localization, 71
Parseval’s Theorem, 74, 376
Riemann–Lebesgue Lemma, 67, 373
Riesz–Fischer Theorem, 376
uniqueness theorem, 73, 78, 376
with harmonic functions, 262
with Lebesgue integral, 373
with Riemann integral, 63

Fourier transform, 412
fast, 429, 445
for finite abelian group, 445
of measure, 444

Fourier–Stieltjes coefficient, 387
Fourier–Stieltjes series, 387
frequently, 514
Fubini’s Theorem, 15, 171, 173, 307, 309,

653, 703
Fubini’s theorem on differentiation of series

of monotone functions, 400
function, 606
functional linear, 319
Fundamental Theorem of Algebra, 113, 622,

653, 709
Fundamental Theorem of Calculus, 35, 367,

401, 408

Gδ , 541
gamma function, 361, 391
gap, 533
Gauss’s Theorem, 211
geometric rectangle, 162, 302, 335
closed, 162

Goursat’s Lemma, 642
gradient, 201
Gram determinant, 599
Gram matrix, 599
Gram–Schmidt orthogonalization process,

580, 599
graph, 328
greatest common divisor, 620
greatest lower bound, 3
Green’s Theorem, 416, 704
first form, 205
for annulus, 206
for closed rectangle, 203
for simple closed polygon, 208

Hahn decomposition, 459
Hahn–Banach Theorem, 587
half space
Poisson integral formula, 433
Poisson kernel, 433

half-open interval, 3, 6, 500
Hardy–Littlewood maximal function, 368,

441, 486
Hardy–Littlewood Maximal Theorem, 366,

371, 478
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harmonic function, 214, 372, 392, 430,
470, 485

conjugate, 712
unit disk, 262, 265, 567

Hausdorff, 106, 496
Hausdorff–Young Theorem, 475, 488
hedgehog space, 89
Heine–Borel Theorem, 109, 111
helix, 215
Helly–Bray Theorem, 444, 489, 557
Helly’s Selection Principle, 79
Herglotz’s Theorem, 567
Hermitian inner product, 86, 90
Hermitian symmetric, 90
Hilbert cube, 89
Hilbert space, 573
dimension, 584

Hilbert transform, 435, 481
existence almost everywhere, 486

Hilbert–Schmidt norm, 139
Holder’s inequality, 450
holomorphic, 702, 714
homeomorphism, 97, 492
homogeneous function, 213
homogeneous linear ordinary differential

equation, 219, 236, 263
homotopic, 692
Hurwitz’s Theorem, 710

Identity Theorem, 657
image, 606, 617
direct, 609
inverse, 609

imaginary part, 613
implicit differentiation, 154
Implicit Function Theorem, 156
index, 663, 683
indicator function, 173, 277
indicial equation, 257, 258
indiscrete space, 88
infimum, 3
infinite Taylor series, 45
infinitely differentiable, 46
infinity, 5, 6
vanish at, 558

inhomogeneous linear ordinary differential
equation, 236

initial condition, 221
inner measure, 291

inner product, 90, 573
Hermitian, 86

inner-product space, 90
pseudo, 91

inside
of circle, 633
of rectangle, 633
of triangle, 633

integrable, 278, 312
Lebesgue, 278
Riemann, 27, 42, 163
uniformly, 329

integrable vector-valued function, 310, 313
integral curve, 234
integral
Lebesgue, 278
Riemann, 42
Stieltjes, 195, 216

integral with respect to arc length
existence, 186
formula, 192

integration by parts, 37, 68, 382
interchange of limits, 13
interior, 93, 491
Interior Mapping Principle, 595
Intermediate Value Theorem, 12, 117
intersection, 605
interval, 3, 6
inverse function, 608
Inverse Function Theorem, 157, 612, 659, 668
inverse image, 609
irregular singular point, 262
isolated singularity, 658
isometric, 129
isometry, 128

Jacobian matrix, 141
Jessen–Marcinkiewicz–Zygmund, 486
Jordan and von Neumann Theorem, 576, 601
Jordan block, 247
Jordan decomposition, 458
Jordan form, 247
Jordan normal form, 248

kernel
Dirichlet, 69
Fejér, 71
of linear function, 617
Poisson, 81
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L p completeness, 321, 453
L p dual, 464
L p norm, 449
L p translation, 347, 457
Lagrange interpolation polynomial, 708
Lagrange multipliers, 215, 450
Laplace equation, 214, 430, 470
Laplacian, 214, 430, 712
Laurent series, 697, 710
least upper bound, 2, 624
Lebesgue constant, 594
Lebesgue decomposition, 406, 463
Lebesgue integral, 278
Lebesgue measurable, 275, 298, 301, 343
Lebesgue measure, 119, 272, 336, 341
Lebesgue set, 409
Lebesgue’s theorem on differentiation of

monotone functions, 397
Legendre polynomial, 256
Legendre’s equation, 255
Leibniz test, 19
length, 119
definition for arc, 182
formula for arc, 189

lexicographic ordering, 533
limit, 5, 512, 515, 633
Banach, 600
of a sequence, 99
point, 3, 94, 491
uniform, 17

limits, interchange of, 13
Lindelöf space, 500
line integral, 195, 200
existence, 195
formula, 196

linear fractional transformation, 711
linear function, 616
linear functional, 319, 574
norm, 464
positive, 537

linear map, 616
linear operator, 319, 573
bounded, 319, 573
continuous, 319

linear ordinary differential equation, 219, 236
constant coefficients, 243
homogeneous, 263

linear transformation, 616

Liouville’s Theorem, 653
Lipschitz condition, 224
local base, 499
countable, 499

localization of Fourier series, 71
localization of Lebesgue integral, 282
locally compact, 504
locally connected, 132, 532
locally finite open cover, 532
locally pathwise connected, 132, 532
logarithm, 49
branch, 660

logarithmic spiral, 215
long line, 533
loop based at a point, 692
lower bound, 3
greatest, 3

lower Riemann integral, 27, 163
lower Riemann sum, 27, 163
lower semicontinuous, 530
lower-dimensional set, 363
Lusin’s Theorem, 566

main diagonal, 468, 469
manifold, smooth, 209
manifold-with-boundary, smooth, 209
map, 606
linear, 616

mapping, 606
Marcinkiewicz Interpolation Theorem, 478
matrix, 616
elementary, 175
Jacobian, 141
Jordan form, 248
Wronskian, 240

maximal element, 623
maximal function, 368
Hardy–Littlewood, 368

Maximum Modulus Theorem, 471, 658
maximum principle, 470
Mean Value Theorem, 610
measurable, Borel, 275, 335
measurable function, 274
Baire, 554
Borel, 553

measurable, Lebesgue, 275, 298, 301, 343
measurable set, 274, 277, 293, 302
measurable vector-valued function, 311
measure, 271
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absolutely continuous, 460
absolutely continuous Stieltjes, 407
associated Stieltjes, 382
Baire, 555
Borel, 337, 354, 356, 539
Cantor, 392, 569
counting, 272
delta, 380
inner, 291
Lebesgue, 272, 336, 341
outer, 291
product, 306
purely irregular Borel, 568
regular Borel, 337, 354, 356, 539
regular Borel, complex 563
regular Borel, signed 561
signed, 458
singular, 463
singular Stieltjes, 406
Stieltjes, 377

measure 0, 167, 301
measure space, 274
completion, 298, 328
finite, 274
σ -finite, 274

member, 605
meromorphic function, 659
mesh, 27, 163, 186
metric, 84
discrete, 88
hedgehog, 89
product, 104
uniform, 88

metric space, 84
complete, 114
completion, 129, 134
connected, 116

metric subspace, 103, 105
metric topology, 491
metrizable, 525
Minkowski’s inequality, 451
for integrals, 323, 454

monotone class, 304
Monotone Class Lemma, 304, 305
Monotone Convergence Theorem, 15, 286, 287
monotone increasing, 377
monotone sequence, 5
monotone set function, 543
Morera’s Theorem, 652, 653

multi-index, 702
multiplication formula, 413
multiplicative character, 445
multiplicity, 27
of a root, 622

multiplier, 422
multiplier operator, 422

negative, xxv
negative variation, 385
neighborhood, 491
of a point, 93
of a subset, 93

net, 514
universal, 517

Newton’s method, 78
nonnegative set function, 270
norm, 91, 467, 477, 571
convergence, 320
essential supremum, 316
Euclidean, 85, 86
Hilbert–Schmidt, 139
L p , 449
of linear functional, 464
operator, 137, 319, 477, 573
supremum, 317
total-variation, 563
uniform, 317
weak-type, 477

normal, 106, 496
normal family, 710
normed linear space, 317, 571
finite-dimensional, 571
pseudo, 316
weak topology, 493
weak-star topology on dual, 493

nowhere dense, 119
nth root, branch, 661
null space, 617
number
extended real, 6
real, 2

one-one, 608
one-point compactification, 505
onto, 608
open ball, 84
open cover, 107, 500
locally finite, 532
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open disk, 633
open interval, 3, 6
open mapping, 520
open mapping property, 673
open neighborhood, 93, 491
open polydisk, 702
open rectangle, 163
open set, 3, 84, 491
open subcover, 107, 500
open subspace, 103
open unit disk, 214
operator
bounded linear, 319
continuous linear, 319
linear, 319, 573
multiplier, 422
norm, 137, 319, 467, 477, 573
self-adjoint, 586
sublinear, 476

order, 218, 223
order complete, 533
order of pole, 659
order of zero, 657
order topology, 533
ordered pair, 605
ordering
lexicographic, 533
partial, 623
simple, 623
total, 533, 623

ordinals, countable, 330
ordinary differential equation, 218
constant coefficients, 243
existence theorem, 224, 264
first-order linear, 263
homogeneous linear, 219, 236, 263
inhomogeneous linear, 236
linear, 219, 236
uniqueness theorem, 228

ordinary differential equations system, 223
with constant coefficients, 246

orientation-preserving, 182
orientation-reversing, 182
orthogonal, 90, 577
orthogonal complement, 578
orthogonal projection, 580
orthonormal, 579
orthonormal basis, 582
orthonormal set, maximal, 582

oscillation, 121, 169, 530
Osgood’s Lemma, 703
outer measure, 291
outside
of circle, 633
of rectangle, 633
of triangle, 633

p-adic numbers, 134
pair
ordered, 605
unordered, 605

parabola, 215
parallelogram law, 576
parameters, 233
parametrically defined curve, 181
Parseval’s equality, 582
Parseval’s Theorem, 74, 376
partial derivative, 140
partial fractions, 707
partial ordering, 623
partition, 26, 163
partition of unity, 152, 532
path, 117, 181, 234, 531
pathwise connected, 117, 531
locally, 132

periodic, 63
Picard iteration, 222
Picard–Lindelöf Existence Theorem, 224
piecewise C1 chain, 204, 641, 682
piecewise C1 curve, 199
Plancherel formula, 419
point, 605
point mass, 380
pointwise bounded, 22, 122, 527
Poisson integral, 393
conjugate, 436
formula for half space, 433
formula for unit disk, 392, 430, 485

Poisson kernel, 81
conjugate, 436
for half space, 433
for unit disk, 430

Poisson Summation Formula, 427, 446
polar coordinates, 175, 360
polarization, 577
pole, 658
order of, 659
simple, 659
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polydisk, 702
polygon, 633
polynomial
characteristic, 243, 249
in one indeterminate, 618
Legendre, 256
prime, 621

polyradius, 702
positive, xxv
positive definite function, 444
positive linear functional, 537
positive variation, 385
potential theory, 391
power series, 45, 46
prime polynomial, 621
primitive mapping, 176
principal branch, 660, 661
probability, 173, 277, 377, 487, 535
product
Cartesian, 606, 607
dot, 85, 617
inner, 90, 573
measure, 306
metric, 104
topology, 492, 507

product of metric spaces, 104
product of sets, 606
product of σ -algebras, 302
projection, orthogonal, 580
Projection Theorem, 578
pseudo inner-product space, 91
pseudo normed linear space, 316
pseudometric, 84
pseudometric space, 84
pseudonorm, 91, 315
purely finitely additive, 485
purely irregular Borel measure, 568
Pythagorean Theorem, 576

quotient map, 494, 520
quotient space of a Banach space, 599
quotient topology, 492, 494, 520

radius of convergence, 45, 79
Radon–Nikodym Theorem, 460, 465, 487, 556,

564
range, 606
rank, 617
real number, 2

real part, 613
rearrangement, 12
rectangle, 162, 302, 303, 335, 633
abstract, 302, 335
closed, 162
closed geometric, 162
filled, 633
geometric, 302, 335
open, 163

rectifiable, 183, 325
reduction of order, 263
refinement, 163
of partition, 28

reflexive, 614, 623
reflexive Banach space, 591
region, 200, 635
region under a graph, 328
regular, 106, 272, 496
regular Borel complex measure, 563
regular Borel measure, 337, 354, 356, 539
regular Borel signed measure, 561
regular singular point, 256
relation, 606
equivalence, 614
function, 606
set, 522

relative topology, 495
relatively dense, 132
removable singularity, 654
Removable Singularity Theorem, 654
reparametrization, 182
Residue Theorem, 689, 696, 700, 709
restriction, 608
reverse simple arc, 184
Riemann integrable, 27, 42, 163
Riemann integral, 27, 42, 163
Riemann Mapping Theorem, 694
Riemann sphere, 705
Riemann sum, 27, 39, 43, 163, 165
Riemann zeta function, 428, 446
Riemann–Lebesgue Lemma, 67, 373, 418
Riesz, Frigyes and Marcel, 467
Riesz Representation Theorem, 464, 539, 578
Riesz–Fischer Theorem, 376, 421
Riesz–Thorin Convexity Theorem, 467, 468
Riesz’s Lemma, 396
ring of sets, 269
Rising Sun Lemma, 396
root, 618
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Rouché’s Theorem, 671, 709
Russell paradox, 603

saltus function, 404
Sard’s Theorem, 362
sawtooth function, 66
scalar, 88, 315
scalar-valued nonnegative function, 310
Schroeder–Bernstein Theorem, 628
Schwartz function, 423
Schwartz space, 423
Schwarz inequality, 76, 85, 91, 576, 614
Schwarz’s Lemma, 708
second axiom of countability, 499
second countable, 499
section, 303
self-adjoint, 586
semicubical parabola, 215
semidefinite, 91
seminorm, 315
separable, 108, 495
separate points, 125, 511
separation of variables, 262
separation properties, 106
sequence, 4, 98
Cauchy, 9, 113
convergent, 5
doubly infinite, 5
monotone, 5
space, 88

series
binomial, 53, 56, 665
Fourier (see Fourier series)
Fourier–Stieltjes, 387
power, 45, 46
Taylor, 46
trigonometric, 62

set, 604
set function, 270
additive, 270
bounded additive, 458
completely additive, 270
countably additive, 270
monotone, 543
nonnegative, 270
purely finitely additive, 485
σ -finite completely additive, 273

set theory, 603
Zermelo–Fraenkel, 604

shoelace formula, 217
side, 302
σ -algebra of sets, 269
σ -bounded set, 539
σ -compact, 506
σ -finite completely additive set function, 273
σ -finite measure space, 274
σ -ring of sets, 269
signed measure, 458
regular Borel, 561

Silverman–Toeplitz summability method, 80
simple arc, 182
reverse, 184

simple closed curve, 199
simple closed polygon, 207
polygon inside, 207
polygon outside, 207

simple function, 277
canonical expansion, 277

simple ordering, 623
simple pole, 659
simply connected, 682, 683, 692, 693, 713
sine, 47
singleton, 605
singular measure, 463
singular part 659, 700
singular point
irregular, 262
regular, 256

singular Stieltjes measure, 406
singularity
essential, 659
isolated, 658
pole, 658

smallest closed vector subspace, 317
smooth function, 143
smooth manifold, 209
smooth manifold-with-boundary, 209
smooth vector field, 234
solution, 218, 223
solution, 223
sphere, 127
area, 364

spherical coordinates, 363
standard basis, 616
standard Cantor set, 119
standard circle, 638
star-shaped, 202
stereographic projection, 705, 706
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Stieltjes integral, 195, 216
Stieltjes measure, 377
absolutely continuous, 407
associated, 382
singular, 406

Stokes’s Theorem, 211
Stone–Weierstrass Theorem, 126, 133, 529
strong differentiation, 479, 486
strong type, 467, 477
subalgebra, 125
subcover, 500
subdivision point, 26
sublinear operator, 476
subnet, 517
subordinate to a cover, 152
subsequence, 5
subspace, 103, 105
closed, 103
metric, 103, 105
open, 103
smallest closed vector, 317
topological, 495
vector, 105

summability, 54
Abel, 54
Cesàro, 54
Silverman–Toeplitz, 80

support, 173, 338, 537
supremum, 2
essential, 316
norm, 317

surface area, 210
symmetric, 90, 614
symmetric difference, 268
system of ordinary differential equations,

223
constant coefficients, 246
existence theorem, 224, 264
uniqueness theorem, 228

T1, 106, 496
tamely behaved, 189
Tauberian theorem, 56
Taylor series, 46
infinite, 45

Taylor’s Theorem, 44, 147, 654, 656, 671
tends, 5
Three Lines Theorem, 469, 471
Tietze Extension theorem, 532

topological space, 491
topological subspace, 495
topology, 491
discrete, 492
finest, 494
half-open interval, 500
metric, 491
order, 533
product, 492, 507
quotient, 492, 494, 520
relative, 495
upper, 530
weak, 492

total differential, 154
total order, 702
total ordering, 533, 623
total variation, 393, 563
total-variation norm, 563
totally bounded, 114
trace of matrix, 150
transfinite induction, 330
transitive, 614, 623
translation, 341
translation in L p , 347, 457
triangle, 633
filled, 633
inequality, 41, 76, 84, 91, 315, 613

trigonometric series, 62
trivial ultrafilter, 332
Tychonoff Product Theorem, 509, 519
Tychonoff’s Lemma, 501
type, 467, 477
strong, 467, 477
weak, 477

ultrafilter, 332
trivial, 332

ultrametric inequality, 134
unbounded interval, 3
Uniform Boundedness Theorem, 593
uniform Cauchy criterion, 18
uniform continuity, 112
uniform convergence, 17, 100
on compact sets, 710

uniform limit, 17
uniform metric, 88
uniform norm, 317
uniformly bounded, 22, 100, 122, 527
uniformly Cauchy, 18
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uniformly continuous function, 11
uniformly equicontinuous, 22, 122
uniformly integrable, 329
union, 605
unique factorization, 621
uniqueness theorem
Fourier series, 73, 78, 376
integral curves, 234
system of ordinary differential equations, 228

unit circle, 633
unit disk, 128, 214
harmonic function, 262, 265, 567
Poisson integral formula, 392, 430, 485
Poisson kernel, 430

unit sphere, 127
universal net, 517
unordered pair, 605
upper bound, 2, 623
least, 2

upper Riemann integral, 27, 163
upper Riemann sum, 27, 163
upper semicontinuous, 530
upper topology, 530
Urysohn Metrization Theorem, 525
Urysohn’s Lemma, 523

vanish at infinity, 558
variation
bounded, 384, 393
negative, 385
of parameters, 242
positive, 385
total, 393, 563

vector field, 194, 234

conservative, 201
continuous, 194
smooth, 234

vector subspace, 105
smallest closed, 317

vector-valued function
integrable, 310, 313
measurable, 311

weak L1, 368
weak topology, 492
determined by functions, 492, 511
on normed linear space, 493

weak type, 369, 477
weak-star convergence, 320, 393, 443, 485
weak-star topology of dual of normed

linear space, 493
weak-type norm, 477
Weierstrass, 659
Weierstrass Approximation Theorem, 60
Weierstrass M test, 20
well ordered, 623, 627
Wiener’s Covering Lemma, 369
winding number, 663, 683
work, 194
Wronskian determinant, 240
Wronskian matrix, 240

Young’s inequality, 476

Zermelo–Fraenkel set theory, 604
Zermelo’s well-ordering theorem, 627
zeta function, 428, 446
Zorn’s Lemma, 623




