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Abstract. We prove that any two real-analytic critical circle maps with cubic critical point and the same irrational rotation number of bounded type are $C^{1+\alpha}$ conjugate for some $\alpha > 0$.

1. Introduction

A celebrated rigidity theorem of M. Herman [5] states that any two smooth diffeomorphisms of the circle with the same Diophantine rotation number are smoothly conjugate. Herman used purely real-variable techniques to prove this theorem. In recent years, other fundamental rigidity results have been established in the context of one-dimensional dynamics with the help of complex-analytic techniques. Thus, in the context of circle diffeomorphisms, J.-C. Yoccoz [15] used conformal surgery to describe the optimal class of rotation numbers for which Herman’s theorem holds in the real-analytic category. In the context of interval maps, D. Sullivan [12] and C. McMullen [9] used a combination of real-variable techniques with deep results from Teichmüller theory and hyperbolic geometry to establish the rigidity of the Cantor attractor of a unimodal map with bounded combinatorics. The conjugacy between two such maps with the same combinatorics is shown to be $C^{1+\alpha}$ for some $\alpha > 0$ depending only on the combinatorics. In sharp contrast with the case of circle diffeomorphisms, in this case one does not expect the conjugacy to be much better than $C^1$, even when the unimodal maps are analytic.

In this paper we prove the following strong rigidity theorem for real-analytic critical circle maps.
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Theorem 1.1  Any two real-analytic critical circle maps with the same irrational rotation number of bounded type are $C^{1+\alpha}$ conjugate for some $0 < \alpha < 1$ depending only on the least upper-bound of the coefficients of the continued fraction expansion of $\rho$.

The proof of this theorem uses both real and complex-analytic tools. We use the real a-priori bounds of Światek and Herman (see [13], [6] and [3]) in the form stated in §2. The complex-analytic part we develop here combines some of the powerful new ideas on conformal rigidity and renormalization recently developed by McMullen in [8], [9], [10], with the basic theory of holomorphic commuting pairs introduced in [2] and a generalization of the Lyubich-Yampolsky approach to the complex bounds given in [7], [14].

The general outline of the paper is as follows. First we prove that after a finite number of renormalizations, every real-analytic critical circle map with arbitrary irrational rotation number gives rise to a holomorphic commuting pair with good geometric bounds. Next, we prove that such a holomorphic pair (with good geometric control) possesses McMullen’s uniform twisting property [9]. We also prove that its critical point is $\delta$-deep for some universal $\delta > 0$. The general machinery developed by McMullen in [8], [9] permits us to deduce from these facts that the conjugacy between any two real-analytic critical circle maps with rotation number of type bounded by $N$ is $C^{1+\varepsilon(N)}$-conformal at the critical point. This implies that the successive renormalizations of both circle maps around their critical points are converging together exponentially fast in the $C^0$ sense (even $C^{1+\beta}$ for some $\beta > 0$), with rate of convergence given by a universal function of $\varepsilon$. By a general proposition proved in [3], this implies at last that the conjugacy between both maps is $C^{1+\alpha(N)}$ for some $\alpha(N) > 0$. Although in our proof the Hölder exponent depends on $N$, we believe that this should not be the case.

It is to be noted that in [3] we constructed $C^\infty$ counterexamples (even with Diophantine rotation numbers) to this form of $C^{1+\alpha}$ rigidity. One may ask whether such counterexamples exist in the analytic category. We do not know the answer to this question. Nevertheless, we conjecture that in the general case the conjugacy is always $C^{1+\alpha}$ at the critical point, for some universal $\alpha$ independent of the rotation number. A possible approach to this conjecture is to use M. Lyubich’s recent work on quadratic-like maps and universality of unimodal maps, but it is still unclear at this time how to adapt his methods to holomorphic pairs and critical circle maps.

Acknowledgments. We wish to thank D. Sullivan for sharing with us some of his deep insights on renormalization. We are grateful to C. McMullen for explaining to us various aspects of his beautiful results on renormalization and rigidity.

2. Preliminaries

In this section, we introduce some basic concepts and notations. We denote by $|I|$ the length of an interval $I$ on the line or the circle. We use $\text{dist}(\cdot, \cdot)$ for
Euclidean distance, and \( \text{diam}(\cdot) \) for Euclidean diameter. All bounds achieved in this paper will depend on certain \( a\text{-priori} \) constants (which can ultimately be traced back to the \( \text{real} \ a\text{-priori} \) bounds given by Theorem 2.1 below). In this context, two positive quantities \( a \) and \( b \) are said to be \( \text{comparable} \) if there exists a constant \( C > 1 \) depending only on the a-priori bounds such that \( C^{-1} b \leq a \leq Cb \). We write \( a \asymp b \) to denote that \( a \) is comparable to \( b \).

**Critical circle maps.** We identify the unit circle \( S^1 \) with the one-dimensional torus \( \mathbb{R}/\mathbb{Z} \). A homeomorphism \( f : S^1 \to S^1 \) which is at least \( C^1 \) and satisfies \( f'(c) = 0 \) and \( f'(x) \neq 0 \) for all \( x \neq c \) is called a critical circle map. The point \( c \) is the critical point of \( f \). In this paper \( f \) will be real-analytic, and the critical point will be cubic: this means that near \( c \) we have \( f = \phi \circ Q \circ \psi \), where \( \phi, \psi \) are real analytic diffeomorphisms and \( Q \) is the map \( x \mapsto x^3 \).

We are interested in the geometry of orbits of \( f \) only when there are no periodic points. In this case the rotation number of \( f \) is irrational and can be represented as an infinite continued fraction

\[
\rho(f) = \left[ a_0, a_1, \ldots, a_n, \ldots \right] = \frac{1}{a_0 + \frac{1}{a_1 + \frac{1}{\ddots + \frac{1}{a_n + \ldots}}}}.
\]

When the partial quotients \( a_n \) are bounded, we say that \( \rho(f) \) is a number of bounded type. We also refer to \( \sup a_n \) as the combinatorial type of \( \rho(f) \).

The denominators of the convergents of \( \rho(f) \), defined recursively by \( q_0 = 1 \), \( q_1 = a_0 \) and \( q_{n+1} = a_n q_n + q_{n-1} \) for all \( n \geq 1 \), are the closest return times of the orbit of any point to itself. We denote by \( \Delta_n \) the closed interval containing \( c \) whose endpoints are \( f^{q_n}(c) \) and \( f^{q_{n+1}}(c) \). We also let \( I_n \subseteq \Delta_n \) be the closed interval whose endpoints are \( c \) and \( f^{q_n}(c) \). Observe that \( \Delta_n = I_n \cup I_{n+1} \). The most important fact to remember when studying the geometry of a circle map is that for each \( n \) the collection of intervals

\[
\mathcal{P}_n = \left\{ I_n, f(I_n), \ldots, f^{q_{n+1}-1}(I_n) \right\} \cup \left\{ I_{n+1}, f(I_{n+1}), \ldots, f^{q_n-1}(I_{n+1}) \right\}
\]

constitutes a partition of the circle (modulo endpoints), called dynamical partition of level \( n \) of the map \( f \). Note that, for all \( n \), \( \mathcal{P}_{n+1} \) is a refinement of \( \mathcal{P}_n \).

Of course, these definitions make sense for an arbitrary homeomorphism of the circle. For a rigid rotation, we have \( |I_n| = a_{n+1} |I_{n+1}| + |I_{n+2}| \). Therefore, if \( a_{n+1} \) is very large then \( I_n \) is much longer than \( I_{n+1} \). It is a remarkable fact, first proved by Świątek and Herman, that this never happens for a critical circle map! The dynamical partitions \( \mathcal{P}_n \) have bounded geometry, in the sense that adjacent atoms have comparable lengths.
Theorem 2.1 (The real bounds) Let $f : S^1 \to S^1$ be a critical circle map with arbitrary irrational rotation number. There exists $n_0 = n_0(f)$ such that for all $n \geq n_0$ and every pair $I, J$ of adjacent atoms of $P_n$ we have $K^{-1}|J| \leq |I| \leq K|J|$, where $K > 1$ is a universal constant.

These real a-priori bounds are essential in all the estimates that we perform in this paper. For proofs, see [4] and § 3 of [3]. An important consequence of this theorem is the fact that every critical circle map with rotation number of bounded type is conjugate to the rotation with the same rotation number by a quasisymmetric homeomorphism. Another consequence is the following lemma.

Lemma 2.2 Let $f$ be a critical circle map with arbitrary rotation number, let $n \geq 1$, and let $J_{-i} = f^{q_{n+1}-i}(I_n)$ for $0 \leq i < q_{n+1}$. Given $m < n$, let $i_1 < i_2 < \cdots < i_k$ be the moments in the backward orbit $\{J_{-i}\}$ before the the first return to $I_{m+1}$ such that $J_{-i_k} \subseteq I_m$. Then $\ell = a_{m+1}$, and we have

$$J_{-i_k} \subseteq f^{q_m+(a_{m+1}-k+1)q_{m+1}}(I_{m+1}).$$

Moreover, given an integer $M \geq 1$, there exists $C_M > 1$ such that for all sufficiently large $n$ we have $C^{-1}_M |I_n| \leq |J_{-i_k}| \leq C_M |I_n|$, provided $1 \leq k \leq M$ or $a_{m+1} = M + 1 \leq k \leq a_{m+1}$.

Proof. The largest $j < q_{n+1}$ such that $f^j(I_n) \subseteq I_{m+1}$ is easily computed as $j = q_{n+1} - q_{m+2}$. Since $q_{m+2} = q_m + a_{m+1}q_{m+1}$, there are exactly $a_{m+1}$ subsequent moments $j < i < q_{n+1}$ such that $f^i(I_n) \subseteq I_m$. The rest follows from Theorem 2.1 and the Koebe distortion principle (see [11]). \(\Box\)

Commuting pairs and renormalization. Let $f$ be a critical circle map as before, and let $n \geq 1$. The first return map $f_n : \Delta_n \to \Delta_n$ to $\Delta_n = I_n \cup I_{n+1}$, called the $n$-th renormalization of $f$ without rescaling, is determined by a pair of maps, namely $\xi = f^{q_n} : I_{n+1} \to \Delta_n$ and $\eta = f^{q_{n+1}} : I_n \to \Delta_n$. This pair $(\xi, \eta)$ is what we call a critical commuting pair. Each $f_{n+1}$ is by the definition the renormalization without rescaling of $f_n$. Conjugating $f_n$ by the affine map that takes the critical point $c$ to 0 and $I_n$ to $[0, 1]$ we obtain $R^n(f)$, the $n$-th renormalization of $f$.

Holomorphic pairs. The concept of holomorphic commuting pair was introduced in [2], and will play a crucial role in this paper. We recall the definition and some of the relevant facts about these objects, henceforth called simply holomorphic pairs. Assume we are given a configuration of four simply-connected domains $\mathcal{O}_\xi, \mathcal{O}_\eta, \mathcal{O}_\nu, \mathcal{V}$ in the complex plane, called a boudie, such that

(a) Each $\mathcal{O}_\gamma$ is a Jordan domain whose closure is contained in $\mathcal{V}$;

(b) We have $\overline{\mathcal{O}}_\xi \cap \overline{\mathcal{O}}_\eta = \{0\} \subseteq \mathcal{O}_\nu$;

(c) The sets $\mathcal{O}_\xi \setminus \mathcal{O}_\nu, \mathcal{O}_\eta \setminus \mathcal{O}_\nu, \mathcal{O}_\nu \setminus \mathcal{O}_\xi$ and $\mathcal{O}_\nu \setminus \mathcal{O}_\eta$ are non-empty and connected.
A holomorphic pair with domain $\mathcal{U} = \mathcal{O}_\xi \cup \mathcal{O}_\eta \cup \mathcal{O}_\nu$ is the dynamical system generated by three holomorphic maps $\xi : \mathcal{O}_\xi \to \mathbb{C}$, $\eta : \mathcal{O}_\eta \to \mathbb{C}$ and $\nu : \mathcal{O}_\nu \to \mathbb{C}$ satisfying the following conditions (see Figure 1).

[H$_1$] Both $\xi$ and $\eta$ are univalent onto $\mathcal{V} \cap \mathbb{C}(\xi(J_\xi))$ and $\mathcal{V} \cap \mathbb{C}(\eta(J_\eta))$ respectively, where $J_\xi = \mathcal{O}_\xi \cap \mathbb{R}$ and $J_\eta = \mathcal{O}_\eta \cap \mathbb{R}$. (Notation: $\mathbb{C}(I) = (\mathbb{C} \setminus \mathbb{R}) \cup I$.)

[H$_2$] The map $\nu$ is a 3-fold branched cover onto $\mathcal{V} \cap \mathbb{C}(\nu(J_\nu))$, where $J_\nu = \mathcal{O}_\nu \cap \mathbb{R}$, with a unique critical point at 0.

[H$_3$] We have $\mathcal{O}_\xi \ni \eta(0) < 0 < \xi(0) \in \mathcal{O}_\eta$, and the restrictions $\xi |[\eta(0), 0]$ and $\eta|[0, \xi(0)]$ constitute a critical commuting pair.

[H$_4$] Both $\xi$ and $\eta$ extend holomorphically to a neighborhood of zero, and we have $\xi \circ \eta(z) = \eta \circ \xi(z) = \nu(z)$ for all $z$ in that neighborhood.

[H$_5$] There exists an integer $m \geq 1$, called the height of $\Gamma$, such that $\xi^m(a) = \eta(0)$, where $a$ is the left endpoint of $J_\xi$; moreover, $\eta(b) = \xi(0)$, where $b$ is the right endpoint of $J_\eta$.

The interval $J = [a, b]$ is called the long dynamical interval of $\Gamma$, whereas $\Delta = [\eta(0), \xi(0)]$ is the short dynamical interval of $\Gamma$. They are both forward invariant under the dynamics. The rotation number of $\Gamma$ is by definition the rotation number of the critical commuting pair of $\Gamma$ (condition H$_3$).

---

**Figure 1**
Examples of holomorphic pairs with arbitrary rotation number and arbitrary height were carefully constructed in §IV of [2], with the help of the family of entire maps given by

\[ z \mapsto z + \theta - \frac{1}{2\pi} \sin 2\pi z \]

where \( \theta \) is real, the so-called Arnold family. Many interesting properties of holomorphic pairs can be proved with these examples at hand.

The shadow of a holomorphic pair is the map \( F : \mathcal{O}_\xi \cup \mathcal{O}_\eta \cup \mathcal{O}_\nu \to \mathcal{V} \) given by

\[
F(z) = \begin{cases} 
\xi(z), & \text{when } z \in \mathcal{O}_\xi \\
\eta(z), & \text{when } z \in \mathcal{O}_\eta \\
\nu(z), & \text{when } z \in \mathcal{O}_\nu \setminus (\mathcal{O}_\xi \cup \mathcal{O}_\eta) 
\end{cases}
\]

The shadow captures the essential dynamical features of a holomorphic pair. It is a simple fact (see [2], Prop. II.4) that every \( \Gamma \)-orbit is an \( F \)-orbit and conversely.

The limit set of a holomorphic pair \( \Gamma \), denoted \( \mathcal{K}_\Gamma \), is the closure of the set of points in \( \mathcal{U} \) which never escape from \( \mathcal{U} \) under iteration by \( F \). The annulus \( \mathcal{V} \setminus \mathcal{U} \) is a fundamental domain for the dynamics off the limit set, and for this reason it will be called the fundamental annulus of \( \Gamma \).

Holomorphic pairs can be renormalized. In other words, the first renormalization of the critical commuting pair of \( \Gamma \) extends in a natural way to a holomorphic pair \( \mathcal{R}(\Gamma) \) with the same co-domain \( \mathcal{V} \). For the careful construction of \( \mathcal{R}(\Gamma) \), see Prop. II.3 in [2]. There is also a pull-back theorem for holomorphic pairs. Let us say that \( \Gamma \) has geometric boundaries if \( \partial \mathcal{U} \) and \( \partial \mathcal{V} \) are quasicircles.

**Theorem 2.3** Let \( \Gamma \) and \( \Gamma' \) be holomorphic pairs with geometric boundaries and let \( h : J \to J' \) be a quasiconformal conjugacy between \( F|J \) and \( F'|J' \). Then there exists a quasiconformal conjugacy \( H : \mathcal{V} \to \mathcal{V'} \) between \( \Gamma \) and \( \Gamma' \) which is an extension of \( h \).

For a proof of this theorem, see Th. III.1 in [2].

**Conformal distortion.** We will need some classical facts about conformal maps, see [1] and [8]. Consider a univalent map \( \phi : \Omega \to \mathbb{C} \) on a domain \( \Omega \subseteq \mathbb{C} \). The distortion of \( \phi \) on a compact set \( E \subseteq \Omega \) is the largest ratio \( |\phi'(z)|/|\phi'(w)| \) with \( z, w \in E \). When \( E \) is convex (a disk in most cases), the distortion on \( E \) is bounded by \( \exp N_\phi(E) \), where \( N_\phi(E) = \sup_{z \in E} |\phi''(z)|/|\phi'(z)| \) is the total non-linearity of \( \phi \) on \( E \). The Koebbe distortion theorem states that \( N_\phi(E) \leq 2/\text{dist}(E, \partial \Omega) \). Koebbe’s one-quarter theorem states that if \( D \subseteq \Omega \) is a disk centered at \( z \), then \( \phi(D) \) contains a disk centered at \( \phi(z) \) of radius \( \frac{1}{4} \text{diam}(D)/|\phi'(z)| \).
**Almost parabolic maps.** In order to adapt Yampolsky’s argument for the complex bounds in section 3, we will need to know some general facts about complex analytic maps that are very close to maps with a parabolic fixed-point. Given $J \subset \mathbb{R}$ and $0 < \theta < \pi$, we denote by $\mathbb{P}_\theta(J) \subset \mathbb{C}$ the set of all $z$ in the complex plane that view $J$ under an angle $\geq \theta$. This set is the *Poincaré neighborhood of $J$* with angle $\theta$.

**Definition.** Let $J \subset \mathbb{R}$ be an interval, and let $\theta > 0$. A holomorphic univalent map $\phi: \mathbb{P}_\theta(J) \to \mathbb{C}$ is called *almost parabolic* if the following conditions are satisfied.

(a) $\phi$ is symmetric about the real axis.

(b) $\phi\lvert_J$ is monotone without fixed points.

(c) $\phi$ has positive Schwarzian derivative on $J$.

(d) $J \cap \phi(J)$ is non-empty.

If $\Delta_\phi$ is the interval $J \setminus \phi(J)$, the largest $a = a(\phi) > 0$ such that $\phi^{a^{-1}}(\Delta_\phi) \subset J$ is called the length of $\phi$. The number $\theta = \theta(\phi)$ is the angle of $\phi$.

Given $0 < \sigma < 1$, we denote by $\mathcal{F}_\sigma$ the family of all almost parabolic maps $\phi$ such that $|\Delta_\phi| \geq \sigma|J|$ and $|\phi^{a^{-1}}(\Delta_\phi)| \geq \sigma|J|$, and also normalized so that

$$[0, 1] = \Delta_\phi \cup \phi(\Delta_\phi) \cup \cdots \cup \phi^{a^{-1}}(\Delta_\phi).$$

A fundamental lemma due to Yoccoz (see [3] for a proof) states that for each $0 \leq j \leq a - 1$ we have

$$\frac{1}{C_\sigma m(j)^2} \leq |\phi^j(\Delta_\phi)| \leq \frac{C_\sigma}{m(j)^2},$$

where $C_\sigma > 1$ and $m(j) = \min\{j + 1, a - j\}$. Every member of $\mathcal{F}_\sigma$ whose length is sufficiently large has two fixed points, symmetric about the real axis. More precisely, we have the following fact.

**Lemma 2.4** Given $0 < \sigma < 1$, there exist $C > 1$, $a_0 > 0$ and $\theta_0 > 0$ such that, if $\phi \in \mathcal{F}_\sigma$ has length $a = a(\phi) > a_0$ and angle $\theta(\phi) < \theta_0$, then there exist two attracting fixed points $z_+ \in \mathbb{H} \cap \text{Dom}(\phi)$ and $z_- = \overline{z}_+$ with

$$\frac{1}{Ca} \leq \text{Im} z_+ \leq \frac{C}{a}.$$

Moreover, if $|z - z_+| \leq C/a$ then $|z - \phi(z)| \leq C/a^2$.

**Proof.** Follows from Yoccoz’s lemma, the saddle-node bifurcation and a normality argument. \hfill \qed

The family $\mathcal{F}_\sigma$ is normal in the sense of Montel, and every limit is a map with a parabolic (indifferent) fixed point on the real axis.
Lemma 2.5 Given $W \subseteq \mathbb{H}$ compact and an open set $D \supseteq [0, 1]$ in the plane, there exist $N_\ast > 0$, $\theta_\ast > 0$ and $a_\ast > 0$ with the following property. For each $\phi \in \mathcal{F}_\sigma$ such that $a(\phi) \geq a_\ast$ and $\theta(\phi) < \theta_\ast$, the domain of $\phi$ contains $W$, and for each $z \in W$ there exists $n < N_\ast$ such that $\phi^n(z) \in D$.

Proof. If the statement is false, we find sequences $N_k \to \infty$, $a_k \to \infty$ and $\theta_k \to 0$, maps $\phi_k \in \mathcal{F}_\sigma$ with $\theta(\phi_k) = \theta_k$ and $a(\phi_k) = a_k$ (whose domains contain $W$), and points $z_k \in W$ such that $\phi_k^n(z_k)$, whenever defined, does not belong to $D$ for all $n \leq N_k$. Since $\mathcal{F}_\sigma$ is normal and $W$ is compact, we can assume that $\phi_k \to \phi : \mathbb{H} \to \mathbb{H}$ uniformly on compacta and that $z_k \to z \in W$. Applying Lemma 2.4 to each $\phi_k$, we deduce that $\phi$ has a fixed-point $x_0 \in [0, 1]$. By the Denjoy-Wolff theorem, $\phi^n(z) \to x_0$ as $n \to \infty$. Hence there exists $N$ such that $\phi^N(z) \in D$. But then $\phi_k^N(z_k) \in D$ also, for all sufficiently large $k$, a contradiction. \qed

3. Complex bounds for real-analytic circle maps

We will extend Yampolsky’s proof of complex bounds for circle maps in the Epstein class [14] to the more general case of real-analytic circle maps. More precisely, we will prove the following result.

Theorem 3.1 (The complex bounds) Let $f : S^1 \to S^1$ be a real-analytic critical circle map with arbitrary irrational rotation number. Then there exists $n_0 = n_0(f)$ such that for all $n \geq n_0$ the $n$-th renormalization of $f$ extends to a holomorphic pair with geometric boundaries whose fundamental annulus has conformal modulus bounded from below by a universal constant.

The main step in the proof of Theorem 3.1 is to show that for all sufficiently large $n$ the appropriate inverse branch of $f^{n_{n+1}}$ maps a sufficiently large disk around the $n$-th renormalization domain $I_n \cup I_{n+1}$ well within itself.

We consider the unit circle $S^1 = \mathbb{R}/\mathbb{Z}$ embedded in the infinite cylinder $\mathbb{C}/\mathbb{Z}$, and in all the geometric considerations that follow we use on $\mathbb{C}/\mathbb{Z}$ the conformal metric induced from the standard Euclidean metric $|dz|$ on $\mathbb{C}$ via the exponential map $\mathbb{C} \to \mathbb{C}/\mathbb{Z}$. Note that $\text{Im } z$ is well-defined for every $z \in \mathbb{C}/\mathbb{Z}$ (as the imaginary part of any one of its pre-images under the exponential).

In what follows, we will fix $f : S^1 \to S^1$ as in the statement of Theorem 3.1. Since $f$ is real-analytic, it extends to a holomorphic map $f : A_R \to \mathbb{C}/\mathbb{Z}$, where $A_R$ is the annulus $\{ z \in \mathbb{C}/\mathbb{Z} : |\text{Im } z| < R \}$. Making $R$ smaller if necessary, we may assume that $f$ has no critical points outside $S^1$. Using Koebe’s distortion theorem, it is easy to see that there exists $R_0 > 0$ such that, if $z \in S^1$ and $f(z)$ is at a distance $> R_0$ from the critical value of $f$, then the inverse branch $f^{-1}$ which maps $f(z)$ back to $z$ is well-defined and univalent on the disk $D(f(z), R_0)$.

The key to the proof of Theorem 3.1 is to show that the $n$-th renormalization of $f$ satisfies an inequality of the form $|R^n(f)(z)| \geq C|z|^3$ on a neighborhood of the origin, where $C$ is an absolute constant. The precise statement is the following.
Proposition 3.2 There exist universal constants \(B, C > 0\) such that the following holds. For all \(R > 0\), there exists \(n_0 = n_0(R)\) such that for all \(n \geq n_0\) and all \(z\) such that \(|z| > B\) and \(|\mathcal{R}^n f(z)| < R\) we have \(|\mathcal{R}^n f(z)| \geq C|z|^3\).

This in turn depends on the following crucial proposition, which is the analogue of Lemma 3.1 in [14]. Following [14], for each \(m \geq 1\) we define \(D_m \subseteq \mathbb{C}/\mathbb{Z}\) to be the disk of diameter the interval \([f^{q_m+1}(c), f^{q_m-q_m+1}(c)] \subseteq S^1\) containing the critical point \(c\). Note that \(\text{diam}(D_m)\) is comparable with \(|I_m|\).

Proposition 3.3 There exist universal constants \(B_1\) and \(B_2\) and for each \(N \geq 1\) there exists \(n(N)\) such that for all \(n \geq n(N)\) the inverse branch \(f^{-q_n+1}(I_n)\) takes \(f^{q_n+1}(I_n)\) back to \(f(I_n)\) is well-defined and univalent over \(\Omega_{n,N} = (D_{n-N} \setminus S^1) \cup f^{q_n+1}(I_n)\), and for all \(z \in \Omega_{n,N}\) we have

\[
\frac{\text{dist } (f^{-q_n+1}(z), f(I_n))}{|f(I_n)|} \leq B_1 \left( \frac{\text{dist } (z, I_n)}{|I_n|} \right) + B_2 ,
\]

Yampolsky’s proof of this fact in [14] is greatly facilitated by his assumption that the circle map has the Epstein property (namely, its lift to \(\mathbb{C}\) has univalent inverse branches globally defined in the upper half-plane). Thus, the Poincaré neighborhoods \(\mathbb{P}_{\theta}(J)\) are automatically invariant in the sense that \(f^{-1}(\mathbb{P}_{\theta}(J)) \subseteq \mathbb{P}_{\theta}(f^{-1}J)\). In our setting this is no longer true, but as we look at smaller and smaller scales we see that it is asymptotically true, as the following lemma shows.

Lemma 2.4 For every small \(a > 0\), there exists \(\theta(a) > 0\) satisfying \(\theta(a) \to 0\) and \(a/\theta(a) \to 0\) as \(a \to 0\), such that the following holds. Let \(F: \mathbb{D} \to \mathbb{C}\) be univalent and symmetric about the real axis, and assume \(F(0) = 0, F(a) = a\). Then for all \(\theta \geq \theta(a)\) we have \(F(\mathbb{P}_{\theta}([0, a])) \subseteq \mathbb{P}_{(1-a^{1+\delta})\theta}([0, a])\), where \(0 < \delta < 1\) is an absolute constant.

Proof. There exists a Moebius transformation \(G\) such that \(G(0) = 0, G(a) = a\) and \(|D^j F - G|^2 \leq C_0 a^{3-j}\) for \(j = 0, 1, 2\) and all \(x \in [0, a]\), where \(C_0\) is an absolute constant (consider the Moebius transformation with the same 2-jet as \(F\) at zero, post-composed with a linear map to meet the normalization condition \(G(a) = a\)). This \(G\) has no pole in a disk \(D_0 \subseteq \mathbb{D}\) of definite radius around zero. Let \(\varphi(z) = F(z) - G(z)\). Then \(\varphi(z) = b_1 z + b_2 z^2 + \cdots\) for all \(z \in D_0\), where \(|b_1| \leq C_0 a^2\) and \(|b_2| \leq C_0 a^3\). Take a small number \(\varepsilon > 0\) and consider the disk \(D_1 = D(0, a^{1-\varepsilon}) \subseteq D_0\). In this disk we have the estimate

\[
|\varphi(z)| \leq |b_1| |z| + |b_2| |z|^2 + C_1 |z|^3 \leq C_2 a^{2-2\varepsilon} |z|
\]

At the same time, using the fact that \(F'(\zeta) = 1\) for some \(\zeta \in [0, a]\) and the Koebe distortion lemma, we see that \(|F(z)| \geq C_3 |z|\) and \(|G(z)| \geq C_3 |z|\) for all \(z \in D_1\). Therefore, for every such \(z\) the triangle with vertices at 0, \(F(z)\) and \(G(z)\) has an
angle at zero \( \leq C_4 a^{2-2\varepsilon} \). Similarly for the angle at \( a \) in the triangle with vertices \( a, F(z) \) and \( G(z) \). Now suppose \( z \in \mathbb{P}_\theta([0,a]), \) for \( \theta \geq a^\varepsilon \). Since \( G \) preserves this neighborhood, \( G(z) \) forms an angle \( \geq \theta \) with \( (-\infty,0] \), and the same holds for the angle \( G(z) \) forms with \( [a,+\infty) \). It follows that \( F(z) \in \mathbb{P}_{\theta'}([0,a]), \) where \( \theta' = \theta - C_4 a^{2-2\varepsilon} \geq \theta(1 - a^{1+\delta}) \) for some \( 0 < \delta < 1 \) depending only on \( \varepsilon \). This proves the lemma with \( \theta(a) = a^\varepsilon \). \( \square \)

The main consequence of this lemma is the following.

**Lemma 2.5** For each \( n \geq 1 \) there exist \( K_n \geq 1 \) and \( \theta_n > 0 \), with \( K_n \to 1 \) and \( \theta_n \to 0 \) as \( n \to \infty \), such that for all \( \theta \geq \theta_n \) and all \( 1 \leq j \leq q_{n+1} \) the inverse branch \( f^{-j+1} \) mapping \( f^j(I_n) \) back to \( f(I_n) \) is well-defined over \( \mathbb{P}_\theta(f^j(I_n)) \) and maps this neighborhood univalently into \( \mathbb{P}_{\theta/K_n}(f(I_n)) \).

**Proof.** Let \( d_n = \max_{1 \leq j \leq q_{n+1}} |f^j(I_n)| \); from the real bounds, these numbers go to zero exponentially with \( n \). Take \( \delta > 0 \) as in Lemma 2.4, and let \( K_n \) be given by

\[
K_n^{-1} = \prod_{j=1}^{q_{n+1}} \left( 1 - |f^j(I_n)|^{1+\delta} \right).
\]

Then define \( \theta_n = K_n \theta(d_n) \), where \( \theta(\cdot) \) is the function in Lemma 2.4. Note that

\[
\log K_n \leq C \sum_{j=1}^{q_{n+1}} |f^j(I_n)|^{1+\delta} \leq C d_n^\delta.
\]

Therefore \( K_n \to 1 \) and \( \theta_n \to 0 \) as required. Also, \( d_n/\theta_n \to 0 \).

Now fix \( j \) as in the statement and suppose \( \theta \geq \theta_n \). Define inductively \( \theta_0 = \theta \) and \( \theta_{i+1} = (1 - |f^{j-i}(I_n)|^{1+\delta}) \theta_i \) for \( i = 0,1,\ldots,j-2 \), and note that \( \theta_{j-1} \geq \theta/K_n \). Moreover,

\[
\operatorname{diam}(\mathbb{P}_{\theta_i}(f^{j-i}(I_n))) = \frac{|f^{j-i}(I_n)|}{\sin \theta_i} \leq \frac{C d_n}{\theta(d_n)} \ll R_0.
\]

Therefore \( f^{-1} \) is well-defined and univalent over \( \mathbb{P}_{\theta_i}(f^{j-i}(I_n)) \), and by Lemma 2.4 we have the inclusion \( f^{-1}(\mathbb{P}_{\theta_i}(f^{j-i}(I_n))) \subseteq \mathbb{P}_{\theta_{i+1}}(f^{j-i-1}(I_n)) \). This completes the proof. \( \square \)

**Remark.** The same result holds true if we replace \( I_n \) by any interval \( J \supseteq I_n \) such that the map \( f^{q_{n+1}-1} : f(J) \to f^{q_{n+1}}(J) \) is a diffeomorphism.

We will need four lemmas concerning the sequence \( \{ D_m \} \) introduced earlier. The first is an easy consequence of Lemma 2.5 and the above remark.
Lemma 2.6 There exists $m_0 \geq 1$ such that for all $m \geq m_0$ the inverse branch $f^{-q_m+1}$ taking $f^{q_m}(I_m)$ back to $f(I_m)$ is well-defined and univalent in $D_m$, and

$$
\frac{\text{diam} (f^{-q_m+1}(D_m))}{|I_m|} \leq C \frac{\text{diam} (f(D_m))}{|f(I_m)|}.
$$

The second is the analogue of Lemma 4.1 in [14].

Lemma 2.7 There exist $\varepsilon_1 > 0$ and $m_1 \geq m_0$ such that for all $m \geq m_1$ and each $w \in f^{-q_m+1}(D_m) \setminus D_m$ we have (a) dist $(w, I_m) \leq C|I_m|$ and (b) for each $x \in I_m$, $\varepsilon_1 < |\arg (w - x)| < \pi - \varepsilon_1$.

Proof. The same proof given in [14] applies here. Invariance of Poincaré neighborhoods is replaced by quasi-invariance, using Lemma 2.5. □
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The third is the analogue of Lemma 4.4 in [14]. It provides us with the tools we need for the inductive step in the proof of Proposition 3.3 (see Figure 2).

Lemma 2.8 There exist $\varepsilon_2 > 0$ and $m_2 \geq m_0$ such that the following holds for all $m \geq m_2$. Let $\zeta \in D_m \setminus D_{m+1}$ be a point not on the circle, and let $\zeta' = f^{-q_m} (\zeta)$ and $\zeta'' = f^{-q_{m+2}} (\zeta')$. Then either $\zeta'' \in D_{m+1}$, or else dist $(\zeta'', I_{m+1}) \leq C|I_m|$ and $\varepsilon_2 < |\arg (\zeta'' - x)| < \pi - \varepsilon_2$ for all $x \in I_m \cup I_{m+1}$.

Proof. Once again, the proof of Lemma 4.4 in [14] can be repeated here, mutatis mutandis. □
Notation. Given a point $\zeta \in \mathbb{C}$ and an interval $J = (a, b) \subseteq \mathbb{R}$, we denote by angle $(\zeta, J)$ the smallest of the angles $\pi - \text{arg} (\zeta - a)$ and $\text{arg} (\zeta - b)$.

The fourth is a consequence of Lemma 2.5.

**Lemma 2.9** There exist universal constants $N_\ast > 0$ and $a_\ast > 0$ and some $m_3 > 0$ with the following property. For all $m \geq m_3$ such that $a_{m+1} > a_\ast$ and each $w \in V_m = f^{-a_{m+1}}(D_m) \setminus D_m$, there exists $1 < i < N_\ast$ such that the iterate $(f^{-a_{m+1}})^i(w)$ is well-defined and belongs to $D_m$.

**Proof.** Normalize $f^{-a_{m+1}}$ so that $I_m \setminus I_{m+2}$ becomes the interval $[0, 1]$ to get an almost parabolic map $\phi_m$. Note that $\phi_m \in \mathcal{F}_\sigma$ for some $\sigma$ depending only on the real bounds. Let $W_m \subseteq \mathbb{H}$ be the image of $V_m$ under such normalization. By Lemma 2.7, there exists a fixed compact set $W \subseteq \mathbb{H}$ such that $W_m \subseteq W$ for all sufficiently large $m$. Similarly, the normalized copies of $D_m$ contain a fixed open set $D \supseteq [0, 1]$ for all sufficiently large $m$. Hence we can take $N_\ast$ and $a_\ast$ as given by Lemma 2.5. \qed

**Proof of Proposition 3.3.** We will start with a point $z$ in the disk $D_{n-N}$. For the argument to work, $n$ will have to be sufficiently large. We start taking $n > N + \max\{m_1, m_2, m_3\}$, where $m_1$, $m_2$ and $m_3$ are given respectively by Lemma 2.7, Lemma 2.8 and Lemma 2.9.

In keeping with Yampolsky’s notation in [14], let us denote by $J_{-i}$ the interval $f^{q_{m+1}+i}(I_n)$. Also, given $z$, let $z_{-i} = f^{-i}(z)$ be the corresponding pre-images of $z$.

The proof runs by finite induction in the range $n - N \leq m \leq n$. Let $m$ be the largest with the property that $z \in D_m$, and keep in mind that $\text{dist} (z, I_n) \times |I_m|$. Consider those moments $i_1 < i_2 < \cdots < i_\ell$ in the backward orbit $\{J_{-i}\}$ before the first return to $I_{m+1}$ such that $J_{-i_k} \subseteq I_m$. Then, there are two possibilities.

The first possibility is that $z_{-i_k} \notin D_m$. In this case there exists a smallest $k \leq \ell$ such that $z_{-i_s} \notin D_m$ for $s = k, k+1, \ldots, \ell$. We claim that $|J_{-i_k}| \times |I_n|$. This is clear from the real bounds if $\ell = a_{m+1} \leq a_\ast$, where $a_\ast$ is given by Lemma 2.9. If on the other hand $\ell > a_\ast$, then again by Lemma 2.9 we must have $\ell - k < N_\ast$, and the claim follows from Lemma 2.2. Therefore, by Lemma 2.7,

\[
\frac{\text{dist} (z_{-i_k}, J_{-i_k})}{|J_{-i_k}|} \leq C \frac{|I_m|}{|J_{-i_k}|} \leq C \frac{\text{dist} (z, I_n)}{|I_n|}.
\]

Moreover, angle $(z_{-i_k}, J_{-i_k}) \geq \varepsilon_1$, so there exists $\theta = \theta (\varepsilon_1, N)$ such that $z_{-i_k} \in \mathbb{P}_\theta (J_{-i_k})$. Now, if $n$ is sufficiently large, $\theta_n < \theta$ and we can use Lemma 2.5 to get that $z_{-q_{n+1}+1} \in \mathbb{P}_{\theta/K_n} (f(I_n))$. This gives us

\[
\frac{\text{dist} (z_{-q_{n+1}+1}, f(I_n))}{|f(I_n)|} \leq C^\eta K_n \frac{\text{dist} (z_{-i_k}, J_{-i_k})}{|J_{-i_k}|},
\]

and this together with (2) yields the Proposition in this case.
The second possibility is that $\zeta = z_{-i\ell} \in D_m$, and we can assume that $\zeta \notin D_{m+1}$ (otherwise the induction step is complete). In this case, consider $\zeta' = f^{-g_m}(\zeta)$ and $\zeta'' = f^{-g_{m+1}}(\zeta')$ and the corresponding interval $J'' = f^{-g_{m+1} - g_{m+2}}(J_{-i\ell})$, and apply Lemma 2.8. Then either $\zeta'' \in D_{m+1}$, in which case the induction step is complete, or else $\text{dist}(\zeta'', I_{m+1}) \leq C|I_m|$ and angle $(\zeta'', J'') \geq \epsilon_1$, in which case we can apply the same argument leading to (2) and (3).

If the backward orbit survives all the steps of the induction, this means that in the end $z_{-a_{n+1} + g_{n-1}} \in D_{n-1}$. By Lemma 2.6, the image of $D_{n-1}$ under $f^{-a_{n+1} - 1}$ has diameter comparable to $|f(I_n)|$, so the first member of (3) is simply bounded by an absolute constant. So in any case we have (1). □

4. GEOMETRIC CONTROL OF HOLOMORPHIC PAIRS

In this section, we show that if a holomorphic pair satisfies certain geometric constraints, then one can bound from below how much its dynamics expands the hyperbolic metric in the complement of the real axis. From the renormalization viewpoint, these constraints are quite natural, being a consequence of the complex bounds.

We start with the definition of geometric control. For brevity, let us say that a finite set in the plane is $K$-bounded ($K > 1$), if any two non-zero distances $d_1$ and $d_2$ between points in the set satisfy $d_1 \leq Kd_2$. We denote by $Q$ the map $z \mapsto z^3$ in the complex plane.

**Definition.** A holomorphic pair $\Gamma$ is controlled by $K > 1$, or simply $K$-controlled, if the following geometric conditions are satisfied.

[G1] The set $\{0, \xi(0), \eta(0), \nu(0), a, b\}$ is $K$-bounded.

[G2] We have $\text{diam}(V) \leq K|J|$.

[G3] On the real axis, $|\gamma'(x)| \leq K$ for $\gamma = \xi, \eta, \nu$.

[G4] $\xi$ has holomorphic extensions $\xi_a : D(a, K^{-1}|J|) \to \mathbb{C}$ and $\xi_0 : D(0, K^{-1}|J|) \to \mathbb{C}$ such that $\xi_a = \psi_a \circ Q \circ \phi_a$ and $\xi_0 = \psi_\xi \circ Q$ respectively, where $\psi_a, \phi_a$ and $\psi_\xi$ are univalent maps with distortion bounded by $K$, and $\phi_a(a) = 0$.

[G5] $\eta$ has holomorphic extensions $\eta_b : D(b, K^{-1}|J|) \to \mathbb{C}$ and $\eta_0 : D(0, K^{-1}|J|) \to \mathbb{C}$ such that $\eta_b = \psi_b \circ Q \circ \phi_b$ and $\eta_0 = \psi_\eta \circ Q$ respectively, where $\psi_b, \phi_b$ and $\psi_\eta$ are univalent maps with distortion bounded by $K$, and $\phi_b(b) = 0$.

[G6] The open sets $O_\xi \cap D(a, K^{-1}|J|)$ and $O_\eta \cap D(b, K^{-1}|J|)$ are connected.

[G7] We have $D(0, K^{-1}|J|) \subseteq O_\nu$.

[G8] We have $\text{mod}(V \setminus U) \geq K^{-1}$.

**Remark.** Condition G6 guarantees that the shadow of a $K$-controlled holomorphic pair extends to a single-valued map

$$F_* : \text{Dom}(\Gamma) \cup D(a, K^{-1}|J|) \cup D(b, K^{-1}|J|) \to \mathbb{C}.$$ We call this map the extended shadow of our holomorphic pair.

Now a strengthened version of the complex bounds can be stated as follows.
Theorem 4.1 There exists a universal constant $K_0 > 1$ such that the following holds. If $\Gamma$ is a holomorphic pair with arbitrary rotation number, there exists $n_0 = n_0(\Gamma)$ such that for all $n \geq n_0$ the holomorphic pair $\mathcal{R}^n \Gamma$ restricts to a holomorphic pair $\Gamma_n$ controlled by $K_0$. □

Let us now formulate the tools from function theory that we need to prove expansion of the hyperbolic metric by a controlled holomorphic pair. Given a hyperbolic Riemann surface $X$, we write $\rho_X$ for the hyperbolic density of $X$, $d_X$ for the hyperbolic metric of $X$, and $\text{diam}_X(E)$ for the diameter of $E \subseteq X$ in that metric. If $f : \mathcal{O} \subseteq X \to Y$ is a holomorphic map between two hyperbolic Riemann surfaces ($\mathcal{O}$ an open subset of $X$), we denote by

$$
\|f'(z)\|_{X,Y} = \frac{\rho_Y(f(z))}{\rho_X(z)} |f'(z)|
$$

the derivative of $f$ at $z \in X$ measured with respect to the hyperbolic metrics in $X$ and $Y$, and simplify the notation a bit to $\|f'(z)\|_Y$ when $X = Y$.

The key to expansion is the following lemma, stated as Prop. 4.9 in [9].

Lemma 4.2 There exists a positive function $C(s)$ decreasing to zero as $s$ decreases to zero such that the following holds. If $f : X \subseteq Y$ is the inclusion of a hyperbolic Riemann surface into another, then $\|f'(z)\|_{X,Y} \leq C(d_Y(z, Y \setminus X)) < 1$. □

The second tool we need, to be used in combination with the above, is the following.

Lemma 4.3 Let $\Omega$ be a doubly-connected region in the plane, let $E$ be the bounded component of $\mathbb{C} \setminus \Omega$, and let $V = E \cup \Omega$. Then we have

$$
\text{diam}_V(E) \leq \frac{C}{\text{mod} \,(\Omega)} , 
$$

for some constant $C > 0$, as well as

$$
\text{mod} \,(\Omega) \geq \frac{4}{\pi} \left[ \frac{\delta}{\text{diam} \,(\Omega)} \right]^2 ,
$$

where $\delta$ is the Euclidean distance between the boundary components of $\Omega$.

Proof. For (4), see [8], Th. 2.4, where in fact a more precise estimate is given. For (5), use the definition of $\text{mod} \,(\Omega)$ as the extremal length of the family $\mathcal{F}$ of curves in $\Omega$ joining the two components of $\partial \Omega$ to get

$$
\text{mod} \,(\Omega) \geq \frac{1}{A(\Omega)} \inf_{\gamma \in \mathcal{F}} L^2(\gamma) ,
$$
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where \( L(\gamma) \) is the Euclidean length of \( \gamma \) and \( A(\Omega) \) is the Euclidean area of \( \Omega \). Since \( A(\Omega) \leq \pi (\text{diam} \Omega)^2 / 4 \), whereas \( L(\gamma) \geq \delta \) for all \( \gamma \in \mathcal{F} \), this proves (5). \( \square \)

While inequality (5) gives a lower bound for the modulus of an annulus in terms of the minimum separation between boundary components, an upper bound is provided by Teichmüller’s inequality

\[
\text{mod} (\Omega) \leq \Phi \left( \frac{\delta}{\text{diam} \Omega} \right),
\]

where \( \Phi \) is a certain universal monotone increasing function, cf. [1].

Later in this section it will also be very important to be able to control the variation of holomorphic distortion of an analytic map between hyperbolic Riemann surfaces. When the time comes, we will resort to the following consequence of Koebe’s distortion theorem, as stated by McMullen in [8], Cor. 2.27.

**Lemma 4.4** Let \( f : X \to Y \) be an analytic map between hyperbolic Riemann surfaces whose derivative vanishes nowhere. Then for all \( x_1, x_2 \in X \) we have

\[
\| f' (x_1) \|^2_{X,Y} \leq \| f' (x_2) \|_{X,Y} \leq \| f' (x_1) \|^{1/\alpha}_{X,Y},
\]

where \( \alpha = \exp \{ C_0 d_X(x_1, x_2) \} \) and \( C_0 > 0 \) is a universal constant. \( \square \)

Besides these very general tools, we will need the following specific consequence of geometric control. Given \( E \subseteq \mathbb{C} \) and \( \varepsilon > 0 \), we write \( V(E, \varepsilon) = \{ z : d(z, E) < \varepsilon \text{diam}(E) \} \).

**Lemma 4.5** Given \( K > 1 \), there exist \( \varepsilon_0 > 0 \) and \( M > 1 \) such that the following holds for all \( 0 < \varepsilon \leq \varepsilon_0 \). If \( \Gamma \) is a \( K \)-controlled holomorphic pair and \( F_\ast \) is its extended shadow, then

(a) \( V(J, \varepsilon) \subseteq \text{Dom} (F_\ast) \);
(b) For all \( z \in V(J, \varepsilon) \) we have \( |F_\ast (z)| \leq M \);
(c) There exists \( 0 < \tau = \tau (\varepsilon, K) < \varepsilon \) such that \( F_\ast (V(J, \tau)) \subseteq V(F_\ast (J), \varepsilon) \).
(d) \( F_\ast (V(J, \varepsilon)) \subseteq \text{Dom} (\Gamma) \).

**Proof.** Let \( J_\ast = F_\ast (J) = [\xi(a), \eta(b)] = [\xi(a), \xi(0)] \).

To prove (a), we note that

\[
\text{mod} (\mathcal{V} \setminus J_\ast) > \text{mod} (\mathcal{V} \setminus \text{Dom} (\Gamma)) \geq K^{-1}
\]

by condition \( G_8 \). Hence, there exists \( \varepsilon_1 > 0 \) depending only on \( K \) such that \( V(J_\ast, \varepsilon_1) \subseteq \mathcal{V} \), by Teichmüller’s inequality (6) and condition \( G_2 \). Using condition \( G_4 \) and making \( \varepsilon_1 \) smaller if necessary, we find \( 0 < \varepsilon_2 < K^{-1} \) and \( 0 < \varepsilon_3 < \varepsilon_1 \), both depending only on \( K \), such that

\[
\begin{align*}
D(\xi(a), \varepsilon_3 |J_\ast|) &\subseteq \xi_a(D(a, \varepsilon_2 |J|)) \subseteq V(J_\ast, \varepsilon_1) \\
D(\xi(0), \varepsilon_3 |J_\ast|) &\subseteq \xi_0(D(0, \varepsilon_2 |J|)) \subseteq V(J_\ast, \varepsilon_1)
\end{align*}
\]

(7)
Now, consider $a < x < 0$. If $|\xi(x) - \xi(a)| < \varepsilon_3 |J_\ast|$, then by (7) we have $x \in D(a, \varepsilon_2 |J|)$. Similarly, if $|\xi(x) - \xi(0)| < \varepsilon_3 |J_\ast|$, then $x \in D(0, \varepsilon_2 |J|)$. If neither of these happen, then

$$\xi(a) + \varepsilon_3 |J_\ast| < \xi(x) < \xi(0) - \varepsilon_3 |J_\ast| .$$

In this case the disk $D_x = D(\xi(x), \varepsilon_3 |J_\ast|) \subseteq V(J_\ast, \varepsilon_1)$ is contained in the image of $\xi$. Since $|\xi'(x)| \leq K$ by condition $G_3$, and since $|J_\ast| \geq K^{-1}|J|$ by condition $G_1$, we deduce from Koebe’s one-quarter theorem that

$$\xi^{-1}(D_x) \supseteq D\left(x, \frac{\varepsilon_3 |J|}{4K^2}\right) .$$

Putting these facts together, we get

$$\xi^{-1}(V(J_\ast, \varepsilon_1)) \supseteq V([a, 0], \varepsilon') , \quad (8)$$

where $\varepsilon' = \min\{\varepsilon_2, \varepsilon_3/4K^2\}$. Proceeding similarly with $\eta$ replacing $\xi$ and condition $G_3$ replacing condition $G_4$, and noting that $J_\ast \supseteq [\eta(0), \eta(b)]$, we obtain $\varepsilon'' > 0$ depending only on $K$ such that

$$\eta^{-1}(V(J_\ast, \varepsilon_1)) \supseteq V([0, b], \varepsilon'') . \quad (9)$$

Taking $\varepsilon_0 = \min\{|a|\varepsilon', |b|\varepsilon''/|J|\}$, we deduce from (8) and (9) that $V(J, \varepsilon_0) \subseteq \text{Dom } (F_\ast)$, and this proves (a).

The proof of the remaining assertions is more of the same, so we omit the details. Using condition $G_3$ and Koebe distortion, we see that the maps defining $F_\ast$ have distortion on $V(J, \varepsilon_0/2)$ bounded only in terms of $K$. Therefore (b) holds for some constant $M$ depending only on $K$ if we replace $\varepsilon_0$ by $\varepsilon_0/2$. Making this new $\varepsilon_0$ still smaller if necessary, we can assume also that $V(J_\ast, \varepsilon_0) \subseteq \text{Dom } (\Gamma)$. Then, (c) follows for some $\tau$ as stated if we use (b) and apply the mean value theorem to $F_\ast$ in $V(J, \tau)$. Finally, replacing $\varepsilon_0$ by $\tau(\varepsilon_0, K)$, we see that (d) follows from (c). $\square$

Next, let $\Gamma$ be a holomorphic pair and let $Y = \mathcal{V} \setminus \mathbb{R}$. How do we compare the hyperbolic metric of $Y$ with the hyperbolic metric of the upper half-plane $\mathbb{H}$? The answer is given by the following lemma.

**Lemma 4.6** Let $\rho_Y(z)$ and $\rho(z) = 1/|\text{Im } z|$ be the hyperbolic densities of $Y$ and $\mathbb{C} \setminus \mathbb{R}$, respectively. Then for all $z \in \text{Dom } (\Gamma)$ we have $\rho(z) < \rho_Y(z) < c_M \rho(z)$, where $0 < c_M < 1$ is a constant depending only on $M = \text{mod } (\mathcal{V} \setminus \text{Dom } (\Gamma))$.

**Proof.** By monotonicity of hyperbolic densities, $\rho_Y > \rho$. Let $\delta$ be the Euclidean distance between $\partial \mathcal{V}$ and $\partial \text{Dom } (\Gamma)$. By Teichmüller’s inequality (6), we have

$$\delta \geq \Phi^{-1}(M) \text{diam } \mathcal{V} \geq \Phi^{-1}(M) |\text{Im } z| .$$
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Hence the largest disk $D$ contained in $Y$ and centered at $z$ has radius

$$R \geq \min\{\delta, |\text{Im } z|\} \geq 2c_{M}^{-1} |\text{Im } z|,$$

where $c_{M}^{-1} = \frac{1}{T} \min\{1, \Phi^{-1}(M)\}$. Therefore, again by monotonicity of hyperbolic densities, we get

$$\rho_{Y}(z) \leq \rho_{D}(z) = \frac{2}{R} \leq c_{M} \frac{1}{|\text{Im } z|} = c_{M} \rho(z).$$

We are ready for the first expansion result.

**Proposition 4.7** Let $\Gamma$ be a $K$-controlled holomorphic pair with co-domain $\mathcal{V}$ and let $Y = \mathcal{V} \setminus \mathbb{R}$. Then for each $\varepsilon > 0$ we have the following.

(a) There exists $\varrho = \varrho(\varepsilon, K) > 0$ satisfying $\|F'(z)\|_{Y} \geq 1 + \varrho$ for all $z$ in the domain of $\Gamma$ such that $|\text{Im } z| \geq \varepsilon |J|$.

(b) There exists $\lambda = \lambda(\varepsilon, K) > 1$ such that $\|F'(z)\|_{Y} \geq \lambda$ for all $z \in \text{Dom}(\Gamma) \cap V(J, \varepsilon)$ such that $F(z) \notin V(J, \varepsilon)$.

Moreover, if $\Gamma$ is the renormalization of a holomorphic pair $\Gamma^{*}$ with co-domain $\mathcal{V}^{*}$ and $Y^{*} = \mathcal{V} \setminus \mathbb{R}$, then the same statements are true with $\| \cdot \|_{Y^{*}}$ replacing $\| \cdot \|_{Y}$ throughout.

**Proof.** It suffices to consider only $\varepsilon \leq \varepsilon_{0}$, where $\varepsilon_{0}$ is given by Lemma 4.5. By condition $G_{8}$ and (3), there exists $\varepsilon_{1} = \varepsilon_{1}(K) > 0$ such that the Euclidean distance between $\partial \text{Dom}(\Gamma)$ and $\partial \mathcal{V}$ is at least $\varepsilon_{1} |J|$.

Let $E$ be the set of points in $\text{Dom}(\Gamma)^{+} \subseteq \mathcal{V}^{+}$ such that $|\text{Im } z| \geq \varepsilon |J|$, and let $\delta$ be the Euclidean distance between the boundary components of the annulus $\mathcal{V}^{+} \setminus E$. Then we have

$$\delta \geq |J| \min\{\varepsilon_{1}, \varepsilon\}. \quad (10)$$

Moreover, by condition $G_{2}$,

$$\text{diam } (\mathcal{V}^{+} \setminus E) \leq \text{diam } (\mathcal{V}) \leq K |J|. \quad (11)$$

Combining (10) and (11) with inequalities (4) and (5) of Lemma 4.3, we get an upper bound for the diameter of $E$ in the hyperbolic metric of $\mathcal{V}^{+}$, namely

$$\text{diam }_{\mathcal{V}^{+}}(E) \leq \frac{C_{0} \pi K^{2}}{4 \min\{\varepsilon_{1}, \varepsilon\}^{2}} = s. \quad (12)$$

Now let $z \in E$ and suppose that $F(z) = \xi(z)$, i.e. that $z \in \mathcal{O}_{\xi}^{+}$ (other cases being treated in the same way). If $w$ is any point in the non-empty set $\partial \mathcal{O}_{\xi}^{+} \cap \partial E$, we have

$$d_{\mathcal{V}^{+}}(z, \mathcal{V}^{+} \setminus \mathcal{O}_{\xi}^{+}) \leq d_{\mathcal{V}^{+}}(z, w) \leq \text{diam }_{\mathcal{V}^{+}}(E). \quad (13)$$
Viewed as a (univalent) map from $\mathcal{V}^+$ into itself, $\xi^{-1}$ is the composition of the hyperbolic isometry $\xi^{-1} : \mathcal{V}^+ \to \mathcal{O}^+_\xi$ with the hyperbolic contraction given by the inclusion $\mathcal{O}^+_\xi \subseteq \mathcal{V}^+$. Therefore, by Lemma 4.2 and (13),

$$\|(\xi^{-1})'(\xi(z))\|_Y \leq C \left( \text{diam}_{\mathcal{V}^+}(E) \right) < 1,$$

which put together with (12) gives us

$$\|F'(z)\|_Y = \|\xi'(z)\|_Y \geq \frac{1}{C(s)} > 1.$$  

This proves part (a) with $g(\varepsilon, K) = C(s)^{-1} - 1 > 0$.

To prove part (b) we note, using parts (c) and (d) of Lemma 4.5, that if $z \in \text{Dom}(\Gamma) \cap V(J, \varepsilon)$ is such that $F(z) \notin V(J, \varepsilon)$, then $z \notin V(J, \tau(\varepsilon, K))$. In particular, $\text{Im} z \geq \tau(\varepsilon, K)|J|$, and therefore by (a) we have

$$\|F'(z)\|_Y \geq 1 + g(\tau(\varepsilon, K), K) = \lambda(\varepsilon, K).$$

This completes the proof of both assertions for $\| \cdot \|_Y$. The proof for $\| \cdot \|_{Y^*}$ is similar. \box

We now turn to our second expansion result.

**Proposition 4.8** Let $\Gamma$ be a $K$-controlled holomorphic pair with arbitrary rotation number. Then for each $\mu > 1$ there exists $n_0 = n_0(\mu, \Gamma) > 0$ with the following property. If $z$ is a point in the domain of $\Gamma$ such that $F^j(z) \in \text{Dom}(\Gamma)$ for all $0 \leq j < n$ but $F^n(z) \notin \text{Dom}(\Gamma)$ for some $n > n_0$, then $\|(F^n)'(z)\|_Y \geq \mu$.

**Proof.** Let $\Delta = [\xi(0), \eta(0)]$ be the short dynamical interval of $\Gamma$, and let $f : \Delta \to \Delta$ be the associated circle map. Also, let $K_0$ and $n_0 = n_0(\Gamma)$ be given by Theorem 4.1. Then for all $n \geq n_0$ the $n$-th renormalization of $\Gamma$ is a holomorphic pair with the same co-domain $\mathcal{V}$ that restricts to a $K_0$-controlled holomorphic pair $\Gamma_n$. We denote by $\mathcal{U}_n = \text{Dom}(\Gamma_n)$ the domain and $\mathcal{V}_n$ the co-domain of $\Gamma_n$, by $F_n$ its shadow, by $J_n$ its long dynamical interval and by $I_n$ its short dynamical interval. We also consider the protection bands $\mathcal{W}_n = V(J_n, \varepsilon_0)$, where $\varepsilon_0$ is the constant in Lemma 4.5. Recall that $F_n(\mathcal{W}_n) \subseteq \text{Dom}(\Gamma_n)$.

Since $|J_n| \to 0$ as $n \to \infty$, and since $\text{diam} \mathcal{V}_n \leq K_0 |J_n|$ by condition $G_2$, there exists a sequence $n_0 < n_1 < n_2 < \cdots < n_j < \cdots$ along which domains and co-domains are nested in the sense that

$$\mathcal{V}_{n_{j+1}} \subseteq \mathcal{U}_{n_j} \cap \mathcal{W}_{n_j}$$

holds true for all $j \geq 1$. Now choose an integer $k$ such that $\lambda^{k-1} > \mu$, where $\lambda = \lambda(\varepsilon_0, K_0)$ is given by Proposition 4.7 (b).
Claim. If \( z \in \mathcal{U}_{n_k} \) and \( n > 0 \) are such that \( F^j(z) \in \text{Dom}(\Gamma) \) for \( j = 0, 1, \ldots, n-1 \) but \( F^n(z) \notin \text{Dom}(\Gamma) \), then \( \| (F^n)'(z) \|_Y > \mu \).

To prove this claim, we proceed as follows. Since \( z \in \mathcal{U}_{n_k} \) and the \( F \)-orbit of \( z \) eventually exits the domain of \( \Gamma \), there exists \( s_k \geq 1 \) such that \( F_{n_k}^i(z) \in \mathcal{U}_{n_k} \) for all \( 0 \leq i < s_k \) but \( z_{k-1} = F_{n_k}^{s_k}(z) \notin \mathcal{U}_{n_k} \). By the nesting condition (14), we must have \( z_{k-1} \in \mathcal{U}_{n_{k-1}} \cap \mathcal{W}_{n_{k-1}} \). Proceeding inductively in this fashion until the \( F \)-orbit of \( z \) exits \( \mathcal{U}_{n_1} \), we obtain positive integers \( s_k, s_{k-1}, \ldots, s_1 \) and points \( z_k = z, z_{k-1}, \ldots, z_0 \) satisfying

\[
z_{j-1} = F_{n_j}^{s_j}(z_j) \in \mathcal{U}_{n_{j-1}} \cap \mathcal{W}_{n_{j-1}} ,
\]

and such that \( F_{n_j}^{s_j}(z_j) \in \mathcal{U}_{n_j} \) for all \( 0 \leq i < s_j \) while \( z_{j-1} \notin \mathcal{U}_{n_j} \), for all \( 1 \leq j \leq k \).

Note that since the \( F \)-orbit of \( z \) exits each \( \mathcal{U}_{n_j} \), it exits each protection band \( \mathcal{W}_{n_j} \) a fortiori. Therefore, by Proposition 4.7 (b), we have \( \| (F_{n_j}^{s_j})'(z_j) \|_Y \geq \lambda \) for \( j = 1, 2, \ldots, k-1 \). When the \( F \)-orbit of \( z \) reaches \( z_0 \), there are still, say, \( r \) iterates to go before it finally exits the domain of \( \Gamma \), and we see that

\[
F^n(z) = F^r \circ F_{n_1}^{s_1} \circ F_{n_2}^{s_2} \circ \cdots \circ F_{n_k}^{s_k}(z).
\]

Therefore by the chain rule we have

\[
\| (F^n)'(z) \|_Y = \| (F^r)'(z_0) \|_Y \prod_{j=1}^{k} \| (F_{n_j}^{s_j})'(z_j) \|_Y > \lambda^{k-1} > \mu ,
\]
which proves the claim.

The next step (cf. Figure 3) is to cover \( J \) with pre-images of \( \mathcal{U}_{n_k} \) under \( F \). More precisely, since \( \mathcal{U}_{n_k} \supseteq I_{n_k} \) and

\[
\Delta = \bigcup_{j=0}^{q_{n_k}} f^{-j}(I_{n_k}) ,
\]

it follows that \( \Delta \) is contained in the open set

\[
\mathcal{O} = \bigcup_{j=0}^{q_{n_k}} F^{-j}(\mathcal{U}_{n_k}) .
\]

Here we have used the fact that \( f \) is simply the restriction of \( F \) to the short dynamical interval of \( \Gamma \). Now recall that \( J = \Delta \cup \eta^{-1}(\Delta) \cup \xi^{-1}(\Delta) \cup \cdots \cup \xi^{-m}(\Delta) \), where \( m \) is the height of \( \Gamma \). Hence \( J \) is contained in the open set

\[
\mathcal{O}' = \bigcup_{j=0}^{m} F^{-j}(\mathcal{O}) ,
\]

where \( F_* \) is the extended shadow of \( \Gamma \) (we use \( F_* \) instead of \( F \) so we can cover the endpoints of \( J \) also). This means that for some \( \varepsilon > 0 \) small enough \( V(J, \varepsilon) \subseteq \mathcal{O}' \). All points in the domain of \( \Gamma \) that are not in \( V(J, \varepsilon) \) lie at a definite positive distance from the real axis, in other words,

\[
\varepsilon' = \inf \{ |\text{Im } z| : z \in \text{Dom } (\Gamma) \setminus V(J, \varepsilon) \} > 0 .
\]

Hence, let \( n_* \) be such that \((1 + \varrho)^{n_*} > \mu \), where \( \varrho = \varrho(\varepsilon', K) \) is given by Proposition 4.7 (a). If \( w \in \text{Dom } (\Gamma) \) and \( n > n_* \) are such that \( F^j(w) \in \text{Dom } (\Gamma) \) for all \( 0 \leq j < n \) but \( F^n(w) \notin \text{Dom } (\Gamma) \), then either there exists \( j \) such that \( F^j(w) \in V(J, \varepsilon) \), in which case there exists \( i \geq j \) such that \( z = F^i(w) \in \mathcal{U}_{n_k} \) and therefore by the Claim above

\[
\| (F^n)'(w) \|_Y \geq \| (F^{n-j})'(z) \|_Y \geq \mu ,
\]

or \( F^j(w) \notin V(J, \varepsilon) \) for all \( j < n \), in which case \( |\text{Im } F^j(w)| \geq \varepsilon' |J| \), whence by Proposition 4.7 (a) and the chain rule we get \( \| (F^n)'(w) \|_Y \geq (1 + \varrho)^n > \mu \) also. This completes the proof. \( \square \)

**Proposition 4.9** Let \( \Gamma \) be a holomorphic pair with arbitrary rotation number, and let \( \mathcal{K}_\Gamma \) be its limit set. Then

\[
\mathcal{K}_\Gamma = \bigcup_{n \geq 0} F^{-n}(J) .
\]
Proof. Since the statement we want to prove is purely topological, we can assume, using the pull-back theorem for holomorphic pairs (Theorem 2.3) and Theorem 4.1, that $\Gamma$ satisfies all the hypotheses of Proposition 4.8. For the same reasons, we also know that $\Gamma$ is conjugate to a deep renormalization of a suitable element $f$ of the Arnold family. More precisely, there exist domains $\mathcal{V}^0, \mathcal{O}^{0}_{\xi}, \mathcal{O}^{0}_{\eta}, \mathcal{O}^{0}_{\nu} \subseteq \mathbb{C}^{*}$, symmetric about $\partial \mathbb{D}$ with respect to inversion, forming a (generalized) bowtie with center at $1 \in \partial \mathbb{D}$, and a positive integer $s$ such that the maps

$$\xi_0 = f^{q_s}|\mathcal{O}^{0}_{\xi}, \quad \eta_0 = f^{q_s+1}|\mathcal{O}^{0}_{\eta}, \quad \nu_0 = f^{q_s+q_{s+1}}|\mathcal{O}^{0}_{\nu}$$

determine a (generalized) holomorphic pair $\Gamma^0$, and moreover there exists a quasi-conformal homeomorphism $H : \mathcal{V} \rightarrow \mathcal{V}^0$ conjugating $\Gamma$ to $\Gamma^0$. Let $F_0$ be the shadow of $\Gamma^0$, and let $J_0 = H(J) \in \partial \mathbb{D}$ be the long dynamical interval of $\Gamma^0$. The distinctive feature of $\Gamma^0$ is the fact that, for each $w \in \text{Dom}(\Gamma^0)$ and each $k > 0$ for which $F^{k}_0(w)$ is defined, there exist non-negative integers $m, n$ with $k \leq m + n$ such that

$$F^{k}_0(w) = f^{mq+nQ}(w),$$

where $q = q_s$ and $Q = q_{s+1}$.

Claim. The set $\Lambda = \mathcal{K}_{\Gamma} \setminus \bigcup_{n \geq 0} F^{-n}(J)$ has empty interior.

To prove this, we argue by contradiction. Suppose $D \subseteq \Lambda$ is a non-empty open disk, and let $D_0 = H(D)$. Since points in $D$ can be iterated by $F$ forever, $F^{k}_0(w)$ exists for all $k \geq 0$, for each $w \in D_0$, and so by (15) there exist infinitely many $n > 0$ such that $F^n(w) \in \text{Dom}(\Gamma_0)$. We know that the Julia set of $f$ is $\mathbb{C}^{*}$, so by Montel's theorem there exist $n_0 > 0$ and $w \in D_0$ such that $f^{n_0}(w) \in \partial \mathbb{D}$. But then $f^n(w) \in \partial \mathbb{D}$ for all $n \geq n_0$, and so there exists $k > 0$ such that $F^{k}_0(w) \in \partial \mathbb{D} \cap \text{Dom}(\Gamma_0) = J_0$. We have thus found a point $z = H^{-1}(w)$ in $D$ which belongs to $F^{-k}(J)$, a contradiction that proves the claim.

Now, let $x$ be an arbitrary point of $\Lambda$. We want to show that for every $\delta > 0$ there exists a point $p \in D(x, \delta)$ such that $F^{m}(p) \in J$ for some $m > 0$. Since $F^n(x)$ exists for all $n \geq 0$ and lies in the interior of $\text{Dom}(\Gamma)$, it follows from the claim above that for all $\delta > 0$ and all sufficiently large $k$ there exists $y \in D(x, \delta)$ such that $F^{j}(y) \in \text{Dom}(\Gamma)$ for $0 \leq j < k$ but $F^{k}(y) \notin \text{Dom}(\Gamma)$. By an easy connectedness argument we can assume also that $F^{k}(y) \in \partial \text{Dom}(\Gamma)$. We call such $y$ a $(k, \delta)$-escaping point for $x$.

Next, observe that $C_1 = \sup \{d_Y(z, F^{-1}(J) \cap Y) : z \in \partial \text{Dom}(\Gamma)\} < \infty$. Given $\delta > 0$, let $\mu > 1$ be such that

$$\mu > \left(\frac{2C_1}{\delta}\right)^{e^{C_0}C_1},$$

where $C_0$ is the universal constant of Lemma 4.4. Let $y$ be a $(n, \delta/2)$-escaping point for $x$ with $n > n_*$, where $n_*$ is given by Proposition 4.8, and let $w = F^n(y) \in$...
∂\text{Dom}(\Gamma). Take any point \(w^* \in F^{-1}(J)\) such that \(d_Y(w, w^*) \leq C_1\). Denote by \(F^{-n}\) the inverse branch of \(F^n\) that maps \(w\) back to \(y\), and let \(p = F^{-n}(w^*)\).

To estimate the Euclidean distance between \(x\) and \(p\), we first estimate the hyperbolic distance in \(Y\) between \(y\) and \(p\). For this purpose, let \(\sigma\) be the hyperbolic geodesic in \(Y\) joining \(w\) to \(w^*\), and let \(\rho_Y\) be the hyperbolic density of \(Y\). The distance \(d_Y(y, p)\) is certainly not greater than the hyperbolic length \(L_Y(F^{-n}\sigma)\) of the arc \(F^{-n}\sigma\) joining \(y\) to \(p\). On the other hand, by Proposition 4.8 we have \(\|(F^{-n})'(w)\|_Y \leq \mu^{-1}\), and applying Lemma 4.4 we get

\[
\|(F^{-n})'(z)\|_Y \leq \frac{1}{\mu^{1/\alpha}},
\]

for all \(z \in \sigma\), where \(\alpha = \exp\{C_0 d_Y(w, z)\} \leq e^{C_0 C_1}\). Hence, using (16) and (17), we see that

\[
L_Y(F^{-n}\sigma) = \int_\sigma \|(F^{-n})'(z)\|_Y \rho_Y(z) |dz| \\
\leq \frac{1}{\mu^{1/\alpha}} \int_\sigma \rho_Y(z) |dz| = \frac{1}{\mu^{1/\alpha}} d_Y(w, w^*)
\]

\[
\leq C_1 \mu^{-e^{-c_0 c_1}} \frac{\delta}{2}.
\]

This gives us \(|y - p| \leq d_Y(y, p) < \delta/2\), and therefore \(|x - p| < \delta\) as desired. \(\square\)

The main consequence of Proposition 4.9 is one of the key points we shall use in §6 to prove that the limit set of a holomorphic pair is uniformly twisting. Let \(z\) be a point in the limit set \(\mathcal{K}_\Gamma\) of a holomorphic pair \(\Gamma\). For each tangent vector \(v\) at \(z\), we write \(\ell_Y(v)\) for the length of \(v\) measured in the hyperbolic metric of \(Y\), and put \(\ell_Y(v) = \infty\) if \(z\) happens to lie in the real axis. For each \(k \geq 0\), we let \(v_k = DF^k(z) v\).

**Corollary 4.10** Let \(\Gamma\) be a holomorphic pair with arbitrary rotation number, and let \(z\) be a point in the limit set \(\mathcal{K}_\Gamma\). Then, for each tangent vector \(v\) at \(z\), we have

\[
\ell_Y(v_0) \leq \ell_Y(v_1) \leq \cdots \leq \ell_Y(v_k) \to \infty
\]

as \(k \to \infty\).

**Proof.** The sequence is clearly non-decreasing, so we concentrate on proving that it diverges to infinity. Assume \(z \in \mathcal{K}_\Gamma \cap Y\), otherwise there is nothing to prove, and fix \(k > 0\). Let \(\mathcal{O}_k \subseteq \text{Dom}(\Gamma)\) be the connected component of \(F^{-k}(Y)\) that contains \(z\).
We know that $F^k$ maps $O_k$ univalently onto one of the two connected components of $Y$. For definiteness, let us assume that $O_k \subseteq V^+$ and that $F^k(O_k) = V^+$. Thus, viewed as a map from $V^+$ into itself, $F^{-k}$ is the composition of an isometry between $V^+$ and $O_k$, with their respective hyperbolic metrics, and a contraction given by the inclusion $O_k \subseteq V^+$. In particular,

$$
\|DF^{-k}(F^k(z))\|_Y = \frac{\rho_Y(z)}{\rho_{O_k}(z)}.
$$

(18)

Now, if $D_k$ is the largest disk centered at $z$ and contained in $O_k$, then

$$
\rho_{O_k}(z) \asymp \rho_{D_k}(z) = \frac{2}{R_k},
$$

where $R_k$ is the radius of $D_k$. We also saw in Lemma 4.6 that $\rho_Y(z) \asymp 1/|\text{Im } z|$. Combining these facts with (18) and the chain rule, we get

$$
\ell_Y(v_k) = \| (F^k)'(z) \|_Y \ell_Y(v) \asymp \frac{2|\text{Im } z|}{R_k} \ell_Y(v).
$$

Since by Proposition 4.9 we have $R_k \to 0$ as $k \to \infty$, we are done. □

5. THE CRITICAL POINT IS DEEP

Now we use the expansion results established in the previous section to prove that the critical point of a holomorphic pair $\Gamma$ is a $\delta$-deep point of the limit set $K_{\Gamma}$ of $\Gamma$, for some $\delta > 0$. By definition, this means that for every $r > 0$ the largest disk contained in $D(0, r)$ which does not intersect $K_{\Gamma}$ has radius $\leq r^{1+\delta}$. (Thus, linear blow-ups of $K_{\Gamma}$ around $0$ fill-out the plane at an exponential rate in the Hausdorff metric.)

**Theorem 5.1** Let $\Gamma$ be a holomorphic pair with arbitrary rotation number and limit set $K_{\Gamma}$. Then there exists $\delta > 0$ such that the critical point of $\Gamma$ is a $\delta$-deep point of $K_{\Gamma}$.

**Proof.** In the course of the proof, we write $C_0$ for the constant of Lemma 4.4, and $C_1, C_2, \ldots$ for constants that depend only on the complex bounds. Let $\Gamma_n$ be the $n$-th renormalization of $\Gamma$. By Theorem 4.1 we may assume that $\Gamma_n$ is $K_0$-controlled for all $n \geq n_0$. As in the proof of Proposition 4.8, we choose $n_0 < n_1 < \cdots < n_i < \cdots$ so that $\mathcal{W}_{n_{i+1}} \subseteq \mathcal{U}_{n_i} \cap \mathcal{W}_{n_i}$, where the $\mathcal{W}_n$ are the protection bands defined in that Proposition. Since $\text{diam}(\mathcal{U}_n) \asymp \text{diam}(\mathcal{W}_n) \asymp |J_n|$ and $|J_n| \to 0$ exponentially as $n \to \infty$, we can choose the $n_i$ so that $n_{i+1} - n_i$ is bounded (by a constant depending only on the real bounds).
We want to show that for every $z$ in the domain of $\Gamma$ such that $z \notin \mathcal{K}_\Gamma$ we have
\[
\text{dist} (z, \mathcal{K}_\Gamma) \leq C_1 |z|^{1+\delta}
\] for some $\delta > 0$. Let $k$ be the largest such that $z \in \mathcal{U}_{n_k}$. Then \(\text{diam} (\mathcal{U}_{n_k}) \asymp |z|\), and by the real bounds
\[
n_k \asymp \log \left( \frac{1}{|J_{n_k}|} \right) \asymp \log \left( \frac{1}{|z|} \right).
\]
But $n_k \leq C_2 k$, and we get $k \geq C_3 \log (1/|z|)$. Now, since $z \notin \mathcal{K}_\Gamma$, its forward orbit eventually leaves $\mathcal{U}$, and so it leaves each $\mathcal{U}_n$, and each $\mathcal{W}_n$, as well. Let $n$ be such that $F^n(z) \in \mathcal{U}_{n_0} \cap \mathcal{W}_{n_0}$ but $F^{n+1}(z) \notin \mathcal{W}_{n_0}$. Then, by the same argument used in the proof of the Claim in Proposition 4.8, we have
\[
\|DF^n(z)\|_Y \geq \lambda^k \geq \left( \frac{1}{|z|} \right)^{C_3 \log \lambda} = \frac{1}{|z|^\beta}.
\]
Moreover, by Lemma 4.5 (c), the point $z' = F^n(z)$ satisfies $\text{Im} z' \geq \tau(\varepsilon_0, K_0) |J_{n_0}|$, and so we can find a point $w' \in \mathcal{K}_\Gamma \cap \partial \mathcal{W}_{n_0}$ such that $d_Y(z', w') \leq C_4$. Let $\gamma'$ be the geodesic arc in $Y$ joining $z'$ to $w'$ (so that $L_Y(\gamma') \leq C_4$). Then the arc $\gamma = F^{-n}(\gamma')$ joins $z$ to $w = F^{-n}(w') \in \mathcal{K}_\Gamma$. Using Lemma 4.4, we see that $\|DF^{-n}(\zeta)\|_Y \leq \|DF^{-n}(z)\|_Y^{\alpha}$ for all $\zeta \in \gamma'$, where $\alpha = e^{C_6} C_4$. Therefore $L_Y(\gamma) \leq C_5 |z|^{\delta}$, where $\delta = \alpha \beta$. Since the hyperbolic density of $Y$ at points in $\mathcal{U}$ is comparable to the hyperbolic density of the upper half-plane $\mathbb{H}$, it follows that $L_{\mathbb{H}}(\gamma) \leq C_6 |z|^{\delta}$. Thus, $w$ belongs to the hyperbolic disk $\Omega \subseteq \mathbb{H}$ of center $z$ and radius $C_6 |z|^{\delta}$. Since the point of $\partial \Omega$ farthest from $z$ in the Euclidean metric lies vertically above $z$, let us say $z + iL$, we get
\[
\log \left( 1 + \frac{L}{\text{Im} z} \right) \leq C_6 |z|^{\delta}
\]
But since $|z|$ is bounded, the left-hand side of this inequality is $\geq C_7 L/\text{Im} z$, and we finally have
\[
|w - z| \leq L \leq \frac{C_6}{C_7} |z|^{\delta} (\text{Im} z) \leq C_8 |z|^{1+\delta}.
\]
We deduce that the largest Euclidean disk centered at $z \notin \mathcal{K}_\Gamma$ which does not meet $\mathcal{K}_\Gamma$ has radius $\leq C_8 |z|^{1+\delta}$, and this proves the theorem. \(\square\)

6. SMALL LIMIT SETS EVERYWHERE

In this section we use Corollary 4.10 to prove an important property of holomorphic pairs that will imply (§7) that the limit set is uniformly twisting in the sense of McMullen [9]. The precise statement is given in Theorem 6.3 below. We will need the following property of critical circle maps.
Lemma 6.1 Let $f : S^1 \to S^1$ be a critical circle map for which the real a priori bounds hold true. For each $n \geq 1$, let $\Delta_n$ be the interval of endpoints $f^{q_n}(c)$ and $f^{q_n-1}(c)$ containing the critical point $c$. Then $\Delta_n, f^{-1}(\Delta_n), \ldots, f^{-q_n+1}(\Delta_n)$ are pairwise disjoint and each $f^{-j}(\Delta_n)$ has definite and bounded space on both sides inside the largest interval containing it that does not meet any of the others.

Proof. The endpoints of $f^{-\hat{j}}(\Delta_n)$ are $f^{a_n-\hat{j}}(c)$ and $f^{a_{n+1}-\hat{j}}(c)$, and both belong to the dynamical partition $P_n$ of level $n$ of $f$. \hfill \Box

We will also need an easy property of controlled holomorphic pairs.

Lemma 6.2 Let $\Gamma$ be a controlled holomorphic pair. Then there exist a disk $D' \subseteq O_v \setminus \mathbb{R}$ and a disk $D'' \subseteq U$ centered at the origin, with diam $(D') \asymp |J| \asymp \text{diam} (D'')$ and dist $(D', \mathbb{R}) \asymp |J|$, such that $\nu$ is univalent in $D'$ and $\nu(D') \supseteq D''$. \hfill \Box

Definition. We say that a holomorphic pair $\Gamma$ is super-controlled if $\Gamma$ is $K$-controlled and there exist $R = R(K) > 0$, domains $\hat{\Omega}_\xi, \hat{\Omega}_\eta, \hat{\Omega}_\nu$, and complex-analytic extensions $\hat{\xi} : \hat{\Omega}_\xi \to \mathbb{C}, \hat{\eta} : \hat{\Omega}_\eta \to \mathbb{C}, \hat{\nu} : \hat{\Omega}_\nu \to \mathbb{C}$ of $\xi, \eta, \nu$ respectively, such that for $\gamma = \xi, \eta, \nu$ and for all $z \in \partial O_\gamma \cap K_\Gamma$ we have $D(z, R|J|) \subseteq \hat{\Omega}_\gamma$ and the restriction of $\hat{\gamma}$ to $D(z, R|J|)$ has distortion bounded by $K$.

To go from control to super-control, one renormalization suffices. In other words, if $\Gamma$ is $K$-controlled then its first renormalization $R(\Gamma)$ is a super-controlled holomorphic pair.

Theorem 6.3 Let $\Gamma$ be a super-controlled holomorphic pair with rotation number of bounded type, with limit set $K_\Gamma$ and shadow $F$. Then for each $z_0 \in K_\Gamma$ and each $r > 0$ there exists a pointed domain $(U, y)$ with $|z_0 - y| = O(r)$ and $\text{diam} (U) \asymp r$, and there exists $k > 0$ such that $F^k$ maps $(U, y)$ onto a pointed domain $(V, 0)$ univalently with bounded distortion. In particular, $U$ contains a conformal copy of a high renormalization of $\Gamma$ whose limit set has size commensurable with $r$.

Proof. The proof is divided into several steps.

Step I. First we show that the statement is true when $z_0 \in [\xi(0), \eta(0)]$. Let $f = F|[\xi(0), \eta(0)]$ and for each $n \geq 1$ let $\Delta_n$ be as in Lemma 6.1. Each $\Delta_n$ is the short dynamical interval of the $n$-th renormalization $\Gamma_n$ of $\Gamma$. Let $\mathcal{V}_n \supseteq \Delta_n$ be the co-domain of $\Gamma_n$; by the complex bounds, we can assume that diam $(\mathcal{V}_n) \asymp |\Delta_n|$. For each $0 < i \leq q_n - 1$, let $V_{n,i} = f^{-i}(\mathcal{V}_n)$; note that by Koebe’s distortion theorem we have diam $(V_{n,i}) \asymp |f^{-i}(\Delta_n)|$. Now, choose $n$ so that the interval of $P_n$ which contains $z_0$ has length $\asymp r$. Then choose $k$ so that $V_{n,k}$ is closest to $z_0$. This value of $k$ and the pointed domain $(U, y) = (V_{n,k}, f^{-k}(0))$ will do.

Step II. Next, the statement is true for all $z_0 \in (a, b)$, the long dynamical interval of $\Gamma$. Here, let $p$ be the height of $\Gamma$ and consider the domains $V_{n,i}$ together with $\xi^{-1}(V_{n,i}), \xi^{-2}(V_{n,i}), \ldots, \xi^{-p}(V_{n,i})$ and $\eta^{-1}(V_{n,i})$. Then apply the same argument in step I.
Step III. Now we prove the more difficult case when $z_0$ is not on the real axis. Here is where we use Corollary 4.10. This case breaks down into further subcases. We start with a vector $v_0$ at $z_0$ and Euclidean norm $|v_0| \sim r$, and we iterate: $z_k = F^k(z), v_k = D F^k(z) v$. Note that $|F'(z_k)| = |v_{k+1}|/|v_k|$ for all $k$. We also know from Corollary 4.10 that $\ell_Y(v_k) \to \infty$ monotonically as $k \to \infty$. There are two possibilities.

Step IIIa. There exists $k$ such that $\ell_Y(v_k) >> 1$ but $\ell_Y(v_{k+1}) << 1$. More precisely, $\ell_Y(v_k) < \varepsilon$ while $\ell_Y(v_{k+1}) > 1/\varepsilon$, for some constant $\varepsilon$ that will be determined in the course of the argument. To be definite, assume $z_k$ lies in the domain of $\xi$, so $z_{k+1} = \xi(z_k)$. Since at all points $z$ of the domain of $\Gamma$ the hyperbolic density of $Y$ is comparable to $1/\text{Im} z$, we have

$$\frac{|v_k|}{\text{Im} z_k} \ll \ell_Y(v_k) < \varepsilon.$$  

Hence $\text{Im} z_k \geq C|v_k|/\varepsilon >> |v_k|$. This means that $\xi$ is univalent in a disk $D(z_k, R)$ of radius $R \sim \text{Im} z_k$ (provided it is well-defined there – it may happen that $z_k$ is too close to the boundary of the domain of $\xi$, in which case we must remember that $\xi$ extends holomorphically to a definite neighborhood of such boundary because the holomorphic pair $\Gamma$ is super-controlled). By Koebe’s one-quarter theorem, $\xi(D(z_k, R))$ contains the disk $D(z_{k+1}, R')$, where $R' = R|v_{k+1}|/4|v_k| >> |v_{k+1}|$. But $\ell_Y(v_{k+1}) \ll |v_{k+1}|/\text{Im} z_{k+1}$ is large ($> 1/\varepsilon$), so $|v_{k+1}| >> \text{Im} z_{k+1}$. Let $\zeta = \text{Re} z_{k+1}$ be the point on the real axis closest to $z_{k+1}$. By step II, there exists a pointed domain $(U'', y'')$, which is mapped univalently by some iterate of $F$ to a pointed domain $(V, 0)$ around the critical point, such that $\text{diam}(U'') \asymp |v_{k+1}|$ and and $|\zeta - y''| = O(|v_{k+1}|)$, so $|z_{k+1} - y''| = O(|v_{k+1}|)$ also. Now, if $\varepsilon$ is chosen small enough, we have $U'' \subseteq D(z_{k+1}, R'/2)$. Take $U' = \xi^{-1}(U'') \subseteq D(z_k, R)$ and $y' - \xi^{-1}(y'') \in U'$. Again by Koebe’s distortion theorem we have $\text{diam}(U') \asymp |v_k|$ and $|z_k - y'| = O(|v_k|)$. Since $D(z_k, R) \subseteq Y$, the inverse branch $F^{-k}$ mapping $z_k$ back to $z_0$ is well-defined and univalent in $D(z_k, R)$. Thus, take $U = F^{-k}(U')$ and $y = F^{-k}(y')$. Once again by Koebe’s distortion theorem, $\text{diam}(U) \asymp |v_0| \asymp r$, and $|y - z_0| = O(|v_0|) = O(|r|)$, so we are done in this case.

Step IIIb. There exists $k$ such that $\ell_Y(v_k) \approx 1$. As in McMullen’s original argument, this case is the most delicate. Here, we have $|v_k| \asymp \text{Im} z_k$. As before, let $\zeta = \text{Re} z_k$ be the point on the real axis closest to $z_k$. Using step II, we find some $V_{n,i}$ and $y_{n,i} \in V_{n,i}$ such that $\text{diam}(V_{n,i}) \asymp \text{dist}(\zeta, y_{n,i}) \asymp \text{Im} z_k$ (note that it is here that we use the bounded type assumption) and such that $F^i$ maps $(V_{n,i}, y_{n,i})$ univalently onto $(V_{n,i}, 0)$. Applying Lemma 6.2 to the controlled holomorphic pair $\Gamma_n$, we get a disk $D'$. Let $U' = F^{-i}(D') \subseteq V_{n,i}$. Using Koebe’s distortion theorem, we see that $\text{diam}(U') \asymp \text{dist}(U', \mathbb{R}) \asymp \text{diam}(V_{n,i})$. It follows at once that if $\gamma$ is the geodesic arc in $Y$ joining $z_k$ to $U'$, then $\text{diam}(\gamma \cup U') \asymp \text{Im} z_k$. Hence we can
find $r_k \propto \text{Im} \ z_k$ and points $\zeta_1 = z_k, \zeta_2, \ldots, \zeta_s \in \gamma \cup U'$ such that

$$\gamma \cup U' \subseteq \Omega = \bigcup_{j=1}^{s} D(\zeta_j, r_k/2),$$

and such that $D(\zeta_j, r_k) \subseteq U \setminus \mathbb{R}$ for all $j$. But now the inverse branch $\Phi = F^{-k}$ mapping $z_k$ back to $z_0$ is well-defined over the union of the disks $D(\zeta_j, r_k)$. Applying Koebe’s distortion to each of these disks we see that for all $z \in \Omega$ we have $|\Phi'(z)| \times |\Phi'(z_k)| \sim |v_0|/|v_k|$. But then we see that $U = \Phi(U')$ satisfies $\text{diam}(U) \asymp |v_0| = r$. \qed

### 7. Proof of Theorem 1.1

Now, recall that a map $\phi : \mathbb{C} \to \mathbb{C}$ such that $\phi(0) = 0$ is said to be $C^{1+\beta}$-conformal at zero (for some $\beta > 0$) if the complex derivative $\phi'(0)$ exists and we have $\phi(z) = \phi(0)z + O(|z|^{1+\beta})$ for all $z$ near zero.

**Theorem 7.1** Let $\Gamma$ be a holomorphic pair with rotation number of bounded type and let $H : \Gamma \sim \Gamma'$ be a quasiconformal conjugacy between $\Gamma$ and another holomorphic pair $\Gamma'$. Then $H$ is $C^{1+\epsilon}$-conformal at 0, where $\epsilon > 0$ is universal.

The proof of this theorem follows McMullen’s strategy in Ch. 9 of [9]. We only need to show that our case falls within his framework. The definition of holomorphic dynamical system adopted by McMullen is sufficiently broad to include our case. Indeed, we can define the full dynamics of a holomorphic pair $\Gamma$ as follows.

The relevant holomorphic relations are defined using the maps $\xi : \O_\xi \to \mathbb{C}$, $\eta : \O_\eta \to \mathbb{C}$, $\nu : \O_\nu \to \mathbb{C}$ in their open domains. Let $\Omega$ be the set of all finite words in the alphabet $\{\xi, \eta, \nu\}$. Given $\omega \in \Omega$, let $\text{Dom}(\omega)$ be the set of all $z \in \text{Dom}(\Gamma)$ such that $\omega(z)$ exists. Then each $\text{Dom}(\omega) \subseteq \mathbb{C}$ is an open set. If $\text{Dom}(\omega)$ is non-empty, we say that $\omega$ is admissible for $\Gamma$, and the set of all such words is denoted by $\Omega_{\Gamma}$. Now, for each pair $(\omega_1, \omega_2) \in \Omega_{\Gamma} \times \Omega_{\Gamma}$, let

$$G(\omega_1, \omega_2) = \{ (z_1, z_2) \in \text{Dom}(\omega_1) \times \text{Dom}(\omega_2) : \omega_1(z_1) = \omega_2(z_2) \} \subseteq \hat{\mathbb{C}} \times \hat{\mathbb{C}}.$$

Each $G(\omega_1, \omega_2)$ is an analytic hypersurface in $\hat{\mathbb{C}} \times \hat{\mathbb{C}}$. Now consider the set $\mathcal{F}(\Gamma)$ of all holomorphic maps $g : U \to \mathbb{C}$ for which there exists $(\omega_1, \omega_2) \in \Omega_{\Gamma} \times \Omega_{\Gamma}$ such that $\text{gr}(g) = \{ (z, g(z)) : z \in U \} \subseteq G(\omega_1, \omega_2)$. This set is the full dynamics of $\Gamma$.

**Proof of Theorem 7.1.** Using Theorem 6.3, we prove that $\mathcal{F}(\Gamma)$ is uniformly twisting by the same argument as in the proof Theorem 9.18 in [9]. Since by Theorem 5.1 the critical point of $\Gamma$ is deep, we can now use Theorem 9.15 in [9]. \qed
Corollary 7.2 Let $f$ and $g$ be real-analytic critical circle maps with the same rotation number of bounded type, and let $h : f \simeq g$ be the conjugacy that maps the critical point of $f$ to the critical point of $g$. Then $h$ has a quasiconformal extension which is $C^{1+\varepsilon}$ conformal at the critical point. In particular, the successive renormalizations of $f$ and $g$ converge together exponentially fast in the $C^0$ sense.

Proof. We know from Theorem 2.1 that $h$ is quasisymmetric. By Theorem 3.1, if $n$ is sufficiently large then the $n$-th renormalizations $\mathcal{R}^n f$ and $\mathcal{R}^n g$ extend to holomorphic pairs $\Gamma_n(f)$ and $\Gamma_n(g)$, respectively. By the pull-back theorem for holomorphic pairs (Theorem 2.3), the restriction of $h$ to the long dynamical interval of $\Gamma_n(f)$ extends to a quasiconformal conjugacy between $\Gamma_n(f)$ and $\Gamma_n(g)$. But then Theorem 7.1 tells us that $H$ is $C^{1+\varepsilon}$ conformal at the critical point. The fact that $\mathcal{R}^n f$ and $\mathcal{R}^n g$ converge together at an exponential rate in the $C^0$ topology follows easily from this and Theorem 2.1. \qed

The proof of Theorem 1.1 now follows from this corollary and the fact, proved in [3], that exponential convergence of renormalizations in the $C^0$-topology implies $C^{1+\alpha}$ conjugacy for some $0 < \alpha < 1$ depending on the rate of convergence, which is universal. See also Th. 9.4 in [11], where a similar result is proved in the context of unimodal maps.
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