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Abstract of the Dissertation

Decomposition Theorem for Semisimple Local Systems

by

Ruijie Yang

Doctor of Philosophy

in

Mathematics

Stony Brook University

2021

In the first part of this dissertation, I will discuss the Decomposition Theo-
rem for semisimple local systems. In complex algebraic geometry, the decom-
position theorem asserts that semisimple geometric objects remain semisimple
after taking direct images under proper algebraic maps. This was conjectured
by Kashiwara and is proved by Mochizuki and Sabbah in a series of long pa-
pers via harmonic analysis and D-modules. My work gives a new geometric
proof in the case of semisimple local systems, adapting the method developed
by de Cataldo and Migliorini. My main contribution is two-fold: on the one
hand, I complement Simpson’s theory of weights for local systems by proving
a global invariant cycle theorem in the setting of semisimple local systems;
on the other hand, I relate Simpson’s notion of polarizations on pure twistor
structures to Poincare pairings for local systems and give a useful criterion for
non-degeneracy of restrictions of Poincare pairings to various subspaces of the
cohomology groups of local systems arising from geometry.

In the second part of this dissertation, I will discuss a birational invariant
of algebraic varieties measuring how far they are from being stably rational.
Then I calculate this invariant for very general hypersurfaces in projective
spaces. This section closely follow my paper [57].
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Chapter 1

Introduction

This dissertation represents several pieces of my research during the graduate
school. Besides the material presented here, I have also written additional
papers [13], [42], [48], [58].

In the first part of this dissertation, I will discuss the Decomposition Theo-
rem for semisimple local systems. In complex algebraic geometry, the decom-
position theorem asserts that semisimple geometric objects remain semisimple
after taking direct images under proper algebraic maps. This was conjectured
by Kashiwara and is proved by Mochizuki and Sabbah in a series of long pa-
pers via harmonic analysis and D-modules. My work gives a new geometric
proof in the case of semisimple local systems, adapting the method developed
by de Cataldo and Migliorini. My main contribution is two-fold: on the one
hand, I complement Simpson’s theory of weights for local systems by proving
a global invariant cycle theorem in the setting of semisimple local systems;
on the other hand, I relate Simpson’s notion of polarizations on pure twistor
structures to Poincare pairings for local systems and give a useful criterion for
non-degeneracy of restrictions of Poincare pairings to various subspaces of the
cohomology groups of local systems arising from geometry.

In the second part of this dissertation, I will discuss a birational invariant
of algebraic varieties measuring how far they are from being stably rational.
Then I calculate this invariant for very general hypersurfaces in projective
spaces. This section closely follow my paper [57].

1



Chapter 2

Decomposition Theorem

2.1 Introduction

The purpose of this chapter is to give a new and geometric proof of the De-
composition theorem for semisimple local systems under proper direct images
of algebraic maps, which was originally proved by Sabbah [43].

2.1.1 Historic background

Sabbah’s theorem (Theorem A) is a vast generalization of the Hard Lefschetz
theorem in classical algebraic geometry. I will start by reviewing this theorem.
Let X be a smooth projective variety of dimension n and L be an ample line
bundle on X. Classically the theory of harmonic forms puts an extra structure
on each singular cohomology group Hk(X) := Hk(X,C), which is the so-called
Hodge structure. Moreover, one has the Hard Lefschetz theorem: cup product
map with c1(L) determines an isomorphism

L` : Hn−`(X)
∼−→ Hn+`(X)

α 7→ α ∧ c1(L)`.

The Hard Lefschetz theorem naturally generalizes to the relative setting. Deligne
observed that not only there is a relative Hard Lefschetz theorem, but also the
cohomology of smooth proper maps behaves like the cohomology of product
maps.

Theorem 2.1.1 (Deligne [20, 22]). Let f : X → Y be a smooth proper map of
smooth algebraic varieties. Assume that f has fiber dimension n and that L is
an f -ample line bundle on X.

1. (Relative Hard Lefschetz) The cup product map with L is an isomor-
phism:

L` : Rn−`f∗C
∼−→ Rn+`f∗C.

2. (Decomposition Theorem) There exists a (non-canonical) splitting

f∗C ∼=
⊕
`

R`f∗C[−`].
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Here f∗ denotes the total direct image functor.

3. (Semisimplicity Theorem) R`f∗C is a semisimple local system for each `.

Now if one only assumes f : X → Y is a projective map, even if X
and Y are projective, all three statements break down due to the fact that f
typically has singularities. The correct statements are formulated using the
theory of perverse sheaves introduced by Beilinson-Berstein-Deligne-Gabber
[5], which stems from the study of topology of stratified spaces by the work of
Goresky-MacPherson [29, 30]. This circle of ideas finally lead to the following
Decomposition Theorem, which is one of the deepest result concerning the
homology of complex algebraic varieties.

Theorem 2.1.2 (Beilinson-Bernstein-Deligne-Gabber [5]). Let f : X → Y be
a proper map between algebraic varieties and let η be an f -ample line bundle
on X.

1. (Relative Hard Lefschetz Theorem) The cup product map with η is an
isomorphism

η` : pH−`(f∗ICX)
∼−→ pH`(f∗ICX).

Here pH` denotes the `th perverse cohomology, f∗ denotes the total direct
image functor. ICX is the intersection complex of X.

2. (Decomposition Theorem) There exists a (non-canonical) splitting

f∗ICX
∼=
⊕
`

pH`(f∗ICX)[−`].

3. (Semisimplicity Theorem) pH`(f∗ICX) is a semisimple perverse sheaf for
each `.

The original proof of the Decomposition Theorem was arithmetic in nature
and used positive characteristic methods. In particular, it ultimately relied on
Deligne’s work on the Weil conjectures and the theory of weights.

In 2005, de Cataldo and Migliorini [17] found a geometric proof of the
Decomposition Theorem. Their proof just used the classical Hodge theory
and rested on new Hodge-theoretic results on the cohomology of projective
varieties.

On the other hand, inspired by the Decomposition Theorem and Saito’s
Decomposition Theorem for pure Hodge modules, Kashiwara [35] conjectured
that the Decomposition Theorem is true for arbitrary semisimple holonomic
D-modules, which are the analogy of the pure complex in [5] and the pure
Hodge module in [44]. This is the so-called Kashiwara’s conjecture.

Kashiwara’s conjecture was proved in the case of semisimple local system
by Sabbah [43] using his theory of polarizable twistor D-modules, which com-
bines the ideas of Saito’s theory of pure Hodge modules and Simpson’s theory
of pure twistor structures. Later, Mochizuki [39] proved the full Kashiwara’s
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conjecture. Mochizuki’s method is analytic in nature and rests on his gener-
alization of the theory of harmonic bundles on smooth projective varieties to
arbitrary algebraic varieties.

Kashiwara’s conjecture for semisimple perverse sheaves was also proved by
Drinfeld [25], Gaitsgory [28], Böckle-Khare [7] using results from Langlands
program. Very roughly speaking, after reduction to positive characteristic,
they can relate semisimple perverse sheaves with perverse sheaves of geometric
origin and reduce to the Beilinson-Bernstein-Deligne-Gabber Decomposition
Theorem.

Recently, El Zein, Lê and Ye [59] give a different geometric proof of the
Decomposition Theorem of variation of Hodge structures (which is weaker than
Saito’s filtered Decomposition Theorem) using the local purity theorem.

2.1.2 What is new?

The original contributions of this part of the dissertation include

1. I set up the theory of Hodge star operators for differential forms on com-
pact Kahler manifolds with harmonic bundle coefficients (§2.4), which
is necessary for the discussion of harmonic forms with harmonic bun-
dle coefficients. The latter is briefly mentioned in [52]. This should be
well-known to experts but I could not find an adequate reference.

2. I relate Simpson’s notion of polarizations of pure twistor structures to
twisted Poincaré pairings and give a criterion for non-degeneracy of re-
strictions of twisted Poincaré pairings (Corollary 2.3.24 and Corollary
2.3.58).

3. I complement Simpson’s theory of weights by proving a global invariant
cycle theorem for semisimple local systems (Theorem 2.3.99).

4. I obtain new twistor-theoretic results for cohomology of algebraic va-
rieties with semisimple local systems, which include the Hard Lefschetz
Theorem for Perverse Cohomology Complexes (Theorem B) and the Gen-
eralized Hodge-Riemann Bilinear Relation for cohomology of semisimple
local systems (Theorem D). Theorem B actually follows from Mochizuki’s
results [38], but my proof is more elementary.

5. As the main application, I give a new and geometric proof of the Decom-
position Theorem for Semisimple Local systems (Theorem A) adapting
the method of de Cataldo-Migliorini.

2.1.3 Outline of the chapter

For the convenience of the reader, here is the general outline of this chapter.
In §2.2 is about the statement of main results and various technical results

which will be used in the course of proof of the Decomposition Theorem.
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In §2.3 concerns the extra structures on the cohomology of semisimple lo-
cal systems on algebraic varieties. Since this is the longest section, I would
like to give more details. In §2.3.2, I review the definition of polarizable pure
twistor structures and discuss Simpson and Sabbah’s constructions of natu-
ral pure twistor structures on the cohomology of semisimple local systems on
smooth projective varieties. An equivalent definition of polarization is intro-
duced, which is related to the twisted Poincaré pairing in §2.3.3. This is the
key observation of this thesis where a non-degenerate pairing from topology
can be related to a positive-definite pairing. In §2.3.4, Simpson’s theory of
weights for semisimple local systems is discussed. As a complement, I prove
a global invariant cycle theorem for semisimple local systems. In §2.3.5, I set
up various definitions concerning weight filtrations for nilpotent operators and
polarization of the associated graded spaces on two vector spaces related by
a non-degenerate pairing. This is slightly different from the classical setup in
Hodge theory, but it is natural from the perspective of polarizations on pure
twistor structures. It will finally allow us to prove the Generalized Hodge-
Riemann Bilinear Relation for cohomology of semisimple local systems (The-
orem D). In §2.3.6, it is proved that perverse filtrations on cohomology of
semisimple local systems on smooth projective varieties underlie natural pure
twistor structures using the geometric characterization via hyperplanes found
by de Cataldo and Migliorini [19].

In §2.4, I set up the theory of Hodge star operators for differential forms
with harmonic bundle coefficients. It can be regarded as a replacement of
the Weil operator in Hodge theory and therefore is useful in the discussion of
polarizations of pure twistor structures on the cohomology of semisimple local
systems.

In §2.5, I collect some topological facts about constructible complexes and
perverse sheaves, which will be used in the proof of the main results. In
particular, the weak Lefschetz hyperplane theorem and the splitting criterion
for perverse sheaves are recalled.

In §2.6 - §2.9 , building on the foundation set up in previous sections, I give
the proof of Decomposition Theorem for semisimple local systems (Theorem
A), Hard Lefschetz Theorem for Perverse Cohomology Complexes (Theorem
B) and the Generalized Hodge-Riemann Bilinear Relation for cohomology of
semisimple local systems (Theorem D).

2.2 Statement of main results

In this section, I will state my results for projective maps f : X → Y where
X is smooth projective. Using standard reductions (see §2.2), these results
remain valid for f : U → Y and V|U , where f is a proper map, U is a Zariski
open subset of a smooth projective X and V is a semisimple local system on
X. In particular, one recovers Sabbah’s Decomposition Theorem [43], which
is stated under this setting.
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The projective case

Here is the main setup of this chapter.

Set-up 2.2.1. -

• Let f : X → Y be a map between projective varieties, where X is
nonsingular of dimension n and dim f(X) = m.

• Let V be a semisimple local system on X and denote K := V [dimX].

• Let η be an ample line bundle on X and A be an ample line bundle on
Y . Denote L := f ∗A to be the pull-back line bundle on X.

• Denote V∗ to be the dual local system and K∗ := DX(K) ∼= V∗[dimX]
to be the dual perverse sheaf.

The following statement is proved by Sabbah [43].

Theorem A. Suppose we are in the Set-up 2.2.1.

(a) (Relative Hard Lefschetz Theorem) The following cup product map is an
isomorphism:

η` : pH−`(f∗K)
∼−→ pH`(f∗K).

(b) (Decomposition Theorem) There exists a (non-canonical) splitting in D(Y ):

f∗K ∼=
⊕
`

pH`(f∗K)[−`].

Here f∗K denotes the total direct image functor.

(c) (Semisimplicity Theorem) For each i, pHi(f∗K) is a semisimple perverse
sheaf. More precisely, given any stratification for f so that Y = q`S`,
there is a canonical isomorphism in Perv(Y ):

pHi(f∗K) ∼=
dimY⊕
`=0

ICS`
(Li,`)

where the local system Li,` := H−`(pHi(f∗K))|S` on S` are semisimple.

Remark 2.2.2. The Relative Hard Lefschetz Theorem actually holds for f -
ample line bundles, which can be deduced from ample lines as in [17, Remark
5.1.2]. This stronger statement will be used in the inductive proof (see §2.6.3).
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Auxiliary results

I would like to state two auxiliary results, which are important for the proof
of the Semisimplicity Theorem A(c). Before doing so, I would like to use the
following notation adapting from [17].

Notation 2.2.3. Let f : X → Y be an algebraic map between algebraic
varieties and let K be a perverse sheaf on X. We denote the perverse Leray
filtration on Hb(X,K) as follows

Hb
≤`(X,K) := Im{Hb(Y, pτ≤`f∗K)→ Hb(Y, f∗K)} ⊆ Hb(X,K),

and
Hb
` (X,K) := Hb

≤`(X,K)/Hb
≤`−1(X,K).

Remark 2.2.4. It is straight forward to see that the cup product map with η
satisfies η

(
Hb
≤`(X,K)

)
⊆ Hb+2

≤`+2(X,K). Together with cup product map with
L, we have the following maps

η : Hb
` (X,K)→ Hb+2

`+2 (X,K),

L : Hb
` (X,K)→ Hb+2

` (X,K).

Remark 2.2.5. Note the difference between our notations and de Cataldo-
Migliorini [17, Definition 4.2.1]. Here we don’t shift the cohomology degrees
by [dimX], which has been built into the perverse sheaves.

Remark 2.2.6. Assuming the Decomposition Theorem, one can obtain the
following identification map depending on the choice of splitting:

Hb
` (X,K) ∼= Hb−`(Y, pH`(f∗K)).

Theorem B (The Hard Lefschetz Theorem for Perverse Cohomology Com-
plexes). Suppose we are in the Set-up 2.2.1. Let ` and j be any integer. Then
the following cup product maps are isomorphisms

Lj : H`−j
` (X,K)

∼−→ H`+j
` (X,K),

η` : Hj−`
−` (X,K)

∼−→ Hj+`
` (X,K).

Equivalently, assuming the Decomposition Theorem, we have

Aj : H−j(Y, pH`(f∗K))
∼−→ Hj(Y, pH`(f∗K)),

η` : Hj(Y, pH−`(f∗K))
∼−→ Hj(Y, pH`(f∗K)).

Consider the following spaces: if `, j ≥ 0, set

P−j−` := Ker η`+1 ∩KerLj+1 ⊆ H−`−j−` (X,K);

if ` < 0 or j < 0, one sets P−j−` = 0. As in the classical Lefschetz decomposition,
Theorem B implies that

7



Corollary C. There is a double Lefschetz decomposition:

H−`−j−` (X,K) =
⊕
m,i≥0

ηmLiP−j−2i
−`−2m.

Recall that K∗ = V∗[dimX]. Using representatives in

H−`−j≤−` (X,K) ⊆ H−`−j(X,K) = Hn−`−j(X,V)

H−`−j≤−` (X,K∗) ⊆ H−`−j(X,K∗) = Hn−`−j(X,V∗)

one defines a bilinear pairing

SηL`j : H−`−j−` (X,K)⊗C H
−`−j
−` (X,K∗)→ C

([α⊗ e],[β ⊗ λ]) 7→ C(n, `, j)

∫
X

λ(e) · η` ∧ Lj ∧ α ∧ β

C(n, `, j) = i−(n−`−j)(−1)(n−`−j)(n−`−j−1)/2.

Here α, β are (n − ` − j)-forms on X and e ∈ C∞(H), λ ∈ C∞(H∗), where
H := V ⊗C C∞X is the harmonic bundle associated to V and H∗ is the dual
harmonic bundle. By Theorem 2.3.30, we can represent cohomology elements
by harmonic forms with coefficients in H and H∗.

Remark 2.2.4. Here SηL`j is induced by the twisted Poincaré pairing in §2.3.5
for k = n− i− j. It will be proved in Corollary 2.7.3 that as a consequence of
Theorem B, SηL`j is non-degenerate.

Theorem D (The Generalized Hodge-Riemann Bilinear Relations). Suppose
we are in the Set-up 2.2.1.

• The double Lefschetz decomposition in Corollary C is orthogonal with
respect to SηL`j in the sense that if (m, i) 6= (m′, i′), then

SηL`j (ηmLiP−j−2i
−`−2m, η

m′Li
′
P ∗−j−2i′

−`−2m′ ) = 0.

Here P ∗−j−` denotes the corresponding primitive subspace of H−`−j−` (X,K∗).

• Each direct summand ηmLiP−j−2i
−`−2m underlies a natural pure twistor struc-

ture F (Definition 2.3.8) where

F |z=1 = ηmLiP−j−2i
−`−2m.

There is a canonical map

φ : F |z=−1
∼−→ ηmLiP ∗−j−2i

−`−2m ,

so that F is polarized by the bilinear pairing

SηL`j (•, φ(•)) : F |z=1 ⊗C F |z=−1 → C

in the sense of Definition 2.3.21 up to a constant depending on (n,m, `, i, j)
(see Remark 2.3.112).

• As a corollary, SηL`j restricts to a non-degenerate pairing:

SηL`j : ηmLiP−j−2i
−`−2m ⊗C η

mLiP ∗−j−2i
−`−2m → C.

8



The algebraic case

Using the standard reductions in [16, Page 71-74] and [15], we obtain Sabbah’s
main Theorem in [43]. For the proof, see §2.9.

Theorem E. Let f : U → Y be a proper map between quasi-projective varieties
where U is the Zariski open subset of a smooth projective variety X. Let V be
a semisimple local system on X. Then Theorem A(b) and Theorem A(c) hold
for f and V|U .

If in addition, f is projective and η is f -ample, then the Relative Hard
Lefschetz Theorem A(a) holds as well.

Remark 2.2.6. In [43], to use D-module theoretic methods, Sabbah assumed
that Y is smooth projective. The topological methods used here enables us to
deal with any singular base Y . On the other hand, if one assumes the much
stronger Decomposition Theorem for semisimple perverse sheaves and pro-
jective maps between smooth quasi-projective varieties, then de Cataldo [15]
showed that the Decomposition theorem remain valid without the smoothness
assumptions.

Technical results: weights and polarizations

In this section we would like to introduce some technical results regarding the
structures of cohomology of semisimple local systems on algebraic varieties.
Unlike the trivial local system C, these cohomology groups don’t necessarily
carry mixed Hodge structures. However, Simpson observed that they always
underlie mixed twistor structures [51] (see Definition 2.3.4). To prove Theo-
rem B and Theorem D, we need the following two generalizations of classical
results in Hodge theory to twistor theory, which play the role of weights and
polarizations.

Theorem F (Theorem 2.3.99, Global Invariant Cycle Theorem for Semisimple
Local Systems). Consider the following chain of inclusion maps:

Z
α−→ U

j−→ X,

where X is a smooth projective variety, U is a Zariski open subset of X and
Z is a proper subvariety of X contained in U . Let V be a semisimple local
system on X. Then for any integer k, the following two restriction maps have
the same image:

(j ◦ α)∗ : Hk(X,V)→ Hk(Z, (j ◦ α)∗V)

α∗ : Hk(U, j∗V)→ Hk(Z, (j ◦ α)∗V).

Remark 2.2.7. This Theorem will be used to prove injectivity of the following
cycle map:

H0(Y, α!α
!pH0(f∗K)) ↪→ H0(Y, pH0(f∗K)).

where α : y ↪→ Y is a point in the support of H0(pH0(f∗K)) (see Corollary
2.3.101).
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The next result provides a useful criterion for proving non-degeneracy of
bilinear pairings under restrictions.

Lemma G (see Corollary 2.3.24). Let f : V → Ṽ be a map of vector spaces.
Assume that

1. f underlies the morphism of pure twistor structures F : E → Ẽ (see
Definition 2.3.8), i.e. E and Ẽ are two holomorphic vector bundles over
P1 with the same slope and there is a commutative diagram

E
F−−−→ Ẽyevz=1

yevz=1

V = E|z=1
f−−−→ Ṽ = Ẽ|z=1.

2. E is polarized by a non-degenerate bilinear pairing (see Definition 2.3.21)

S : E|z=1 ⊗C E|z=−1 → C.

Then S restricts to a non-degenerate pairing

S : Ker f ⊗C Ker f−1 → C,

where f−1 : E|z=−1 → Ẽ|z=−1 is the evaluation of F : E → Ẽ at z = −1.

Lemma H (Lemma 2.3.52). Let X be a smooth projective variety and V be a
semisimple local system on X. Then for each k, Hk(X,V) underlies a natural
pure twistor structure E so that there is an isomorphic canonical map

φ : E|z=−1
∼−→ Hk(X,V∗).

where V∗ is the dual local system.

Remark 2.2.9. This lemma enables us to relate the polarization on the twistor
structure E with the twisted Poincaré pairing. See Corollary 2.3.55.

Strategy of the proof

We want to illustrate the main idea of the proof. The overall strategy is
borrowed from de Cataldo-Migliorini (see [17, §2.6]). But the main inputs are
different.

Step one. By Deligne’s Lefschetz splitting criterion [20, Theorem 1.5],
the Decomposition Theorem for semisimple local systems A(a) is reduced to
the Relative Hard Lefschetz Theorem A(b), which will be proved inductively
together with the Semisimplicity Theorem A(c).

Step two. Using the construction of universal hyperplanes in §2.5.2, one
can prove the Relative Hard Lefschetz Theorem using the inductive Relative
Hard Lefschetz and the inductive Semisimplicity Theorem by induction on the
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defect of semismallness. This strategy actually already appears in Beilinson-
Bernstein-Deligne-Gabber, but the topological inductive feature is explored
more systematically by de Cataldo-Migliorini.

Step three. The key part of the proof is to use the Relative Hard Lefschetz
to prove the Semisimplicity Theorem. To achieve this, one proves several
auxiliary results as stated in §2.2 along with the induction process. In this
process, besides the defect of semismallness, one also needs to induct on the
dimension of the image of the map.

First, the Relative Hard Lefschetz Theorem implies the Hard Lefschetz
Theorem for Perverse Cohomology Complexes (Theorem B), with the help of
the inductive Generalized Hodge-Riemann bilinear relation (Theorem D). The
fact that perverse filtrations of cohomology of semisimple local system (Lemma
2.3.122) underlie natural pure twistor structures is also used.

Second, the Generalized Hodge-Riemann bilinear relation is proved induc-
tively together with a precise relation between the weight filtrations induced
by f ∗A and limε→0(f ∗A + εη), where f : X → Y is the proper map, A is
an ample line bundle on Y and η is an ample line bundle on X. Here is
where the setup of weight filtrations on two companion vector spaces is used
(§2.3.5). Then one reduces to the classical Hodge-Riemann bilinear relation
for semisimple local systems on smooth projective varieties by Simpson and
Sabbah (Theorem 2.3.26). This is the most subtle part of the argument.

Last, with these auxiliary results at hand, one proves the Semisimplicity
Theorem A(c) in two steps: first splits pH0(f∗K) into a direct sum of intersec-
tion complexes of local systems on strata and then show that each local system
is semisimple. To verify the splitting criterion of de Cataldo-Migliorini, one
uses the global invariant cycle theorem for semisimple local systems (Theo-
rem 2.3.99), the Generalized Hodge-Riemann Bilinear Relation and the fact
that bilinear pairings polarizing a pure twistor structure still restricts to non-
degeneracy pairings on subspaces underlying sub-twistor structures (see Propo-
sition 2.7.12). Semisimplicity of local systems over strata comes after relating
them to direct images of semisimple local systems under smooth projective
maps, which are semisimple by Simpson.

2.3 Cohomology of semisimple local systems

In this section, we would like to recall and prove several results of semisimple
local systems, which generalize the classical statements in Hodge theory.

2.3.1 Statements

Classical results

Let X be a smooth projective variety of dimension n. Let V be a semisim-
ple local system on X, which means that the corresponding representation of
π1(X) is semisimple. Denote V∗ to be the dual local system. Let η be an
ample line bundle on X.

11



Theorem 2.3.1. -

1. (Hard Lefschetz Theorem) For each j ≥ 1, the following cup product map
is an isomorphism

ηj : Hn−j(X,V)
∼−→ Hn+j(X,V).

2. (Primitive Lefschetz decomposition) For each k ≥ 1, Hk(X,V) underlies
a natural pure twistor structure of weight k (Definition 2.3.8). Moreover,
for j ≤ n, there is a direct sum decomposition

Hn−j(X,V) ∼=
⊕
m≥0

ηmP n−j−2m,

P n−j−2m := Ker ηj+1+2m ⊆ Hn−j−2m(X,V)

so that each primitive space ηmP n−j−2m underlies a pure sub-twistor
structure which is polarizable.

Remark 2.3.2. -

1. The Hard Lefschetz Theorem for semisimple local systems is proved by
Simpson [52, Lemma 2.6].

2. The second statement is proved by Simpson [51, Theorem 4.1] and Sab-
bah [43, Theorem 2.2.4]. It will be referred later as the Hodge-Simpson
Theorem 2.3.26.

Theorem 2.3.3 (Semisimplicity Theorem for smooth projective maps). Let
f : X → Y be a smooth projective morphism between smooth quasi-projective
varieties. Let V be a semisimple local system on X so that V ⊗C C∞X is a
harmonic bundle on X, then

Rqf∗V
is a semisimple local system on Y for every q ≥ 0.

Proof. In [50, Corollary 4.2], Simpson proved the case where X and Y are
both smooth projective. The above version actually follows immediately from
Theorem [50, Theorem 4.1]. It is because we assume that V comes from a
harmonic bundle on X. Also we use the fact that the local system associated
to a harmonic bundle on a smooth variety is always semisimple.

New results

We will prove the following results in this section.

Theorem 2.3.4 (Corollary 2.3.55, Polarization by twisted Poincaré pairings).
With the notation in Theorem 2.3.1. Let F be the natural pure twistor struc-
ture on the primitive space ηmP n−j−2m. Denote the corresponding primitive
subspace in Hn−j(X,V∗) to be

P ∗n−j−2m := Ker ηj+1+2m ⊆ Hn−j−2m(X,V∗).

12



Then there exists a canonical map

φ : F |z=−1
∼−→ ηmP ∗n−j−2m,

so that the twistor structure F is polarized in the sense of Definition 2.3.21 by
the bilinear pairing

SX(•, φ(•)) : F |z=1 ⊗C F |z=−1 → C.

Here SX is the twisted Poincaré pairing (Definition 2.3.48).

Theorem 2.3.5 (Theorem 2.3.99, Global Invariant Cycle Theorem for Semisim-
ple Local Systems). Consider the following chain of inclusion maps:

Z
α−→ U

j−→ X,

where X is a smooth projective variety, U is a Zariski open subset of X and
Z is a proper subvariety of X contained in U . Let V be a semisimple local
system on X. Then for any integer k, the following two restriction maps have
the same image:

(j ◦ α)∗ : Hk(X,V)→ Hk(Z, (j ◦ α)∗V)

α∗ : Hk(U, j∗V)→ Hk(Z, (j ◦ α)∗V).

Lemma 2.3.6 (Lemma 2.3.122, Perverse filtrations underlie twistor struc-
tures). For any integers ` and b, let E be the natural pure twistor structure
on Hb+dimX(X,V) in Theorem 2.3.1. Set K = V [dimX], then the subspace
induced by the perverse filtration (Notation 2.2.3)

Hb
≤`(X,K) ⊆ Hb(X,K) = Hb+dimX(X,V)

underlies a pure sub-twistor structure of E. In particular, the quotient space

Hb
` (X,K) := Hb

≤`(X,K)/Hb
≤`−1(X,K)

inherits a natural pure twistor structure of weight (b+ dimX).

Remark 2.3.7. -

1. The relation between polarizations of pure twistor structures and twisted
Poincaré pairings is one of the main observations of this paper. It will
be discussed in length in §2.3.3.

2. We will prove the Global Invariant Cycle Theorem for Semisimple Local
Systems using Simpson’s theory of mixed twistor structures [51] in §2.3.4.
This should be well-known to experts, but we include a proof here for
lack of references.

3. The existence of pure twistor structures on the perverse filtrations is
a natural generalization of the Hodge-theoretic results by de Cataldo-
Migliorini [19]. It will be proved in §2.3.6. This result will be used
in the proof of the Hard Lefschetz Theorem for Perverse Cohomology
Complexes B to simplify the original argument in [17], as suggested by
[18].
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2.3.2 Cohomology of smooth projective varieties and
pure twistor structures

In this section, we review Simpson’s notion of polarizable pure twistor struc-
tures [51] and the Hodge-Simpson Theorem 2.3.26 which states that the co-
homology groups of semisimple local systems on smooth projective varieties
underlie natural pure twistor structures.

Pure twistor structures

Definition 2.3.8. -

1. A twistor structure is a holomorphic vector bundle E on P1. A twistor
structure E is pure of weight w if E is a direct sum of copies of OP1(w).

2. Morphisms of twistor structures are morphisms between holomorphic
vector bundle over P1.

We say a complex vector space V underlies a twistor structure if V ∼= E|z=1

(the fiber over the point 1 ∈ P1) for some holomorphic bundle E. We also say
that E is a twistor structure on V .

Remark 2.3.9. By Grothendieck’s theorem on holomorphic vector bundles
over P1, the category of pure twistor structures of a fixed weight is equivalent
to the category of complex vector spaces.

Identification maps and canonical trivializations

For the purpose of discussing polarizations on pure twistor structures, let us
define some canonical structures associated to a pure twistor structure.

Notation 2.3.10. Denote Ω0 and Ω∞ to be the standard A1 neighborhoods
of 0 and ∞ in P1 respectively.

Definition 2.3.11 (Identification map). Let E be a pure twistor structure of
weight w. We would like to define an identification map

Iden : E|z=1 → E|z=−1.

1. If the weight of E is 0, the identification map is defined to be

Iden : E|z=1
(evz=1)−1

−−−−−→ H0(P1, E)
evz=−1−−−−→ E|z=−1.

where evz=z0 is the evaluation map for global sections, which are isomor-
phisms because E is a trivial bundle.

2. If the weight of E is w, set V = H0(P1, E(−w)) and choose µ ∈
H0(P1,OP1(1)) to be the unique section up to scaling so that µ|Ω0 is
nowhere zero. Notice that the evaluation of µ⊗w at z = z0 ∈ Ω0 gives
the isomorphism, which we denote

evz=z0 : V → V ⊗C OP1(w)|z=z0 → E(−w)|z=z0 ⊗OP1(w)|z=z0 = E|z=z0 .
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The map V → E(−w)|z=z0 is an isomorphism because E(−w) has weight
zero. Then the identification map is defined by the composition map:

Iden : E|z=1
(evz=1)−1

−−−−−→ V
evz=−1−−−−→ E|z=−1

and it involves no choice of µ.

Definition 2.3.12 (Canonical trivialization). Let E ∼= ⊕OP1(w) be a pure
twistor structure of weight w. Set V = H0(P1, E(−w)), then we have a natural
isomorphism

E(−w) ∼= V ⊗C OP1 .

We define canonical trivializations of E by the vector space V over two charts
Ω0 and Ω∞ as follows.

• Over Ω0: let µ ∈ H0(P1,OP1(1)) be the unique section up to scaling so
that µ|Ω0 is nowhere zero. Then µ⊗w gives a unique trivialization of E
over Ω0 up to scaling:

φ0 : V ⊗C OΩ0

∼−→ E(−w)|Ω0

µ⊗w−−→ E|Ω0 .

• Over Ω∞: let λ ∈ H0(P1,OP1(1)) be the unique section up to scaling so
that λ|Ω∞ is nowhere zero. Then λ⊗w gives the trivialization over Ω∞:

φ∞ : V ⊗C OΩ∞
∼−→ E(−w)|Ω∞

λ⊗w−−→ E|Ω∞ .

Remark 2.3.13. Set Gm = Ω0 ∩ Ω∞, we can calculate the transition map
φ−1
∞ ◦ φ0 of the two canonical trivialization maps:

V ⊗OGm → E(−w)|Gm

µ⊗w−−→ E|Gm

(λ⊗w)−1

−−−−−→ E(−w)|Gm → V ⊗OGm

v ⊗ 1 7→ µ⊗w|Gm · (v ⊗ 1) 7→ µ⊗w

λ⊗w
|Gm · v ⊗ 1

Since µ(∞) = 0 and λ(0) = 0, we can denote z := λ
µ

so that z is the coordinate

on Ω0. Therefore this verifies that the transition map for E ∼= ⊕OP1(w) sends
v ∈ V to z−wv ∈ V .

Remark 2.3.14. By the proof of Birkhoff’s Theorem or equivalently Grothendieck’s
theorem for vector bundles over P1, for any two trivializations of E over Ω0

and Ω∞, up to automorphisms over Ω0 and Ω∞, the transition map can be
written in the form v 7→ z−wv.

Remark 2.3.15. Let E be a pure twistor structure of weight w and suppose
there is a trivialization of E over Ω0

φW0 : E|Ω0
∼= W ⊗OΩ0 .
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This induces an isomorphic evaluation map at z = z0:

evz=z0 : W → E|z=z0
w 7→ (φW0 )−1(w ⊗ 1)(z0)

Then the identification map can be calculated as

E|z=1
(evz=1)−1

−−−−−→ W
evz=−1−−−−→ E|z=−1.

It is okay to choose any trivialization because one can identify W with V by

V ⊗OΩ0

φ0−→ E|Ω0

(φW0 )−1

−−−−→W ⊗OΩ0 .

where φ0 is the canonical trivialization map in Definition 2.3.12.

Polarization and bilinear pairings

In this section, we review Simpson’s notion of polarization on pure twistor
structures [51, Page 20]. Let σ denote the antipodal involution of P1 where

σ(z) = −1

z
.

In particular, it is antilinear, interchanges 0 and ∞ and interchanges 1 and
−1.

Construction 2.3.16 (Conjugation over P1). Let E be a pure twistor struc-
ture. We would like to define a locally free sheaf of OP1-modules σ∗E as
follows. Let U ⊆ P1 be any open subset. Set

• (σ∗E)(U) := E(σ(U)).

• For e ∈ (σ∗E)(U) and a ∈ OP1(U), define

a · e := σ∗(a)e.

In particular, σ∗E is also a pure twistor structure.

Notation 2.3.17. Let V be a C-vector space. We use the following convention
to put a C-vector space structure on V by defining

V := V ⊗C C

where C is viewed as a C-module via the conjugation map:

C→ C, λ 7→ λ.

Remark 2.3.18. On the level of global sections, σ induces a natural isomor-
phism of C-vector spaces:

σ : H0(P1, E)
∼−→ H0(P1, σ∗E).
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Definition 2.3.19 (Polarization). Let E be a pure twistor structure of weight
w. A polarization on E is a morphism of pure twistor structures

P : E ⊗OP1 σ
∗E → OP1(2w),

which is equivalent to

P (−2w) : E(−w)⊗OP1 σ
∗(E(−w))→ OP1 ,

so that the induced morphism on global sections

H0(P1, E(−w))⊗C H0(P1, E(−w))

Id⊗σ−−−→H0(P1, E(−w))⊗C H
0(P1, σ∗(E(−w)))→ C

is a positive hermitian pairing. Here σ is the isomorphism in Remark 2.3.18.
We say E is polarizable if there exists such a morphism P .

For our purpose, it is more convenient to reformulate the notion of pairing
in terms of a bilinear pairing between fibers of E, which will be finally related
to the twisted Poincaré pairings (see Corollary 2.3.55).

Lemma 2.3.20. Let E be a pure twistor structure of weight w. Then E is
polarizable in the sense of Definition 2.3.19 if and only if there exists a bilinear
pairing

S : E|z=1 ⊗C E|z=−1 → C

so that
S(•, Iden(•)) : E|z=1 ⊗C E|z=1 → C

is a positive hermitian pairing, where Iden is the identification map in Defini-
tion 2.3.11.

Proof. First we assume that E is of weight 0. Suppose E is polarizable by
P : E ⊗ σ∗E → OP1 . We have the following commutative diagram

H0(P1, E)⊗C H
0(P1, σ∗E)

T−−−→ Cyevz=1⊗evz=1

yId

E|z=1 ⊗C E|z=−1
S−−−→ C

Here T and S are two bilinear pairings induced by P on global sections and
fiber at z = 1 respectively (note that by the construction of σ, the fiber of σ∗E
at z = 1 is E|z=−1).

Now we would like to show that for any 0 6= v ∈ E|z=1, we have

S(v, Iden(v)) > 0.

By the construction of σ, there is a C-linear isomorphism

σ : H0(P1, E)
∼−→ H0(P1, σ∗E).
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The polarization condition on P means that

T (α, σ(α)) > 0, ∀0 6= α ∈ H0(P1, E).

On the other hand, the conjugation of the evaluation map factors through σ:

evz=−1 : H0(P1, E)
σ−→ H0(P1, σ∗E)

evz=1−−−→ E|z=−1.

By Definition 2.3.11 the identification map is expressed using the evaluation
maps

Iden : E|z=1
(evz=1)−1

−−−−−→ H0(P1, E)
evz=−1−−−−→ E|z=−1.

Let 0 6= v ∈ E|z=1 and set 0 6= α := (evz=1)−1(v) ∈ H0(P1, E). We have

S(v, Iden(v)) = S(v, evz=−1 ◦ (evz=1)−1(v)) = S(v, evz=−1(α))

= S(v, evz=1(σ(α))) = T (α, σ(α)) > 0.

The last equality comes from the commutative diagram above.
Conversely, given a bilinear pairing

S : E|z=1 ⊗C E|z=−1 → C

one can construct a morphism

P : E ⊗ σ∗E → OP1

using the canonical trivializations in Definition 2.3.12 so that if T is the re-
sulting bilinear morphism

T : H0(P1, E)⊗H0(P1, σ∗E)→ C,

then for any v ∈ E|z=1 and α = (evz=1)−1(v), we have

T (α, σ(α)) = S(v, Iden(v)).

Let E be a pure twistor structure of weight w. It can be reduced to the
case of weight 0 using the following commutative diagram

E(−w)|z=1 ⊗ E(−w)|z=1
µ⊗w⊗µ⊗w−−−−−−→ E|z=1 ⊗ E|z=1yId⊗Iden

yId⊗Iden

E(−w)|z=1 ⊗ E(−w)|z=−1
µ⊗w⊗µ⊗w−−−−−−→ E|z=1 ⊗ E|z=−1

Here µ ∈ H0(P1,O(1)) is a section only vanishing at ∞.

As a result of Lemma 2.3.20, we introduce an equivalent definition of the
polarization which depends on bilinear pairings of vector spaces.
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Definition 2.3.21 (Polarization by a bilinear pairing). Let E be a pure twistor
structure. Assume there is a bilinear pairing

S : E|z=1 ⊗C E|z=−1 → C.

We say E is polarized by S if

S(•, Iden(•)) : E|z=1 ⊗C E|z=1 → E|z=1 ⊗C E|z=−1 → C

is a positive hermitian pairing on E|z=1, where Iden is the identification map
in Definition 2.3.11.

As in Hodge theory, the following statements show that the bilinear pairing
polarizing the twistor structure is always non-degenerate and any sub-twistor
structure is automatically polarized.

Lemma 2.3.22. If S is a bilinear pairing that polarizes a pure twistor structure
E , then S is non-degenerate.

Proof. Use the fact that Iden : E|z=1 → E|z=−1 is an isomorphism.

Lemma 2.3.23. Let E be a pure twistor structure and let G ⊆ E be a pure
sub-twistor structure. If E is polarized by a bilinear pairing

SE : E|z=1 ⊗C E|z=−1 → C,

then its restriction
SG : G|z=1 ⊗C G|z=−1 → C

polarizes the pure twistor structure G.

Proof. The identification map is compatible with the inclusion G ↪→ E:

G|z=1 −−−→ E|z=1yIdenG

yIdenE

G|z=−1 −−−→ E|z=−1

Therefore SG(•, IdenG(•)) is the restriction of SE(•, IdenE(•)) to G|z=1⊗G|z=1.
In particular, SG polarizes G and it is non-degenerate.

Lemma 2.3.24. Let f : V → Ṽ be a map of vector spaces underlying a
morphism of pure twistor structures F : E → Ẽ. If E is polarized by a bilinear
pairing

S : E|z=1 ⊗C E|z=−1 → C.

Then S restricts to a non-degenerate pairing

S : Ker f ⊗C KerF−1 → C,

where F−1 : E|z=−1 → Ẽ|z=−1 is the evaluation of F at z = −1.

Proof. Notice that KerF ⊆ E is pure sub-twistor structure.
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Example: complex Hodge structures

The following statement is taken from [43, §2.1.d]. Let H = ⊕p+q=wHp,q be a
vector space equipped with a complex Hodge structure of weight w, polarized
by a Hermitian form S in the sense that

(−1)pS(αp,q, αp,q) > 0, ∀αp,q ∈ Hp,q.

Lemma 2.3.25. Then H underlies a twistor structure E pure of weight w so
that E|z=−1 = H. The identification map of E

Iden : E|z=1 → E|z=−1

coincides with the map Hp,q → Hp,q, αp,q 7→ (−1)pαp,q.
Moreover E is polarized by S viewing as a bilinear pairing

S : H ⊗C H = E|z=1 ⊗C E|z=−1 → C.

Proof. First we construct the twistor structure E as follows. Denote

F ′
p
H =

⊕
r≥p

Hr,w−r, F ′′
p
H =

⊕
r≥p

Hw−r,r.

to be the Hodge filtration. On Ω0, the Rees module associated to (H,F ′•H)
gives ⊕

p

F ′
p
Hz−p =

⊕
p

Hp,w−pz−pC[z].

On Ω∞, the Rees module associated to (H,F ′′•H) gives⊕
p

F ′′
p
Hzp =

⊕
p

Hp,w−pzw−pC[1/z].

The glueing map on the level of sections is defined by

Hp,w−pz−p → Hp,w−pzw−p

αp,qz−p 7→ αp,qzw−p.

Therefore these two Rees modules glue to a vector bundle E on P1 so that

E ∼= ⊕OP1(w), E|z=z0 = ⊕Hp,qz−p0 .

Since H0(P1, E(−w)) = ⊕Hp,qz−p, the identification map (Definition 2.3.11)
for E is

Iden : E|z=1 = ⊕Hp,q → H0(P1, E(−w))→ ⊕Hp,q(−1)−p = E|z=−1,

αp,q 7→ αp,qz−p 7→ αp,q(−1)−p = (−1)pαp,q.

Therefore, the identification map changes the sign by (−1)p on Hp,q.
Now we would like to verify the polarization condition in Definition 2.3.21.

Using the identification of E|z=−1 with H, we can view S as a bilinear pairing

S : E|z=1 ⊗C E|z=−1 → C.

Since S polarizes H as a complex Hodge structure, for any αp,q ∈ Hp,q, we
have

S
(
αp,q, Iden(αp,q)

)
= (−1)pS(αp,q, αp,q) > 0.

20



Cohomology of smooth projective varieties with semisimple coeffi-
cients

In this section, we review the proof of the following fundamental

Theorem 2.3.26 (Hodge-Simpson). Let X be a smooth projective variety and
let V be a semisimple local system on X. Let η be an ample line bundle on X.

1. Hk(X,V) underlies a natural pure twistor structure of weight k.

2. Assume k ≤ dimX. The pure sub-twistor structure on

Hk(X,V)prim := Ker ηdimX−k+1 ⊆ Hk(X,V)

is polarizable.

Remark 2.3.27. The first statement is proved by Simpson in [51, Theorem
4.1]. The second statement is proved by Sabbah in [43, Theorem 2.2.4].

Remark 2.3.28. In the sequel, I will provide Simpson’s construction and Sab-
bah’s construction. They have advantages for different purposes. Simpson’s
construction is better suited for the theory of weights for semisimple local sys-
tems, while Sabbah’s construction is more convenient for the application to
twisted Poincaré pairings.

Simpson provided two equivalent constructions for the natural pure twistor
structure on Hk(X,V). To begin with, we need the following theorems about
semisimple local systems.

Theorem 2.3.29 (Corlette [14], Simpson [52]). Let X be a smooth projective
variety and let V be a semisimple local system on X with a flat connection ∇.
Then the C∞-bundle H := V ⊗C C∞X admits a harmonic metric h so that there
is a decomposition of ∇ into four operators:

∇ = ∂′ + θ′ + ∂′′ + θ′′,

∂′ : H → A1,0
X ⊗C∞X H,

θ′ : H → A1,0
X ⊗C∞X H,

∂′′ : H → A0,1
X ⊗C∞X H,

θ′′ : H → A0,1
X ⊗C∞X H.

Here ∂′ is a (1, 0)-connection, ∂′′ is a (0, 1)-connection and ∂′+ ∂′′ is a metric
connection of h. θ′ is C∞X -linear and θ′′ is the adjoint of θ′ with respect to h.

Set D′ := ∂′ + θ′′ and D′′ := ∂′′ + θ′, we have

(D′)2 = (D′′)2 = 0.

The operator D′′ induces a Higgs bundle structure on the holomorphic bundle
associated to the complex structure ∂′′ + θ′ on H.
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Theorem 2.3.30. With the notation in Theorem 2.3.29. There is an isomor-
phism

Hk(X,V) ∼= Harm(X,H) := {α ∈ C∞(AkX ⊗C∞X H) : ∆∇(α) = 0}.

Here ∆∇ is the Laplacian of ∇ and AkX is the sheaf of C∞ k-forms on X. In
particular, each cohomology element of Hk(X,V) is uniquely represented by
harmonic k-forms with coefficients in H.

Moreover, for any (a, b) 6= (0, 0), there is an isomorphism

Hk(X,A•X(H); aD′ + bD′′) ∼= {α ∈ C∞(AkX ⊗C∞X H) : ∆aD′+bD′′(α) = 0}.
= {α ∈ C∞(AkX ⊗C∞X H) : ∆∇(α) = 0}.

where A•X(H) := A•X ⊗C∞X H denotes the de Rham complex associated to H.

Proof. In [52], Simpson proved a generalized Kahler identity:

∆∇ = 2∆D′ = 2∆D′′ .

We will give a proof sketch in Lemma 2.4.23. Similar calculations will show
that

∆aD′+bD′′ =
|a|2 + |b|2

2
∆∇.

Now we recall the constructions of the natural pure twistor structures.

Construction 2.3.31 (Differential geometric construction). LetX be a smooth
projective variety. Let V be a semisimple local system on X and let H =
V ⊗C C∞X be the associated harmonic bundle on X as in Theorem 2.3.29. Let

p1, p2 be the projection maps X
p1←− X ×P1 p2−→ P1. We consider the following

bundles on X ×P1:

F i := p∗1(AiX(H))⊗ p∗2(OP1(i)), ∀i ≥ 0.

Let λ, µ be two sections of OP1(1) which vanish respectively at 0 and∞. Then
we have a natural differential operator

d := λD′ + µD′′ : F0 → F1.

We can extend d so that it gives a complex (F•,d) on X ×P1.
The natural twistor structure on Hk(X,V) is defined to be

Ek := Rkp2,∗(F•,d).

For z = [a, b] ∈ P1, after identifying OP1(k)|z=z0 with the vector space C, we
have the following isomorphism via harmonic representatives using Theorem
2.3.30:

Ek|z=[a,b]
∼= Hk(X,A•X(H); aD′ + bD′′) ∼= Hk(X,V),
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so that combining with the projection formula it implies that

Ek ∼= Hk(X,V)⊗OP1(k).

Therefore one conclude that Ek is a pure twistor structure of weight k on
Hk(X,V). Moreover for z0 ∈ P1 \ {∞}, we have

Ek|z=z0 ∼= Hk(X,A•X(H); z0∂
′ + θ′ + ∂′′ + z0θ

′′).

Remark 2.3.32. In [51, Theorem 4.1], Simpson showed that the complex
(F•,d) is isomorphic to the Rees bundle complex associated to two Hodge
filtrations on Ai(H). Since we only use the Rees construction associated to
one filtration in this paper, to avoid confusion, we choose this more explicit
construction.

Remark 2.3.33. On the level of harmonic representatives, the identification
map for the pure twistor structure Ek in the Differential geometric construction
2.3.31 is an “identity” after identifying fibers of Ek with various cohomology
groups of A•X(H) in the following sense. Let∑

p+q=k

αp,q ⊗mp,q

be a harmonic representative of an element in Hk(X,V), where αp,q are (p, q)-
forms and mp,q are sections of H. Because choosing the harmonic representa-
tive gives the trivialization of Ek over Ω0, by Remark 2.3.15, the identification
map can be calculated as

Iden : Ek|z=1
∼= Hk(X,V)→ Hk(X,A•X(H);−D′ +D′′) ∼= Ek|z=−1[ ∑

p+q=k

αp,q ⊗mp,q

]
7→

[ ∑
p+q=k

αp,q ⊗mp,q

]
.

In particular, one cannot see the sign change, in contrast to Lemma 2.3.44.

Definition 2.3.34 (Rees bundle). Let (V, F •V ) be a complex vector space
equipped with a decreasing filtration. The Rees bundle ξ(V, F •) is defined as
the bundle on A1 = Spec(C[z]) associated to the C[z]-module⊕

`

F `V · z−`.

Let X be a complex manifold and let (E,F •E) be a vector bundle on X with
a decreasing filtration F •E. The Rees bundle ξ(E,F •) is defined to be the
bundle on X ×A1 associated to⊕

`

F `E · z−`.

Construction 2.3.35 (Analytic construction). We use the notation in Con-
struction 2.3.31. Denote E = p∗1(H), which is a C∞-bundle on X×P1. Denote
Ω0 and Ω∞ to be the standard neighborhoods A1 of 0 and∞ in P1 respectively.
We define the following triple (G,L, G̃) associated to V :
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1. Let (G,∇G) be the holomorphic bundle on X×Ω0 associated to the com-
plex structure ∂′′ + zθ′′ on the bundle E|X×Ω0 , where z is the coordinate
on Ω0. And

∇G : G → G ⊗OX×Ω0
Ω1
X×Ω0/Ω0

is a z-connection on X × Ω0/Ω0 induced by z∂′ + θ′, which means that

∇(f · e) = z · d(f)⊗ e+ f∇(e)

for sections f of OX×Ω0 and e of G.

2. Let (G̃,∇G̃) be the holomorphic bundle on X × Ω∞ associated to the

complex structure ∂′ + z−1θ′ on the bundle E|X×Ω∞
, where z−1 is the

coordinate on Ω∞. And

∇G̃ : G̃ → G̃ ⊗OX×Ω∞
Ω1
X×Ω∞/Ω∞

is a z−1-connection induced by z−1∂′′+ θ′′. Here X denotes the complex
conjugated manifold of X (with the same underlying topological space
but conjugated structures sheaf) and ∂′, ∂′′, θ′, θ′′ represent the corre-
sponding operators of the harmonic bundle H on X. Note

3. Let L be the local system overXtop×Gm associated to the flat connection
on E|X×Gm :

∂′ + z−1θ′ + ∂′′ + zθ′′.

Here Gm := Ω0 ∩ Ω∞.

Now we would construct two bundles over Ω0 and Ω∞ respectively so that one
can glue them over Gm = Ω0∩Ω∞ to get a bundle over P1. Abusing notations,
we also use p2 for the second projection map X × Ω0 → Ω0, the same for Gm

and Ω∞.

• Over Ω0: let ξ(Ωk
X , F

•) be the Rees bundle (Definition 2.3.34) on X×Ω0

associated to the bundle of holomorphic differential forms with the Hodge
filtration (Ωk

X , F
•Ωk

X) where

F `Ωk
X =

⊕
p≥`

Ωp,k−p
X .

Then we have the Rees bundle complex ξΩ•X(G) on X × Ω0, with the
differential given by the z-connection ∇G and

ξΩk
X(G) := ξ(Ωk

X , F
•)⊗OX×Ω0

G.

Then the bundle over Ω0 is defined to be

M0 := Rkp2,∗(ξΩ
•
X(G)).

Note that the fiber of M0 at z0 ∈ Ω0 is isomorphic to

Hk(X,Ω•X ⊗ G|X×{z0}, z0∂
′ + θ′).

Here, by abusing notation, ∂′, θ′ denote the induced operator on the
holomorphic bundle G|X×{z0}.
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• Over Ω∞: let ξΩ•
X

(G̃) denote the corresponding Rees bundle complex on

X × Ω∞ so that

ξΩk
X

(G̃) := ξ(Ωk
X
, F
•
)⊗OX×Ω∞

G̃.

where ξ(Ωk
X
, F
•
) is the Rees bundle on X×Ω∞ associated to the filtered

bundle (Ωk
X
, F
•
Ωk
X

) where

F
`
Ωk
X

=
⊕
p≥`

Ωp,k−p
X

=
⊕
p≥`

Ωk−p,p
X .

The bundle over Ω∞ is defined to be

M∞ := Rkp2,∗(ξΩ
•
X

(G̃)).

Note that the local system L is the flat bundle associated to (G, z−1∇G) and

it is also the flat bundle associated to (G̃, z∇G̃). Moreover, when calculating
Rkp2,∗(L) over Gm, one can rescale by z or z−1 (for more details, see the
rescaling map in Definition 2.3.36) and therefore obtain glueing isomorphisms

M0|Gm
∼= Rkp2,∗(L) ∼= M∞|Gm .

Then M0 and M∞ glue to a holomorphic bundle Mk over P1. By Lemma
2.3.37 below, we know that Mk ∼= ⊕OP1(k). Moreover, it follows from the
Dolbeault lemma that

Mk|z=1
∼= Hk(X,Ω•X ⊗ G|X×{1}, ∂′ + θ′) ∼= Hk(X,V).

Therefore Mk is a pure twistor structure of weight k on Hk(X,V).
Now we want to compare the bundle Mk with the bundle Ek in the Dif-

ferential geometric construction 2.3.31. Since G is the holomorphic bundle
associated to the complex structure ∂′′ + zθ′′ on p∗1(H)|X×Ω0 , we can use a
Dolbeault resolution to show that there is a quasi-isomorphism

ξΩ•X(G) ∼= F•|X×Ω0

where F• = p∗1(A•X(H))⊗p∗2(OP1(•)) is the complex on X×P1 in Construction
2.3.31 so that for z0 ∈ Ω0 we have a fiberwise isomorphism:

Hk(X,Ω•X ⊗ G|X×{z0}; z0∂
′ + θ′) ∼= Hk(X,A•X ⊗H; z0∂

′ + θ′ + ∂′′ + z0θ
′′).

In particular Mk ∼= Ek|Ω0 . One can argue similarly over the chart Ω∞. Since
Mk and Ek both have slope k, we conclude that there is a natural isomorphism

Mk ∼= Ek.

Now we would like to recall Sabbah’s rescaling map in [43, Theorem 2.2.4]
and use it to provide trivializations of the bundle Mk in Simpson’s Analytic
construction 2.3.35 and prove that the bundle is indeed isomorphic to⊕OP1(k).
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Definition 2.3.36. We define the rescaling map to be

ι : C[z]⊗C Ap,qX ⊗C∞X H → z−pC[z]⊗C Ap,qX ⊗C∞X H

αp,q ⊗m 7→ z−pαp,q ⊗m.

Under ι, the differential z∂′+θ′+∂′′+zθ′′ is changed into ∂′+z−1θ′+∂′′+zθ′′.
For 0 6= z0 ∈ Ω0, we denote

ιz0 : Ap,qX ⊗C∞X H → Ap,qX ⊗C∞X H

αp,q ⊗m 7→ z−p0 αp,q ⊗m.

Abusing notations, we also denote the resulting map on the cohomology to be

ιz0 : Hk(X,A•X(H); z0∂
′+θ′+∂′′+z0θ

′′)
∼−→ Hk(X,A•X(H); ∂′+z−1

0 θ′+∂′′+z0θ
′′).

Lemma 2.3.37. With the notation in the Analytic construction 2.3.35, then
M0 and M∞ glues to a bundle Mk so that

Mk ∼= ⊕OP1(k).

Proof. Recall D′ = ∂′ + θ′′ and D′′ = ∂′′ + θ′. Consider the space of harmonic
k-forms on X with coefficients in H:

Harm(X,H) = {α ∈ C∞(AkX ⊗H) : ∆D′+D′′(α) = 0.}
= {α ∈ C∞(AkX ⊗H) : ∆z0D′+D′′(α) = 0, z0 ∈ Ω0.}

In this proof, we fix the identification of M0 with the bundle Ek|Ω0 in the
Differential geometric construction 2.3.31 whose fiber at z = z0 is

Hk(X,A•X(H), z0D
′ +D′′),

as showed in the end of Analytic construction 2.3.35. By Theorem 2.3.30,
there is a trivialization of M0 via choosing harmonic representatives

OΩ0 ⊗ Harm(X,H) ∼= M0.

By the construction in Definition 2.3.36, we know that under the rescaling map
ι, the differential zD′ +D′′ = z∂′ + θ′ + ∂′′ + zθ′′ is changed into ∂′ + z−1θ′ +
∂′′ + zθ′′. Therefore the glueing isomorphism

M0|Gm
∼= Rkp2,∗(L)

can be realized by the rescaling map ι and after precomposing the map of
choosing harmonic representatives, it becomes

OGm ⊗ Harm(X,H)→M0|Gm

ι−→ Rkp2,∗(L)

1⊗ (
∑
p+q=k

αp,q ⊗mp,q) 7→ 1⊗ (
∑
p+q=k

z−pαp,q ⊗mp,q).

Here
∑

p+q=k α
p,q ⊗mp,q is an element in Harm(X,H).
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Similarly, by identifying M∞ with Ek|Ω∞ with fiber at z−1
0 ∈ Ω∞ isomorphic

to
Hk(X,A•X(H), D′ + z−1

0 D′′).

We can trivialize M∞ over Ω∞:

OΩ∞ ⊗ Harm(X,H) ∼= M∞.

We can define a conjugate rescaling map ι by

ι : C[1/z]⊗C Ap,qX ⊗C∞X H → zqC[z]⊗C Ap,qX ⊗C∞X H

αp,q ⊗m 7→ zqαp,q ⊗m.

Under ι, the differential D′ + z−1D′′ = ∂′ + z−1θ′ + z−1∂′′ + θ′′ is changed into
∂′ + z−1θ′ + ∂′′ + zθ′′. Then ι provides the glueing isomorphism

M∞|Gm
∼= Rkp2,∗(L)

so that we also have

OGm ⊗ Harm(X,H)→M∞|Gm

ι−→ Rkp2,∗(L)

1⊗ (
∑
p+q=k

αp,q ⊗mp,q) 7→ 1⊗ (
∑
p+q=k

zqαp,q ⊗mp,q).

Now we can put them together to calculate the transition function of Mk from
Ω0 to Ω∞, which is

OGm ⊗ Harm(X,H)→M0|Gm

ι−→ Rkp2,∗(L)
ι−1

−−→M∞|Gm → OGm ⊗ Harm(X,H)

1⊗ (
∑
p+q=k

αp,q ⊗mp,q) 7→ 1⊗ (
∑
p+q=k

z−pαp,q ⊗mp,q) 7→ 1⊗ (
∑
p+q=k

z−q−pαp,q ⊗mp,q)

Therefore we see that any harmonic representative is multiplied by z−p−q = z−k

after the transition map from Ω0 to Ω∞. From Remark 2.3.13, we conclude
that Mk is isomorphic to direct sum of OP1(k).

Proof of Hodge-Simpson Theorem 2.3.26. The Differential geometric construc-
tion 2.3.31 and Analytic construction 2.3.35 give the same natural pure twistor
structure on Hk(X,V). In this proof, we use the notation in the Differential
geometric construction 2.3.31, i.e. there is a pure twistor structure Ek so that

Ek|z=1
∼= Hk(X,V)

Ek|z=−1
∼= Hk(X,A•X(H);−∂′ + θ′ + ∂′′ − θ′′).

Now we want to verify the polarization condition on Hk(X,V)prim. By
taking the primitive part of the complex in the Differential geometric con-
struction, one can get a bundle Ek

prim ⊆ E which is a pure twistor structure on
Hk(X,V)prim so that

Ek
prim|z=z0 ∼= Hk(X,A•X(H); z0∂

′ + θ′ + ∂′′ + z0θ
′′)prim, ∀z0 ∈ Ω0. (2.1)
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Consider the bilinear map

S : Hk(X,V)⊗C Hk(X,A•X(H); ∂′ − θ′ + ∂′′ − θ′′)→ C

[α⊗m]⊗ [β ⊗ n] 7→ i−k(−1)k(k−1)/2

∫
X

h(m,n) · ηdimX−k ∧ α ∧ β.

Recall the rescaling map from Definition 2.3.36

ι−1 : Hk(X,A•X(H);−∂′ + θ′ + ∂′′ − θ′′) ∼−→ Hk(X,A•X(H); ∂′ − θ′ + ∂′′ − θ′′).

Then we claim that the bilinear pairing

S(•, ι−1(•)) : Ek
prim|z=1 ⊗C Ek

prim|z=−1 → C

polarize the twistor structure Ek
prim. Here one identifies the fibers of Ek

prim with
the appropriate primitive spaces as in (2.1). By Theorem 2.3.30, we can choose
a harmonic representative of an element in Hk(X,V)prim and write it as

σ =
∑

αp,q ⊗mp,q

where αp,q are primitive (p, q)-forms and mp,q are sections of H. By Remark
2.3.33, the identification map for the twistor structure Ek satisfies

Iden(
[∑

αp,q ⊗mp,q

]
) =

[∑
αp,q ⊗mp,q

]
.

Then it follows from classical Hodge theory [56, Theorem 6.29] that

S
(

[αp,q ⊗mp,q], ι−1 ◦ Iden([αp,q ⊗mp,q])
)

S
(

[αp,q ⊗mp,q], ι−1([αp,q ⊗mp,q])
)

=i−k(−1)k(k−1)/2(−1)p
∫
X

h(mp,q,mp,q) · ηdimX−k ∧ αp,q ∧ αp,q

=

∫
X

h(mp,q,mp,q) · αp,q ∧ ∗αp,q > 0.

where ∗ is the Hodge star operator for forms. In particular, one has

S([σ], ι−1 ◦ Iden([σ]) > 0, ∀[σ] ∈ Ek
prim|z=1,

which is exactly the polarization condition in the sense of Definition 2.3.21.

It follows immediately from the proof of Theorem 2.3.26 that the restriction
maps to smooth closed subvarieties is compatible with the natural twistor
structures.

Lemma 2.3.38. Let X be a smooth projective variety and Z be a smooth
subvariety of X. Let V be a semisimple local system on X. Then the restriction
map

f : Hk(X,V)→ Hk(Z,V|Z)

underlies the morphism of natural pure twistor structures in Theorem 2.3.26.
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Proof. We use the notation in the Differential geometric construction 2.3.31.
Let i : Z → X be the inclusion map. The we have a map on X ×P1:

AkX(H)�OP1(k)→ {i∗AkZ(H|Z)}�OP1(k).

where � is the box product for X × P1. Moreover, it is clear from definition
that this map is compatible with the differentials d for X and Z.

Sabbah’s construction

In [43, Theorem 2.2.4], Sabbah constructs a different but isomorphic pure
twistor structure on Hk(X,V). For reader’s convenience, we briefly recall his
construction here.

Definition 2.3.39. Let M be a C[z]-module. The conjugation M is defined
to be

M :=M⊗C[z] C[z−1]

where C[z−1] is viewed as a C[z]-module via the following map

C[z]→ C[z−1]

z 7→ −z−1

λ ∈ C 7→ λ

Remark 2.3.40. We can view M as a O-module over P1 \ {0} and M as a
O-module over P1 \ {∞}.

Construction 2.3.41 (Sabbah’s construction). We use the notation in Con-
struction 2.3.31. Denote Ω0 and Ω∞ to be the standard A1-neighborhoods of
0 and ∞ in P1. Assume k ≤ dimX. Denote the projections of X × Ω0 to be
X

p1←− X × Ω0
p2−→ Ω0 and define AmX×Ω0

to be the m-th wedge product of

A1
X×Ω0

:= z−1A1
X×Ω0/Ω0

.

Let M be the C[z]-module defined by

M := Hk(X,A•X×Ω0
⊗ p∗1(H), ∂′ + z−1θ′ + ∂′′ + zθ′′)

so that
M|z=0 = Hk (X, (Ω•X ⊗OX F, θ′F ))

where Ω•X is the complex of holomorphic forms on X and (F, θ′F ) is the holo-
morphic Higgs bundle associated to the semisimple local system V . Sabbah
showed that M is a free C[z]-module.

Let S to be the unit disk in P1 andM|S is viewed as a OΩ0-module restrict-
ing to S. Denote OS := OΩ0|S. Consider the following sesquilinear pairing

M|S ⊗OS
M|S → OS
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induced by

[α⊗m]⊗ [β ⊗ n] 7→
∫
X

hS(m,n) · ηdimX−k ∧ α ∧ β.

This pairing induced an OS-linear isomorphism

M|S
∼−→ (M|S)∨ := HomOΩ0

(M,OΩ0)|S.

Sabbah showed thatM andM glue to a holomorphic bundle F k over P1 with
slope k so that F k|Ω0

∼=M and F k|Ω∞ ∼=M∨. Moreover,

F k|z=1
∼= Hk(X,V).

Remark 2.3.42. Our presentation is slightly different from Sabbah’s original
construction. First, we omit the sign before the sesquilinear pairing, which is
okay since we don’t discuss the polarization here. Second, Sabbah used the
glueing

M|S
∼−→ (M|S)∨,

so that the resulting bundle over Ω∞ is M. We adjust it so that the fiber
Ek|z=1 is isomorphic to Hk(X,V).

Remark 2.3.43. The twistor structures in Sabbah’s construction and Simp-
son’s construction are not identically the same because of the following reason.
For z0 ∈ Gm, the fiber at z0 of the twistor structure in Simpson’s construction
is naturally isomorphic to

Hk(X,A•X(H); z0∂
′ + θ′ + ∂′′ + z0θ

′′),

while the fiber at z0 of the twistor structure in Sabbah’s construction is natu-
rally isomorphic to

Hk(X,A•X(H); ∂′ + z−1
0 θ′ + ∂′′ + z0θ

′′).

These two spaces are isomorphic via the rescaling map ιz0 (Definition 2.3.36).

Lemma 2.3.44. With the notation in Sabbah’s construction 2.3.41. Then on
the level of harmonic representatives, the identification map for F k is

Iden : F k|z=1
∼= Hk(X,V)→ Hk(X,A•X(H); ∂′ − θ′ + ∂′′ − θ′′) ∼= F k|z=−1[ ∑

p+q=k

αp,q ⊗mp,q

]
7→

[ ∑
p+q=k

(−1)pαp,q ⊗mp,q

]
.

Here
∑
αp,q ⊗ mp,q is a harmonic representative of an element in Hk(X,V)

where αp,q are (p, q)-forms and mp,q are sections of H.

Proof. Denote Harm(X,H) to be the space of harmonic representatives. Let
A ∈ Hk(X,V) be an element and let

Φ =
∑

αp,q ⊗mp,q
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be a harmonic representative of A. The rescaling map ι in Definition 2.3.36
gives the trivialization map F k|Ω0

∼= Harm(X,H)⊗C OΩ0 with

Harm(X,H)
∼−→ Hk(X,A•X(H); ∂′ + z−1

0 θ′ + ∂′′ + z0θ
′′)

Φ 7→ [ιz0(Φ)]

Then by Remark 2.3.15, the identification map for F k is

Iden : Hk(X,V) ∼= F k|z=1 → F k(Ω0)→ F k|z=−1
∼= Hk(X,A•X(H); ∂′ − θ′ + ∂′′ − θ′′)

[Φ] 7→ Φ⊗ 1 7→ [ι−1(Φ)].

In particular, on the level of harmonic forms, we see that

Iden :
[∑

αp,q ⊗mp,q

]
7→
[∑

(−1)pαp,q ⊗mp,q

]
.

Remark 2.3.45. A more conceptual way of understanding Sabbah’s construc-
tion can be described as follows: over Gm, there is a bundle F with fiber at
z = z0 identified with

Hk(X,A•X(H), ∂′ + z−1
0 θ′ + ∂′′ + z0θ

′′).

Using the rescaling map, there is an isomorphism

F ∼= M0|Gm

where M0 is the holomorphic bundle over Ω0 in Simpson’s Analytic construc-
tion 2.3.35 with fiber at z = z0 identified with

Hk(X,A•X(H), z0∂
′ + θ′ + ∂′′ + z0θ

′′).

In particular, the fiber of M0 is well defined for z0 = 0 and therefore F extends
to M0 over {0} under the rescaling map. Similarly, F extends over {∞} using
the conjugate construction. Finally, one use the glueing map to show that F
is isomorphic to ⊕OP1(k).

Remark 2.3.46. The fiberwise description of Sabbah’s construction has the
following advantage over Simpson’s construction. Suppose T ⊂ X is a smooth
subvariety, the operator

∂′ + z−1
0 θ′ + ∂′′ + z0θ

′′

restricts to T and defined the corresponding cohomology group.
On the other hand, if one identifies the fiber of Simpson’s construction with

harmonic forms on X with coefficient in H, they don’t necessarily restrict to
harmonic forms on T .
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2.3.3 Twisted Poincare pairings and polarizations

In this section, we will relate the twisted Poincaré pairings with polarizations
of the natural twistor structure on Hk(X,V) and use this relation to show
non-degeneracy of certain restricted twisted Poincaré pairings. We will work
in the following Set-up from Theorem 2.3.26 and Theorem 2.3.29.

Set-up 2.3.47. -

• X is a smooth projective variety of dimension n and V is a semisimple
local system on X with a flat connection ∇. η is an ample line bundle
on X.

• (H, h) is the harmonic bundle on X associated to V and

∇ = ∂′ + θ′ + ∂′′ + θ′′

where ∂′′ + θ′ is the Higgs structure. Here we view h as a C∞X -linear
morphism

h : H ⊗C∞X H → C∞X .

• Ek is the natural twistor structure on Hk(X,V) so that

Ek|z=1
∼= Hk(X,V)

and
Ek|z=−1

∼= Hk(X,A•X(H);−∂′ + θ′ + ∂′′ − θ′′),
where A•X(H) is the de Rham complex associated to H.

Definition 2.3.48. Assume k ≤ n. Denote V∗ to be the dual local system
of V . We define the twisted Poincaré pairing SX determined by η to be the
bilinear pairing

SX : Hk(X,V)⊗C H
k(X,V∗)→ C

[α⊗ e]⊗ [β ⊗ λ] 7→ i−k(−1)k(k−1)/2

∫
X

λ(e) · ηn−k ∧ α ∧ β.

Here α, β are k-forms on X and e, λ are global sections of V and V∗ respectively.

Remark 2.3.49. There are two ways to understand the wedge product be-
tween cohomology elements. On the one hand, it can be defined to be the
descent of wedge product of the forms (Ak ⊗C V) ∧ (Ak ⊗C V∗), where a local
section of V is paired with a local section of V∗. On the other hand, one can
represent the cohomology elements in Hk(X,V) by harmonic k-forms with co-
efficients in V using Theorem 2.3.30. Same for V∗, whose associated harmonic
bundle is H∗ as explained in Construction 2.3.50.

Construction 2.3.50 (Dual harmonic bundle). Assume we are in the Set-up
2.3.47. Let H∗ be the dual bundle of H. In [52], Simpson showed that H∗

is equipped with the following harmonic structure so that it is the harmonic
bundle associated to V∗.
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1. (Dual metric) For two sections λ, µ ∈ C∞(H∗), h∗ is defined by

h∗(λ, µ) := λ(e),

where e ∈ C∞(H) satisfying µ(•) = h(•, e).

2. (Dual Higgs structure) D′′ is defined by

(D′′λ)(e) + λ[(∂′′ + θ′)e] = ∂(λ(e)),

where λ ∈ C∞(H∗), e ∈ C∞(H).

3. (Dual connection) ∇ is defined by

∇ := ∂′ + θ′ + ∂′′ + θ′′.

where ∂′ + ∂′′ is a metric connection for h∗ and θ′′ is the adjoint of θ′

with respect to h∗.

Remark 2.3.51. Here we use the same notation D′′ and ∇ for relevant struc-
tures on dual harmonic bundles. It should not cause confusions.

Lemma 2.3.52. Assume we are in the Set-up 2.3.47, then there is an isomor-
phism

h : Hk(X,A•X(H); ∂′ − θ′ + ∂′′ − θ′′)→ Hk(X,V∗),
which is induced by the C-linear isomorphism between C∞X -bundles:

h : H → H∗, e 7→ h(•, e),

where H∗ is the dual harmonic bundle in Construction 2.3.50.

Proof. Recall that ∇ is the connection on H∗ associated to V∗. Then we claim
there is a commutative diagram

H
h−−−→ H∗yh∗(∇)

y∇
H ⊗A1

X
h⊗Id−−−→ H∗ ⊗A1

X

where
h∗(∇) := ∂′′ − θ′′ + ∂′ − θ′. (2.2)

Granting this claim, we see that h induces the isomorphism on the cohomology,
which is what we want. To prove the claim, we calculate the pull back of each
component of ∇ = ∂′ + θ′ + ∂′′ + θ′′ under h.

1. θ′ 7→ −θ′′. The definition of θ′ on H∗ is defined by

(θ′λ)(e) + λ(θ′e) = 0.

where λ ∈ C∞(H∗) and e ∈ C∞(H). Since we want to calculate the pull
back of θ′, we can test on the dual section λ = h(•, e2). Then

θ′h(•, e2)(e1) = −h(θ′e1, e2) = h(e1,−θ′′e2).

Therefore θ′h(•, e2) = h(•,−θ′′e2), which means that θ′ corresponds to
−θ′′.
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2. ∂′′ 7→ ∂′. The definition of ∂′′ on H∗ is

(∂′′λ)(e) + λ(∂′′e) = ∂̄λ(e).

Let us test on the dual section λ = h(•, e2):

∂′′h(•, e2)(e1) = ∂̄h(e1, e2)− h(∂′′e1, e2) = h(e1, ∂′e2).

The last equality comes from the fact that ∂′+∂′′ is the metric connection
with respect to h. In particular ∂′′h(•, e2) = h(•, ∂′e2) and this means
that ∂′′ corresponds to ∂′.

3. θ′′ 7→ −θ′ and ∂′ 7→ ∂′′ can be verified using their definition through the
dual harmonic metric h∗.

In this paper, the map in Lemma 2.3.52 is the key to relate the topological
intersection pairings with the polarization on twistor structures.

Definition 2.3.53. Assume we are in the Set-up 2.3.47. The canonical map
is defined to be the map

φ = h ◦ ι−1 : Ek|z=−1
∼=Hk(X,A•X(H);−∂′ + θ′ + ∂′′ − θ′′)

ι−1−−→Hk(X,A•X(H); ∂′ − θ′ + ∂′′ − θ′′) h−→ Hk(X,V∗).

where ι−1 is the rescaling map in Definition 2.3.36.

Remark 2.3.54. Notice that φ depends on the choice of harmonic metric on
H = V ⊗C C∞X .

Corollary 2.3.55. Assume k ≤ n. Denote Ek
prim ⊆ Ek to be the sub-twistor

structure of the natural twistor structure on Hk(X,V):

Hk(X,V)prim := Ker ηn−k+1 ⊆ Hk(X,V).

Then Ek
prim is polarized by the bilinear form

SX(•, φ(•)) : Ek
prim|z=1⊗Ek

prim|z=−1
Id⊗φ−−−→ Hk(X,V)prim⊗Hk(X,V∗)prim

SX−−→ C.

where φ is the restriction of the canonical map in Definition 2.3.53. The same
statement holds for any other direct summand in the Lefschetz decomposition
of Hk(X,V) with respect to η.

Proof. We will only deal with the case of Hk(X,V)prim and leave other cases to
the reader. The proof is quite similar to the proof of Hodge-Simpson Theorem
2.3.26. For any element in Hk(X,V), consider the harmonic representative∑

p+q=k

αp,q ⊗mp,q,
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where αp,q are (p, q)-forms and mp,q are sections of the harmonic bundle H.
Then by Remark 2.3.33 and the construction of φ, we see that

φ(Iden[αp,q ⊗mp,q]) = φ([αp,q ⊗mp,q]) = (−1)pαp,q ⊗m∨p,q
where m∨p,q is the section of the dual harmonic bundle H∗ satisfying

m∨p,q(•) = h(•,mp,q).

Therefore

SX

([∑
αp,q ⊗mp,q

]
, φ ◦ Iden

[∑
αp,q ⊗mp,q

])
=
∑
p+q=k

SX
(
[αp,q ⊗mp,q], [(−1)pαp,q ⊗m∨p,q]

)
=
∑
p+q=k

i−k(−1)k(k−1)/2

∫
X

h(mp,q,mp,q) · ηn−k ∧ αp,q ∧ αp,q > 0.

The positivity follows from the classical calculation of the Hodge star operators
for primitive forms [56, Theorem 6.29].

Remark 2.3.56. The construction of the canonical map actually works for
harmonic bundles over any smooth algebraic varieties. In particular, if T ⊆ X
is a smooth open subvariety, by Lemma 2.3.84 (whose proof is independent of
this section), there exists a vector bundle Ek

T so that Ek
T |z=1

∼= Hk(T,V|T ) and
there is an isomorphic canonical map

φ : Ek
T |z=−1

∼−→ Hk(T,V∗|T ).

Lemma 2.3.57. Assume we are in the Set-up 2.3.47. Denote φX to be the
canonical map in Definition 2.3.53 associated to (X,V).

• Let η be an ample line bundle on X. Then there is a commutative dia-
gram:

Ek|z=−1
F |z=−1−−−−→ Ek+2`|z=−1yφX yφX

Hk(X,V∗) η`−−−→ Hk+2`(X,V∗)
where F : Ek → Ek+2` is the morphism of twistor structures induced by
the cup product with η`.

• Let T be a smooth (open or closed) subvariety of X and let Ek
T be the nat-

ural mixed twistor structures on Hk(T,V|T ) as in Lemma 2.3.84. Let φT
be the canonical map as in Remark 2.3.56. Then there is a commutative
diagram:

Ek|z=−1
F |z=−1−−−−→ Ek

T |z=−1yφX yφT
Hk(X,V∗) R∗−−−→ Hk(T,V∗|T )
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where F : Ek → Ek
T is the morphism of twistor structures induced by the

restriction map and R∗ is the restriction map.

Proof. The commutativity with cup product is clear and we focus on the re-
striction to subvarieties. Recall that (H, h) is the harmonic bundle on X as-
sociated to V . Then denote (HT , hT ) := (H|T , h|T ) to be the harmonic bundle
on T associated to V|T . We have the following commutative diagram

(H,−∂′ + θ′ + ∂′′ − θ′′) −−−→ (HT ,−∂′ + θ′ + ∂′′ − θ′′|T )yι−1

yι−1

(H, ∂′ − θ′ + ∂′′ − θ′′) −−−→ (HT , ∂′ − θ′ + ∂′′ − θ′′|T )yhX yhT
(H∗,∇) −−−→ (H∗T ,∇T )

Since T is open or closed , it would follow from Lemma 2.3.84 or Lemma 2.3.26
that

Ek
T |z=−1

∼= Hk(T,A•T (HT );−∂′ + θ′ + ∂′′ − θ′′|T ).

Taking the cohomology of this diagram, we obtain the desired commutativity.

Corollary 2.3.58. Assume we are in the Set-up 2.3.47. Let η be an ample line
bundle on X. Let T ⊆ X be a smooth (open or closed) subvariety. Consider
the restriction maps

R : Hk(X,V)prim → Hk(T,V|T ),

R∗ : Hk(X,V∗)prim → Hk(T,V∗|T ).

Then the twisted Poincaré pairing SX (Definition 2.3.48) restricts to a non-
degenerate pairing

SX : KerR⊗C KerR∗ → C.

Proof. It follows from Corollary 2.3.55, Lemma 2.3.57 and Corollary 2.3.24.
More precisely, one uses the following commutative diagram:

Ek|z=1 −−−→ Ek
T |z=1yIden

yIden

Ek|z=−1 −−−→ Ek
T |z=−1yφX yφT

Hk(X,V∗) R∗−−−→ Hk(T,V∗|T )
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Remark 2.3.59. Even though we only use the case of smooth subvarieties,
the statement is actually true for arbitrary subvariety Z ⊆ X. One can reduce
to the smooth case by considering a resolution map π : Z̃ → Z and proving a
similar lemma in Hodge theory that

WkH
k(Z,V|Z) ↪→ Hk(Z̃, π∗(V|Z)).

where W• is the weight filtration of the mixed twistor structure on Hk(Z,V|Z).

Lemma 2.3.60. Let E be the natural pure twistor structure on the space
Hk(X,V)prim as in Theorem 2.3.26. Let ∗ be the Hodge star operator (see
Definition 2.4.13). For integers k ≤ n, consider the following composition
map

(Ln−k)−1 ◦ ∗ : Hk(X,V)prim → H2n−k(X,V∗)prim → Hk(X,V∗)prim.

Then its complex conjugation can be identified up to a scaling constant with
the composition map

φ ◦ Iden : Hk(X,V)prim
∼= E|z=1 → E|z=−1 → Hk(X,V∗)prim.

Here Iden is the identification map in Definition 2.3.11 and φ is the canonical
map in Definition 2.3.53.

Proof. Let αp,q be a primitive harmonic (p, q)-form and e is a global section of
H := V ⊗C C∞X . By Lemma 2.4.16 we have

(Ln−k)−1(∗(αp,q⊗e)) =
(−1)k(k+1)/2ip−q

(n− k)!
αp,q⊗e∨ =

(−1)k(k+1)/2i−k

(n− k)!
·(−1)pαp,q⊗e∨.

Here e∨ is the section of H∗ so that

e∨(•) = h(•, e).

On the other hand,

φ(Iden(αp,q ⊗ e)) = (−1)pαp,q ⊗ e∨.

2.3.4 Cohomology of algebraic varieties and mixed twistor
structures

In this section, we will prove the Global Invariant Cycle Theorem for Semisim-
ple Local Systems (c.f. Theorem 2.3.99). To do this, we will review the notion
of mixed twistor structures and Simpson’s theory of weights for cohomology
groups of semisimple local systems on algebraic varieties.
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Mixed twistor structures

As explained in [51], the notion of mixed twistor structures is a natural gen-
eralization of mixed Hodge structures so that the passage from “Hodge” to
“Twistor” is simply forgetting to have an action of Gm.

Definition 2.3.61. -

1. A mixed twistor structure is a twistor structure E (see Definition 2.3.8)
so that E is filtered by an increasing sequence of strict subbundles WiE
such that

GrWi (E) = WiE/Wi−1E

is a pure twistor structure of weight i for all i ∈ Z.

2. A morphism of mixed twistor structures is defined to be a morphism of
filtered bundles on P1 preserving the filtration.

Remark 2.3.62. Since there is no morphism from a semistable vector bun-
dle of weight k to a semistable vector bundle of weight < k, the morphisms of
mixed twistor structures are automatically strict with respect to the weight fil-
trations. In particular, Simpson [51, Proposition 1.2] proved that the category
of mixed twistor structures is abelian.

Remark 2.3.63. For comparison with Hodge theory, Simpson [51, Lemma
1.3] also proved the category of Gm-equivariant mixed twistor structures is
naturally equivalent to the category of complex mixed Hodge structures.

The theory of weights for semisimple local systems

In Hodge theory, generalizing the classical theorem about Hodge structures
on cohomology groups on smooth projective varieties, Deligne [22, 23] showed
that there are other situations that one can get (mixed) Hodge structures.

Definition 2.3.64. A mixed Hodge structure (V,W•V ) is of weight q if GrWi V
is a pure Hodge structure of weight q + i.

Theorem 2.3.65 (Deligne’s yoga of weights [23]). Let X be a complex alge-
braic variety and V be a local system on X underlies a polarizable variation of
Hodge structures of weight w. Then Hk(X,V) carries a mixed Hodge structure
of weight k + w. Moreover,

• If X is proper, then GrWi H
k(X,V) = 0 for i > 0.

• If X is smooth, then GrWi H
k(X,V) = 0 for i < 0.

• If X is smooth and projective, then GrWi H
k(X,V) = 0 if i 6= 0.

In [51, Theorem 5.2], Simpson generalized Deligne’s results of the existence
of mixed Hodge structures to mixed twistor structures.
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Theorem 2.3.66 (Simpson). Let X be a complex quasi-projective algebraic va-
riety. Let V be a local system on X coming from the restriction of a semisimple
local system on a smooth projective compactification X ⊇ X. Then Hk(X,V)
carries a natural mixed twistor structure, which is functorial in X.

In the remark under [51, Theorem 5.2], Simpson says that the same yoga
of weights hold as in [23, Theorème 8.2.4]. In particular, we have the following
statement.

Theorem 2.3.67 (Simpson’s yoga of weights). With the assumption in Theo-
rem 2.3.66. Denote W• to be the weight filtration on Hk(X,V) induced by the
natural mixed twistor structures.

• If X is proper, then GrWi H
k(X,V) = 0 for i > k.

• If X is smooth, then GrWi H
k(X,V) = 0 for i < k.

• If X is smooth and proper, then GrWi H
k(X,V) = 0 for i 6= k.

Remark 2.3.68. The shift of weights by k arises from different conventions
between twistor structures and Hodge structures. On the one hand, as in
Definition 2.3.61, Simpson defines

weight GrWi H
k(X,V) = i.

On the other hand, in Hodge theory, if V is a polarized VHS of weight 0, then
Hk(X,V) is a mixed Hodge structure of weight k, therefore

weight GrWi H
k(X,V) = i+ k.

Remark 2.3.69. In [51], Simpson only proved the last statement of Theorem
2.3.67, which is the Hodge-Simpson Theorem 2.3.26. We provide a proof for
open varieties (Corollary 2.3.87) and projective varieties (Corollary 2.3.97).

Mixed Twistor Complexes

In this section, we will recall Simpson’s notion of mixed twistor complexes,
which is the generalization of mixed Hodge complex in the sense of Deligne
[22]. It will be used to construct mixed twistor structures.

Definition 2.3.70. A mixed twistor complex is a filtered complex (M•,W pre
• )

of sheaves of OP1-modules on P1 such that

Hi(GrW
pre

` (M•))

is a locally free sheaf of OP1-modules of finite rank, pure of weight `+ i.

A standard argument using the strictness between morphisms of OP1 bun-
dles yields the following
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Lemma 2.3.71. ([51, Lemma 5.3]) Let (M•,W pre
• ) be a mixed twistor com-

plex. Then the spectral sequence for a filtered complex which calculates Hi(M•)
degenerates at E3. In particular

Ep,q
1 = GrW

pre

−p (Mp+q), Ep,q
3 = GrW

pre

−p Hp+q(M•).

Moreover,
WnHi(M•) := W pre

n−iHi(M•)

is the weight filtration for a mixed twistor structure on Hi(M•).

Remark 2.3.72. In Hodge theory, we always say the spectral sequence asso-
ciated to the weight filtration degenerate at E2-page. Simpson’s convention is
slightly different because he starts one page later so that his E3-page is the
E2-page in Hodge theory.

Remark 2.3.73. The shift of the weights in this Lemma is the reason Simpson
called this the pre-weight filtration and he used the superfix W pre.

Degeneracy at E3-page makes the explicit description of the lowest piece
of the weight filtration possible.

Corollary 2.3.74. Let (M•,W pre
• ) be a mixed twistor complex. Suppose the

lowest weight of W preM• is `, then

W pre
` H

k(M•) = Im
{
Hk(W pre

` M•)→ Hk(M•)
}
,

the latter is induced by the inclusion map W pre
` M• →M•.

Proof. Let p, q be integers so that k = p + q and ` = −p. Since the spectral
sequence associated to the weight filtration degenerate at E3-page and −p is
the lowest weight, we know that

W pre
−p Hp+q(M•) = GrW

pre

−p Hp+q(M•) = Ep,q
3

By definition, we have Ep,q
1 = GrW

pre

−p (Mp+q) and Ep,q
2 = Hp+q(GrW

pre

−p (M•)).
Then Ep,q

3 is the cohomology of

Hp+q−1(GrW
pre

−p+1(M•))
δ−→ Hp+q(GrW

pre

−p (M•))→ Hp+q+1(GrW
pre

−p−1(M•)) = 0.

The last equality comes from the assumption that −p is the lowest weight.
By [56, Lemma 8.24], δ is the connecting map of the long exact sequence

associated to the short exact sequence of complexes

0→ W pre
−pM

• → W pre
−p+1M

• → GrW
pre

−p+1(M•)→ 0.

Therefore

W pre
−p Hp+q(M•) = coker(δ)

= Im
{
Hp+q(W pre

−p (M•))→ Hp+q(W pre
−p+1(M•))

}
= Im

{
Hp+q(W pre

−p (M•))→ Hp+q(M•)
}
.
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Glueing construction

In previous section, we have seen how to glue two vector bundles over coor-
dinate charts of P1 to construct a twistor structure on Hk(X,V). Since the
natural mixed twistor structure on Hk(U,V|U) will be obtained via a mixed
twistor complex, we would like to review Simpson’s glueing construction for
complexes.

Set-up 2.3.75. -

1. Let M• and N• be filtered complexes of sheaves of O-modules (with the
pre-weight filtrations denoted by W pre(−)), respectively over Ω0 and Ω∞,
which are the standard neighborhoods A1 of 0 and ∞ in P1.

2. Let P • be a filtered complex of sheaves of O-modules on Gm = Ω0∩Ω∞.

3. There are filtered quasi-isomorphisms

M•|Gm

f←− P •
g−→ N•|Gm .

Notation 2.3.76. -

• Let i denote one of the three inclusions Ω0 ↪→ P1 or Ω∞ ↪→ P1 or
Gm ↪→ P1. Denote Riex := i∗ ◦Go, the composition of direct image with
the Godement resolution, and require that there is a fixed functorial
quasi-isomorphism

F• → i∗Riex(F•).

• Denote M•
ex := RiexM

•, P •ex := RiexP
• and N•ex := RiexN

•, with i being
the appropriate inclusions.

• If f : A• → B• is a map of filtered complexes, then there is a filtered
complex Cone(A→ B) defined as

Cone(A→ B)k := Ak+1 ⊕Bk

with differential equal to dA + dB + f .

Definition 2.3.77. With the notation above, we define

Patch(M ← P → N) := Cone(P •ex

(f,−g)−−−→M•
ex ⊕N•ex).

Remark 2.3.78. If the third condition in Set-up 2.3.75 becomes

M•|Gm

f−→ P •
g←− N•|Gm ,

then one define

Patch(M → P ← N) := Cone(M•
ex ⊕N•ex

(f,−g)−−−→ P •ex)[−1].
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Definition 2.3.79. Suppose we have filtered quasi-isomorphisms

M•|Gm ← P • → Q• ← R• → N•|Gm

where P •, Q•, R• are filtered complexes over Gm, then we define

Patch(M,P,Q,R,N) := Patch(M ← Cone(P ⊕R→ Q)[−1]→ N).

Lemma 2.3.80. Suppose we have filtered quasi-isomorphisms

M•|Gm

f−→ P •
g←− N•|Gm .

Then there is a natural filtered quasi-isomorphism

Patch(M → P ← N) ∼= Patch(M,M |Gm , P,N |Gm , N),

where the latter is induced by

M•|Gm

Id←−M•|Gm → P • ← N•|Gm

Id−→ N•|Gm .

Proof. Denote T = Cone(M•|Gm ⊕ N•|Gm → P )[−1]. By definition, we have
natural morphisms

Tex → Cone(M•
ex ⊕N•ex → P •ex)[−1] = Patch(M → P ← N).

Tex → (M•|Gm)ex → Cone(Tex →M•
ex⊕N•ex) = Patch(M,M |Gm , P,N |Gm , N).

Tex → (N•|Gm)ex → Cone(Tex →M•
ex ⊕N•ex) = Patch(M,M |Gm , P,N |Gm , N).

The first one is a filtered quasi-isomorphism because it is determined by its
restriction to Gm, which is an identity map. The second one and the third one
are also filtered quasi-isomorphism by the fact that if A,B,C are three filtered
complexes, A→ B is a filtered quasi-isomorphism between two complexes and
A→ C is any morphism, then the natural morphism

C → Cone(A→ B ⊕ C)

is a filtered quasi-isomorphism.

Simpson proved that the glueing construction has the effect of glueing cor-
responding cohomology sheaves in §2.3.2.

Lemma 2.3.81. The sheaf of OP1-modules

Hk(GrW
pre

Patch(M ← P → N))

is the sheaf of OP1-modules obtained by glueing together Hk(GrW
pre

M•) over
Ω0 with Hk(GrW

pre

N•) over Ω∞, via the isomorphism of cohomology sheaves
induced by the filtered quasi-isomorphisms

M•|Gm

f←− P •
g−→ N•|Gm .
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Let X be a smooth projective variety and let V be a semisimple local
system on X. We would like to review the construction of the natural pure
twistor structure on Hk(X,V) (c.f. Theorem 2.3.26) from the point of view
of the glueing construction. Recall from Construction 2.3.35, there is a triple
(G,L, G̃) associated to the local system V :

• (G,∇G) is a holomorphic bundle on X × Ω0 with a z-connection.

• L = {Lz0}z0∈Gm is a family of local systems so that Lz0 is the local
system over Xtop consisting of flat sections of (G|X×{z0}, z−1

0 ∇G|X×{z0}).
[Note that Lt has no reference to the holomorphic structure of X which
is important for the patching].

• (G̃,∇G̃) is a holomorphic bundle with a z−1-connection on X × Ω∞.

Let p : X ×P1 → P1 be the second projection.

Lemma 2.3.82. Consider the complex of sheaves of OP1-modules

Patch
(
Rp∗(ξΩ

•
X(G))→ Rp∗(L)← Rp∗(ξΩ

•
X

(G̃))
)
.

Then the k-th cohomology sheave of this complex is the natural pure twistor
structure on Hk(X,V) in Theorem 2.3.26.

Proof. By Lemma 2.3.81, the k-th cohomology sheaf is obtained by glueing
Rkp∗(ξΩ

•
X(G)) and Rkp∗(ξΩ

•
X

(G̃)) over Gm, which is exactly the natural pure

twistor structure on Hk(X,V) by the construction in Theorem 2.3.26.

Mixed twistor structures on open varieties

Let X be a smooth projective variety and U ⊆ X be a Zariski-open subvariety
where D := X \ U is a normal crossing divisor. Let V be a semisimple local
system on X. In this section, we will review the construction of the natural
mixed twistor structure on Hk(U,V|U) (c.f. Theorem 2.3.66) using the glueing
construction.

First, we would like to review some basic properties of the complex of
holomorphic logarithmic differentials Ω•X(logD). Denote j : U ↪→ X to be the
open embedding, it is a standard fact that we have a quasi-isomorphism

Rj∗CU
∼−→ Ω•X(logD)

so that
Hk(U,V|U) ∼= Hk(X,Ω•X(logD)⊗C V).

There are two filtrations on Ω•X(logD).

1. The weight filtration W pre
• :

W pre
` Ω•X(logD) := ∧`Ω1

X(logD) ∧ Ω•−`X .
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2. The filtration τ :
τ`Ω

•
X(logD) := τ≤`Ω

•
X(logD)

which is the truncation functor associated to a complex so that for a
complex (K•, d),

(τ≤`K
•)a =


Ka if a < `,

Ker d if a = `,
0, if a > `.

Notice that
W pre
` Ω•X(logD)k = Ω•X(logD)k, ∀k ≤ `.

Therefore we can define a natural filtered morphism

(Ω•X(logD),W pre
• )← (Ω•X(logD), τ). (∗)

Moreover, Deligne [22, Proposition 3.1.8] showed that this is a filtered quasi-
isomorphism.

Now, consider the following complexes on subsets of the topological space
Y := Xtop×P1. In the following construction, p denotes the second projection
map to the P1-direction and j : U → X denotes the open embedding. Recall
there is a triple (G,L, G̃) associated to V from Construction 2.3.35.

1. On X × Ω0, set

M• := (ξΩ•X(logD)⊗OX×Ω0
G,W pre

• )

where ξΩ•X(logD) is the Rees bundle complex associated to the Hodge
filtration on Ω•X(logD) (as in Construction 2.3.35) and W pre

• is the in-
duced filtrations from the first projection map.

2. On X ×Gm, set

P • := (ξΩ•X(logD)⊗OX×Gm
G, τ)

Q• := (ξj∗A•U ⊗p−1OGm
L, τ)

R• := (ξΩ•
X

(logD)⊗OX×Gm
G̃, τ)

Here τ denotes the induced filtration from the projection map to X.

3. On X × Ω∞, set

N• := (ξΩ•
X

(logD)⊗OX×Ω∞
G̃,W pre

• ).

Here are the filtered morphisms between these complexes.

• The morphism (∗) induces the filtered quasi-isomorphism

M•|X×Gm ← P •
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• The morphism P • → Q• is defined by

P • = (ξΩ•X(logD)⊗OX×Gm
G, τ)→ (ξj∗Ω

•
U ⊗OX×Gm

G, τ)

→ (ξj∗A•U ⊗OX×Gm
G, τ) = (ξj∗A•U ⊗p−1OGm

L, τ)

where τ all denotes the filtration induces by truncations. The last equal-
ity comes from the fact that G|X×{t} = OX×{t} ⊗C L|X×{t} (because
L|X×{t} is the local system of flat sections of (G|X×{t}, t−1∇G|X×{t}).

• One defines similar filtered quasi-isomorphisms

Q• ← R• → N•|X×Gm

with X and G replaced by X and G̃.

At the end of day, we have the diagram of filtered quasi-isomorphisms of com-
plexes on Gm:

Rp∗M
•|Gm ← Rp∗P

• → Rp∗Q
• ← Rp∗R

• → Rp∗N
•|Gm .

with filtration defined by W pre
• Rp∗K := Rp∗(W

pre
• K), where (K,W preK) is

any one of the five complexes.

Construction 2.3.83. The complex associated to the open set U and the
local system V is defined by

MTC(V) := Patch(Rp∗M,Rp∗P,Rp∗Q,Rp∗R,Rp∗N)

as in Definition 2.3.79.

Lemma 2.3.84 (Simpson). Let X be a smooth projective variety and V be a
semisimple local system on X. Let U ⊆ X be a Zariski open subset. Then the
complex MTC(V) is a mixed twistor complex in the sense of Definition 2.3.70.
In particular, for any integer k, Hk(U,V|U) underlies a natural mixed twistor
structure, which is HkMTC(V).

Remark 2.3.85. This gives an outline of the construction for the natural
mixed twistor structures on smooth algebraic varieties in Theorem 2.3.66.

Remark 2.3.86. It is actually enough to only use three complexes P •, Q•, R•

and
Patch(Rp∗P → Rp∗Q← Rp∗R)

to construct the mixed twistor structure on Hk(U,V|U).

Corollary 2.3.87. Let X be a smooth projective variety and V be a semisimple
local system on X. Let U ⊆ X be a Zariski open subset. Then Hk(U,V|U)
underlies a natural mixed twistor structure so that

GrW` H
k(U,V|U) = 0, ∀` < k.

45



Proof. Let π : X̃ → X be a log resolution of (X,X \U) so that π−1(X \U) is a
normal crossing divisor in X̃ and Ũ := π−1(U)→ U is the identity map. Since
V is associated to a harmonic bundle, the local system π∗V is also semisimple.
Then Lemma 2.3.84 says that

Hk(U,V|U) ∼= Hk(Ũ , π∗V|Ũ)

underlies a natural mixed twistor structure. Moreover, it follows from the
construction that the weight is greater or equal to k.

Lowest weight filtration on cohomology of open varieties

As an analogy with the classical yoga of weights, there should be a result saying
that the lowest piece of weight filtration of Hodge structure on the cohomol-
ogy of an Zariski open subset coincides with the restriction from the ambient
smooth projective variety. Since Simpson didn’t mention about it explicitly
either, we decide to include the proof of this statement here, which will be the
key step for proving the Global Invariant Cycle Theorem for Semisimple Local
Systems 2.3.99.

Lemma 2.3.88. Let j : U → X be the inclusion of a Zariski open subset U of
a smooth projective variety X. Let V be a semisimple local system on X, then

WkH
k(U,V|U) = j∗Hk(X,V),

where W• is the weight filtration of the natural mixed twistor structure on
Hk(U,V|U).

Proof. Step 1: it suffices to assume that X \ U is a normal crossing divi-
sor because one can show that the image of restriction map j∗Hk(X,V) on
Hk(U,V|U) is independent of the compactification of U . More concretely, con-
sider the following commutative diagram

U
j̃−−−→ X̃

id

y yπ
U −−−→

j
X

Here X̃ \U is a normal crossing divisor. If V is semisimple, then π∗V is also a
semisimple local system on X̃. Then

WkH
k(U, j∗V) = WkH

k(U, j̃∗π∗V) = j̃∗Hk(X̃, π∗V).

We just need to show that

j̃∗Hk(X̃, π∗V) = j̃∗π∗Hk(X,V).

Note that in general
Hk(X̃, π∗V) 6= π∗Hk(X,V).
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But they become equal after restricting to U because the extra terms live on
X \ U via Leray spectral sequence for the map π : X̃ → X.

Ep,q
2 = Hp(X,V ⊗Rqπ∗C) = Hp(X,Rqπ∗(π

∗V)) =⇒ Hp+q(X̃, π∗V).

Note here that Rqπ∗C supports on X \ U when q > 0.
Step 2: We will prove the statement

WkH
k(U,V|U) = j∗Hk(X,V)

on the level of twistor structures. Let Ek be the natural twistor structure on
Hk(X,V) as in Theorem 2.3.26. By Lemma 2.3.82 and Lemma 2.3.80

Ek ∼= HkPatch
(
Rp∗(ξΩ

•
X(G))→ Rp∗(L)← Rp∗(ξΩ

•
X

(G̃))
)

∼= HkPatch
(
Rp∗(ξΩ

•
X(G)), Rp∗(ξΩ

•
X(G))|Gm , Rp∗(L), Rp∗(ξΩ

•
X

(G̃))|Gm , Rp∗(ξΩ
•
X

(G̃))
)

By Lemma 2.3.84, the map j∗ : Hk(X,V) → Hk(U,V|U) can be lifted as a
morphism of mixed twistor structures induced by the following morphisms of
complexes.

• ξΩ•X ⊗ G → ξΩ•X(logD)⊗ G.

• L → ξj∗Ω
•
U ⊗ L.

By Corollary 2.3.74, WkH
k(U,V|U) underlies the glueing of the images of the

inclusion maps

1. Rkp∗(W
pre
0 ξΩ•X(logD)⊗ G)→ Rkp∗(ξΩ

•
X(logD)⊗ G).

2. Rkp∗(W
τ
0 ξΩ

•
X(logD)⊗ G)→ Rkp∗(ξΩ

•
X(logD)⊗ G).

3. Rkp∗(W
τ
0 ξj∗Ω

•
U ⊗ L)→ Rkp∗(ξj∗Ω

•
U ⊗ L).

By the residue map, we have

W pre
0 ξΩ•X(logD)⊗ G ∼= ξΩ•X ⊗ G.

Topological calculations from [22, 3.1.8.1] show that

W τ
0 ξΩ

•
X(logD)⊗ G = H0(ξΩ•X(logD)⊗ G) ∼= ξΩ•X ⊗ G

and by definition of the truncation functor

W τ
0 ξj∗Ω

•
U ⊗ L = H0(ξj∗Ω

•
U ⊗ L) ∼= L.

In particular, on each corresponding subset of P1, the lowest weight filtration
coincides with the image of restriction from X. Since the glueing construction
preserves the quasi-isomorphism, this is what we want.
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Mixed twistor structures on projective varieties

In this section, we will construct natural mixed twistor structures on projective
varieties, which is enough for the purpose of proving the Global Invariant
Cycle Theorem for semisimple local systems. One can construct mixed twistor
structures on arbitrary proper varieties as described in [51] using simplicial
methods.

Instead of simplicial methods, we will adapt the method of El Zein [26],
where we first construct mixed twistor structures on normal crossing varieties
as in Griffiths-Schmid [31] and then use resolution of singularities to deal with
arbitrary projective varieties. For construction of mixed Hodge structures on
the cohomology of projective varieties, see [27].

We use the following convention for spectral sequences.

Theorem 2.3.89 ([56], Theorem 8.21). Let (A•, F pA•) be a filtered complex
in an abelian category with a decreasing filtration. Assume that there exists an
integer ` so that

F `Ak = 0, ∀k.

Then there is a spectral sequence

(Ep,q
r , dr), dr : Ep,q

r → Ep+r,q−r+1
r

so that
Ep,q

0 = GrFp A
p+q, Ep,q

∞ = GrFpH
p+q(A•).

Corollary 2.3.90. Let (A•,•, d, δ) be a double complex in an abelian category
with

d : Ap,q → Ap+1,q

δ : Ap,q → Ap,q+1

d ◦ δ = δ ◦ d.

Let (A•, D) be the total complex associated to the double complex with D =
d+ (−1)pδ on Ap,q. Consider an increasing filtration W so that

WpA
n =

⊕
r≤p

Ar,n−r.

Then there is a spectral sequence

(Ep,q
r , dr), dr : Ep,q

r → Ep+r,q−r+1
r

so that

Ep,q
0 = Aq,p, d0 = d : Aq,p → Aq+1,p

Ep,q
1 = Hq

d(A•,p), d1 = (−1)qδ : Hq
d(A•,p)→ Hq

d(A•,p+1)

Ep,q
∞ = GrWq H

p+q
D (A•).
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Proof. We consider a decreasing filtration W̃ • on A• where

W̃ pAn := Wn−pA
n =

⊕
s≥p

An−s,s.

By Theorem 2.3.89, there is a spectral sequence

(Ep,q
r , dr), dr : Ep,q

r → Ep+r,q−r+1
r

so that
Ep,q

0 = GrW̃p A
p+q = Aq,p, d0 = d.

Therefore Ep,q
1 is the q-th cohomology of A•,p. Finally,

Ep,q
∞ =

W̃ pHp+q
D (A•)

W̃ p+1Hp+q
D (A•)

=
W(p+q)−pH

p+q
D (A•)

W(p+q)−(p+1)H
p+q
D (A•)

= GrWq H
p+q
D (A•).

Remark 2.3.91. Because of the way the weight filtration W• is defined, we
have to use a decreasing filtration different from the one in [56, Proposition
8.25].

Proposition 2.3.92. Let X be a smooth projective variety and V be a semisim-
ple local system on X. Let Z = D1 ∪ . . . ∪DN be a normal crossing divisor of
X. Then Hk(Z,V|Z) underlies a natural mixed twistor structure so that

GrW` H
k(Z,V|Z) = 0, ∀` > k.

Moreover, the restriction map

Hk(X,V)→ Hk(Z,V|Z)

underlies a morphism between natural mixed twistor structures.

Proof. We follow the construction in [31] but with the convention in Corollary
2.3.90.

Step 1. For q ≥ 1, we set

D[q] =
⊔
|I|=q

DI .

Here for an index set I = {i1, . . . , iq} ⊂ {1, . . . , N} with |I| = q, we set
DI := Di1 ∩ . . . ∩Diq . For each q, there is a natural morphism πq : D[q] → X
and we denote

VD[q] := (πq)∗V .

Now we define a double complex

(Ap,q, d, δ)

with p ≥ 0, q ≥ 1 in the following way.
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1. For q ≥ 1, Ap,q := H0(D[q],Ap
D[q] ⊗ VD[q]) is the space of C∞ p-forms

on the smooth projective manifold D[q] with coefficient in the pull-back
local system.

2. The differential d : Ap,q → Ap+1,q is the composition of the exterior
derivative on D[q] with the pull-back connection on VD[q] .

3. A form φ ∈ Ap,q can be written as

φ =
∑
|I|=q

φI .

The Cech differential δ : Ap,q → Ap,q+1 is defined by

(δφ)(j1,...,jq+1) =

q∑
`=1

(−1)`φ(j1,...,ĵ`,...,jq+1)|D(j1,...,jq+1)
.

Note that δ is well-defined because VD[q] restricts to VD[q+1] via

D[q+1] ↪→ D[q].

4. It is easy to verify that δ commutes with d.

Step 2. Define the weight filtration on the associated total complex (A•, D)
to be

WpA
n =

⊕
r≤p

Ar,n−r.

By Corollary 2.3.90, there is a spectral sequence

(Ep,q
r , dr), dr : Ep,q

r → Ep+r,q−r+1
r

so that

Ep,q
1 = Hq

d(A•,p) = Hq(D[p],VD[p]), d1 = (−1)qδ : Hq
d(A•,p)→ Hq

d(A•,p+1).

Ep,q
∞ = GrWq H

p+q
D (A•).

Step 3. We claim that the spectral sequence degenerates at E2-page. This
is similar to the proof of Lemma 2.3.71. To do this, we consider a double
complex

(Bp,q,d, δ)

with values in holomorphic bundles over P1 whose restriction at z = 1 recoverd
the double complex Ap,q. The same applies to the spectral sequence associ-
ated to Bp,q with the same weight filtration on the total complex. Abusing
notations, we use the same notation for the spectral sequence.

From the previous step, we see that Ep,q
1 is a pure twistor structure of

weight q so that Ep,q
1 |z=1 = Hq(D[p],VD[p]) and the differential

d1 = (−1)qδ : Ep,q
1 → Ep+1,q
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is a morphism of pure twistor structures. Hence Ep,q
2 is a pure twistor structure

of weight q. Now for r ≥ 2 we have

dr : Ep,q
r → Ep+r,q−r+1

r .

Ep,q
r is a pure twistor structure of weight q but Ep+r,q−r+1

r is a pure twistor
structure of weight q − r + 1 < q. Therefore we conclude that dr = 0 and

GrWq H
p+q
D (B•) = Ep,q

∞ = Ep,q
2

is a pure twistor structure of weight q. Therefore (Hp+q
D (B•),W•) is a mixed

twistor structure where the weight filtration is the one from the spectral se-
quence.

Step 4. By a similar argument in [31, Lemma 4.6], we conclude that

Hk
D(B•)|z=1

∼= Hk(Z,V|Z).

Therefore Step 3 implies that Hk(Z,V|Z) underlies a natural mixed twistor
structure so that

W`H
k(Z,V|Z) = W`H

k
D(B•)|z=1.

Moreover by the construction, both indices of the double complex Ap,q and
Bp,q are non-negative, we conclude that

GrW` H
k(Z,V|Z) = Ek−`,`

∞ |z=1 = 0, ∀` > k.

Remark 2.3.93. The degeneracy statement in Step 3 can also be proved
by showing that the total complex (B•,W pre

• ) with the pre-weight filtration
(modified from W• using the convention in Lemma 2.3.71) is a mixed twistor
complex. Therefore the weight spectral sequence degenerates at E3-page in
the notation of Lemma 2.3.71.

Lemma 2.3.94 (Trace map). Let π : X ′ → X be a proper morphism of
complex smooth varieties of the same dimension. Let V be a local system on
X and denote V ′ = π∗V. Then there is a trace map

Trπ : Hk(X ′,V ′)→ Hk(X,V)

so that Trπ ◦ π∗ = Id.
Moreover, if Y ⊆ X is a close subvariety and denote Y ′ = π−1Y , then the

trace map restricts to

Trπ/Y : Hk(Y ′,V ′|Y ′)→ Hk(Y,V|Y )

satisfying Trπ/Y ◦ π∗Y = Id. The induced trace map commutes with the restric-
tion map.
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Proof. There is trace map defined by Verdier [54] in the derived category

Trπ : Rπ∗ZX′ → ZX

so that the composition map is the identity:

ZX
π∗−→ Rπ∗ZX′

Trπ−−→ ZX .

Then for the local system V , the trace map induces

Trπ : Rπ∗(ZX′ ⊗C V ′)
∼−→ Rπ∗ZX′ ⊗C V → ZX ⊗C V ,

whose cohomology gives the trace map we want.
Let Y ⊆ X be a subvariety and denote Y ′ = π−1(Y ). El Zein [26, Part I,

Proposition] showed that the Trace map restricts to

Trπ/Y : Rπ∗ZY ′ → ZY .

The trace map over Y is defined by taking the cohomology of the morphism
above twisted with V|Y .

Remark 2.3.95. By the Differential geometric construction 2.3.31, the trace
map is compatible with the natural pure twistor structure on Hk(X ′,V ′) and
Hk(X,V).

Proposition 2.3.96. Let X be a smooth projective variety and V be a semisim-
ple local system on X. Let i : Z ↪→ X be a closed embedding. Let

π : (X ′, Z ′)→ (X,Z)

be a log resolution of (X,Z) without modifying X \Z. Denote V ′ = π∗V, then
there is a short exact sequence

0→ Hk(X ′,V ′) i
′∗−Trπ−−−−→ Hk(Z ′,V ′|Z′)⊕Hk(X,V)

Trπ/Z+i∗

−−−−−→ Hk(Z,V|Z)→ 0.

Proof. Denote j : U := X \ Z ↪→ X to be the open embedding. The distin-
guished triangle

j!CU ⊗C V → V → i∗CZ ⊗C V

and the corresponding one on X ′ give to the following commutative diagram
of long exact sequences

Hk
c (U,V)

j∗−−−→ Hk(X,V)
i∗−−−→ Hk(Z,V|Z)

δ−−−→ Hk+1
c (U,V)

π∗U

y∼= π∗

y π∗Z

y π∗U

y∼=
Hk
c (U ′,V ′) j′∗−−−→ Hk(X ′,V ′) i

′∗
−−−→ Hk(Z ′,V ′|′Z)

δ′−−−→ Hk+1
c (U ′,V ′)

Here U ′ := X ′\Z ′ andHk
c (U,V) := RkΓ(X, j!CU⊗CV), the same forHk

c (U ′,V ′).
δ and δ′ denote the connecting map.
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By Lemma 2.3.94 and the fact that the trace map for forms on smooth
manifolds commutes with the exterior product, we have another commuting
diagram with respect to trace maps

Hk
c (U,V)

j∗−−−→ Hk(X,V)
i∗−−−→ Hk(Z,V|Z)

δ−−−→ Hk+1
c (U,V)

Trπ/U

x Trπ

x Trπ/Z

x Trπ/U

x
Hk
c (U ′,V ′) j′∗−−−→ Hk(X ′,V ′) i

′∗
−−−→ Hk(Z ′,V ′|′Z)

δ′−−−→ Hk+1
c (U ′,V ′)

Now, we would like to prove the proposition.

1. The map i
′∗ − Trπ is injective.

Let α′ be a cohomology class in Hk(X ′,V ′) so that

(i
′∗α′,−Trπ(α′)) = (0, 0).

The first vanishing implies that there is an element β′ ∈ Hk
c (U ′,V ′) so

that
α′ = j′∗β

′.

Since π∗U is an isomorphism, there is an element β ∈ Hk
c (U,V) so that

β′ = π∗Uβ.

Then by the commutativity,

α′ = j′∗β
′ = j′∗π

∗
Uβ = π∗j∗β.

Now because
Trπ(α′) = 0, Trπ ◦ π∗ = Id,

We conclude that α′ = 0.

2. Im{i′∗ − Trπ} = Ker{Trπ/Z + i∗}.
First, since Trπ/Z ◦ i

′∗ = i∗ ◦ Trπ, we have

(Trπ/Z + i∗) ◦ (i
′∗ − Trπ) = 0.

Now let (α′Z , β) ∈ Hk(Z ′,V ′|Z)⊕Hk(X,V) be a tuple so that

Trπ/Z(α′Z) + i∗β = 0.

Using the commutativitys, we see that

Trπ/U(δ′α′Z) = δTrπ/Z(α′Z) = −δi∗β = 0.

Since Trπ/U is an isomorphism, we have

δ′α′Z = 0.

Therefore there is an element α′ ∈ Hk(X ′,V ′) so that

α′Z = i
′∗α′. (2.3)
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Moreover,

i∗Trπ(α′) = Trπ/Z(i
′∗α′) = Trπ/Z(α′Z) = −i∗β.

This implies that i∗(Trπ(α′) + β) = 0 and there is an element γ ∈
Hk
c (U,V|U) so that

Trπ(α′) + β = j∗γ. (2.4)

Now we claim that α′ − j′∗π∗Uγ is the element in Hk(X ′,V ′) satisfying

(α′Z , β) =
(
i
′∗(α′ − j′∗π∗Uγ),−Trπ(α′ − j′∗π∗Uγ)

)
.

This is because
i
′∗(α′ − j′∗π∗Uγ) = i

′∗α′
2.3
= α′Z ,

and

−Trπ(α′ − j′∗π∗Uγ) = −Trπ(α′) + j∗Trπ/Uπ
∗
Uγ = −Trπ(α′) + j∗γ

2.4
= β.

3. The map Trπ/Z + i∗ is surjective.
Since Trπ/Z ◦ π∗Z = Id, the map Trπ/Z is surjective. In particular, the
surjectivity of Trπ/Z + i∗ follows.

Corollary 2.3.97. Let X be a smooth projective variety and V be a semisimple
local system on X. Let Z ⊆ X be a closed subvariety. Then Hk(Z,V|Z)
underlies a natural mixed twistor structure so that

GrW` H
k(Z,V|Z) = 0, ∀` > k.

Proof. Choose a log resolution of (X,Z) as in Proposition 2.3.96. By Proposi-
tion 2.3.92 and Remark 2.3.95, the map i

′∗ −Trπ underlies a morphism of the
natural mixed twistor structures on Hk(X ′,V ′) and Hk(Z ′,V ′|Z′)⊕Hk(X,V).
Since the category of the mixed twistor structure is abelian (Remark 2.3.62),
we define the natural mixed twistor structure on Hk(Z,V|Z) to be the induced
quotient mixed twistor structure. It follows from Proposition 2.3.92 that

GrW` H
k(Z,V|Z) = 0, ∀` > k

since this is true forX ′, X and Z ′ with the appropriate local system coefficients.
The proof that the resulting mixed twistor structure on Hk(Z,V|Z) is the

same as Simpson’s construction in [51, Theorem 5.2] is similar to the proofs
in [26, 27] where they showed that the mixed Hodge structure on Hk(Z,C)
constructed this way is the same as Deligne’s mixed Hodge structure.

Remark 2.3.98. An alternative construction of Hk(Z,V|Z) is to use the nat-
ural quasi-isomorphism in the proof of [26, Theorem III.1.1’]

i∗QZ

π∗Z−→ Cone

(
Rπ∗QX′

i
′∗−Trπ−−−−→ i∗RπZ,∗QZ′ ⊕QX

)
to produce the corresponding quasi-isomorphism for V and prove that the cone
gives rise to a mixed twistor complex and finally the natural mixed twistor
structure on Hk(Z,V|Z). We find our presentation is notationally less heavier.
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Global Invariant Cycle Theorem for Semisimple Local Systems

Now we are ready to prove the Global Invariant Cycle Theorem for semisimple
local systems which are the key ingredients for the Semisimplicity Theorem.
It follows immediately from the yoga of weights discussed above. Because of
lack of reference, we give a proof sketch.

Theorem 2.3.99. Consider the following chain of inclusion maps:

Z
α−→ U

j−→ X,

where X is a smooth projective variety, U is a Zariski open subset of X and
Z is a proper subvariety of X contained in U . Let V be a semisimple local
system on X. Then for any integer k, the following two restriction maps have
the same image:

(j ◦ α)∗ : Hk(X,V)→ Hk(Z, (j ◦ α)∗V)

α∗ : Hk(U, j∗V)→ Hk(Z, (j ◦ α)∗V).

Proof. Since V is a semisimple local system, by the theory of weights (c.f.
Theorem 2.3.67, Corollary 2.3.87 and Corollary 2.3.97), we know that

• if i > k, then GrWi H
k(Z, (j ◦ α)∗V) = 0 [Z is proper],

• if i < k, then GrWi H
k(U, j∗V) = 0 [U is smooth].

Since both pull-back maps are morphisms of mixed twistor structures, we have

Im α∗ = Im α∗ ∩WkH
k(Z, (j ◦ α)∗V)

= α∗(WkH
k(U, j∗V)).

The last equality follows from the strictness of morphisms between mixed
twistor structures. Now Lemma 2.3.88 says that

WkH
k(U, j∗V) = j∗Hk(X,V).

Putting these two equality together, we conclude that

Im α∗ = α∗j∗(Hk(X,V)) = Im(j ◦ α)∗.

Surjectivity of restriction maps

In this section, as the consequence of Global Invariant Cycle Theorem for
Semisimple Local Systems (Theorem 2.3.99), we prove two surjectivity state-
ments about restriction maps of cohomology groups of perverse complexes
assuming the Decomposition Theorem. They will play an important role in
the proof of non-degeneracy of intersection forms (c.f. Proposition 2.7.12).

55



Lemma 2.3.100. Suppose we are in the Set-up 2.2.1 and assume there exists
an isomorphism

f∗K ∼=
⊕

pH`(f∗K)[−`].

Then for each point i : {y} ↪→ Y in the support of the sheaf H0(pH0(f∗K)) on
Y , the restriction map

H0(Y, pH0(f∗K))→ H0(Y, i∗i
∗pH0(f∗K))

is surjective.

Proof. Now we have the Global Invariant Cycle Theorem for Semisimple Local
Systems (c.f. Theorem 2.3.99), the proof follows the same line as in the proof
of [17, Proposition 6.2.2].

Corollary 2.3.101. With the assumption in Lemma 2.3.100, the cycle map
below is injective

H0(Y, i!i
!pH0(f∗K)) ↪→ H0(Y, pH0(f∗K)).

Proof. Lemma 2.3.100 also holds for K∗ ∼= V∗[dimX]. Hence we have a sur-
jective restriction map

H0(Y, pH0(f∗K
∗))� H0(Y, i∗i

∗pH0(f∗K
∗)).

Therefore the cycle map, being the dual of the restriction, is injective.

We need a relative version of Lemma 2.3.100.

Lemma 2.3.102. Consider the following diagram

X Φ−−−→ YyF yπ
T

=−−−→ T

and θ : T → Y is a section of π. Suppose

1. X is nonsingular of dimension n, T is nonsingular of dimension `;

2. F is surjective and smooth projective of relative dimension n− `;

3. The map Φ is stratified and the strata of Y map smoothly and surjectively
onto T ;

4. θ(T ) is a stratum of Y.

5. Decomposition holds for Φ∗V [dimX ], where V is a semisimple local sys-
tem on X .

Then there is a surjective map of local systems on T :

R−`F∗(V [dimX ])→ H−`(θ∗pH0(Φ∗V [dimX ])).

In particular, the latter local system on T is semisimple.
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Proof. The proof is basically identical to [17, Lemma 6.4.1]: by working stalk-
wise, one can reduce to Lemma 2.3.100, which is the local system version of
[17, Proposition 6.2.2]. One also need the Semisimplicity Theorem for smooth
projective maps (c.f. Theorem 2.3.3).

2.3.5 Weight filtrations

In this section, we would like to set up weight filtrations in the category of
polarized pure twistor structures. The outline is pretty close to [17, §4.5]. By
Remark 2.3.9, all results in [17, §4.5] hold automatically in the category of
pure twistor structures. But for our purpose, it is important to set everything
up so that they work for bilinear pairings between two different vector spaces
in view of Definition 2.3.21.

One weight filtration

Let H be a finite dimensional vector space with an increasing weight filtration
W . We denote the associated graded space to be

GrWi H := Wi/Wi−1.

Here is a standard lemma from linear algebra [47, Lemma 6.4].

Lemma 2.3.103. Given a finite dimensional vector space H and a nilpotent
endomorphism N , there is a unique filtration W with the properties that

1. NWi ⊆ Wi−2.

2. By abusing notations we denote N to be the induced map on grade spaces,
then

N i : GrWi H
∼= GrW−iH.

3. There is a Lefschetz decomposotion

GrWi =
⊕
`∈Z

N−i+`P i−2`, i ∈ Z.

where P−i := KerN i+1 ⊆ GrWi and P−i = 0 for i < 0.

Definition 2.3.104. Let N be a nilpotent endomorphism on a finite dimen-
sional vector space H. We denote WN to be the unique filtration in Lemma
2.3.103 and call it the weight filtration of N . For ease of notation, we also
denote

GrNi H := GrWi H.
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Two vector spaces

Definition 2.3.105. Suppose we have two vector spaces (H,N) and (H∗, N∗)
equipped with nilpotent endomorphisms so that dimH = dimH∗ and the
orders of N and N∗ as linear operators are the same. We say that (N,N∗) are
infinitesimal automorphisms of (H,H∗, S) if there is a non-degenerate bilinear
pairing

S : H ⊗H∗ → C
so that

S(Na, b∗) + S(a,N∗b∗) = 0, ∀a ∈ H, b∗ ∈ H∗.
Definition 2.3.106. Let S : V ⊗W → C be a non-degenerate pairing be-
tween two vector spaces. Let V1 ⊆ V be a subspace, we define the orthogonal
complement of V1 in W to be

(V1)⊥ := {w ∈ W |S(v, w) = 0,∀v ∈ V1}.

Lemma 2.3.107. If (N,N∗) are infinitesimal automorphisms of (H,H∗, S).
Let WN and WN∗ be the associated weight filtrations. Then the weight filtra-
tions are orthogonal to each other, i.e.

(WN
i )⊥ = WN∗

−i−1, ∀i ∈ Z.

Proof. This can be proved by induction on the order of N as in the construc-
tion of weight filtration. To demonstrate the idea, let us check the simplest
situation:

N2 = N∗2 = 0.

Then one can write down the weight filtration:

WN
−1 = Im(N),WN

0 = KerN,WN
1 = H.

WN∗

−1 = Im(N∗),WN∗

0 = KerN∗,WN∗

1 = H.

Suppose we want to verify

Im(N)⊥ = (WN
−1)⊥ = WN∗

0 = KerN∗.

Note that if b∗ ∈ H∗ satisfies

0 = S(Na, b∗) = −S(a,N∗b∗)

for all a ∈ H is equivalent to b∗ ∈ KerN∗ due to the non-degeneracy of S.

Corollary 2.3.108. With the assumption in Lemma 2.3.107. Then S descends
to a non-degenerate bilinear pairing

Si : GrNi H ⊗GrN
∗

i H∗ → C

where
Si([a], [b∗]) := S(a,N∗ib∗), for i ≥ 0.

And one require that N i and N∗i preserve the pairing between Si and S−i in
the sense that

S−i(N
i[a], N∗i[b∗]) = Si([a], [b∗])

for [a] ∈ GrNi H and [b∗] ∈ GrN
∗

i H∗.
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Remark 2.3.109. The Lefschetz decomposition is orthogonal with respect to
Si in the following sense. Recall that

GrNi =
⊕
`∈Z

N−i+`P i−2`, i ∈ Z.

GrN
∗

i =
⊕
`∈Z

N∗−i+`P ∗i−2`, i ∈ Z.

Then
Si(N

−i+`P i−2`, N∗−i+`
′
P ∗i−2`′) = 0, ` 6= `′.

Two weight filtrations

Let H and H∗ be two vector spaces with a non-degenerate bilinear pairing

S : H ⊗H∗ → C.
Assume

1. N,M are two commuting nilpotent operator on H and N∗,M∗ are two
commuting nilpotent operator on H∗.

2. (N,N∗) and (M,M∗) are infinitesimal automorphisms of (H,H∗, S) in
the sense of Definition 2.3.105.

3. The shifted weight filtration WM [j] (with WM [j]i = WM
j+i) is the weight-

j filtration of M relative to WN on H for every j ∈ Z (see [17, §4.5]) in
the sense that

M(WM
j+i) ⊆ WM

j+i−2, WM [j](GrNj H) = (WN)GrjM .

Here (WN)GrjM denotes the weight filtration on GrNj H induced by

GrjM : GrNj H → GrNj H,

since M is a nilpotent endomorphism of H preserving WN . Same as-
sumption for M∗ and N∗.

In this setting, we have

M i : GrMj+iGrNj H
∼= GrMj−iGrNj H, i ≥ 0.

M∗i : GrM
∗

j+iGrN
∗

j H∗ ∼= GrM
∗

j−iGrN
∗

j H∗, i ≥ 0.

For i, j ≥ 0, define

P−j−i := KerM i+1 ∩KerN j+1 ⊆ GrMj+iGrNj H,

otherwise set P−j−i = 0. Define P ∗−j−i to be the corresponding spaces for M∗

and N∗. Then we have the double Lefschetz decomposition

GrMj+iGrNj H
∼=
⊕
`,m∈Z

M−i+`N−j+mP j−2m
i−2` , i, j ∈ Z

GrM
∗

j+iGrN
∗

j H∗ ∼=
⊕
`,m∈Z

M∗−i+`N∗−j+mP ∗j−2m
i−2` , i, j ∈ Z.

Moreover, the following lemma can be proved using similar arguments as in
the previous section.
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Lemma 2.3.110. With the notation above, the nondegenerate pairing Si :
GrNi ⊗GrN

∗

i → C in Corollary 2.3.108 descends to a non-degenerate pairing

Sij : GrMj+iGrNj H ⊗GrM
∗

j+iGrN
∗

j H∗ → C,

by defining
Sij([a], [b∗]) = S(a,M∗iN∗jb∗), i, j ≥ 0.

Moreover, the double Lefschetz decomposition is Sij-orthogonal in the sense

Sij(M
−i+`N−j+mP j−2m

i−2` ,M
∗−i+`′N∗−j+m

′
P ∗j−2m′

i−2`′ ) = 0, ` 6= `′ or m 6= m′.

Remark 2.3.111. Fix n ∈ Z and assume that the spaces GrMj+iGrNj H and

GrM
∗

j+iGrN
∗

j H∗ underlie pure twistor structures so that they are identified as
fiber at z = 1 and z = −1 respectively, and that the maps

N : GrMj+iGrNj H → GrMj−2+iGrNj−2H

M : GrMj+iGrNj H → GrMj+i−2GrNj H

underlie morphisms of twistor structures of weight 2 so that the fiber at z =
−1 identifies with the corresponding map for N∗ and M∗. Then the double
Lefschetz decomposition underlies a direct sum of pure sub-twistor structures.

Remark 2.3.112. If in addition the pairing Sij polarizes the pure twistor
structure on P−j−i for every pair (i, j) 6= (0, 0) such that i, j ≥ 0, then one
can show that there is a constant C depending on (n, `,m, i, j) so that C ·
Sij polarizes the pure twistor structure on the summands M−i+`N−j+mP j−2m

i−`
except possibly for P 0

0 . For the signs in the setting of Hodge theory, see Remark
[17, Remark 4.5.2]. Note that there the polarization of Hodge structures of
weight k means (−1)kip−q = (−1)pik on Hp,q, here we use (−1)p on Hp,q. One
can translate the signs from there to here.

Filtrations on H∗(X,V)

Assume we are in the Set-up 2.2.1. Denote

H∗(X,V) :=
⊕
j

Hj(X,V).

The two complex vector spaces we start with are

H := H∗(X,V), H∗ := H∗(X,V∗).

We will construct a pairing between H and H∗ and put two weight filtrations
on each space.

1. Denote η and L to be the cup product maps with the corresponding
line bundles on H. In particular, η and L are two commuting nilpotent
operators on H. They induce weight filtrations W η, WL on H.
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2. To keep track of the filtrations on H∗, denote η∗ and L∗ be the cor-
responding operators on H∗ respectively. Same for W η∗ and WL∗ on
H∗.

3. The twisted Poincaré pairing

S : H ⊗H∗ → C

is defined by

S(
∑

ek ⊗ αk,
∑

λk ⊗ βk) :=
∑
k

C(k)

∫
X

λ2n−k(ek) · αk ∧ β2n−k

C(k) := i−k(−1)k(k−1)/2

where ek ∈ C∞(V), λk ∈ C∞(V∗) and αk, βk are k-forms on X. This is
compatible with the twisted Poincaré pairing in Definition 2.3.48.

Remark 2.3.113. It follows immediately from definitions that (η, η∗) and
(L,L∗) are infinitesimal automorphisms for (H,H∗, S).

By the Hard Lefschetz Theorem for semisimple local systems 2.3.1, the
weight filtrations of W η can be described explicitly

W η
i =

⊕
`≥n−i

H`(X,V) =
⊕
`≥−i

H`(X,K).

One also consider the total filtration on H = ⊕`H`(X,K)

W tot
j :=

⊕
b∈Z

Hb
≤b+j(X,K).

Denote W η∗ and W tot∗ to be the corresponding filtrations on H∗.

Remark 2.3.114. Here we switch to K and use the notation on perverse
filtrations from Notation 2.2.3.

Then we have

H−i−j−i (X,K) = Grηj+iGrtot
j H, i, j ∈ Z

H−i−j−i (X,K∗) = Grη∗j+iGrtot∗
j H∗, i, j ∈ Z.

Remark 2.3.115. As in [17], we will show that WL = W tot and WL∗ =
W tot∗ as the consequence of Hard Lefschetz Theorem for Perverse Complexes
(Theorem B). The pairing Sij will then be identified with the twisted Poincaré
pairing in Theorem D. See Corollary 2.7.3.

Remark 2.3.116. Assuming WL = W tot and WL∗ = W tot∗, then by Lemma
2.3.110, there is a non-degenerate bilinear pairing

Sij : H−i−j−i (X,K)⊗C H
−i−j
−i (X,K∗)→ C.
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2.3.6 Perverse filtrations and twistor structures

In this section, we use the Set-up 2.2.1. We would like to prove that perverse
filtrations are twistor-theoretic using the geometric description found by de
Cataldo and Migliorini [19].

Perverse filtrations via flag filtrations

Let us recall the main results of [19]. Suppose that dimY = k and let Y ⊆ PN

be a fixed affine embedding.

Definition 2.3.117. A linear k-flag F on PN is defined to be

F := {PN = Λ0 ⊇ Λ−1 ⊇ · · · ⊇ Λ−k}

where Λ−` is a codimension ` linear subspace. A linear k-flag F is general if
it belongs to a suitable Zariski dense open subset of the corresponding flag
variety parametrizing all such k-flags.

Let F1 = {Λ1
∗},F2 = {Λ2

∗} be two, possibly identical, linear k-flags on PN .
They induce two pre-image flags X∗, Z∗ on X:

X = X0 ⊇ X−1 ⊇ · · · ⊇ X−k ⊇ X−k−1 = ∅, with X` := f−1(Λ1
` ∩ Y ).

X = Z0 ⊇ Z−1 ⊇ · · · ⊇ Z−k ⊇ Z−k−1 = ∅, with Z` := f−1(Λ2
` ∩ Y )

Notation 2.3.118. Let i : W ⊆ X be a locally closed embedding. We denote

(−)W := i!i
∗(−)

to be the complex compactly supported on W . We also denote H∗W (−) to be
the local cohomology group with support in W .

Notation 2.3.119. (c.f. Notation 2.2.3) The perverse Leray filtration on
H`(X,K) is defined to be

Hb
≤`(X,K) = Im{Hb(Y, pτ≤`f∗K)→ Hb(Y, f∗K)} ⊆ Hb(X,K).

Theorem 2.3.120 (Theorem 4.2.1 [19]). With the notation above. Assume
the pair of flags F1,F2 are general. Then there is a natural isomorphism

Hb
≤`(X,K) ∼= Im

{ ⊕
j+i=b+`

Hb
Z−j

(X,KX\Xi)→ Hb(X,K)

}
.

where Xi and Z−j are subvarieties of X determined by the flags.

Remark 2.3.121. In [19] the authors use the decreasing perverse filtrations.
We transform their results to increasing filtrations, which is consistent with
the notation in this paper.
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Perverse filtrations are twistor-theoretic

Lemma 2.3.122. For any integers ` and b,

Hb
≤`(X,K) ⊆ Hb(X,K)

underlies a pure sub-twistor structure of weight (b+ dimX) inherited from the
natural pure twistor structure on Hb(X,K). In particular, the quotient space

Hb
` (X,K) := Hb

≤`(X,K)/Hb
≤`−1(X,K)

inherits a natural pure twistor structure of weight (b+ dimX).
Moreover, if we assume the Decomposition Theorem for f and let F be the

natural twistor structure on Hb
` (X,K), then the canonical map φ in Definition

2.3.53 restricts to
φ : F |z=−1 → Hb

` (X,K
∗).

Proof. We study the image space in two steps.
Step 1: we would like to show that for each i, the image space

Im
{
Hb(X,KX\Xi)→ Hb(X,K)

}
underlies a pure twistor structure. Consider the distinguished triangle in

Db
c(X) associated to the closed and open embeddings Xi

α−→ X
β←− X \Xi:

KX\Xi = β!β
∗K = β!β

!K → K → α∗α
∗K

[1]−→

We have the associated long exact sequence:

· · · → Hb(X,KX\Xi)→ Hb(X,K)→ Hb(X,α∗α
∗K)→ · · ·

One can choose a general F1 so that Xi is smooth projective. It follows from
Lemma 2.3.38 that Im

{
Hb(X,KX\Xi)→ Hb(X,K)

}
underlies a pure twistor

structure F . Since X \Xi is smooth, it also follows from Lemma 2.3.57 that
the canonical map φ in Definition 2.3.53 restricts to

F |z=−1 → Im
{
Hb(X,K∗X\Xi)→ Hb(X,K∗)

}
Step 2: For each j, the local cohomology group Hb

Z−j
(X,K) fits into the

long exact sequence associated to the closed and open embeddings Z−j
A−→

X
B←− X \ Z−j:

· · · → Hb
Z−j

(X,K)→ Hb(X,K)→ Hb(X,B∗B
∗K)→ · · ·

Therefore the image space Im
{
Hb
Z−j

(X,K)→ Hb(X,K)
}

admits a pure twistor

structure as in Step 1. Similarly, we have a diagram of short exact sequence

Hb
Z−j

(X,KX\Xi) −−−→ Hb
Z−j

(X,K) −−−→ Hb
Z−j

(X,α∗α
∗K)y y y

Hb(X,KX\Xi) −−−→ Hb(X,K) −−−→ Hb(X,α∗α
∗K)y y y

Hb(X,B∗B
∗KX\Xi) −−−→ Hb(X,B∗B

∗K) −−−→ Hb(X,α∗α
∗(B∗B

∗K))
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where the vertical maps come from local cohomology and the horizontal maps
come from Step 1. One concludes that the image space

Im
{
Hb
Z−j

(X,KX\Xi)→ Hb(X,K)
}

admits a natural pure sub-twistor structure. And the statement for the canon-
ical map φ can be argued in a similar fashion.

Now we can prove a strengthening of Lemma 2.3.38 and Lemma 2.3.57 so
that the statement also works for perverse filtrations.

Corollary 2.3.123. Assume that we are in the Set-up 2.2.1. Assume the
Decomposition Theorem holds for f . Let T ⊆ X be any smooth subvariety
of X and let F and FT be the natural pure twistor structures on Hb

` (X,K)
and Hb

` (T,KT ) as in Lemma 2.3.122, where KT := K[dimT − dimX]|T is a
perverse sheaf on T . Then we have

1. The restriction map

R : Hb
` (X,K)→ Hb

` (T,KT )

underlies a morphism G : F → FT between the natural pure twistor
structures of weight b+ dimX.

2. There is a commutative diagram:

F |z=−1
G|z=−1−−−−→ FT |z=−1yφX yφT

Hb
` (X,K

∗)
R−−−→ Hb

` (T,K
∗
T )

where φX is the canonical map in Lemma 2.3.122.

Proof. The proof of Lemma 2.3.122 works for the smooth variety T and one
obtains a natural mixed twistor structure on Hb

` (T,KT ). Moreover, by Lemma
2.3.57, there is a compatible canonical map φT making the diagram commu-
tative. The other parts follow from Theorem 2.3.120.

Corollary 2.3.124. With the notation above. Recall from Corollary C that

P−j−` (X,K) = Ker η`+1 ∩ Lj+1 ⊆ H−`−j−` (X,K).

Consider the restriction maps

R : P−j−` (X,K)→ P−j−` (T,KT ),

R∗ : P ∗−j−` (X,K)→ P ∗−j−` (T,KT ).

Then these restriction maps underly morphisms of pure twistor structures and
the twisted Poincaré pairing SX in Theorem D restricts to a non-degenerate
pairing

SX : KerR⊗KerR∗ → C.
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2.4 Hodge star operators

In this section, for the lack of appropriate references in the literature, we briefly
set up the theory of Hodge star operators for differential forms with Harmonic
bundle coefficients. It is used to help understand the natural pure twistor
structures on Hk(X,V) as in Theorem 2.3.26.

2.4.1 Harmonic bundles

Let X be a complex manifold. Let (H, h) be a harmonic bundle on X where
the flat connection has the decomposition

∇ = ∂′ + θ′ + ∂′′ + θ′′.

where θ′ is the Higgs field satisfying θ′ ∧ θ′ = 0 and θ′′ is the adjoint of θ′ with
respect to the harmonic metric h. We denote

D′′ = ∂′′ + θ′, D′ = ∂′ + θ′′

to be the Higgs operator so that

∇ = D′′ +D′.

Remark 2.4.1. Since there are calculations involve conjugation, to avoid con-
fusions, we use ∂′ and ∂′′ to represent the usual notation ∂E and ∂̄E and we
use θ′ and θ′′ instead of θ and θ̄ to represent the Higgs field and its dual.

Definition 2.4.2. The Higgs operator D′′ can be defined inductively for all
k-forms:

D′′ : H ⊗C∞X A
k
X → H ⊗C∞X A

k+1
X

where AkX is the sheaf of C∞ k-forms on X so that

D′′(e⊗ α) = D′′(e) ∧ α + e⊗ ∂̄(α).

Similarly we can define

D′ : H ⊗C∞X A
k
X → H ⊗C∞X A

k+1
X

so that it satisfies

D′(e⊗ α) = D′(e) ∧ α + e⊗ ∂(α).

Lemma 2.4.3. As in the usual exterior calculus, one have the Leibniz rule for
higher order differential forms:

D′′(e⊗ α ∧ β) = D′′(e⊗ α) ∧ β + (−1)k(e⊗ α) ∧ ∂̄(β),

where e⊗ α ∈ H ⊗AkX and β ∈ AmX . Similarly

D′(e⊗ α ∧ β) = D′(e⊗ α) ∧ β + (−1)k(e⊗ α) ∧ ∂(β).
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Proof. We will only prove it for D′′. This follows from the usual Leibniz rule
for differential forms.

LHS = D′′(e⊗ (α ∧ β))

= D′′(e)⊗ (α ∧ β) + e⊗ ∂̄(α ∧ β) [Higgs definition for α ∧ β]

= (D′′(e)⊗ α) ∧ β + e⊗ ∂̄(α) ∧ β + (−1)k(e⊗ α) ∧ ∂̄(β) [Leibniz]

= D′′(e⊗ α) ∧ β + (−1)k(e⊗ α) ∧ ∂̄(β) [Higgs definition for α]

= RHS.

2.4.2 Dual harmonic bundles

Let (H∗, h∗) be the dual harmonic bundle from Construction 2.3.50. Recall
that D′′ and ∇ are the corresponding operators on H∗.

Remark 2.4.4. As in the previous section, we can extend the Higgs field D′′

inductively to all k-forms:

D′′ : H∗ ⊗AkX → H∗ ⊗Ak+1
X

where
D′′(e⊗ α) = D′′(e) ∧ α + e⊗ ∂̄(α).

Definition 2.4.5 (Wedge product). We define the following wedge product
map

(H ⊗AkX)⊗ (H∗ ⊗AmX)→ Ak+m
X

by
(e⊗ α, λ⊗ β) 7→ λ(e) · α ∧ β.

Lemma 2.4.6. We have the following Leibniz rule between harmonic bundles
and their duals:

∂̄(A ∧B) = D′′(A) ∧B + (−1)kA ∧D′′(B)

where A is a k-form with coefficient in H and B is a form with coefficient in
H∗. Similarly, we have

∂(A ∧B) = D′(A) ∧B + (−1)kA ∧D′(B).

Proof. We only prove the formula for D′′. Write A = e ⊗ α with e ∈ C∞(H)
and α being a k-form. Write B = λ⊗ β with λ ∈ C∞(H) and β being a form.
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Then

LHS = ∂̄(λ(e) · α ∧ β)

= ∂̄(λ(e) · α) ∧ β + (−1)kλ(e)α ∧ ∂̄(β)

= ∂̄λ(e) ∧ α ∧ β + λ(e)∂̄(α) ∧ β + (−1)kλ(e)α ∧ ∂̄(β)

= [λ(D′′(e)) + (D′′λ)(e)] ∧ α ∧ β + λ(e)∂̄(α) ∧ β + (−1)kλ(e)α ∧ ∂̄(β)

RHS = D′′(e⊗ α) ∧ (λ⊗ β) + (−1)k(e⊗ α) ∧D′′(λ⊗ β)

= [D′′(e) ∧ α + e⊗ ∂̄(α)] ∧ (λ⊗ β) + (−1)k(e⊗ α) ∧D′′(λ⊗ β)

= λ(D′′(e)) ∧ α ∧ β + λ(e)∂̄(α) ∧ β + (−1)k(e⊗ α) ∧ [D′′(λ) ∧ β + λ⊗ ∂̄(β)]

= λ(D′′(e)) ∧ α ∧ β + (−1)k(e⊗ α) ∧D′′(λ) ∧ β + λ(e)∂̄(α) ∧ β + (−1)kλ(e)α ∧ ∂̄(β)

Now notice that the second term is

(−1)k(e⊗ α) ∧D′′(λ) ∧ β = e⊗D′′(λ) ∧ α ∧ β = (D′′λ)(e) ∧ α ∧ β.

Hence LHS=RHS.

2.4.3 Hodge star operators

Assume X is a compact complex manifold of complex dimension n. Assume
X admits a metric so that there are induced Hermitian pairings on the sheaf
of sections AkX . Let H be a harmonic bundle on X with harmonic metric h.
For any point x ∈ X, we have a product Hermitian pairing on every fiber

Hx ⊗AkX,x.

There are two ways of defining a Hodge star operator for bundle valued forms.

Anti-C-linear Hodge star operator

Definition 2.4.7 (Anti-C-linear). The ∗-operator is defined to be the following
anti-C-linear map

∗ : Hx ⊗AkX,x → Hom(Hx ⊗AkX,x,C)→ Hx ⊗A2n−k
X,x ,

where
(αx, βx)Vol = αx ∧ ∗βx,

here α, β ∈ H ⊗AkX . In particular,

(α, β) =

∫
X

α ∧ ∗β.

where (α, β) is defined to be
∫
X

(αx, βx)Vol.

Remark 2.4.8. The L2 norm on the space of forms with bundle coefficients
depend on the global geometry of X. For example, the definition makes sense
since we assume that X is compact. Otherwise we need to work with compactly
supported forms.

67



Lemma 2.4.9. We have

∗ : H ⊗Ap,qX → H∗ ⊗An−p,n−qX .

Remark 2.4.10. The advantage of this definition is that we don’t need to
consider operations on the conjugate bundle H̄ and this is what Voisin did in
[56]. The disadvantage is that it is different from the classical definition

∗ : Ap,qX → A
n−q,n−p
X

for Hodge star operators on forms, so that to verify the formula of primitive
forms, one need to check each step again.

Let e be a C∞ section of H. One construct a section e∨ ∈ C∞(H∗) via

e∨(•) := h(•, e),

where h is the harmonic metric.

Lemma 2.4.11. The ∗-operator for H can be expressed by

∗(e⊗ α) = e∨ ⊗ (∗α),

where e⊗ α ∈ H ⊗AkX and ∗α is the ∗-operator on AkX so that

(α, β) =

∫
X

α ∧ ∗β.

Lemma 2.4.12. The formal adjoint of ∇, D′′ and D′ are

∇∗ = − ∗ ∇∗,
(D′′)∗ = − ∗D′′∗,
(D′)∗ = − ∗D′ ∗ .

Proof. Let us verify the second property. Suppose A is a k-form with coefficient
in H and B is a (k + 1)-form with coefficient in H.

(D′′(A), B) =

∫
X

D′′(A) ∧ (∗B)

=

∫
X

∂̄(A ∧ ∗B)− (−1)k
∫
X

A ∧D′′(∗B) [Lemma 2.4.6]

= −(−1)k
∫
X

A ∧D′′(∗B) [A ∧ ∗B is a (2n− 1)-form]

=

∫
X

A ∧ ∗(− ∗D′′ ∗B) [∗2 = (−1)k]

= (A,− ∗D′′ ∗B).

Therefore (D′′)∗ = − ∗D′′∗.
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C-linear Hodge star operators

Definition 2.4.13 (C-linear). The ∗-operator is defined to be the following
C-linear map

∗ : Hx ⊗AkX,x → Hom(Hx ⊗AkX,x,C)→ H∗x ⊗A2n−k
X,x ,

where
(αx, βx)Vol = αx ∧ ∗βx,

here α, β ∈ H ⊗AkX . In particular,

(α, β) =

∫
X

α ∧ ∗β.

where (α, β) is defined to be
∫
X

(αx, βx)Vol.

Lemma 2.4.14. We have

∗ : H ⊗Ap,qX → H∗ ⊗An−p,n−qX = H∗ ⊗An−q,n−pX .

Let e be a C∞ section of H. One construct a section e∨ ∈ C∞(H∗) via

e∨(•) := h(•, e),

where h is the harmonic metric. Or equivalently,

e∨(•) = h(e, •).

Lemma 2.4.15. The ∗-operator for H can be expressed by

∗(e⊗ α) = e∨ ⊗ (∗α),

where e⊗ α ∈ H ⊗AkX and ∗α is the ∗-operator on AkX so that

(α, β) =

∫
X

α ∧ ∗β.

This lemma gives the calculation on primitive forms with bundle coeffi-
cients.

Lemma 2.4.16. Let L be an ample line bundle on X. Let e⊗α be a primitive
(p, q)-form with coefficient in H so that p+ q = k. Then for k ≤ n we have

∗(e⊗ α) = Ce∨ ⊗ Ln−k ∧ α,

where C = (−1)k(k+1)/2ip−q

(n−k)!
is a constant depending on n and k. For k ≥ n we

have
∗(e⊗ α) = Ce∨ ⊗ (Lk−n)−1(α),

here (Lk−n)−1 represents the inverse of

Lk−n : A2n−k
X → AkX .
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Lemma 2.4.17. The formal adjoint of ∇, D′′ and D′ are

∇∗ = − ∗ ∇∗,
(D′′)∗ = − ∗D′′∗,
(D′)∗ = − ∗D′ ∗ .

Proof. Let us verify the second property. Suppose A is a k-form with coefficient
in H and B is a (k + 1)-form with coefficient in H.

(D′′(A), B) =

∫
X

D′′(A) ∧ ∗B

=

∫
X

∂̄(A ∧ ∗B)− (−1)k
∫
X

A ∧D′′(∗B) [Lemma 2.4.6]

=

∫
X

∂̄(A ∧ ∗B)− (−1)k
∫
X

A ∧D′′ ∗B [Definition of D′′]

= −(−1)k
∫
X

A ∧D′′ ∗B [A ∧ ∗B is a (2n− 1)-form]

=

∫
X

A ∧ ∗(− ∗D′′ ∗B) [∗2 = (−1)k]

= (A,− ∗D′′ ∗B).

Therefore (D′′)∗ = − ∗D′′∗.

2.4.4 Properties of Hodge star operators

Let (H,∇) be a harmonic bundle and the Laplacian is defined by

∆∇ := ∇∗ ◦ ∇+∇ ◦∇∗,

where ∇∗ : H ⊗AkX → H ⊗Ak−1
X is the formal adjoint of ∇ via the harmonic

metric on H and the Kahler metric on X. It follows immediately from the
theory of second order elliptic operators that

Theorem 2.4.18 (Simpson [52]). Let V be the semisimple local system asso-
ciated to the harmonic bundle H. There is an isomorphism

Hk(X,V) ∼= Harm(X,H),

where Harm(X,H) := Ker ∆∇ ⊆ C∞(H ⊗ AkX) is the space of harmonic k-
forms with coefficient in H.

Corollary 2.4.19. With the same assumption above, denote ∗ to be the C-
linear Hodge star operator for harmonic bundles

∗ : H ⊗AkX → H∗ ⊗A2n−k
X .

Then we have an isomorphism of complex vector spaces

∗ : Hk(X,V)→ H2n−k(X,V∗).
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Proof. One represents a cohomology element by a harmonic form with coeffi-
cient in H and apply the Hodge star operator.

Lemma 2.4.20. Denote ∗ to be the C-linear Hodge star operator for harmonic
bundles

∗ : H ⊗AkX → H∗ ⊗A2n−k
X .

Then we have the following identity

∗ ◦∆∇ = ∆∇ ◦ ∗.

Corollary 2.4.21. The Poincaré pairing with a semisimple local system coef-
ficient

Hk(X,V)⊗H2n−k(X,V∗)→ C

is non-degenerate.

Proof. One can represent a nonzero cohomology class in Hk(X,V) by a har-
monic form A =

∑
ei ⊗ αi. Then we know that ∆∇(∗A) = ∗∆∇(A) = 0.

In particular, ∗A is a closed form, thus represents a cohomology class on
H2n−k(X,V∗). Hence ∗A represents a cohomology class on H2n−k(X,V∗) and∫

X

A ∧ ∗A > 0.

2.4.5 Kahler identities

No matter which definition one choose to define Hodge star operators, they
always satisfy the Kahler identity.

Lemma 2.4.22 (Simpson). We have identities

[Λ, D′′] = −i(D′)∗, [Λ, D′] = i(D′′)∗.

Proof. By Lemma 2.4.11, we know the expression of ∗. Therefore one can
reduce this to the standard Kahler identities.

Lemma 2.4.23 (Simpson). As a consequence, there are second order Kahler
identities

∆∇ = 2∆D′′ = 2∆D′ .

2.5 Preliminary results

In this section, we collect some topological facts about constructible complexes
and perverse sheaves, which will be used in the proof of the main results.
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2.5.1 The cup product with a line bundle

Let X be a projective variety and let η be a line bundle on X. Let D(X) be
the derived category of constructible complexes of C-vector spaces on X and
let K ∈ D(X) be an object. Denote DX to be the Verdier dual functor on X.
The first Chern class of η corresponds to an element in HomD(X)(QX ,QX [2])
via isomorphism with H2(X,Q).

Definition 2.5.1 (Cup product). The cup product map

η : K → K[2]

is defined by K ∼= K ⊗QX → K ⊗QX [2] ∼= K[2].

Lemma 2.5.2. As a map in D(X) we have

DX(K → K[2]) = (DX(K)→ DX(K)[2])[−2].

Proof. Let D be a divisor corresponds to η so that i : D → X defines a
normally nonsingular codimension one inclusion. By [17, Remark 4.4.1], the
map η : K → K[2] can be identified with the composition of the following
maps:

K → i∗i
∗K ∼= i!i

!K[2]→ K[2].

Taking Verdier dual, we get

DX(K)[−2]→ DX(i!i
!K[−2]) ∼= DX(i∗i

∗K)→ DX(K).

The compatibility between those functors implies that

DX ◦ i! ◦ i! ∼= i∗ ◦ i∗ ◦DX ,

and
DX ◦ i∗ ◦ i∗ ∼= i! ◦ i! ◦DX .

Hence the dual of η : K → K[2] isomorphic to

DX(K)[−2]i∗i
∗DX(K)[−2] ∼= i!i

!DX(K)[−2][2]→ DX(K)[−2][2],

which is exactly the shifted cupping product map (η : DX(K)→ DX(K)[2])[−2].

Corollary 2.5.3. Suppose we are in the Set-up 2.2.1, then

DY

{
η` : pH−`f∗K → pH−`f∗K

}
=
{
η` : pH−`f∗DX(K)→ pH−`f∗DX(K)

}
.

2.5.2 Weak-Lefschetz-type results

Suppose we are in the Set-up 2.2.1. The central idea of the induction proof of
Theorem A is to reduce the complexity of f via “cutting with hyperplanes”.
There are several ways and each case has the corresponding weak Lefschetz
theorem. These results are obtained in [17, §4.7, §5.2, §5.3]. We would like to
review them in the category of pure twistor structures (see Definition 2.3.8).

72



A general weak Lefschetz Theorem

Lemma 2.5.4 (Lemma 4.7.6 [17]). Let

X ′
i−−−→ X

j←−−− X \X ′yg yf yu
Y

Id−−−→ Y
Id←−−− Y

be a comutative diagram of algebraic varieties with i a closed embedding, f
proper, u affine and let K ∈ Perv(X). Then

1. the restriction map pH−`(f∗K)→ pH−`(g∗i∗K) is iso for ` ≥ 2 and mono
for ` = 1,

2. the Gysin map pH`(g∗i
∗K) → pH`(f∗K) is iso for ` ≥ 2 and epi for

` = 1.

Universal hyperplane

Let us recall the construction of universal hyperplane map associated to a map.

Construction 2.5.5. Fix a projective embedding X ⊆ P, consider the fol-
lowing commutative diagram (not a Cartesian square!):

X
pX←−−− Xyf yg

Y
pY←−−− Y

Here Y := Y ×P∨ and X is defined to be

X := {(x, s) : s(x) = 0} ⊆ X ×P∨.

The map g is defined to be the restriction of f × Id : X ×P∨ → Y ×P∨ to X
so that

g(x, h) = (f(x), h).

Two horizontal maps pX and pY are natural projections.

Definition 2.5.6. The defect of semismallness of the map f is defined to be

r(f) := maxk{dimYk + 2k − dimX : Yk 6= ∅}.

where Yk = {y ∈ Y : dim f−1(y) = k}. If r(f) = 0, we say f is semismall.

Here are several facts from [17, §4.7].

Proposition 2.5.7 (The Relative Weak Lefschetz Theorem). Let d = dim P∨

and M := p∗XK[d− 1].

1. If r(f) > 0, then r(g) < r(f).

73



2. The restriction map

p∗Y
pH−`(f∗K)[d]→ pH−`+1(g∗M)

is iso for ` ≥ 2 and mono for ` = 1,

3. The Gysin map
pH`−1(g∗M)→ p∗Y

pH`(f∗K)[d]

is iso for ` ≥ 2 and epi for ` = 1.

4. p∗Y
pH−1(f∗K)[d] is the biggest perverse subsheaf of pH0(g∗M) coming

from Y, and p∗Y
pH1(f∗K)[d] is the biggest quotient perverse sheaf of

pH0(g∗M) coming from Y .

Restriction to hyperplanes of X

The following results come from [17, Proposition 4.7.5, Lemma 4.7.6].

Proposition 2.5.8. Suppose we are in the Set-up 2.2.1. There exists m0 so
that for any m ≥ m0, the following statements hold: let i : X1 → X be a
general hyperplane section of |η⊗m| and f 1 : X1 → Y be the restriction map.
Set K1 := i∗K[−1]. Then

1. r(f 1) ≤ max{r(f)− 1, 0}.

2. The natural restriction map

pH−`(f∗K)→ pH−`+1(f 1
∗K

1)

is an isomorphism for ` ≥ 2 and a monomorphism for ` = 1.

3. The natural Gysin map

pH`−1(f 1
∗K

1)→ pH`(f∗K)

is an isomorphism for ` ≥ 2 and an epimorphism for ` = 1.

Corollary 2.5.9. With the notation above and assume the Decomposition The-
orem holds for f .

1. The natural restriction map

i∗ : H−`−j−` (X,K)→ H−`+1−j
−`+1 (X1, K1), j ≥ 0

is an isomorphism for ` ≥ 2 and an injective map for ` = 1.

2. There is an injective morphism of pure twistor structures

i∗ : P−j−` (X,K)→ P−j−`+1(X1, K1), ` ≥ 1, j ≥ 0.

It is an equality when ` ≥ 2.

74



Moreover, all morphisms underlie morphisms of pure twistor structures.

Proof. (1) follows from previous Proposition and the identification

H−`−j−` (X,K) = H−j(Y, pH−`(f∗K)).

For (2), recall that

P−j−` (X,K) = Ker η`+1 ∩ Lj+1 ⊆ H−`−j−` (X,K).

The generality of X1 ∈ |η| induces the following diagram

pH−`(f∗K) −−−→ pH−`+1(f 1
∗K

1)yη`+1

y(η|X1 )`

pH`+2(f∗K) ←−−− pH`+1(f 1
∗K

1)

By Proposition 2.5.8, the bottom row is always an isomorphism for ` ≥ 1.
Therefore we have the inclusion

i∗(P−j−` (X,K)) ⊆ P−j−`+1(X1, K1), ` ≥ 1, j ≥ 0.

By Proposition 2.5.8, the top row is an isomorphism for ` ≥ 2 and the corre-
sponding inclusion is an equality.

Lastly, by Corollary 2.3.123 and Corollary 2.3.124, all morphisms underlie
morphisms of pure twistor structures.

Restriction to hyperplanes of Y

The following result follows from applying Lemma 2.5.4 and taking hyperco-
homology.

Proposition 2.5.10. Suppose Y1 is a general section in |A|, transversal to
the strata to Y . Set X1 = f−1(Y1), f1 : X1 → Y1 the restriction, and K1 :=
K[−1]|X1. Then

1. r(f1) = r(f).

2. The natural restriction map

H−j(Y, pH0(f∗K))→ H−j+1(Y1,
pH0(f1∗K1))

is an isomorphism for j ≥ 2 and an injection for j = 1.

3. The Gysin pushforward

Hj−1(Y1,
pH0(f1∗K1))→ H−j(Y, pH0(f∗K))

is an isomorphism for j ≥ 2 and a surjection for j = 1.

4. Assuming the Decomposition Theorem A(b), there is an injective mor-
phism

i∗(P−j0 (X,K)) ⊆ P−j+1
0 (X1, K1), j ≥ 1.

It is an equality when j ≥ 2.

Moreover, all morphisms underlie morphisms of pure twistor structures.
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2.5.3 p-splitness and weak Lefschetz

We need the following result from [17, Lemma 4.3.8].

Lemma 2.5.11. Suppose we are in the Set-up 2.2.1. Let

X̃
v−−−→ Xyf̃ yf

Ỹ
u−−−→ Y

be a Cartesian diagram of maps of algebraic varieties and f is projective. Let
X and Y be a stratification for f . Assume that f∗K satisfies the Decomposition
Theorem and that u is either smooth or it is a normally nonsingular inclusion.
Then we have the following base-change formula

pH`(f̃∗v
∗K) ∼= u∗pH`(f∗K).

Equivalently, set K̃ := v∗K[dim X̃ − dimX],

pH`(f̃∗v
∗K̃) ∼= u∗pH`(f∗K)[dim X̃ − dimX].

2.5.4 Splitting criterion

In this section, we would like to recall two splitting criterions for perverse
sheaves from [17, 37]. For MacPherson and Vilonen’s description of the cate-
gory of perverse sheaves [37], we follow the presentation in [18, §5.7].

de Cataldo-Migliorini’s criterion

Let Y be an algebraic variety and d be an integer. Suppose that there is a
stratification Y byof Y with

Y = U ∪ S, U =
⋃
d′>d

Sd′ , S = Sd.

Here Sd′ denotes a d′-dimensional stratum. Let P be a perverse sheaf on Y

which is constructible with respect to this stratification. Let S
α−→ Y

β←− U be
the closed and open embedding.

Lemma 2.5.12 (Lemma 4.1.3 in [17]). Assume dimH−d(α!α
!P )y = dimH−d(α∗α∗P )y

for any y ∈ S. Then the following are equivalent:

1. P ∼= β!∗β
∗P ⊕H−d(P )[d].

2. H−d(α!α
!P )→ H−d(P ) is an isomorphism.
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MacPherson-Vilonen’s criterion

Let S be a closed and contractible d-dimensional stratum of Y . Denote by

S
α−→ Y

β←− Y \ S.

Theorem 2.5.13 (Theorem 5.7.2 in [18]). There is a one-to-one correspon-
dence between a perverse sheaf P on Y which is constructible with respect to
Y and β∗P with the exact sequence

H−d−1(α∗β∗β
∗P )→ H−d(α!P )→ H−d(α∗P )→ H−d(α∗β∗β∗P ).

Corollary 2.5.14. With the notation above, if there is an isomorphism

H−d(Y, α!α
!P ) ∼= H−d(Y, α∗α∗P ),

then we have
P ∼= β!∗β

∗P ⊕H−d(P )[d].

2.6 Proof of Theorem A

In this section, we will prove Theorem A, Theorem B and Theorem D by
double induction on the defect of semismallness r = r(f) (see §2.5.2) and
m = dim f(X). In particular, we will prove that if these statements are true
for (r′ < r,m′) and (r′ = r,m′ < m), then they are true for (r,m). This
strategy is borrowed from de Cataldo-Migliorini [17, Remark 2.6.3].

To illustrate the idea, we will omit m. Suppose we know the statement is
true for r and all r′ < r, we would like to prove the statement for r′′ > r. The
induction will be carried out in the following way:

(§2.7.1) Thm A(b)r + Thm Br′<r + Thm Cr′<r =⇒ Thm Br,

(§2.7.2) Thm A(b)r + Thm Br + Thm Cr′<r =⇒ Thm Cr,

(§2.8) Thm A(b)r + Thm Cr + Thm A(c)r′<r =⇒ Thm A(c)r,

(§2.6.3− §2.6.3) Thm A(c)r =⇒ Thm A(a)r′′>r =⇒ Thm A(b)r′′>r

Remark 2.6.1. The basic reason for double induction is that in the proof
of Theorem B and Theorem D, one needs two different ways of cutting hy-
perplanes. Cutting on X gives r′ < r and cutting on Y gives r′ = r and
m′ < m.

2.6.1 Set-up

We will work with the Set-up 2.2.1. We fix two finite algebraic Whitney
stratifications X on X and Y on Y adapting to the map f . All perverse sheaf
we work with are constructible with respect to these stratifications. For precise
definitions, the reader can consult [17, §6.1].
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2.6.2 Base case

We start from the case m = 0. In this case, all three Theorems follow from
Simpson’s Hard Lefschetz Theorem for semisimple local systems (c.f. Theorem
2.3.1) and the fact about polarization of primitive parts by twisted Poincaré
pairings (c.f Corollary 2.3.55).

2.6.3 Induction step

Suppose all three Theorems are true for (r′ < r,m′) or (r′ = r,m′ < m). We
will prove them for (r,m). There are two cases.

Case I: r(f) = 0. Then f is semismall. By [34, Prop 8.2.30], f∗K is a
perverse sheaf. In particular, Theorem A(a) and Theorem A(b) automatically
hold. The reader can directly proceeds to §2.7 for the proof of Theorem B and
Theorem D. After that, Theorem A(c) will be proved in §2.8.

Case II: r(f) > 0. Fix a projective embedding X ⊆ P. Consider the
following diagram

X
pX←−−− Xyf yg

Y
pY←−−− Y

where g is the universal hyperplane map associated to f (c.f. §2.5.2). Since
we know that r(g) < r(f), we can apply the inductive hypothesis. In the next
three subsections, we will explain the proof of Theorem A.

Theorem A(a): Relative Hard Lefschetz Theorem

Let d = dim P∨,M := p∗XK[d− 1]. Since the functor p∗Y [d] is fully-faithful, it
suffices to show that

p∗Y (η`)[d] : p∗Y
pH−`(f∗K)[d]→ p∗Y

pH`(f∗K)[d]

is an isomorphism. There are two cases.
Case I: ` ≥ 2. Consider the following diagram

p∗Y
pH−`(f∗K)[d]

∼=−−−→ pH−`+1(g∗M)yp∗Y (η`)[d]

yp∗X(η)(`−1)

p∗Y
pH`(f∗K)[d]

∼=←−−− pH`−1(g∗M)

The Relative Weak Lefschetz Theorem 2.5.7 implies that both horizontal maps
are isomorphic. Then the Relative Hard Lefschetz Theorem A(a) follows from
the inductive hypothesis applying to the g-ample line bundle p∗X(η).

Remark 2.6.2. Note here we actually need the Relative Hard Lefschetz The-
orem A(a) for f -ample line bundles, which can be deduced from the ample
case as in [17, Remark 5.1.2]: Let η̃ be a f -ample line bundle, choose m � 0
so that η̃ +mL is ample on X. Then we have

pH`(η̃) = pH`(η̃ +mL).
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Case II: ` = 1. The cup product can be factored as follows:

p∗Y (η)[d] : p∗Y
pH−1(f∗K)[d]→ pH0(g∗M)→ p∗Y

pH1(f∗K)[d].

Since pH0(g∗M) is semisimple by the inductive hypothesis, combining with
Theorem 2.5.7(4), a standard argument as in the proof of [17, Lemma 5.1.1]
implies that

η : pH−1(f∗K)→ pH1(f∗K) (Cup)

is a monomorphism. Since K∗ := DX(K) ∼= V∗[dimX] and V∗ is also a
semisimple local system, we know that

η : pH−1(f∗K
∗)→ pH1(f∗K

∗) (Cup*)

is a monomorphism. By Corollary 2.5.3, the Verdier dual of (Cup*) can be
identified with the morphism (Cup). Hence the morphism (Cup) is also an
epimorphism. This finishes the inductive proof of Relative Hard Lefschetz.

Theorem A(b): Decomposition Theorem

By Deligne’s Lefschetz splitting criterion [20, Theorem 1.5], the Relative Hard
Lefschetz Theorem A(a) implies the Decomposition Theorem A(b).

Theorem A(c): Semisimplicity Theorem

There are two cases.
Case I: ` 6= 0. The semisimplicity of pH`(f∗K) follows from the Relative

Weak Lefschetz Theorem 2.5.7 and the inductive semisimplicity of pH`+1(g∗M)
and pH`−1(g∗M).

Case II: ` = 0. Since we have proven the Decomposition Theorem A(b),
the semisimplicity of pH0(f∗K) will follow from Proposition 2.8.1, whose proof
is postponed to the end of this chapter.

2.7 Proof of Theorem B and Theorem D

In order to prove the Semisimplicity Theorem in the case of ` = 0, we need to
prove two auxiliary results Theorem B and Theorem D.

2.7.1 Theorem B: Hard Lefschetz for Perverse Coho-
mology Complexes

Proposition 2.7.1. Assume the Theorem A(a) and Theorem A(b) hold for f .
Assume Theorem B and Theorem D hold for all f ′ : X ′ → Y ′ so that

r(f ′) < r(f) or r(f ′) = r(f), dimY ′ < dimY.

Then Theorem B holds for f , i.e.

Aj : H−j(Y, pH`(f∗K)) ∼= Hj(Y, pH`(f∗K)),

η` : Hj(Y, pH−`(f∗K)) ∼= Hj(Y, pH`(f∗K)).
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Proof. The statement for η follows from the Relative Hard Lefschetz Theorem
A(a) for f . To prove the statement for A, the plan is to cut X by hyperplane
sections in |η| or |L| and use the corresponding weak Lefschetz theorem.

Case I: ` 6= 0. By the Relative Hard Lefschetz Theorem A(a), we can
assume ` < 0. Choose a general hyperplane section X1 ∈ |η|. Set

f 1 : X1 → Y, K1 := K[−1]|X1 .

Since it suffices to prove Theorem B for any tensor powers of η, we can replace
η by η⊗m for some integer m using Proposition 2.5.8 so that

r(f 1) ≤ r(f)− 1 or r(f 1) = r(f) = 0, dim f 1(X1) < dim f(X).

Now consider the diagram

H−j(Y, pH`(f∗K))
i∗−−−→ H−j(Y, pH`+1(f 1

∗K
1))yAj yAj

Hj(Y, pH`(f∗K))
i∗−−−→ Hj(Y, pH`+1(f 1

∗K
1))

This diagram is commutative because cup products with η and L = f ∗A are
commutative. By Proposition 2.5.8, the pull-back map i∗ and the Gysin push-
forward i∗ are both injective. Then the injectivity of Aj follows from inductive
hypothesis. The surjectivity follows from a dual argument as in the Case II of
§2.6.3.

Case II: ` = 0 and j ≥ 2. Consider the commutative diagram

X1 := f−1(Y1) −−−→ Xyf1

yf
Y1 −−−→ Y

where Y1 is sufficiently general hyperplane section in |A| so that f−1(Y1) is
nonsingular and Y1 is transversal to all strata of Y . Then we have

r(f1) = r(f), dim f1(X1) < dim f(X).

This leads to the following commutative diagram of the restriction and Gysin
maps, where K1 := K[−1]|X1 :

H−j(Y, pH`(f∗K))
i∗−−−→ H−j+1(Y1,

pH`(f1∗K1))yAj y(A|Y1
)j−1

Hj(Y, pH`(f∗K))
i∗←−−− Hj−1(Y1,

pH`(f1∗K1))

By Proposition 2.5.10, both horizontal maps are isomorphic, therefore the
bijectivity of Aj follows from the inductive Theorem B for (A|Y1)j−1.

Case III: ` = 0 and j = 1. This step we need to use the polarization. We
use the same choice as in Case II, where

Y1 ∈ |A|, X1 := f−1(Y1).
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The cup product with L = f ∗A can be decomposed into

L : Hn−1(X,V)
Q−→ Hn−1(X1,V|X1)

G−→ Hn+1(X,V)

where Q denotes the restriction map and G denotes the Gysin pushforward.
Similarly, for V∗ we have

L : Hn−1(X,V∗) Q∗−→ Hn−1(X1,V∗|X1)
G∗−→ Hn+1(X,V∗).

Remark 2.7.2. Here Q∗ and G∗ denote the corresponding restriction and
Gysin push-forward. Note that G∗ can be identified with the dual of Q and
Q∗ is the dual of G.

Since we already have the Decomposition Theorem for f and V , these maps
give decomposition of cup product with A:

A : H−1(Y, pH0(f∗K))
Q−→ H0(Y1,

pH0(f∗K)|Y1)
G−→ H1(Y, pH0(f∗K)).

Dually we also have

A : H−1(Y, pH0(f∗K
∗))

Q∗−→ H0(Y1,
pH0(f∗K

∗)|Y1)
G∗−→ H1(Y, pH0(f∗K

∗)).

To prove that the cup product map A is bijective, we will produce a non-
degenerate pairing in several steps:

S : KerG⊗KerG∗ → C.

Here G and G∗ are the maps for Y1 and Y .
Step 1: Consider the twisted Poincairé pairing as in §2.3.5:

S : H∗(X1,V|X1)⊗H∗(X1,V∗|X1)→ C.

By definition, the pull back map Q and the Gysin morphism G∗ are adjoint to
each other with respect to S:

S(Q(α), β∗) = S(α,G∗(β∗)).

for α ∈ Hn−1(X,V) and β∗ ∈ Hn−1(X1,V∗|X1).
Step 2: By the inductive Generalized Hodge-Riemann Bilinear relation

(c.f. Theorem D) for f1 : X1 → Y1, S restricts to a non-degenerate pairing

S : H0(Y1,
pH0(f∗K)|Y1)⊗H0(Y1,

pH0(f∗K
∗)|Y1)→ C

where we represent elements in H0(Y1,
pH0(f∗K)|Y1) by elements inHn−1(X1,V|X1).

Step 3. By Corollary 2.3.123 and the fact that G is the dual of Q∗, the
Gysin map

G : H0(Y1,
pH0(f∗K)|Y1)→ H1(Y, pH0(f∗K))

underlies a morphism of pure twistor structures. On the other hand, using the
inductive Theorem D, we see that the vector space

KerA|Y1 ⊆ H0(Y1,
pH0(f∗K)|Y1)
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can be decomposed into primitive subspaces ηmLiP−2i
−2m with each of them being

polarized by SηL`j (•, φ(•)), where φ is the restriction of the canonical map in

Definition 2.3.53 to the pure twistor structure on ηmLiP ∗−2i
−2m . In particular, one

can put all polarization together and show that S restricts to a non-degenerate
pairing

S : KerA|Y1 ⊗KerA|Y1 → C
note that the second kernel is a subspace of H0(Y1,

pH0(f∗K
∗)|Y1).

By the property of Gysin morphism, we have a natural inclusion map

KerG ⊆ KerA|Y1 ,

which also underlies a morphism of pure twistor structure. Moreover, because
this inclusion map is compatible with the double Lefschetz decomposition, S
is non-degenerate when restricting to

S : KerG⊗KerG∗ → C

using Corollary 2.3.24 and Corollary 2.3.123.
Step 4. Finally we can prove the injectivity of A. Suppose by contradiction

that there is a nonzero α ∈ KerA = KerG ◦ Q, then Q(α) ∈ KerG. Step 3
says that

S : KerG⊗KerG∗ → C
is non-degenerate, hence we can find an element β∗ ∈ KerG∗ so that

S(Q(α), β∗) 6= 0.

On the other hand,

S(Q(α), β∗) = S(α,G∗(β∗)) = S(α, 0) = 0.

This is a contradiction! Therefore KerA = {0}. The surjectivity of A follows
from the injectivity of A for the dual local system V∗.

Corollary 2.7.3. Let WL
i and W η

i be the weight filtrations on H∗(X,K) :=⊕
bH

b(X,K) induced by cup products with L and η (see §2.3.5). Then

1. W η
i =

⊕
b≥−iH

b(X,K), Grηi = H−i(X,K).

2. WL
i =

⊕
b∈ZH

b
≤b+i(X,K), GrLi =

⊕
b∈ZH

b
b+i(X,K).

3. Grηj+`GrLjH
∗(X,K) = H−`−j−` (X,K) and the twisted Poincaré pairings

SηL`j in §2.3.5 are therefore defined on

SηL`j : H−`−j−` (X,K)⊗C H
−`−j
−` (X,K∗)→ C.

4. The filtration W η[j] is the weight-j filtration of η relative to WL and

H−`−j−` (X,K) =
⊕
m,i≥0

ηmLiP−j−2i
−`−2m,

where P−j−` = Ker η`+1 ∩KerLj+1.
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5. Each direct summand ηmLiP−j−2i
−`−2m ⊆ H−`−j(X,K) underlies a pure sub-

twistor structure F so that the canonical map φ in Definition 2.3.53
restricts to

φ : F |z=−1 → ηmLiP ∗−j−2i
−`−2m ,

where P ∗−j−` := Ker η`+1 ∩KerLj+1 ⊆ H−`−j−` (X,K∗).

Proof. The description of weight filtration of η follows from the Hard Lefschetz
theorem for Semisimple Local Systems (c.f. Theorem 2.3.1). For the weight
filtration of L, we need to show that

• L(
⊕

b∈ZH
b
≤b+i(X,K)) ⊆

⊕
b∈ZH

b
≤b+i+2(X,K).

• Li :
⊕

b∈ZH
b
b+i(X,K) ∼=

⊕
b∈ZH

b+2i
b+i (X,K).

The first and second claims follow from repeated use of definition of L : K →
K[2] and Theorem B. The rest follows from Lemma 2.3.110 and Lemma 2.3.57
(the canonical map is compatible with cup products).

2.7.2 Theorem D: Generalized Hodge-Riemann Bilinear
Relations

Proposition 2.7.4. Suppose we are in the Set-up 2.2.1. Assume the Theorem
A(b) and Theorem B hold for f . Then Theorem D holds for f : Let F be
the pure twistor structure on ηmLiP−j−2i

−`−2m and φ be the canonical map from
Corollary 2.7.3, we have

• F is polarized by SηL`j (•, φ(•)) in the sense of Definition 2.3.21 up to a
constant depending on (n, `,m, i, j).

• In particular, SηL`j restricts to a non-degenerate pairing

SηL`j : ηmLiP−j−2i
−`−2m ⊗ η

mLiP ∗−j−2i
−`−2m → C.

Proof. The double Lefschetz decomposition and the existence of pure twistor
structure on each direct summand is proved in Corollary 2.7.3. We will focus
on the part about polarizations, whose proof is divided into two cases.

Case I: Consider all
ηmLiP−j−2i

−`−2m 6= P 0
0 .

It suffices to deal with the case `, j ≥ 0 by definition and Remark 2.3.112. We
can also assume i = m = 0. Now there are two subcases.

Case I.1: P−j−` for ` ≥ 1. Cut X by general hyperplane in |η| and apply
Corollary 2.5.9, Corollary 2.3.123 and the compatibility of twisted Poincaré
paring between X and its hyperplanes up to a constant depending on dimX.

Case I.2: P−j0 for j ≥ 1. Cut X by general hyperplane in |L| and apply
Proposition 2.5.10, Corollary 2.3.123 and the compatibility of twisted Poincaré
paring between X and its hyperplanes up to a constant depending on dimX.
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Case II: P 0
0 . We follow the same strategy as in [17, §5.4] by investigating

the relations between P 0
0 = Ker η ∩ KerL and limε→0 Ker(L + εη). For ε > 0,

consider

Λε := Ker(L+ εη) ⊆ H0(X,K) = Hn(X,V).

Λ∗ε := Ker(L+ εη) ⊆ H0(X,K∗) = Hn(X,V∗).

By the Hodge-Simpson Theorem 2.3.26, each Λε underlies a pure twistor struc-
ture and has the same dimension b = dimH0(X,K) − dimH2(X,K). Let E
be the pure twistor structure on H0(X,K). By Definition 2.3.53, there is a
canonical map φ so that

φ : E|z=−1
∼= Hn(X,V∗) = H0(X,K∗).

Lemma 2.7.5. Consider the limiting spaces in the Grassmannians of b-dimensional
subspaces of H0(X,K) and H0(X,K∗):

Λ := lim
ε→0

Λε ∈ G(b,H0(X,K)).

Λ∗ := lim
ε→0

Λ∗ε ∈ G(b,H0(X,K∗)).

Then Λ underlies a pure sub-twistor structure F ⊆ E. And the composition of
the identification map (see Definition 2.3.11) and the restriction of φ

φ ◦ Iden : Λ = F |z=1 → F |z=−1 → Λ∗

is the restriction of the conjugated Hodge star operator

C : Hn(X,V)→ Hn(X,V∗).

Notation 2.7.6. In this section, we denote the conjugated Hodge star operator
by C.

Proof. It suffices to prove there is a natural map

Λ→ Λ∗,

which can be used to construct the pure sub-twistor structure on Λ.
Suppose Fε ⊆ E is the pure sub-twistor structure on Λε. Then by Lemma

2.3.60, the composition

φ ◦ Iden : Λε = Fε|z=1 → Fε|z=−1 → Λ∗ε

is the restriction of the conjugated Hodge star operator

C : Hn(X,V)→ Hn(X,V∗).

In particular, because we work with middle cohomology and the Hodge star
operator doesn’t depend on the choice of ample line bundles, there Λε → Λ∗ε
is the restriction of the same map for all ε. Therefore, the limiting map is the
restriction of C as well.
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To remember the cohomological degrees, we set

Lkr : H−r(X,K)→ H−r+2k(X,K).

L∗kr : H−r(X,K∗)→ H−r+2k(X,K∗).

Notation 2.7.7. To differentiate between subspaces of H−r(X,K) and Hr(X,K∗),
we denote L∗ and η∗ to the cup product maps for Hr(X,K∗).

Lemma 2.7.8. With the notation above, we have

ηKerL1
2 ∩ (η∗KerL∗12 )⊥ ∩ · · · ∩ (η∗i KerL∗i2i)

⊥ = {0} ∈ H0(X,K), i� 0.

Proof. We will prove the following more precise equality by induction on i:

ηKerL1
2 ∩ (η∗KerL∗12 )⊥ ∩ · · · ∩ (η∗i KerL∗i2i)

⊥ = ηKerL1
2 ∩WL

−i,∀i ≥ 0.

where WL
• denotes the weight filtration on Hk(X,K) with respect to L.

Base case: i = 0. We need to show that

ηKerL1
2 = ηKerL1

2 ∩WL
0 .

First, the hard Lefschetz for weight filtration Lk : grW
L

k
∼= grW

L

−k implies that

KerLk ⊆ WL
k−1.

In particular, it follows from the commutativity of η and L that

ηKerL1
2 ⊆ ηWL

0 ⊆ WL
0 .

Inductive case. Suppose it holds for i, we need to show that

ηKerL1
2 ∩WL

−i−1 = ηKerL1
2 ∩WL

−i ∩ (η∗i+1 KerL∗i+1
2i+2)⊥.

Here the orthogonal decomposition is taken with respect to S as in the Defi-
nition 2.3.106.

For the inclusion “⊆”: as in the base case, we have

KerL∗i+1
2i+2 ⊆ WL∗

i .

Therefore
η∗i+1 KerL∗i+1

2i+2 ⊆ η∗i+1WL∗

i ⊆ WL∗

i = (WL
−i−1)⊥.

The last equality follows from the self-duality in the sense of Lemma 2.3.107.
For the inclusion “⊇”, we will use the non-degeneracy of SηLi+2,i. As in the

proof of [17, Lemma 5.4.1], one can show that

α ∈ ηKerL1
2 ∩WL

−i ⇒ α = ηLi2i+2α
′, α′ ∈ KerLi+1

2i+2.

β∗ ∈ η∗i+1 KerL∗i+1
2i+2 ⇒ β∗ = η∗i+1β∗

′
, β∗

′ ∈ KerL∗i+1
2i+2.

Then by the definition of SηLi+2,i we have

SηLi+2,i([α
′], [β∗

′
]) = S(ηLiα′, η∗i+1β∗

′
) = S(α, β∗),
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where [α′] and [β∗
′
] are viewed as classes in the associated graded space of WL

and WL∗. If we have

α ∈ ηKerL1
2 ∩WL

−i ∩ (η∗i+1 KerL∗i+1
2i+2)⊥,

then
SηLi+2,i([α

′], [β∗
′
]) = 0, ∀β∗′ ∈ KerL∗i+1.

Since KerLi+1 ⊆ H−2i−2
−i−2 (X,K), it follows from Theorem D and Lemma 2.3.23

that SηLi+2,i restricts to a non-degenerate pairing on

SηLi+2,i : KerLi+1 ⊗KerL∗i+1 → C.

This implies the class of α′ in H−2i−2
−i−2 (X,K) is zero. In particular,

α′ ∈ WL
i−1.

Therefore
α = ηLiα′ ∈ ηWL

−i−1 ⊆ WL
−i−1.

Lemma 2.7.9. We have

Λ = KerL1
0 ∩

(⋂
i≥1

(η∗i KerL∗i2i)
⊥

)
⊆ H0

≤0(X,K)

we have a direct sum decomposition

KerL1
0 = Λ⊕ ηKerL1

2.

and we have an “orthogonal decomposition” in the sense that

Λ = (η∗KerL∗12 )⊥ ∩KerL1
0.

Proof. First, we show that

Λε ⊆ (η∗i KerL∗i2i)
⊥, ∀i ≥ 1, ε > 0.

Let αε ∈ Λε = Ker(L+ εη), then

ηαε =
Lαε
−ε
⇒ ηiαε =

Liαε
(−ε)i

.

On the one hand, for β∗ ∈ KerL∗i2i, we have

S(αε, η
∗iβ∗) = S(ηiαε, β

∗) = (−ε)−iS(Liαε, β
∗) = (−ε)−iS(αε, L

∗iβ∗) = 0.

Therefore, by taking limits we have

Λ ⊆
⋂
i≥1

(η∗i KerL∗i2i)
⊥.
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On the other hand, let α = limε→0 αε ∈ Λ. Then

Lα = lim
ε→0

Lαε = lim
ε→0

(−ε)ηαε = 0.

Hence
Λ ⊆ KerL1

0.

From the previous lemma we know that,

ηKerL1
2 ∩
⋂
i≥1

(η∗i KerL∗i2i)
⊥ = {0}.

Therefore
ηKerL1

2 ∩ Λ = {0}.
Now counting dimensions, we conclude that

KerL1
0 = Λ⊕ ηKerL1

2,

Λ = KerL1
0 ∩

(⋂
i≥1

(η∗i KerL∗i2i)
⊥

)
For the orthogonality, because the twisted Poincaré pairing is non-degenerate,
using the direct sum decomposition we see that

dim(η∗KerL∗12 )⊥ ∩KerL1
0 = dim KerL1

0 − dim η∗KerL∗12

= dim KerL1
0 − dim ηKerL1

2 = dim Λ.

In particular,
(η∗KerL∗12 )⊥ ∩KerL1

0 = Λ.

Lemma 2.7.10. Define Λ0 := Λ/(Λ∩H0
≤−1(X,K)). Then Λ0 underlies a pure

twistor structure, which is polarized by the form SηL00 (•, φ(•)).

Proof. Let F be the pure twistor structure on Λ. Lemma 2.7.5 implies that
the pairing

SηL00 (•, C(•)) : Λ⊗ Λ
Id⊗C−−−→ Λ⊗ Λ∗

SηL00−−→ C
is semipositive definite, where C = φ◦ Iden is the restriction of the conjugated
Hodge star operator C : H0(X,K)→ H0(X,K∗).

On the other hand, since H0
≤−1(X,K) underlies a pure twistor structure,

then Λ0 is a pure subtwistor structure F0 with the descent canonical map

φ : F0|z=−1 → Λ∗0 := Λ∗/(Λ∗ ∩H0
≤−1(X,K∗)).

By Lemma 2.3.107 we have (WL∗
0 )⊥ = WL

−1, therefore the descent pairing

SηL00 : Λ0 ⊗ Λ∗0 → C

is non-degenerate. In particular SηL00 (•, C•) descends to a non-degenerate pair-
ing

SηL00 (•, C•) : Λ0 ⊗ Λ0 → C.
Therefore SηL00 (•, C•) is positive definite being semipositive definite and non-
degenerate at the same time. In particular, Λ0 is polarized by SηL00 (•, φ(•)).
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Remark 2.7.11. Note here that, in contrast to [17, Lemma 5.4.1], we don’t
multiply SηL00 by (−1)n because the sign is built into the Hodge star operator
C.

Now we can finish the proof the Generalized Hodge-Riemann Bilinear Re-
lation for P 0

0 . By definition

P 0
0 = Ker η ∩KerL1

0 ∩H0
0 (X,K).

Here H0
0 (X,K) is a quotient space of H∗(X,K) and the third intersection

means the descend of the subspace on the quotient space.
By the characterization of perverse filtration in terms of the weight filtra-

tion, we have H0
0 (K) ⊆ GrL0 . Therefore

P 0
0 ⊆

Ker η ∩KerL1
0 ∩WL

0

Ker η ∩KerL1
0 ∩WL

−1

=
Ker η ∩KerL1

0

Ker η ∩KerL1
0 ∩WL

−1

.

Using Ker η ⊆ (η∗KerL∗12 )⊥ and Lemma 2.7.9 we have

P 0
0 ⊆

(η∗KerL∗12 )⊥ ∩KerL1
0

(η∗KerL∗12 )⊥ ∩KerL1
0 ∩WL

−1

=
Λ

Λ ∩WL
−1

= Λ0.

Moreover, since the inclusion P 0
0 ⊆ Λ0 underlies a morphism of pure twistor

structures and Λ0 is polarized by SηL00 (•, φ(•)) by Lemma 2.7.10, we conclude
by Lemma 2.3.23 that P 0

0 is polarized by the restriction of SηL00 (•, φ(•)).

2.7.3 Non-degeneration of intersection forms

In this section, we use the Generalized Hodge-Riemann Bilinear Relation The-
orem D to verify the splitting criterion needed for the proof of Semisimplicity
Theorem.

Proposition 2.7.12. Suppose we are in the Set-up 2.2.1. Assume Theorem
A(b) and Theorem D hold for f . Let i : y ↪→ Y be a point in the support of
H0(pH0(f∗K)). Then the following natural map is an isomorphism

H0(Y, i!i
!pH0(f∗K)) ∼= H0(Y, i∗i

∗pH0(f∗K)).

Proof. Consider the adjunction map induced by i:

i!i
!f∗K → f∗K → i∗i

∗f∗K.

The Decomposition Theorem A(b) gives f∗K ∼=
⊕

`
pH`(f∗K)[−`] and induces

i!i
!pH0(f∗K)→ pH0(f∗K)→ i∗i

∗pH0(f∗K).

The cohomology of this map gives the desired natural map

H0(Y, i!i
!pH0(f∗K))

cl−→ H0(Y, pH0(f∗K))→ H0(Y, i∗i
∗pH0(f∗K)). (2.5)
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where cl is the natural cycle map.
Let j : U = Y \ {y} ↪→ Y be the smooth subvariety. The distinguished

triangle associated to {y} i−→ Y
j←− U gives rise to the following short exact

sequence:

H0(Y, i!i
!pH0(f∗K))

cl−→ H0(Y, pH0(f∗K))→ H0(Y, j∗j
∗pH0(f∗K))

Since the map cl is injective by Corollary 2.3.101, we can use Corollary 2.3.123
to conclude that H0(Y, i!i

!pH0(f∗K)) underlies a pure sub-twistor structure F
so that the canonical map φ in Corollary 2.7.3 restricts to

φ : F |z=−1 → H0(Y, i!i
!pH0(f∗K

∗)).

Notice that we have an inclusion

Im(cl) ⊆ KerL ⊆ H0(Y, pH0(f∗K)) = H0
0 (X,K).

One can decompose this inclusion with respect to Lefschetz decomposition of
η so that each direct summand of H0

0 (X,K) is polarized by SηL00 (•, φ(•)) by
Theorem D. Using Lemma 2.3.23 and the compatibility of φ with restrictions,
we conclude that the twisted Poincaré pairing SηL00 restricts to a non-degenerate
pairing

SηL00 : H0(Y, i!i
!pH0(f∗K))⊗H0(Y, i!i

!pH0(f∗K
∗))→ C

[α]⊗ [β] 7→
∫
X

α ∧ β

where we represent a class in H0(Y, i!i
!pH0(f∗K)) ↪→ H0(Y, pH0(f∗K)) by a

class in H0(X,K). Using Verdier duality, the twisted Poincaré pairing gives
rise to the map

H0(Y, i!i
!pH0(f∗K))

SηL00−−→ H0(Y, i!i
!pH0(f∗K

∗))∨
VD−−→ H0(Y, i∗i

∗pH0(f∗K)),

which can be identified with the map (2.5). Therefore, the non-degeneracy of
the twisted Poincaré pairing implies that the map (2.5) is an isomorphism.

2.8 Semisimplicity Theorem for ` = 0

Proposition 2.8.1. Suppose we are in the Set-up 2.2.1. Assume Theorem
A(b) and Theorem D for f . Assume Theorem A(c) hold for all f ′ : X ′ → Y ′

so that
r(f ′) < r(f) or r(f ′) = r(f) = 0,m′ < m.

Then Theorem A(c) holds for f , i.e. pH0(f∗K) is semisimple.

We first show that pH0(f∗K) decomposes into the direct sum of intersection
complexes of local systems over the strata of Y .

89



Proposition 2.8.2. There is a canonical morphism in Perv(Y ):

pH0(f∗K) ∼=
⊕

d=dimSd

ICSd
(H−d(pH0(f∗K)|Sd)).

Proof. Let Sd be a d-dimensional stratum on Y and

Ud =
⋃
d′≥d

Sd′ .

We denote two embeddings to be Sd
α−→ Ud

β←− Ud+1. Since the intersection
complex can be defined using iterated truncations, it suffices to show that

pH0(f∗K)|Ud ∼= β∗!(
pH0(f∗K)|Ud+1

)⊕H−d(pH0(f∗K)|Ud)[d].

Here β∗! ∼= τ≤−d−1β∗. There are two cases.
Case I. If d ≥ 1, it can be handled by induction on d. By Lemma 2.5.12,

it suffices to show

H−d(α!α
!pH0(f∗K))→ H−d(pH0(f∗K))

is an isomorphism. Notice that this is a local condition so that we can check it
stalkwise. Let y ∈ Sd be any point, choose a generic d-dimensional complete
intersection Yd ⊆ Y which contains y and is transversal to all strata of Y .
Then we have the following Cartesian diagram

Xd
id−−−→ Xyfd yf

Yd −−−→ Y

Notice that dimYd < dimY and r(fd) ≤ max{r(f) − d, 0} by repeated use
of Proposition 2.5.10. Set Kd = i∗dK[−d], then one can apply the inductive
hypothesis to conclude that

pH0(fd∗Kd)

is semisimple. Denote the inclusion to be i : y ↪→ Yd. We have the following
commutative diagram

H0(i!i
!pH0(fd∗Kd)) −−−→ H0(pH0(fd∗Kd))yy∼= y∼=

H−d(α!α
!pH0(f∗K))y −−−→ H−d(pH0(f∗K))y

The isomorphisms in the vertical direction follows from Lemma 2.5.11. In-
ductive assumption on the decomposition of pH0(fd∗Kd) coupled with Lemma
2.5.12 imply that the first horizontal map is an isomorphism, so is the second
one.

Case II. If d = 0, we apply MacPherson and Vilonen’s criterion (c.f.
Corollary 2.5.14) and use Proposition 2.7.12.
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Proof of Proposition 2.8.1. By Proposition 2.8.2, it suffices to show the local
system

H−d(pH0(f∗K)|Sd)
is semisimple over Sd for each d = dimSd. Let i : y ↪→ Y be a point lying in
Sd, the fiber of the local system at y is

H−d(Y, i∗i∗pH0(f∗K)) ⊆ H−d(f−1(y), K|f−1(y)) = Hn−d(f−1(y),V|f−1(y)).

Case I. d = 0 or d = m. If dimSd = 0, the semisimplicity is trivial. If
d = m = dim f(X), it follows from the Semisimplicity Theorem for smooth
projective maps (c.f. Theorem 2.3.3) that Rn−df∗V|Sd is semisimple, so is the
sub-local system H−d(pH0(f∗K)|Sd).

Cast II. 1 ≤ d ≤ m − 1. Since f | : f−1(Sd) → Sd may not be smooth
projective, we cannot apply Theorem 2.3.3 directly. Instead, we use a geomet-
ric construction from [17, §6.4], which roughly means “change a point to its
complete intersection normal slice in Y ”. Concretely, choose A to be an very
ample line bundle on Y , one can get to the following situation:

1. T ⊆ Sd is a Zariski open subset.

2. There is a commutative diagram

XT
pX−−−→ XyΦ

yf
YT

pY−−−→ Yyπ
T

Here YT → T admits a section θ, pX and pY are smooth projective maps
of relative dimension zero and Φ inherits a stratification from the one on
f . Moreover all strata on YT map surjectively and smoothly onto T .

3. For every t ∈ T , Yt := π−1(t) is a complete intersection d hyperplanes
passing through t ∈ T ⊆ Y , meeting all strata of Y transversally and
such that Xt := (π ◦Φ)−1(t) is a smooth projective variety of dimension
n− d.

Let F = π ◦ Φ. Since pX is smooth projective and V is a semisimple local
system on X, we have p∗XV is a semisimple local system on XT . Apply Lemma
2.3.102 to p∗XV and the diagram

XT
Φ−→ YT

π−→ T
θ−→ YT ,

we obtain that H−d(θ∗pH0(Φ∗p
∗
XK)) is a semisimple local system on T . Now

the standard base change formula implies that

H−d(θ∗pH0(Φ∗p
∗
XK)) ∼= H−d(θ∗pH0(p∗Y f∗K))

∼= H−d(θ∗p∗Y pH0(f∗K)) [p∗Y is t-exact]

∼= H−d(pH0(f∗K)|T )
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Since T is Zariski-dense in Sd, we conclude thatH−d(pH0(f∗K)|Sd) is a semisim-
ple local system on Sd.

2.9 Sabbah’s Theorem

In this section, we prove Sabbah’s main Theorem E in [43] using the standard
reductions in [16, Page 71-74] and [15] to Theorem A.

Theorem 2.9.1. Let f : U → Y be a proper map between quasi-projective
varieties where U is the Zariski open subset of a smooth projective variety X.
Let V be a semisimple local system on X. Then Theorem A(b) and Theorem
A(c) hold for f and V|U .

If in addition, f is projective and η is f -ample, then the Relative Hard
Lefschetz Theorem A(a) holds as well.

Remark 2.9.2. Let Y be a normal variety and let Y0 ⊆ Y be a Zariski dense
open subset, then a local system V on Y is semisimple if and only if V|Y0 is
semisimple. This is because the natural map

π1(Y0, y)→ π1(Y, y)

is surjective for any y ∈ Y0.

Proof. We will prove the theorem by progressively relaxing conditions on
(f,X, Y,V). The hypothesis in Theorem A is denoted by

(fproj, X
sm
p , Yp,V)

which means that f is projective, X is smooth projective, Y is projective and
V is a semisimple local system on X.

1. Theorem A holds for (fproj, X
sm
p , Yqp,V).

Choose a closed embedding g : Y → PN and apply Theorem A to
h := g ◦ f . One needs to identify perverse sheaves on Y with perverse
sheaves on PN with support on Y .

2. Theorem A holds for (fproj, U, Yqp,V|U), where U is a Zariski open subset
of a smooth projective variety X and V is a semisimple local system on
X.
Let Y ′ be a projective compactification of Y so that Y is a Zariski dense
open subset of Y ′, then f can be viewed as a rational map

f : X 99K Y ′.

Then we can use Hironaka’s theorem to resolve the indeterminacy of f
by blowing up smooth subvarieties of X disjoint from U so that we have
a following commutative diagram

U
j−−−→ X ′

f

y yf ′
Y −−−→ Y ′
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Here X ′ is a smooth projective obtained by blowing up X, U can be
viewed as a Zariski dense open subset of X ′ and f ′|U = f . One can
pull back the semisimple local system V on X to get a semisimple local
system V ′ on X ′ (this is because the harmonic metric on V ⊗ C∞X pulls
back to a harmonic metric on V ′⊗C∞X′). Moreover, V|U is the restriction
of V ′ to U . Hence we have

pH`(f∗V|U) = pH`(f ′∗V ′)|Y .

we can apply Theorem A to (f ′, X ′, Y ′,V ′) and Remark 2.9.2 to conclude
that pH0(f∗V|U) is semisimple (semisimplicity can be inherited when
restricting to Zariski-dense subset over each smooth stratum). The rest
of the proof of Theorem A can be carried out in the same way.

3. Theorem A(b) and Theorem A(c) hold for (fproper, U, Yqp,V|U), where U
is a Zariski open subset of a smooth projective variety X and V is a
semisimple local system on X.
Let g : U ′ → U be a Chow envelope for U so that g is projective and
birational and f ′ := f ◦ g is projective. Notice that we have

Rg∗(g
∗V|U) = V|U ⊕R

for some R ∈ Ob(D(X)). Then one apply Theorem A(b) and Theorem
A(c) to (g, U ′, Y, g∗V|U) and argue as in [16, Theorem 10.0.6].
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Chapter 3

Stable Irrationality of
Hypersurfaces

The purpose of this chapter is to study various measures of irrationality for
hypersurfaces in projective spaces which were proposed recently by [4],[1]. In
particular, we answer the question raised by Bastianelli that if X ⊆ Pn+1 is a
very general smooth hypersurface of dimension n and degree d ≥ 2n+ 2, then
stab.irr(X) = uni.irr(X) = d−1. As a corollary, we prove that irr(X×Pm) =
irr(X) for any integer m ≥ 1.

3.1 Introduction

There has been recent interest in studying measures of irrationality for alge-
braic varieties [4],[1]. For example, given an irreducible projective variety X
of dimension n, the degree of irrationality of X is defined as

irr(X) := min {δ > 0 | ∃ degree δ rational covering X 99K Pn}.

Therefore irr(X) = 1 if and only if X is rational. It was established in [3],[4]
that if X ⊆ Pn+1 is a very general smooth hypersurface of dimension n and
degree d ≥ 2n+ 1, then irr(X) = d− 1.

By analogy with notions of stable rationality and unirationality, Bastianelli
[1] introduced two birational invariants measuring the failure of a projective
variety to be stably rational or unirational:

stab.irr(X) := min { irr(X ×Pm) | m ∈ N};

uni.irr(X) := min { irr(T ) | ∃ a rational covering T 99K X}.
Thus

stab.irr(X) = 1 ⇐⇒ X is stably rational,

uni.irr(X) = 1 ⇐⇒ X is unirational,

and in general one has the inequalities

uni.irr(X) ≤ stab.irr(X) ≤ irr(X).
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It was established by Bastianelli in [1] that if X is a very general surface of
degree d ≥ 5, then

stab.irr(X) = uni.irr(X) = d− 1,

and Bastianelli also classified the exceptional cases. Here we extend the com-
putation to hypersurfaces of all dimensions.

In fact we will consider more generally correspondences on Pn × X. We
consider the following birational invariant:

corr(X) := min { deg(π1) | ∃ a correspondence Γ ⊆ Pn ×X}.

where π1 is the first projection map from Γ to Pn and Γ is any subvariety of
Pn ×X that both dominates Pn and X.

Our first results concern corr(X):

Theorem A. Let X ⊆ Pn+1 be a very general smooth hypersurface of degree
d ≥ 2n+ 2. Then

corr(X) = d− 1.

Lopez and Pirola [36, Theorem 1.3] classified correspondences with null
trace (see Def 3.2.2) of minimum degree on smooth hypersurfaces in P3. Our
results can be seen as a partial generalization to higher dimensions: if we
restrict ourselves to null trace correspondences on Pn × X, we can compute
their minimal degree.

As in [1], we notice that the study of uni.irr(X) is equivalent to the study
of correspondences on Pn × X. In particular, we will show that corr(X) =
uni.irr(X) (cf. Lemma 3.3.2). From this we deduce our second result, which
answers the question of [1]:

Theorem B. Let X ⊆ Pn+1 be a very general smooth hypersurface of degree
d ≥ 2n+ 2. Then

stab.irr(X) = uni.irr(X) = d− 1.

In particular, we have the following

Corollary C. Let X ⊆ Pn+1 be a very general smooth hypersurface of degree
d ≥ 2n+ 2. Then

irr(X ×Pm) = irr(X),

for any integer m ≥ 1.

Totaro [53] showed that a very general hypersurface X ⊆ Pn+1 of degree
d ≥ 2dn+2

3
e is not stably rational. A couple of years later, Schreieder [49] found

a very striking lower bound where d ≥ log2 n + 2, which means that most of
hypersurfaces are not stably rational. Therefore, one has stab.irr(X) > 1 if
d ≥ log2 n+ 2. It’s interesting to ask further what is the stable irrationality of
a degree d hypersurface in this range.

95



On the other hand, Bastianelli, Ciliberto, Flamini and Supino [2, Section
5.2] conjectured that

conn.gon(X) ≤ d−
⌊√

8n+ 9− 1

2

⌋
< d− 1 = uni.irr(X).

This means that even though it’s very hard to determine whether rationally
connected varieties are unirational (equivalently whether conn.gon(X) = 1
implies uni.irr(X) = 1), when d is large these two invariants should capture
very different phenomena.

For the proof of Theorem A, we first show that if the degree of a corre-
spondence is less or equal than d − 2, then one can find on X a relatively
large subvariety with bounded covering gonality; this is impossible for very
general hypersurface. The method is essentially the same as [4] but the differ-
ence is that we work directly on the correspondence instead of passing to the
Grassmannian.

In §3.2 we discuss some properties of correspondences with null trace and
§3.3 is devoted to the proof of the main theorems.

3.2 Correspondences

In this section, we sketch some basic properties of correspondences following
[3].

Let X and Y be smooth irreducible complex projective varieties of dimen-
sion n.

Definition 3.2.1. An correspondence of Y -degree m on Y ×X is a reduced
pure n-dimensional subvariety Γ ⊆ Y×X such that the projections π1 : Γ→ Y ,
π2 : Γ→ X are generically finite dominant morphisms with deg(π1) = m.

Recall that for any correspondence Γ ⊆ Y × X, one has Mumford’s trace
map (cf.[3]):

TrX/Y : H0(X,KX)→ H0(Y,KY ).

In brief, TrX/Y (ω) = TrΓ/Y (π∗2ω), where TrΓ/Y is the trace map associated to
the generically finite morphism Γ→ Y .

Definition 3.2.2. A correspondence Γ ⊆ Y × X has null trace to Y if the
associated trace map is identically zero.

Using the Cayley-Bacharach properties, correspondences with null trace on
a smooth hypersurface are analyzed by Bastianelli, Cortini and De Poi in [3,
Theorem 2.5]. Their result is

Theorem 3.2.3. Let X ⊆ Pn+1 be a smooth hypersurface of degree d ≥ n+ 3
and let

Γ ⊆ Y ×X
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be a correspondence of Y -degree m with null trace to Y . Let y ∈ Y be a point
such that dim π−1

1 (y) = 0 and let π−1
1 (y) = {(y, xi) ∈ Γ | i = 1, . . . ,m} where

the xi are distinct points. Then

m ≥ d− n,

and if m ≤ 2d− 2n− 3, then the 0-cycle Zy =
∑m

i=1 xi lies on a line in Pn+1.

We will work with the following

Set-up 3.2.4. Denote by X ⊆ Pn+1 a very general smooth hypersurface of
degree d, and suppose given a correspondence Γ ⊆ Pn × X of Pn-degree m.
We assume that

d ≥ 2n+ 2 and m ≤ d− 2.

Corollary 3.2.5. Assume that we are in the situation of 3.2.4. For general
y ∈ Pn, define Zy as in the previous theorem. Then we have

1. m ≥ d− n.

2. Zy lies on a line ly ⊆ Pn+1.

Proof. Notice that Γ has null trace to Pn because H0(Pn, KPn) = {0}. More-
over the pair (d,m) satisfies the condition m ≤ 2d−2n−3. Therefore Theorem
3.2.3 applies.

3.3 Proofs

In this section, we give the proof of main theorems in the introduction. We
will establish Theorem A first.

We assume until the end of the proof of Theorem A that we are in the
situation of 3.2.4. Notice that any rational covering X 99K Pn of degree δ gives
rise to a correspondence of Pn-degree δ on Pn ×X. Hence by [4, Theorem C]
we have

corr(X) ≤ irr(X) = d− 1.

Therefore it suffices to show that corr(X) ≥ d − 1 and we will argue by con-
tradiction.

Since we are in the situation of 3.2.4, by Corollary 3.2.5 one has a classifying
map:

φ : U → G = G(1, n+ 1).

Here U is the Zariski-open subset of Pn where the fiber Zy = π−1
1 (y) consists

of m distinct points. Note that U being open in Pn is a rational variety itself.
Another observation is that φ is a generically finite map onto its image because
π2 : Γ→ X is generically finite.
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Now we have the following diagram:

W ′ φ′−−−→ W
µ−−−→ Pn+1

π′

y π

y
U

φ−−−→ G

Here π : W → G is the tautological P1-bundle on G, µ : W → Pn+1 is the
evaluation map and

W ′ =def φ
∗W

is the pullback of W via the classifying map φ.

Claim 3.3.1. W ′ is an irreducible n+ 1-dimensional variety and ψ =def µ ◦φ′
is dominant onto Pn+1.

Proof. Notice that π′ : W ′ → U is a P1-bundle and U is irreducible, so W ′

must be irreducible. Since dim ψ(W ′) ≤ n + 1, it suffices to show that ψ is
dominant. We prove this by contradiction. Suppose dim ψ(W ′) ≤ n. Since
Γ→ X is dominant and an open subset of Γ is contained in W ′ by Corollary
3.2.5, this would imply that X contains ψ(W ′) as an open subset. Therefore
X is uniruled, but this is impossible since deg(X) is greater than n+ 1.

Proof of Theorem A. Recall that we are in the situation of 3.2.4, where Γ ⊆
Pn ×X is a correspondence of Pn-degree m ≤ d− 2 by contradiction. Define
Γ′ to be the restriction of Γ to U × Pn. By Corollary 3.2.5, Γ′ is a divisor in
W ′ of relative degree m over U . Let X ′ be the full pre-image of X in W ′ so
that X ′ is a divisor in W ′ of relative degree d over U . We can write

X ′ = Γ′ + F,

where F is a divisor of relative degree d − m ≥ 2 over U . Now fix any
irreducible component R ⊆ F that dominates U and view R as a reduced
irreducible variety of dimension n. Thus R sits in a diagram

X ←−−− Ry y
Pn+1 ←−−−−

ψ=µ◦φ′
W ′ −−−→ U

(3.1)

and we have

0 < e =def deg(R→ U) ≤ d−m. (3.2)

Put

S =def ψ(R) ⊆ X, (3.3)

and let s = dimS. Suppose first that s = 0, i.e. S consists of a single point
p ∈ X. But this would imply deg(Γ→ U) = d− 1, which contradicts with our
assumption. Therefore we may assume that 1 ≤ s ≤ n− 1.
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Note next that cov.gon(S) ≤ e. In fact, one can choose a rational subvariety
L ⊆ U of dimension s with the property that an irreducible component R∗ ⊆ R
of the inverse image of L in R is generically finite over S. Since deg(R∗ →
L) ≤ e, and since L is rational, we see that cov.gon(R∗) ≤ e. Hence [4, lemma
1.9] applies to show that cov.gon(S) ≤ e.

Now denote by KW ′/Pn+1 the relative canonical bundle of ψ, and consider
a general fiber l = ly of (W ′ → U). We assert: 1 2

l ·KW ′/Pn+1 = n. (3.4)

Grant this for now. Since dim ψ(R) = s, by [4, Corollary A.6] we have

ordR(KW ′/Pn+1) ≥ n− s. (3.5)

Hence we must have

n = l ·KW ′/Pn+1 ≥ ordR(KW ′/Pn+1) · l ·R ≥ (n− s) · deg(R→ U) ≥ (n− s)e.

Now recall that we assume s ≥ 1. Then it follows from the computations of
Ein and Voisin [4, Proposition 3.8] that

e ≥ cov.gon(S) ≥ d− 2n+ s.

One finds that

d ≤ 2n− s+ e ≤ 2n− s+
n

n− s
≤ 2n+ 1.

which is impossible since d ≥ 2n+ 2.
It remains to prove (3.4). We consider the restriction of the tangent map

TW ′ → ψ∗TP to l ∼= P1. By the Euler sequence, one has

ψ∗TP|l ∼= OP1(1)⊕n ⊕OP1(2).

For TW ′|l, we have the following exact sequence:

0→ TW ′/U |l → TW ′ |l → π′∗TU |l → 0.

The first term is isomorphic to Tl ∼= OP1(2), and the third term is isomorphic
to O⊕nP1 . Notice that this exact sequence of vector bundles splits because

ExtP1(O⊕nP1 ,OP1(2)) ∼= H1(P1,O(2))⊕n = {0}.

Hence we have
TW ′|l ∼= O⊕nP1 ⊕OP1(2).

Therefore the restriction of the tangent map to l ∼= P1 becomes

O⊕nP1 ⊕OP1(2)→ OP1(1)⊕n ⊕OP1(2),

1Notice that even though we are working on an open variety, this intersection product
still makes sense because we are intersecting a divisor with the fiber of a proper map.

2Bastianelli pointed out to me that it is possible to avoid this assertion by passing to the
Grassmannian and argue as in [4].
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whose degeneracy locus is thus given by a linear form of degree n on P1. Since
a general fiber doesn’t lie in the ramification locus, we must have

l ·KW ′/Pn+1 = n.

Now we turn to the proof of Theorem B. We first establish a lemma con-
necting corr(X) and uni.irr(X).

Lemma 3.3.2. Let X be an irreducible smooth projective variety, then

uni.irr(X) = corr(X).

Proof. Let T be a smooth n-dimensional variety with two dominant rational
maps

f : T 99K Pn, g : T 99K X.

By considering the closure of the graph of f and g, we see that T maps onto a
correspondence Γ ⊆ Pn ×X and deg(f) is a multiple of deg(Γ→ Pn). Hence
uni.irr(X) ≥ corr(X). The other inequality is obvious.

Proof of Theorem B. By Lemma 3.3.2 and Theorem A, one has

uni.irr(X) = corr(X) = d− 1.

On the other hand, by [4, Theorem C] and [1, Lemma 2.2]

d− 1 = irr(X) ≥ stab.irr(X) ≥ uni.irr(X),

we conclude that stab.irr(X) = uni.irr(X) = d− 1.
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