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Abstract of the Dissertation

Deformations of Axially Symmetric Initial
Data and the Angular Momentum-Mass

Inequality

by

Ye Sle Cha

Doctor of Philosophy

in

Mathematics

Stony Brook University

2013

In this dissertation, we study geometric inequalities for black holes,

mainly the angular momentum-mass inequality and the angular

momentum-mass-charge inequality.

Firstly, we show how to reduce the general formulation of the an-

gular momentum-mass inequality, for (non-maximal) axially sym-

metric initial data of the Einstein equations, to the known maximal

case. This procedure is based on a certain deformation of the ini-

tial data which preserves the relevant geometry, while achieving

the maximal condition. More importantly, we compute the scalar
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curvature formula for the deformation of initial data, which shows

that the dominant energy condition holds in a weak sense.

Through this procedure, we develop a geometrically motivated sys-

tem of quasi-linear elliptic equations which is conjectured to admit

a solution. The primary equation bears a strong resemblance to

the Jang-type equations studied in the context of the positive mass

theorem and the Penrose inequality.

Secondly, in a similar sense, we show how to reduce the gen-

eral formulation of the angular momentum-mass-charge inequality,

for (non-maximal) axially symmetric initial data of the Einstein-

Maxwell equations with zero magnetic field, to the known maximal

case, whenever there exists a solution for the system of quasi-linear

elliptic equations.

Lastly, we combine these two results and the area-angular momen-

tum inequality to show the lower bound of the area in terms of

ADM mass, angular momentum, and charge for black holes under

the same assumptions.
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Chapter 1

Introduction

The standard picture of gravitational collapse [6], [11] asserts that generically,

an asymptotically flat spacetime should eventually settle down to a stationary

final state, consisting of (possibly multiple) disconnected black hole space-

times. The black hole uniqueness theorem implies that, in vacuum, each of

these solutions must be the Kerr spacetime; note that there are still important

unresolved technical aspects associated with this uniqueness result [9]. It is

also conceivable that these black holes are coupled to matter fields. In any

event, as in Kerr, the following inequality holds between mass and angular mo-

mentum mf ≥
√
|Jf | for each of the connected components of the final state,

and hence for the final state itself. Moreover, as gravitational radiation carries

positive energy, the mass of any initial state should not be smaller than that

of the final state m ≥ mf . If auxiliary conditions are imposed, one of which

usually includes axisymmetry, in order to ensure the conservation of angular

momentum, then J = Jf where J , Jf denote the (ADM) angular momen-

tums of the initial and final state. This leads to the angular momentum-mass
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inequality

m ≥
√
|J | (1.0.1)

for any initial state. A counterexample to (1.0.1) would pose a serious challenge

to this standard picture of collapse, whereas a verification of (1.0.1) would only

lend credence to this model.

Consider an initial data set (M, g, k) for the Einstein equations. This con-

sists of a 3-manifold M , Riemannian metric g, and symmetric 2-tensor k rep-

resenting the extrinsic curvature (second fundamental form) of the embedding

into spacetime, which satisfy the constraint equations

16πµ = R + (Trgk)2 − |k|2g,

8πJ = divg(k − (Trgk)g).

(1.0.2)

Here µ and J are the energy and momentum densities of the matter fields,

respectively, and R is the scalar curvature of g. The following inequality will

be referred to as the dominant energy condition

µ ≥ |J |g. (1.0.3)

Suppose that M has at least two ends, with one designated end being asymp-

totically flat, and the remainder being either asymptotically flat or asymptot-

ically cylindrical. Recall that a domain Mend ⊂ M is an asymptotically flat

end if it is diffeomorphic to R3 \ Ball, and in the coordinates given by the

asymptotic diffeomorphism the following fall-off conditions hold

gij = δij + ol(r
− 1

2 ), ∂gij ∈ L2(Mend), kij = Ol−1(r−λ), λ >
5

2
, (1.0.4)

for some l ≥ 61. In the context of the angular momentum-mass inequality,

1The notation f = ol(r
−a) asserts that limr→∞ ra+n∂nf = 0 for all n ≤ l, and f =

Ol(r
−a) asserts that ra+n|∂nf | ≤ C for all n ≤ l. The assumption l ≥ 6 is needed for the

results in [8].
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these asymptotics may be weakened, see for example [32]. The asymptotics

for cylindrical ends is most easily described in Brill coordinates, to be given

in the next section.

We say that the initial data are axially symmetric if the group of isometries

of the Riemannian manifold (M, g) has a subgroup isomorphic to U(1), and

that the remaining quantities defining the initial data are invariant under the

U(1) action. In particular, if η denotes the Killing field associated with this

symmetry, then

Lηg = Lηk = 0, (1.0.5)

where Lη denotes Lie differentiation. If M is simply connected and the data

are axially symmetric, it is shown in [8] that the analysis reduces to the study

of manifolds diffeomorphic to R3 minus a finite number of points. Each point

represents a black hole, and has the geometry of an asymptotically flat or

cylindrical end. The fall-off conditions in the designated asymptotically flat

end guarantee that the ADM mass and angular momentum are well-defined

by the following limits

m =
1

16π

∫
S∞

(gij,i − gii,j)νj, (1.0.6)

J =
1

8π

∫
S∞

(kij − (Trgk)gij)ν
iηj, (1.0.7)

where S∞ indicates the limit as r → ∞ of integrals over coordinate spheres

Sr, with unit outer normal ν. Note that (1.0.4) implies that the ADM linear

momentum vanishes.

Angular momentum is conserved [21] if

Jiη
i = 0. (1.0.8)
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Moreover, when M is simply connected, this is a necessary and sufficient con-

dition [21] for the existence of a twist potential ω:

εijl(k
jn − (Trgk)gjn))ηlηndx

i = dω (1.0.9)

where εijl is the volume form for g.

In [16] Dain has confirmed (1.0.1) under the hypotheses that the initial data

have two ends, are maximal (Trgk = 0), vacuum (µ = |J |g = 0), and admit

a global Brill coordinate system. He also established the rigidity statement,

which asserts that equality occurs in (1.0.1) if and only if the initial data arise

as the t = 0 slice of the extreme Kerr spacetime. Chrusciel, Li, and Weinstein

[8], [12] improved these results by showing that global Brill coordinates exist

under general conditions, and by replacing the vacuum assumption with the

hypotheses that µ ≥ 0 and a twist potential exists; they also studied the case

of multiple black holes. Later Schoen and Zhou [32] gave a simplified proof

for more general asymptotics, still assuming the maximal condition, and Zhou

[36] treated the near maximal case. It should be noted that such results are

false without the assumption of axial symmetry [25].

The focus of this paper is on the general case without the maximal or

near maximal hypothesis. We will exhibit a reduction argument by which

the general case is reduced to the maximal case, assuming that a canonical

system of elliptic PDE possesses a solution. The procedure is motivated by,

and bears a resemblance to, previous reduction arguments that have been

applied to other geometric inequalities such as the positive mass theorem and

the Penrose inequality [2], [3], [22], [27], [28], [33]. Moreover, the primary

equation is related to the Jang-type equations that appear in each of these
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procedures. The end result yields a natural deformation of the initial data,

in which the geometry relevant to the angular momentum-mass inequality is

preserved, while achieving the maximal condition. In particular, this answers

a question posed by R. Schoen [36]:

Question 1.0.1. Is there a canonical way to deform a non-maximal, axisym-

metric, vacuum data to a unique maximal, vacuum data with the same physical

quantities, i.e. the mass and angular momentum, which also preserves the ax-

ial symmetry?

This thesis is organized as follows. In the next chapter we describe the

deformation in detail, while the reduction argument is established and the

case of equality is treated. We will leave some remarks on the analysis of the

canonical system of PDEs, which will be fully provided in the joint work with

Marcus Khuri. In Chapter 3, we describe the deformation of initial data for

Einstein-Maxwell equation in special case, which will provide how to treat the

non-maximal case for the angular momentum-mass-charge inequality. Direct

application follows in Chapter 4. And finally the derivation of the curvature

formula will be provided in Chapter 5.
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Chapter 2

Angular Momentum-Mass

Inequality

2.1 Brill’s Initial Data Set

(M, g, k) is a simply connected, axially symmetric initial data set with mul-

tiple ends. Simple connectedness and axial symmetry imply [8] that M ∼=

R3 \
∑N

n=1 in, where in are points in R3 and represent asymptotic ends (in

total there are N + 1 ends). Moreover there exists a global (cylindrical) Brill

coordinate system (ρ, φ, z) on M , where the points in all lie on the z-axis, and

in which the Killing field is given by η = ∂φ. In these coordinates the metric

takes a simple form

g = e−2U+2α(dρ2 + dz2) + ρ2e−2U(dφ+ Aρdρ+ Azdz)2, (2.1.1)

where ρe−U(dφ+Aρdρ+Azdz) is the dual 1-form to |η|−1η and all coefficient

functions are independent of φ. Let M0
end denote the end associated with limit
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r =
√
ρ2 + z2 →∞. The asymptotically flat fall-off conditions (1.0.4) will be

satisfied if

U = ol−3(r−
1
2 ), α = ol−4(r−

1
2 ), Aρ, Az = ol−3(r−

3
2 ). (2.1.2)

The remaining ends associated with the points in will be denoted by Mn
end,

and are associated with the limit rn → 0, where rn is the Euclidean distance

to in. The asymptotics for asymptotically flat and cylindrical ends are given,

respectively, by

U = 2 log rn + ol−4(r
1
2
n ), α = ol−4(r

1
2
n ), Aρ, Az = ol−3(r

3
2
n ), (2.1.3)

U = log rn + ol−4(r
1
2
n ), α = ol−4(r

1
2
n ), Aρ, Az = ol−3(r

3
2
n ). (2.1.4)

It will also be assumed that the dominant energy condition (1.0.3) is sat-

isfied, and that

divgk(η) = 0, (2.1.5)

which is equivalent to (1.0.8). Equation (2.1.5) gives rise to a twist potential

ω (1.0.9) that is constant on each connected component of the axis of rotation.

Let In denote the interval of the z-axis between in+1 and in, where i0 = −∞

and iN+1 = ∞. Then a standard formula [16] yields the angular momentum

for each black hole

Jn =
1

8
(ω|In − ω|In−1). (2.1.6)

According to (1.0.7) and (2.1.5), the total angular momentum is given by

J =
N∑
n=1

Jn. (2.1.7)
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2.2 Deformation of Initial Data for Angular

Momentum-Mass inequality

In this section we will describe the deformation procedure which leads to the

reduction argument for the angular momentum-mass inequality.

We seek a deformation of the initial data (M, g, k) → (M, g, k) such that

the manifolds are diffeomorphicM ∼= M , the geometry of the ends is preserved,

and

m = m, J = J , T rgk = 0, R ≥ |k|2g weakly, (2.2.1)

where m, J , and R are the mass, angular momentum, and scalar curvature

of the new data. The inequality in (2.2.1) is said to hold ‘weakly’ if it is valid

when integrated against an appropriate test function. The validity of this

inequality plays a central role in the proof of the angular momentum-mass

inequality in the maximal case, and it is precisely the lack of this inequality in

the non-maximal case which prevents the proof from generalizing. Thus, the

primary goal of the deformation is to obtain such a lower bound for the scalar

curvature, while preserving all other aspects of the geometry.

With intuition from the previous work [2], [3], [33] we search for the defor-

mation in the form of a graph inside a stationary 4-manifold

M = {t = f(x)} ⊂ (R×M,ϕdt2 + 2Yidx
idt+ g), (2.2.2)

where the 1-form Y = Yidx
i and functions ϕ and f are defined on M and

satisfy

Lηf = Lηϕ = LηY = 0. (2.2.3)
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Define

gij = gij + fiYj + fjYi + ϕfifj, kij =
1

2u

(
∇iYj +∇jYi

)
, (2.2.4)

where fi = ∂if , ∇ is the Levi-Civita connection with respect to g, and

u2 = ϕ+ |Y |2g. (2.2.5)

In the ‘Riemannian’ setting (2.2.2), g arises as the induced metric on the graph

M . However in the ‘Lorentzian’ setting

M = {t = f(x)} ⊂ (R×M,−ϕdt2 − 2Yidx
idt+ g), (2.2.6)

the deformed data arise as the induced metric and second fundamental form

of the t = 0 slice. Notice that

∂t = un− Y , (2.2.7)

where n is the unit normal to the t = 0 slice and Y is the vector field dual

to Y with respect to g. Thus (u,−Y ) comprise the lapse and shift of this

stationary spacetime. Based on the structure of the Kerr spacetime, we make

the following simplifying assumption that Y has only one component

Y
i
∂i := gijYj∂i = Y φ∂φ. (2.2.8)

Lemma 2.2.1. Under the hypothesis (2.2.8), g is a Riemannian metric, Trgk =

0, and ϕ = u2 − gφφ(Y φ)2. Moreover if {ei}3
i=1 is an orthonormal frame for g

with e3 = |η|−1η, then

k(ei, ej) = k(e3, e3) = 0, k(ei, e3) =
|η|
2u
ei(Y

φ), i, j 6= 3. (2.2.9)
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Proof. From (2.2.3) it follows that gφφ = gφφ, and so |Y |2g = gφφ(Y φ)2. This

yields the formula for ϕ. Next observe that

uTrgk = ∇iY
i

= ∂iY
i − Γ

i

ijY
j

= −Γ
i

iφY
φ

=

(
1√

det g
∂φ
√

det g

)
Y φ

= 0,

(2.2.10)

where Γ
l

ij are Christoffel symbols.

We now show that g is Riemannian. Equations (2.2.3) and (2.2.8) imply

that

Yφ = gφφY
φ, Yi = gijY

j = giφY
φ = (giφ + fiYφ)Y φ = (giφ + figφφY

φ)Y φ.

(2.2.11)

Inserting this into (2.2.4) produces

gij = gij + (figjφ + fjgiφ)Y φ + (u2 + gφφ(Y φ)2)fifj. (2.2.12)

Take a g-orthonormal frame (d1, d2, d3 = |η|−1η) at a point, and express g as

a matrix with respect to this frame

g =


1 + (u2 + gφφ(Y φ)2)f 2

1 (u2 + gφφ(Y φ)2)f1f2
√
gφφY

φf1

1 + (u2 + gφφ(Y φ)2)f 2
2
√
gφφY

φf2

1

 . (2.2.13)

The determinant of the lower 2× 2 minor is 1 + u2f 2
2 > 0, and the full deter-

minant is given by

det g = (1 + u2|∇f |2g) det g > 0. (2.2.14)

10



It follows that g is positive definite.

In order to establish (2.2.9), observe that

2ukij = ∇iYj +∇jYi = ∂iYj + ∂jYi − 2Γ
a

ijYa, (2.2.15)

and

∂iYj = ∂i(gφjY
φ) = (∂igφj)Y

φ + gφj∂iY
φ, (2.2.16)

2Γ
a

ijYa = gal(∂igjl + ∂jgil − ∂lgij)Ya

= (∂igjφ + ∂jgiφ)Y φ.

(2.2.17)

Therefore

2ukij = gφi∂jY
φ + gφj∂iY

φ. (2.2.18)

Clearly k(e3, e3) = 0, and if we express ei, i = 1, 2 in coordinates (2.3.4), then

for i, j = 1, 2

2uk(ei, ej) = e2U−2α(kij − Aikjφ − Ajkiφ + AiAjkφφ)

= e2U−2α(gφi∂jY
φ + gφj∂iY

φ − Aigφφ∂jY φ − Ajgφφ∂iY φ)

= 0,

(2.2.19)

since gφi = Aigφφ from (2.3.1). Also

2uk(ei, e3) =
gφφ
|η|

ei(Y
φ) = |η|ei(Y φ). (2.2.20)

This lemma shows that the deformed data set is maximal, satisfying one

requirement of (2.2.1). Furthermore, it shows that ϕ is determined by the

functions u and Y φ. Thus, the three functions (u, Y φ, f) completely determine

11



the new data, and will be chosen to satisfy the remaining statements in (2.2.1),

so as to yield a reduction argument for the angular momentum-mass inequality.

The next task is to show how to choose the three functions (u, Y φ, f). In

order to apply the techniques from the maximal case, the existence of a twist

potential for (M, g, k) is needed. Therefore we require

divgk(η) = 0. (2.2.21)

This turns out to be a linear elliptic equation for Y φ (if u is independent of Y φ),

as is shown in the following subsection. The function Y φ is uniquely deter-

mined among bounded solutions of (2.2.21), if the r−3-fall-off rate is prescribed

at M0
end. In particular, we will choose the following boundary condition

Y φ = −2J
r3

+ o2

(
1

r
7
2

)
as r →∞. (2.2.22)

Lemma 2.2.2. If g is asymptotically flat and u → 1 as r → ∞, then the

boundary condition (2.2.22) guarantees that J = J .

Proof. Observe that since gφφ ∼ r2 sin2 θ as r → ∞, where ρ = r sin θ and

z = r cos θ, we have

J = lim
r→∞

1

8π

∫
Sr

k(∂φ, ∂r)

= lim
r→∞

1

16π

∫ π

0

∫ 2π

0

gφφ∂rY
φr2 sin θdφdθ

=
3J
4

∫ π

0

sin3 θdθ

= J .

(2.2.23)

Let us now show how to choose f . As with previous deformations arising

from the positive mass theorem and Penrose inequality, f is chosen to impart
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positivity properties to the scalar curvature. With this in mind, it is instruc-

tive to calculate the scalar curvature for an arbitrary f . The following result

requires a long and detailed computation, and is therefore relegated to the

Chapter 5.

Theorem 2.2.3. Suppose that (1.0.5), (2.1.5), (2.2.3), (2.2.8), and (2.2.21)

are satisfied, then the scalar curvature of g is given by

R− |k|2g =16π(µ− J(v)) + |k − π|2g + 2u−1divg(uQ)

+ (Trgπ)2 − (Trgk)2 + 2v(Trgπ − Trgk),

(2.2.24)

where

πij =
u∇ijf + uifj + ujfi + 1

2u
(giφY

φ
,j + gjφY

φ
,i )√

1 + u2|∇f |2g
(2.2.25)

is the second fundamental form of the graph M in the Lorentzian setting,

vi =
uf i√

1 + u2|∇f |2g
, wi =

uf i + u−1Y
i√

1 + u2|∇f |2g
, (2.2.26)

and

Qi = Y
j∇ijf−ugjlflkij+wj(k−π)ij+ufiw

lwj(k−π)lj

√
1 + u2|∇f |2g. (2.2.27)

Furthermore, if Y ≡ 0 then the same conclusion holds without any of the listed

hypotheses.

This theorem, together with the dominant energy condition (1.0.3), make

it clear that in order to obtain the inequality R ≥ |k|2g at least weakly, f should

be chosen to solve the equation

Trg(π − k) = 0. (2.2.28)

13



It follows that

R− |k|2g = 16π(µ− J(v)) + |k − π|2g + 2u−1divg(uQ), (2.2.29)

which yields the inequality in (2.2.1) after multiplying by u and applying the

divergence theorem; it is assumed that appropriate asymptotic conditions are

imposed (see below) in order to ensure that the boundary integrals vanish in

each of the ends. Equation (2.2.28) is similar to previous Jang-type equations

that have been used in connection with deformations of initial data, in partic-

ular for the positive mass theorem [33] and the Penrose inequality [3]. These

previous equations have the form

Trg(π − k) = 0, (2.2.30)

where it is assumed that u = Y = 0 [33], and Y = 0 [3]. Note that (2.2.30)

does not reduce to (2.2.28) even in the setting of [33] or [3]. This suggests that

there is a significant difference between these two equations. In fact, solutions

of (2.2.28) do not blow-up, while solutions of (2.2.30) typically blow-up at

apparent horizons or can be prescribed to blow-up at these surfaces. This

separate behavior arises from the fact that the trace in (2.2.28) is taken with

respect to g, whereas the trace in (2.2.30) is taken with respect to g. As

a result, the analysis of (2.2.28) is much more simple than that of (2.2.30).

Lastly, in order to ensure thatm = m, we will impose the following asymptotics

|f |+ r|∇f |g + r2|∇2f |g ≤ cr−ε in M0
end, (2.2.31)

for some 0 < ε < 1. A bounded solution may be obtained by prescribing the

following asymptotics at the remaining ends

r−1
n |∇f |g + r−2

n |∇2f |g ≤ c in asymptotically flat Mn
end, (2.2.32)

14



|∇f |g + |∇2f |g ≤ cr
1
5
n in asymptotically cylindrical Mn

end. (2.2.33)

At this point we have shown how to choose f and Y , in order to produce a

deformation of the initial data which satisfies (2.2.1). It remains to choose u,

in such a way as to facilitate a proof of the angular momentum-mass inequality.

This shall be accomplished in the next section.

2.3 The Reduction Argument

In this section, we will follow the maximal case proof of the angular momentum-

mass inequality, within the setting of the deformed initial data (M, g, k). The

primary difficulty arises from a lack of the pointwise scalar curvature inequality

as appearing in (2.2.1). However a choice of u will overcome this difficulty.

Assuming that the functions (u, Y φ, f) are chosen to possess the appropri-

ate asymptotics, the geometry of the ends will be preserved in the deformation.

Since the deformed data are also simply connected and axially symmetric, the

results of [8] apply to yield a global Brill coordinate system (ρ, φ, z) such that

g = e−2U+2α(dρ2 + dz2) + ρ2e−2U(dφ+ Aρdρ+ Azdz)2. (2.3.1)

Next, recall that (2.2.21) implies the existence of a twist potential ω. An

important property of the Brill coordinates is that they yield a simple formula

for the mass [4], [16]

m−M(U, ω) =
1

32π

∫
R3

(
2e−2U+2αR + ρ2e−2α(Aρ,z − Az,ρ)2 − g−2

φφ |∂ω|
2
)
dx,

(2.3.2)

where |∂ω| and dx denote the Euclidean norm and volume element, and

M(U, ω) =
1

32π

∫
R3

(
4|∂U |2 + g−2

φφ |∂ω|
2
)
dx. (2.3.3)
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Let

eρ = eU−α(∂ρ − Aρ∂φ), ez = eU−α(∂z − Az∂φ), eφ =
1√
gφφ

∂φ, (2.3.4)

be an orthonormal frame. Then according to (1.0.9) and gφφ = gφφ,

k(eρ, eφ) =
1

2|η|2g
ez(ω) =

eU−α

2gφφ
∂zω, k(ez, eφ) = − 1

2|η|2g
eρ(ω) =

eU−α

2gφφ
∂ρω.

(2.3.5)

In light of Lemma 2.2.1 it follows that

|k|2g = 2(k(eρ, eφ)2 + k(ez, eφ)2) =
e2U−2α

2g2
φφ

|∂ω|2, (2.3.6)

and hence with the help of Theorem 2.2.3 and the dominant energy condition

m−M(U, ω) ≥ 1

32π

∫
R3

2e−2U+2α(R− |k|2g)dx

≥ 1

8π

∫
R3

e−2U+2α

u
divg(uQ)dx

≥ 1

8π

∫
R3

eU

u
divg(uQ)dxg,

(2.3.7)

where the volume element for g is given by dxg = e−3U+2αdx.

Inequality (2.3.7) suggests that we choose

u = eU =
ρ√
gφφ

=
ρ
√
gφφ

. (2.3.8)

If g preserves the asymptotic geometry of g, then based on (2.1.2), (2.1.3),

(2.1.4)

u = 1 + ol−3(r−
1
2 ) as r →∞ in M0

end, (2.3.9)

u = r2
n + ol−4(r

5
2
n ) as rn → 0 in asymptotically flat Mn

end, (2.3.10)

u = rn + ol−4(r
3
2
n ) as rn → 0 in asymptotically cylindrical Mn

end,

(2.3.11)
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where rn is the Euclidean distance to the point in defining the end. Therefore,

with the help of the asymptotics for f (2.2.31), (2.2.32) and Y φ (2.2.22), the

asymptotic boundary integrals arising from the right-hand side of (2.3.7) all

vanish. We will therefore close this section by showing the following lemma.

Note that it is crucial to choose J = J in the proof.

Lemma 2.3.1. When u = eU , the following holds.∫
M

1

u
divg(uQ(·))eUdvg = 0, (2.3.12)

Proof. Recall that Q(·) is the one form on (M, g) as following.

Q(·) = (Hessf)(Y , ·)−k(u∇f, ·) + (k−π)(w, ·) + (k−π)(w,w)
u · df√

1− u2|∇f |2g
(2.3.13)

We will use divergence theorem to prove (2.3.12). The limit of the boundary

integration at spatial infinity will be clearly 0 by (2.1.2), (2.2.31), and Y φ → C
r3 .

Therefore we will concentrate on analyzing the boundary behavior of Q(·) near

the origin.

As we have studied in the previous sections, the asymptotic conditions for

f, Y φ, u vary upto the geometry of (M, g), i.e. (2.1.2), (2.2.31), (2.2.32), and

(2.2.33). For spatial infinity, regardless the geometry of (M, g), (2.2.31) holds.

Firstly for the asymptotic behavior near the origin, we will only assume the

following, provided that |k − π|g, |k(∂φ, ·)|g and |π(∂φ, ·)|g are bounded near

the origin.

u→ 0, |∇f |g → 0 Y φ → µ uniformly near the origin (2.3.14)

µ is a constant depending on the choice of J . Note that we can easily see that

u|∂f |δ → 0 by our choice of u and (2.3.14), where δ is the euclidean metric.
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We will not assume any particular fall off rate for (2.3.14) yet. Regardless,

(2.3.14) implies that the fall off rate for u|∇f |g = u|∇f |g√
1+u2|∇f |2g

same as the fall

off rate for u|∇f |g near the origin.

Let us start to analyze asymptotic behavior of Q(·). We will later show

that (2.3.12) holds in each case, whenever (M, g) has two asymptotically flat

ends or an asymptotically flat end and an asymptotically cylindrical end.

According to (2.3.14), w and π(Y , ·) behave as following near the origin.

For π(Y , ·), we will apply the computations in Chapter 5. Second fundamental

form π with respect to g metric is computed in (5.2.6). By substituting π(w, Y )

in (5.3.16) to (5.2.6), we can easily verify the first line of (2.3.16).

w =
u∇gf + Y

u√
1 + u2|∇f |2g

→ Y

u
+O(|u∇f |g) (2.3.15)

and

π(Y , ·) =
u√

1− u2|∇f |2g

(
(Hessgf)(Y , ·) +

k(Y , ·)
u

− π(w, Y )df

)

→ u(Hessf)(Y , ·) + k(Y , ·)− π(Y , Y )df +O(|u∇f |g)

(2.3.16)

We will apply (2.3.14), (2.3.15) and (2.3.16) to (2.3.13). Therefore the follow-

ing holds near the origin.

Q(·)→ Hessgf(Y , ·)− k(u∇f, ·) + (k − π)

(
Y

u
, ·
)

+ (k − π)

(
Y

u
,
Y

u

)
udf +O(|∇f |g)

→ k

(
Y

u
, ·
)

+ k

(
Y

u
,
Y

u

)
udf − k(u∇f, ·)− k

(
Y

u
, ·
)

+O(|∇f |g)

(2.3.17)

Let us assume that S = {r = ε} is a coordinate sphere around the origin in

(M, g). In Brill’s coordinate system, the normal vector nS for S is as following.

nS = er = eU−α(∂r − Ar∂φ) (2.3.18)
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Note that for the normal vector nS for any axially symmetric closed surface

S near the origin, k(∇f, nS) = 0. We will analyze the boundary behavior of

Q(nS) as ε→ 0 as follows.

Q(nS)→ k

(
Y

u
, nS

)
+k

(
Y

u
,
Y

u

)
u(nS(f))−k

(
Y

u
, nS

)
+O(|∇f |g) (2.3.19)

In sum, the following holds regardless the geometry of (M, g). Note that

dAg = r2e−2U+αdθdφ is the volume form of S = {r = ε} in Brill’s coordinate

system.

lim
ε→0

∫
S={r=ε}

uQ(nS) dAg

= lim
ε→0

∫
S={r=ε}

(
k(Y , nS) + k(Y , nS)nS(f)− k(Y , nS)

)
+O(u|∇f |g) dAg

= lim
ε→0

∫
S={r=ε}

(k(Y , nS) + k(Y , Y )nS(f) +O(u|∇f |g)) dAg − 8πµJ

(2.3.20)

The last line is from applying the divergence theorem for divg(k(∂φ, ·)) = 0.

Note that J is the angular momentum of (M, g, k), and the constant µ is the

limit of Y φ at the origin, i.e. Y φ → µ, depending on J .

Before we compute (2.3.20) further, we will analyze k(Y , nS)+k(Y , Y )nS(f)

with respect to g metric and show the following lemma.

Lemma 2.3.2. Consider the 2-dimensional hyper surface Sg = {r = constant, t =

f} in (R×M, g̃ = −φdt2 − 2Yidx
i · dt+ g). Then the following holds.

lim
ε→0

∫
S={r=ε}

(k(Y , nS)+k(Y , Y )nS(f))dAg = lim
ε→0

∫
Sg

(
Y φk(∂φ, nS) +O(u|∇f |g)

)
dAg

(2.3.21)

where nS is the outward unit normal vector of Sg embedded in (Σ, g, π) and

dAg is the volume form of the Sg.
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Proof. We will compute the outward unit normal vector nS and the volume

form of the Sg = {r = constant, t = f}, which is a 2 - dimensional axially

symmetric closed surface embedded in (Σ = {t = f}, g). Recall that {nS =

er, eθ, eφ} forms the orthonormal basis on (M, g). {eθ, eφ} forms orthonormal

basis on S = {r = constant} in (M, g) with the outward normal vector nS =

er. Also we assume that {Xr, Xθ, Xφ} forms the basis for the tangent space of

(Σ, g).

Xi = ei + ei(f)∂t i = r, θ, φ (2.3.22)

Note that {Xθ, Xφ} forms the basis for the tangent space of Sg. We will firstly

compute vS, which is the outward normal vector to the Sg in (Σ, g) of the

following form, for some Bθ, Bφ.

vS = Xr +BθXθ +BφXφ (2.3.23)

Let us compute Bθ, Bφ as follows.

0 = g̃〈vS, Xφ〉

= g̃〈Xr +BθXθ +BφXφ, eφ〉

= g̃〈er(f)∂t, eφ〉+Bθg̃〈eθ(f)∂t, eφ〉+Bφ

= −er(f)Y (eφ)−Bθeθ(f)Y (eφ) +Bφ

(2.3.24)
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0 = g̃〈vS, Xθ〉

= g̃〈Xr +BθXθ +BφXφ, eθ + eθ(f)∂t〉

= g̃〈er + er(f)∂t, eθ + eθ(f)∂t〉+Bθg̃〈eθ + eθ(f)∂t, eθ + eθ(f)∂t〉+Bφeθ(f)g̃〈eφ, ∂t〉

= −eθ(f)Y (er)− er(f)Y (eθ)− φer(f)eθ(f) +Bθ(1− 2eθ(f)Y (eθ)− φeθ(f)2)

−Bφeθ(f)Y (eφ)

= −φer(f)eθ(f) +Bθ(1− φeθ(f)2)−Bφeθ(f)Y (eφ)

(2.3.25)

We used the identity Y (er) = Y (eθ) = 0 in the last line of (2.3.25). We can

easily solve (2.3.24) and (2.3.25) for Bθ, Bφ. Therefore vS is as following.

vS = Xr +
u2er(f)eθ(f)

1− u2eθ(f)2
Xθ +

er(f)Y (eφ)

1− u2eθ(f)2
Xφ (2.3.26)

Therefore the outward unit normal vector nS to the Sg is easily derived as

following.

nS =

√
1− u2eθ(f)2

1− u2|∇f |2g

(
Xr +

u2er(f)eθ(f)

1− u2eθ(f)2
Xθ +

er(f)Y (eφ)

1− u2eθ(f)2
Xφ

)
(2.3.27)

Since k and π are trivially extended, i.e. k(∂t, ·) = π(∂t, ·) = 0, we will only

consider the spatial component of nS from now on. We will also define this

spatial component as nS. Recall that er = nS, the outward unit normal vector

to S = {r = constant} on (M, g). Then nS is as following.

nS =

√
1− u2eθ(f)2

1− u2|∇f |2g
(nS +

u2er(f)eθ(f)

1− u2eθ(f)2
eθ +

er(f)Y (eφ)

1− u2eθ(f)2
eφ) (2.3.28)

Also the volume form dAg of Sg is as following by the direct computation. dAg

is a volume form of S = {r = constant} in (M, g).

dAg =
√

1− u2eθ(f)2dAg (2.3.29)
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Next, we will analyze the behavior of nS near the origin. By (2.3.28), the

following holds.

nS =

√
1− u2eθ(f)2

1− u2|∇f |2g

(
nS +

u2er(f)eθ(f)

1− u2eθ(f)2
eθ +

er(f)Y (eφ)

1− u2eθ(f)2
eφ

)
→ nS + nS(f)Y (eφ)eφ +O(u2|∇f |2g)eθ

(2.3.30)

Also the volume form of Sg becomes as following near the origin, i.e. (2.3.29).

dAg → dAg (2.3.31)

Therefore

lim
ε→0

∫
S={r=ε}

uQ(nS) dAg

= lim
ε→0

∫
S={r=ε}

(
k(Y , nS) + k(Y , Y )nS(f) +O(u|∇f |g)

)
dAg − 8πµJ

= lim
ε→0

∫
Sg

(k(Y , nS) +O(u|∇f |g)) dAg − 8πµJ

(2.3.32)

We will now finish computing (2.3.20) as well as (2.3.12). Let us first

assume that (M, g) has two asymptotically flat ends. In this case, u = eU =

O(r2) and |∇f |g = O(r1) near the origin by (2.1.2) and (2.2.31). Also note

that dAg = O(r−2). Therefore the following holds.

lim
ε→0

∫
S={r=ε}

uQ(nS) dAg

= lim
ε→0

∫
Sg

(k(Y , nS) +O(u|∇f |g)) dAg − 8πµJ

= 8πµ · (J − J )

(2.3.33)

In the last two lines in (2.3.33) we used (2.3.30), (2.3.31), fall-off conditions

for k, f, dAg and divgk(∂φ) = 0. Also recall that Y φ → µ uniformly near the
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origin, as discussed in previous sections, where µ is a constant depending on

the choice of J . Therefore, by choosing J = J ,∫
M

1

u
divg(uQ(·)) eUdvg = 0 (2.3.34)

Let us consider the case when (M, g) has an asymptotically flat end and

an asymptotically cylindrical end. Recall that u = eU = O(r), |∇f |g = O(rδ)

for some δ > 0 and dAg = O(1). The result directly follows from applying

similar arguments as in (2.3.30), (2.3.31), and (2.3.33).

2.4 The Proof of the Main Theorem and Case

of Equality

In this section, we will prove the angular momentum-mass inequality whenever

the system of the elliptic equation admits a solution.

Theorem 2.4.1. Let (M, g, k) be a smooth, simply connected, axially sym-

metric initial data set satisfying the dominant energy condition (1.0.3) and

condition (1.0.8), and with two ends, one designated asymptotically flat and

the other either asymptotically flat or asymptotically cylindrical. If the sys-

tem of equations (2.2.21), (2.2.28), (2.3.8) admits a smooth solution (u, Y φ, f)

satisfying the asymptotics (2.2.22), (2.2.31), (2.2.32), (2.3.9)-(2.3.11), then

m ≥
√
|J | (2.4.1)

and equality holds if and only if (M, g, k) arises from an embedding into the

extreme Kerr spacetime.
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Proof. The existence of a solution (u, Y φ, f) ensures that we may apply the

maximal case proof to the deformed initial data (M, g, k) as above, arriving

at the inequality (2.3.12). The results of [12], [16], [32] then imply that

M(U, ω) ≥
√
|J |. (2.4.2)

Moreover, according to (2.2.1) m = m and J = J , and hence (2.3.12) yields

the desired inequality (2.4.1).

Consider now the case of equality in (2.4.1). In the process of deriving

(2.3.12), several positive terms were left out from the right-hand side. These

terms arise from (2.2.24) and (2.3.2). In the current situation, they must all

vanish

|µ− J(v)| = |k − π|g = |Aρ,z − Az,ρ| = 0. (2.4.3)

Furthermore, in light of the dominant energy condition, the fact that |v|g < 1,

and the identity

µ− J(v) = (µ− |J |g) + (1− |v|g)|J |g + (|J |g|v|g − J(v)), (2.4.4)

it follows that

µ = |J |g = 0. (2.4.5)

We claim that (M, g, k) is now a vacuum initial data set. By Lemma 2.2.1

Trgk = 0, so that the momentum density is given by

8πJ = divgk. (2.4.6)
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Let {ei}3
i=1 denote the orthonormal basis (2.3.4) with e3 = eφ =

∂φ
|∂φ|

, then

(divgk)(ei) =
3∑
i=1

(∇ejk)(ei, ej)

=
3∑
j=1

[
ej(k(ei, ej))−

3∑
a=1

〈∇ejei, ea〉k(ea, ej)−
3∑

a=1

〈∇ejej, ea〉k(ei, ea)

]
.

(2.4.7)

Assume now that i 6= 3, then by Lemma 2.2.1

3∑
j=1

ej(k(ei, ej)) = 0 (2.4.8)

and

(divgk)(ei) = −
2∑
j=1

〈∇ejei, e3〉k(e3, ej)−
2∑

a=1

〈∇e3ei, ea〉k(ea, e3)−
3∑
j=1

〈∇ejej, e3〉k(ei, e3).

(2.4.9)

The last sum is zero since ∂φ is a Killing field. Moreover

〈∇e3ei, ea〉 = −〈ei,∇e3ea〉 = − 1

|∂φ|
〈ei,∇ea∂φ〉 = 〈∇eaei, e3〉, (2.4.10)

since

[∂φ, ea] = L∂φea = 0. (2.4.11)

Thus, we need only show that the first sum in (2.4.9) vanishes. To accomplish

this, observe that

〈∇ejei, e3〉 = −〈∇eiej, e3〉 (2.4.12)

as ∂φ is Killing. Furthermore a direct computation shows that

〈[eρ, ez], e3〉 = e2U−2α(Aρ,z − Az,ρ)|∂φ| = 0, (2.4.13)

where (2.4.3) was used. Therefore

〈∇ejei, e3〉 = 〈∇eiej, e3〉, (2.4.14)
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and it follows that the first sum in (2.4.9) vanishes. Hence J = 0.

Consider now the energy density

16πµ = R + (Trgk)2 − |k|2g = R− |k|2g. (2.4.15)

A lengthy computation in Chapter 5 shows that

R−|k|2g = −2(divgk)(u∇f)+16π(µ−J(v))+|k|2g−|π|2g+2(divgk)(v)−2(divgπ)(v),

(2.4.16)

when equation (2.2.28) is satisfied. However, J = 0 and (2.4.3) imply that the

right-hand side vanishes. Thus µ = 0, and (M, g, k) is a vacuum initial data

set.

Next, since m = J we may now apply the results of [16] and [32] to

conclude that (M, g, k) is isometric to the t = 0 slice (R3 − {0}, gEK , kEK)

of the extreme Kerr spacetime EK4. Consider the map M → EK4 given by

x 7→ (x, f(x)). The induced metric on the graph is given by

(gEK)ij − fi(YEK)j − fj(YEK)i − (u2
EK − |YEK |2gEK )fifj, (2.4.17)

where

(kEK)ij =
1

2uEK

(
∇EK
i (YEK)j +∇EK

j (YEK)i
)
, (2.4.18)

and (uEK ,−YEK) are the lapse and shift. If ∂φ denotes the spacelike Killing

field in this spacetime, then gijEK(YEK)j∂i = Y φ
EK∂φ and Y φ

EK satisfies equation

(2.2.21) with g replaced by gEK , as well as boundary condition (2.2.22). Since

there is a unique solution to (2.2.21), (2.2.22), and g ∼= gEK , we have that

Y = YEK . Moreover it is a direct calculation to find that uEK = eUEK =

eU = u, where UEK arises from the Brill coordinate expression for gEK . It now
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follows from (2.2.4) and (2.2.5) that g agrees with the induced metric (2.4.17).

Furthermore, from (2.4.3) π = k, showing that the second fundamental form

of the embedding (M, g) ↪→ EK4 is given by k. Therefore the initial data

(M, g, k) arise from the extreme Kerr spacetime.

Lastly, if (M, g, k) arises from extreme Kerr, then by the properties of this

spacetime equality in (2.4.1) holds.

Theorem 2.4.1 reduces the proof of the angular momentum-mass inequality,

in the general non-maximal case, to the existence of a solution (u, Y φ, f) to the

system of equations (2.2.21), (2.2.28), and (2.3.8). Notice that this is in fact

a coupled system, as the definition of u depends on g. The first task, which

is addressed in the next section, is to analyze the given asymptotic boundary

value problems associated with each equation (2.2.21) and (2.2.28). Before

doing so, however, we record the reduction statement for multiple black holes.

Let

F(J1, . . . ,JN) (2.4.19)

denote the numerical value of the action functional (2.3.3) evaluated at the

harmonic map, from R3 − {ρ = 0} to the two-dimensional hyperbolic space,

constructed in Proposition 2.1 of [12]. Whether the square of this value agrees

with

J =
N∑
n=1

Jn (2.4.20)

is an important open problem. The proof of the following theorem is analogous

to that of Theorem 2.4.1.

Theorem 2.4.2. Let (M, g, k) be a smooth, simply connected, axially sym-

metric initial data set satisfying the dominant energy condition (1.0.3) and
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condition (1.0.8), and with N + 1 ends, one designated asymptotically flat and

the others either asymptotically flat or asymptotically cylindrical. If the sys-

tem of equations (2.2.21), (2.2.28), (2.3.8) admits a smooth solution (u, Y φ, f)

satisfying the asymptotics (2.2.22), (2.2.31), (2.2.32), (2.3.9)-(2.3.11), then

m ≥ F(J1, . . . ,JN). (2.4.21)

2.5 Remarks on the Solvability of the Coupled

System

In this section, we will provide some remarks on the solvability of the coupled

quasi-local elliptic equations for f, Y φ, u. In [5] it is shown that the each

equation admits a solution with the proper asymptotic conditions, provided

that the system is not coupled. We will briefly describe the main theorem as

well as the asymptotic fall off conditions. Let (M, g, k) be a simply connected,

axisymmetric initial data set with two ends denoted M±
end, such that M+

end is

asymptotically flat and M−
end is either asymptotically flat or asymptotically

cylindrical. Then there is a global Brill coordinate system (ρ, φ, z) in which

the metric takes the form (2.1.1). Here we make a change of coordinates to

(r, φ, θ), where ρ = r sin θ and z = r cos θ. The metric may then be expressed

by

g = e−2U+2α(dr2 + r2dθ2) + e−2Ur2 sin2 θ(dφ+ Ardr + Aθdθ)
2. (2.5.1)

In addition to (2.1.2)-(2.1.4), it is assumed that the initial data and u satisfy

the following asymptotics

u = 1 + o2(r−
1
2 ), T rgk = O2(r−2−ε), in M+

end, (2.5.2)
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for some ε ∈ (0, 1), and

u = r2 + o2(r
5
2 ), T rgk = O2(r4), in asymptotically flat M−

end, (2.5.3)

u = r + o2(r
3
2 ), T rgk = O2(r

3
2 ), in asymptotically cylindrical M−

end.

(2.5.4)

Note that the asymptotics for u are consistent with the choice (2.3.8) and the

asymptotics (2.1.2)-(2.1.4), while the asymptotics for Trgk are weaker in M+
end,

and stronger in asymptotically flat M−
end, as compared with (1.0.4).

First, we will describe the quasi-local elliptic equation for f , provided that

a smooth function u is given. In local coordinates, with the help of (2.2.25),

equation (2.2.28) is given by

gij

(
u∇ijf + uifj + ujfi√

1 + u2|∇f |2
− kij

)
= 0. (2.5.5)

Observe that this equation may also be expressed in divergence form

divg(u
2∇f) = u(Trgk)

√
1 + u2|∇f |2g. (2.5.6)

The desired asymptotics are

|f |+ r|∇f |g + r2|∇2f |g ≤ cr−ε in M+
end, (2.5.7)

r−1|∇f |g + r−2|∇2f |g ≤ c in asymptotically flat M−
end, (2.5.8)

|∇f |g + |∇2f |g ≤ cr
1
2 in asymptotically cylindrical M−

end, (2.5.9)

where c is a constant.

In [5], we prove the following theorem.

Theorem 2.5.1. Given initial data (M, g, k) and a smooth positive function

u satisfying (2.1.2)-(2.1.4) and (2.5.2)-(2.5.4), there exists a smooth uniformly

bounded solution f of (2.5.5) satisfying the asymptotics (2.5.7)-(2.5.9).
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For the proof of Theorem 2.5.1, we mainly utilize the continuity method as

in [33]. We also provide the (uniform) radial sub and super solution to show

that f satisfies the proposed asymptotic conditions.

Let us now consider the equation for Y φ, provided that the smooth fuctions

u and f are given, although f is not required to satisfy an equation here. In

particular, u and f satisfy the asymptotics (2.5.2)-(2.5.4) and (2.5.7)-(2.5.9).

As described in the previous section, Y φ should satisfy the following differential

equation.

divg k(η) = 0 on M, (2.5.10)

with solutions satisfying the following asymptotics

Y φ = −2J
r3

+ o2

(
r−

7
2

)
in M+

end, (2.5.11)

Y φ = µ+O2(r5) in asymptotically flat M−
end, (2.5.12)

Y φ = µ+O2(r) in asymptotically cylindrical M−
end, (2.5.13)

where J and µ are constants. In order to obtain a unique solution the value

of J will be prescribed, and in this case the value of µ is determined by J and

the initial data. Note that these asymptotics are consistent with those of the

(sole component of the) shift vector field YEK in the extreme Kerr spacetime.

The equation (2.5.10) may be expressed in a more revealing way as follows

∆gY
φ +∇ log(u−1gφφ) · ∇Y φ = 0. (2.5.14)

which is equivalent to the following.

0 =

(
gij − u2f if j

1 + u2|∇f |2g

)∇ijY
φ − uπijf

l√
1 + u2|∇f |2g

∂lY
φ


+

(
gij − u2f if j

1 + u2|∇f |2

)(
∂i log gφφ −

∂i log u

1 + u2|∇f |2

)
∂jY

φ,

(2.5.15)
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where

πij =
u√

1 + u2|∇f |2

(
∇ijf + (log u)ifj + (log u)jfi +

giφY
φ
,j + gjφY

φ
,i

2u2

)
(2.5.16)

is the second fundamental form of the graph M = {t = f(x)} in the Lorentzian

setting. It is important to note that the linear character of the equation, arises

from the fact that (
gij − u2f if j

1 + u2|∇f |2

)
πij (2.5.17)

does not depend on Y φ. The equivalence of the three equations (2.5.10),

(2.5.14), and (2.5.15) will be proved in the following subsection.

In [5], we show the existence of the solution for (2.5.15) with appropriate

asymptotic condition.

Theorem 2.5.2. Given initial data (M, g, k) and smooth functions u > 0,

f satisfying (2.1.2)-(2.1.4), (2.5.2)-(2.5.4), and (2.5.7)-(2.5.9), there exists

a unique, smooth, uniformly bounded solution Y φ of (2.5.15) satisfying the

asymptotics (2.5.11)-(2.5.13).

The main idea of the proof is similar to the 1.0.7. We mainly utilize the

continuity method, along with constructing (uniform) radial sub and super so-

lution, which describe the desired asymptotic conditions for Y φ. The derivative

estimates for Y φ will be given separately upto the geometry of the manifold

M .

2.5.1 The equation for Y

In this subsection, we will compute the quasi-local elliptic equation for Y φ

with respect to the g, and g. This leads the equivalence between the three
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equations (2.5.10), (2.5.14), and (2.5.15). In [21], it is shown that there exists

a twist potential on (M, g, k) if and only if the following holds.

divgk(∂φ, ·) = 0 (2.5.18)

Due to our choice of Y , gijYi = Y φ∂φ, (2.5.18) gives a second order (quasi)

linear elliptic equation on Y φ. Note that we will adopt a global coordinate

system, Brill’s coordinate for (M, g, k). This let us treat Y φ as merely a func-

tion on M . In this section we will compute this differential equation on Y φ

with respect to both g and g. We will show that it will depend on f and the

choice of u.

First, let us compute (2.5.18) in terms of Y φ, u with respect to g. Here

{i, j, k} represents {ρ, z, φ} components while {p, q} represents {ρ, z} compo-

nents. Here, ∂i represents a derivative, not a covariant derivative with respect

to g. Recall that kiφ =
Yī;φ+Yφ̄;i

2u
=

gφφY
φ
,i

2u
.

gijkφī;j = gij
(
∂j(kφi)− Γ

l

ijklφ − Γ
l

jφkli

)
where gijΓ

l

jφkli =
1

2
k
jl

(glφ,j − gjφ,l) = 0

= gij(∂j

(
gφφY

φ
,i

2u
)− Γ

l

ijklφ

)

= −1

u
k(∂φ,∇u) +

1

2u
gij(∂j(gφφ∂iY

φ)− Γ
l

ijgφφ∂l(Y
φ))

= −1

u
k(∂φ,∇u) +

gφφ
2u

(∆Y φ + g〈∇log(gφφ),∇Y φ〉)

=
gφφ
2u

(
∆Y φ + g〈∇log(

gφφ
u

),∇Y φ〉
)

(2.5.19)
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Second, we will derive (2.5.19) in Brill’s coordinate system,

g = e−2U+2α(dρ2 + dz2) + ρ2e−2U(dφ+ Aρdρ+ Azdz)2 (2.5.20)

The following features will be useful for the further computation.

gpq = e2U−2αδpq gpφ = −Ape2U−2α

gφφ = ρ−2e2U + e2U−2α(A2
ρ + A2

z)

ep = eU−α(∂p − Ap∂φ), eφ = ρ−1eU∂φ

(2.5.21)

g〈∇eρeρ, ez〉

= eU−α(Γ
z

ρρ − 2AρΓ
z

ρφ + A2
ρΓ

z

φφ)

= eU−α
(
gzz

2
(2gρz,ρ − gρρ,z) + gzφgρφ,ρ

)
− eU−αAρ(gzz(gφz,ρ − gρφ,z) + gzφgφφ,ρ)−

eU−αA2
ρg
zzgφφ,z

2

= ∂z(U − α)eU−α

likewise g〈∇ezez, eρ〉 = ∂ρ(U − α)eU−α

g〈∇eφeφ, ep〉 =
e−U+α

gφφ
Γ
p

φφ = −
eU−α∂p(log(gφφ))

2

(2.5.22)

Therefore, each terms in (2.5.22) with respect to Brill’s coordinate system will

be as follows :
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∆Y φ

=
∑
p=ρ,z

(
ep(epY

φ)−∇epep(Y
φ)−∇eφeφ(Y φ)

)
=
∑
p=ρ,z

(
eU−α∂p(e

U−α∂pY
φ)− e2U−2α(∂p(U − α)∂pY

φ) +
e2U−2α(∂plog(gφφ))

2
∂pY

φ

)

=
∑
p=ρ,z

(
e2U−2α∂2

p(Y
φ) +

e2U−2α · (∂plog(gφφ))

2
∂pY

φ

)
(2.5.23)

and

g〈∇log(
gφφ
u

),∇Y φ〉

=
∑
p=ρ,z

e2U−2α(∂pY
φ)

(
gφφ,p
gφφ
− u,p

u

) (2.5.24)

In sum (2.5.19) becomes as follows.

divgk(∂φ) =
gφφ
2u

(∆Y φ + g〈∇log(
gφφ
u

),∇Y φ〉)

=
gφφe

2U−2α

2u

∑
p=ρ,z

(
∂2
pY

φ + (∂pY
φ)(

3

2

gφφ,p
gφφ
− u,p

u
)

)

=
∑
p=ρ,z

e2U−2α√
gφφ

∂p
g 3

2
φφ∂pY

φ

2u


(2.5.25)

We will summarize computation results so far as a remark below.

Remark 2.5.3. (M, ḡ, k̄) has twist potential if and only if Y φ is a solution of

following differential equations depending on f and our choice of u.

gφφ
2u

(
∆Y φ + g〈∇log(

gφφ
u

),∇Y φ〉
)

= 0

e2U−2α√
gφφ

∑
p=ρ,z

∂p
g 3

2
φφ∂pY

φ

2u

 = 0 in Brill’s coordinate

(2.5.26)
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Lastly we will compute (2.5.26) with respect to g. Recall that gij in terms

of gij, Y φ, u is as follows, i.e. (5.1.5).

Y i = gijYj = gij(Y φgiφ + f, i|Y |2) = Y φδiφ + f i|Y |2 (2.5.27)

gij = gij − u2f if j

1 + u2|∇f |2g
−
Y φ(δiφf

j + f iδjφ)

1 + u2|∇f |2g
+
|∇f |2(Y φ)2δiφδ

j
φ

1 + u2|∇f |2g
(2.5.28)

We will start to compute each terms in (2.5.26) as follows.

∆Y φ = gij(∂i∂jY
φ − ΓkijY

φ
,k ) + gij(Γkij − Γ

k

ij)Y
φ
,k

g〈∇log
(
gφφ
u

)
,∇Y φ〉 = gijlog

(
gφφ
u

)
,i

Y φ
,j

(2.5.29)

We will first compute gij(Γkij − Γ
k

ij)Y
φ
,k . The explicit formula for Γkij − Γ

k

ij

can be found in Identity 1 from the previous section.

gij(Γkij − Γ
k

ij)Y
φ
,k

= −w(Y φ)trgπ+ | ∇f |2g g〈
∇φ
2
,∇Y φ〉 − gklf j(Yl̄;j − Yj ;̄l)Y φ

,k

(2.5.30)

Now let us compute each terms in (2.5.29) with respect to g using (2.5.27)

and (2.5.28).
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gij(∂i∂jY
φ − ΓkijY

φ
,k )

=

(
gij − u2f if j

1 + u2|∇f |2g

)
(HessgY

φ(∂i, ∂j)) +
2Y φf jΓkφjY

φ
,k

1 + u2|∇f |2g
−
|∇f |2(Y φ)2ΓkφφY

φ
,k

1 + u2|∇f |2g

gij(Γkij − Γ
k

ij)Y
φ
,k

= −w(Y φ)Trgπ + |∇f |2gg〈
∇φ
2
,∇Y φ〉 − gklf j(Yl̄;j − Yj ;̄l)Y φ

,k

= −u(∇f)Y φ · (Trgπ)√
1 + u2|∇f |2g

+
|∇f |2

1 + u2|∇f |2g
g〈∇φ

2
,∇Y φ〉 −

u2|∇f |2f lφ,l · f jY φ
,j

2(1 + u2|∇f |2g)2

+
2Y φ · (Y φ)lΓmlφf,m

1 + u2|∇f |2g
+
|∇f |2Yφ|∇Y φ|2

1 + u2|∇f |2g
− Yφ(∇f(Y φ))2

1 + u2|∇f |2g
(2.5.31)

and

g〈∇log(
gφφ
u

),∇Y φ〉

= gijlog

(
gφφ
u

)
,i

Y φ
,j

=

(
gij − u2f if j

1 + u2|∇f |2g

)
log
(gφφ
u

)
,i
Y φ
,j

= g〈∇log
(gφφ
u

)
,∇Y φ〉 −

u2f llog
(gφφ
u

)
,l
· f jY φ

,j

1 + u2|∇f |2g

(2.5.32)
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where

Trgπ =

(
gij − u2f if j

1 + u2|∇f |2g
−
Y φ(δiφf

j + f iδjφ)

1 + u2|∇f |2g
+
|∇f |2(Y φ)2δiφδ

j
φ

1 + u2|∇f |2g

)
πij

where π =
u√

1 + u2|∇f |2g

(
f;ij +

1

2u2
(giφY

φ
,j + gjφY

φ
,i ) +

u,jf,i
u

+
u,if,j
u

)

= (gij − u2f if j

1 + u2|∇f |2g
)πij

− Y φgφφ
u2(1 + u2|∇f |2g)

 u∇f(Y φ)√
1 + u2|∇f |2g

− (Y φ)2|∇f |2

1 + u2|∇f |2g

 uΓlφφf,l√
1 + u2|∇f |2g


(2.5.33)

Also use the following for simplifying Y equation :(
∇φ
2

)l
− (Y φ)2Γlφφ + (Yφ∇Y φ)l = (u∇u)l (2.5.34)

In conclusion, if we compute the Y φ equation in (2.5.29) with respect to g

using (2.5.31), (2.5.32), (2.5.33), and (2.5.34) it will be as follows :

∆Y φ + g〈∇log
(
gφφ
u

)
,∇Y φ〉

=

(
gij − u2f if j

1 + u2|∇f |2g

)
(HessY φ(∂i, ∂j))

− u∇f(Y φ)√
1 + u2|∇f |2g

((
gij − u2f if j

1 + u2|∇f |2g

)
πij

)

+

(
gij − u2f if j

1 + u2|∇f |2g

)(
log(gφφ),iY

φ
,j −

u,iY
φ
,j

u(1 + u2|∇f |2g)

)
(2.5.35)

Remark 2.5.4. In (2.5.35), (gij − u2f ifj

1+u2|∇f |2g
)πij does not explicitly depend on

Y φ. It depends on f, u and g.
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Chapter 3

Angular

Momentum-Mass-Charge

inequality

3.1 Deformation of Initial Data for Angular

Momentum-Mass-Charge inequality

In this chapter, we will observe that the reduction argument given previous

chapter, is applicable to another geometric inequality, the angular momentum-

mass-charge inequality for the axisymmetric black holes. Let (M, g, k, E) be

the axisymmetric initial data for the Einstein-Maxwell equations with van-

ishing magnetic field. M is a 3 dimensional Riemannian manifold which is

simply conected, and possesses only two ends denoted M±
end, such that M+

end

is asymptotically flat and M−
end is either asymptotically flat or asymptotically
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cylindrical. Also we will assume that (M, g, k, E) satisfies the charged domi-

nant energy condition if the following constraints hold.

µEM ≥ |JEM | (3.1.1)

where

16πµEM = 16πµ− 2|E|2, JEM = J, divgE = 0 (3.1.2)

Such data are said to be strongly asymptotically flat, if in addition to the

standard definition E ∼ |x|−2 at spatial infinity. The total charge is given by

q = qE =
1

4π
lim
r→∞

∫
Sr

E · ν

In order to obtain a twist potential, it is necessary to assume that JEM(η) = 0

as in the previous chapter, where η is the killing vector generating the axial

symmetry. Based on the heuristic physical arguments leading to (1.0.1), the

charge may be included in the angular momentum-mass inequality as follows.

Conjecture 3.1.1. Let (M, g, k, E) be a simply connected, axially symmetric

initial data set with two ends, one strongly asymptotically flat and the other

either strongly asymptotically flat or asymptotically cylindrical. If JEM(η) = 0,

divgE = 0 and the charged dominant energy condition is satisfied, then

m2 ≥ q2 +
√
q4 + 4J 2

2
. (3.1.3)

Moreover, equality holds if and only if (M, g, k, E) arises from the extreme

Kerr-Newman spacetime.

This result has been established in the maximal case, where Trgk = 0

by Chrusciel and Costa [15], [10], and Schoen and Zhou [32]. By utilizing a
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deformation argument similar to the previous chapter, we are able to establish

this result modulo the existence of a solution to the coupled system. The main

difference is that the electric field must also be deformed as E so that

|E|2g ≥ |E|2g, (3.1.4)

divg E = 0 (3.1.5)

q = q (3.1.6)

There is a natural way to accomplish this, by taking E to be the induced

electric field on the graph Σ. We will show the deformation process in this

section and prove the main theorem in the following section.

Consider the deformation of initial data set (M, g, k) as in the previous

chapter. For the deformation of the electric field, as mentioned above, we will

first consider the 4-momentum F = 1
2
F abdx

a ∧ dxb on (R ×M, g̃ = −φdt2 −

2Yidx
idt + g) as following, where F 0i = uEi and F ij = 0 for i, j, k = 1, 2, 3

with xi coordinate in (M, g).

F =



0 uE1 uE2 uE3

−uE1 0 0 0

−uE2 0 0 0

−uE3 0 0 0


(3.1.7)

Notice that E = F (n, ·) with the unit normal vector n = ∂t+Y
u

to the M =

{t = 0}. The formulation of E in terms of the initial data (M, g, k, E) will be

followed by the relation between F (N, ·) and the electric field E. Since (M, g)

is embedded in (R×M, g̃) as {t = f} graph, the following holds.

F (N, ·) = E(·) (3.1.8)
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where N is the outward unit normal vector to (Σ = {t = f}, g, π). We will

first derive the exact formulation of E with respect to E by utilizing (3.1.8).

Lemma 3.1.2.

Ei =
Ei + E(u2∇f + Y φη)fi√

1 + u2|∇f |2g

Proof. We will define E in the following way that E = F (N, ·), where N =

wi∂i+N t∂t = u2∇f+Y

u
√

1−u2|∇f |2g
+ ∂t

u
√

1−u2|∇f |2g
is the unit normal vector to the graph

{t = f}. As in the previous chapter, {Xi = ∂i + f,i∂t} are tangent vectors of

(Σ, g, π).

Ei = F (N,Xi) = uN tEi − uE(w)fi (3.1.9)

We will solve (3.1.9) for E. Note that the spatial component of N can be

written with respect to g and g as following.

w =
u2∇f + Y

u
√

1− u2|∇f |2g
=

u2∇f + Y φη

u
√

1 + u2|∇f |2g
(3.1.10)

From (3.1.9),

wiEi = uE(w)(N t − wifi) =
E(w)√

1 + u2|∇f |2g
(3.1.11)

We will substitute (3.1.11) to (3.1.9). Also note that N t =

√
1+u2|∇f |2g

u
. There-

fore Lemma 3.1.2 easily follows by solving (3.1.9) for Ei.

Remark 3.1.3. Lemma 3.1.2 implies that the total charge q induced by E is

same as q, assuming the asymptotic condition for f, Y φ at spatial infinity as

(2.2.22), (2.2.31).

Next, We will show that |E|g ≤ |E|g as expected. We will prove the

following lemma by direct computation of |E|g with respect to g metric.
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Lemma 3.1.4.

|E|g ≤ |E|g

Proof.

|E|2g = gijEiEj

= u2

(
gij − Y

i
Y
j

u2
+ wiwj

)
(N tEi − E(w)fi)(N

tEj − E(w)fj)

= u2(N t)2|E|2g − (N t)2E(Y )2 − 2u2N tE(∇f)E(w)

+ u2E(w)2
(
(N t)2 − 2wlflN

t + |∇f |2g + (wlfl)
2
)

(3.1.12)

where

u2N tE(∇f) = E(w)−N tE(Y ) (3.1.13)

and

u2((N t)2 − 2wlflN
t + |∇f |2g + (wlfl)

2)

= u2(N t − wlfl)2 + u2|∇f |2g = 1

(3.1.14)

By substituting (3.1.13) and (3.1.14), (3.1.12) becomes as following:

|E|2g = u2(N t)2|E|2g − (N t)2E(Y )2 + 2E(w)N tE(Y )− E(w)2

= u2(N t)2|E|2g − (E(w)−N tE(Y ))2

= u2(N t)2(|E|2g − E(u∇f)2)

≥ u2(N t)2(1− u2|∇f |2g)|E|2g = |E|2g

(3.1.15)

Lastly, we will prove the following lemma to show that divgE = 0 if and

only if divgE = 0.
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Lemma 3.1.5.

divgE =
divgE√

1 + u2|∇f |2g

Proof. We will compute the divergence of E with respect to divergence of

E in two different ways. First proof is based on conceptual understanding

whereas the second proof is based on the direct computations, utilizing the

computation in Chapter 5.

First Proof Let us define 4-current J for F as following.

J b = ∇̃F ab a, b = 0...3 (3.1.16)

where ∇̃ is the covariant derivative with respect to the 4-metric g̃ = −φdt2 −

Yidx
i · dt + g on R×M . The relation between the 4-current and E,E are as

follows.

divgE = −J(n), divgE = −J(N) (3.1.17)

Therefore

divgE = −J(n) = −J(
√

1− u2|∇f |2gN) + J(u∇f)

=
√

1− u2|∇f |2gdivgE + J(u∇f)

(3.1.18)

We will show that J(u∇f) = 0 by directly computing J i with i = 1...3. Recall

that the Christoffel symbols for (R×M, g̃) are as following.

g̃tt = − 1

u2
, g̃ti = −Y

i

u2
, g̃ij = gij − Y

i
Y
j

u2

Γ̃ttt = 0, Γ̃ktt =
1

2
φk, Γ̃tij =

kij
u

Γ̃tit =
φi + Y

l
(Yl̄;i − Yī;l)
2u2

Γ̃kit = −1

2
gkl(Yl̄;i − Yī;l) +

Y
k

2u2
(φi + Y

l
(Yl̄;i − Yī;l))

Γ̃kij = Γ
k

ij +
Y
k

u
kij

(3.1.19)
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We will compute the spatial component of J i and show that J(u∇f) = 0 with

any differentiable function f which is axially symmetric, i.e. f,φ = 0.

J i = ∇̃aF ai

= ∇̃tF ti + ∇̃lF li

= g̃tbF tĩ;b + g̃lbF lĩ;b

= g̃ttF tĩ;t + g̃tlF tĩ;l + g̃jlF lĩ;j + g̃ltF lĩ;t

(3.1.20)

Let us compute the last four terms in (3.1.20) by substituting (3.1.19) and

(3.1.7). Recall that with the choice of Yi = gφiY
φ, Trgk = k(Y , Y ) = 0.

g̃ttF tĩ;t = − 1

u2

(
∂tFti − Γ̃attF ai − Γ̃atiF ta

)
=

Γ̃ltiF tl

u2

= − 1

2u
gjl(Yj ;̄i − Yī;j)El +

Γ̃ttiE(Y )

u

(3.1.21)

g̃tlF tĩ;l = −Y
l

u2

(
∂lF ti − Γ̃altF ai − Γ̃ailF ta

)
=
Y
l
Γ̃jilF tj

u2
=
Y
l
Γ̃jilEj

u
(3.1.22)

g̃jlF lĩ;j =

(
gjl − Y

j
Y
l

u2

)(
∂jF li − Γ̃aljF ai − Γ̃aijF la

)
= −

(
gjl − Y

j
Y
l

u2

)
Γ̃tijF lt =

(
gjl − Y

j
Y
l

u2

)
kijEl

(3.1.23)

and

g̃tlF lĩ;t = −Y
l

u2

(
∂tF li − Γ̃atlF ai − Γ̃atiF la

)
=

Γ̃ttiY
l
F lt

u2
= − Γ̃ttiE(Y )

u
(3.1.24)

By substituting (3.1.21), (3.1.22), (3.1.23), (3.1.24) and (3.1.19) to (3.1.20), Ji
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is as following.

J i = − 1

2u
gjl(Yj ;̄i − Yī;j)El +

Y
l
Γ̃jilEj

u
+

(
gjl − Y

j
Y
l

u2

)
kijEl

=
1

u
gjlEl(Yī;j) +

Y
l
Γ
j

ilEj

u

=
1

u
gjlEl

(
∂j(giφY

φ)− Γ
k

ijY k

)
+
Y φgjlEl(gjφ,i − giφ,j)

2u

=
1

u
gjlEl(∂j(giφY

φ)− Y φ

2
(gφi,j + gφj,i) +

Y φ

2
(gjφ,i − giφ,j))

=
giφ
u
gjlEl(∂j(Y

φ))

(3.1.25)

From (3.1.25), J(u∇f) = f,φg
jlEl(∂j(Y

φ)) = 0. Therefore (3.1.18) is now as

following.

divgE =
√

1− u2|∇f |2gdivgE =
divgE√

1 + u2|∇f |2g
(3.1.26)

Second Proof We will now verify Lemma 3.1.5 by direct computation. Re-

call that the Christoffel symbol of (Σ, g, π) and the second fundamental form

π with respect to g are as follows.

gij = gij − Y
i
Y
j

u2
+ wiwj

Γkij − Γ
k

ij = −wkπij +
Y
k

u
kij + fiΓ̃

k
jt + fjΓ̃

k
it + fifjΓ̃

k
tt

πij =
u
(
f̄;ij +

kij
u

+ fi(Γ̃
t
jt − Γ̃kjtfk) + fj(Γ̃

t
it − Γ̃kitfk)− fifjΓ̃kttfk

)
√

1− u2|∇f |2g

(3.1.27)

We will compute divgE with respect to g and E. Recall that Ei = uN tEi −
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ufiE(w) by (3.1.9).

divgE = gijEi;j

=

(
gij − Y

i
Y
j

u2
+ wiwj

)
(uN tEi − ufiE(w))̄;j

−

(
gij − Y

i
Y
j

u2
+ wiwj

)(
Γkij − Γ̄kij

)
(uN tEk − ufkE(w))

= uN tdivgE + uN t

(
−Y

i
Y
j

u2
+ wiwj

)
E ī;j

+

(
gij − Y

i
Y
j

u2
+ wiwj

)(
∂j(uN

t)Ei − ∂j(uE(w))fi − uE(w)f̄;ij

)
−

(
gij − Y

i
Y
j

u2
+ wiwj

)
(Γkij − Γ

k

ij)(uN
tĒk − ufkĒ(w̄))

(3.1.28)

We will compute each terms in (3.1.28). The second and the third terms in

the last part of (3.1.28) are as following.

uN t

(
−Y

i
Y
j

u2
+ wiwj

)
E ī;j = uN t

(
E(∇Y Y )

u2
+ w(E(w))− E(∇ww)

)
(3.1.29)

and (
gij + wiwj

)
(∂j(uN

t)Ei − ∂j(uE(w))fi)

= E(∇(uN t)) + w(uN t)E(w)−N tw(uE(w))

(3.1.30)

Note that (3.1.29) and (3.1.30) can be simplified by utilizing uN t∇ww =
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uw(N t)w + u(N t)2∇w(u2∇f + Y ).

uN t

(
−Y

i
Y
j

u2
+ wiwj

)
E ī;j +

(
gij + wiwj

)
(∂j(uN

t)Ei − ∂j(uE(w))fi)

= uN t

(
E
(
∇Y Y

)
u2

− E
(
∇ww

))
+ E

(
∇(uN t)

)
+ uw(N t)E(w)

= E(∇(uN t)) +
N tE

(
∇Y Y

)
u

− u(N t)2E
(
∇w(u2∇f + Y )

)
= u3(N t)3E

(
u|∇f |2∇u+ u2∇∇f∇f

)
+
N tE

(
∇Y Y

)
u

− u(N t)3E
(
∇u2∇f+Y (u2∇f + Y )

)
= u3(N t)3E

(
u|∇f |2∇u−∇∇fY −∇Y∇f − |∇f |2∇Y Y − 2uf lul∇f

)
(3.1.31)

Lastly, We will compute the rest in (3.1.28). Note that we will rewrite f̄;ij in

terms of π,∇f, Y by using the formulation of π with respect to g in (3.1.27).

For computing the last term in (3.1.28), we will also use Y
l
Γ̃tlt = 0, Γ̃kjt =

Γ̃tjtY
k − 1

2
gkl(Yl̄;j − Yj ;̄l).(

gij − Y
i
Y
j

u2
+ wiwj

)
uE(w)f̄;ij

= E(w)

(
gij − Y

i
Y
j

u2
+ wiwj

)(√
1− u2|∇f |2gπij − kij − 2ufi(Γ̃

t
jt − Γ̃kjtfk) + ufifjΓ̃

k
ttfk

)

=
√

1− u2|∇f |2gE(w)Trgπ − E(w)

(
k(w,w) +

2uf j(Γ̃tjt − Γ̃kjtfk)

1− u2|∇f |2g

)

+ E(w)

(
2uN t(wlfl)Y

j
Γ̃kjtfk +

u|∇f |2Γ̃kttfk

1− u2|∇f |2g

)
(3.1.32)
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and(
gij − Y

i
Y
j

u2
+ wiwj

)(
Γkij − Γ

k

ij

)
=

(
gij − Y

i
Y
j

u2
+ wiwj

)(
−wkπij +

Y
k

u
kij + fiΓ̃

k
jt + fjΓ̃

k
it + fifjΓ̃

k
tt

)

= −(Trgπ)wk +
k(w,w)Y

k

u
+

2f jΓ̃tjtY
k − gklf j(Yl̄;j − Yj ;̄l)
1− u2|∇f |2g

− (wlfl)N
tY

j
(gkl(Yl̄;j − Yj ;̄l)) +

|∇f |2Γ̃ktt
1− u2|∇f |2g

(3.1.33)

We will simplify (3.1.32) and the last term of (3.1.28) together, using (3.1.33),

in that both terms contain E(w). Next, we will substitute Γ̃ in (3.1.19) and

kij =
Yī;j+Yj ;̄i

2u
to evaluate it further.

−

(
gij − Y

i
Y
j

u2
+ wiwj

)
uE(w)f̄;ij +

(
gij − Y

i
Y
j

u2
+ wiwj

)(
Γkij − Γ

k

ij

)
(ufkE(w))

= E(w)

(
−uN tTrgπ + k(w,w) +

2uf j(Γ̃tjt − Γ̃kjtfk)

1− u2|∇f |2g

)

+ Ew
(
−2uN t(wlfl)Y

j
Γ̃kjtfk − uN t(wlfl)Y

j
(f l(Yl̄;j − Yj ;̄l))

)
= E(w)

(
−uN tTrgπ +

Y
l
f j(Yl̄;j + Yj ;̄l)

u(1− u2|∇f |2g)
+
∇f(φ) + Y

l
f j(Yl̄;j − Yj ;̄l)

u(1− u2|∇f |2g)

)

= E(w)

(
−uN tTrgπ +

2f lul

1− u2|∇f |2g

)
(3.1.34)

Let us further simplify the second last term of (3.1.28) by (3.1.33). We will

evaluate it by substituting Γ̃ in (3.1.19) as well. Notice that gklf jYj ;̄l =

−Y j
gklf̄;jl = −(∇Y∇f)k, and gklY

j
Yj ;̄l = (∇|Y |2)k

2
. Therefore the following
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holds.

−

(
gij − Y

i
Y
j

u2
+ wiwj

)(
Γkij − Γ

k

ij

)
uN tEk

= uN t

(
(Trgπ)E(w)− E(Y )

(
k(w,w)

u
+

2f jΓ̃tjt

1− u2|∇f |2g

))

+ uN t

E (∇∇fY +∇Y∇f
)

1− u2|∇f |2g
+
|∇f |2E

(
∇Y Y −

∇|Y |2
2

)
1− u2|∇f |2g

− |∇f |2

1− u2|∇f |2g
E

(
∇̄φ
2

)
= uN t(Trgπ)E(w)− 2u2(N t)3f lulE(Y )

+ u3(N t)3E
(
∇∇fY +∇Y∇f + |∇f |2∇Y Y − u|∇f |2∇u

)
(3.1.35)

In conclusion, the sum of (3.1.31), (3.1.34) and (3.1.35) is 0. This leads the

desired result from (3.1.28) as following.

divgE = uN tdivgE =
divgE√

1− u2|∇f |2g
(3.1.36)

which is equivalent to (3.1.26).

So far we show how the deformation of initial data (M, g, k, E) satisfies all

the desired conditions, especially (3.1.4), (3.1.5), and (3.1.6). In the following

section, we will prove the angular momentum-mass-charge inequality, with the

similar reduction argument utilized in the previous chapter.

3.2 The Reduction Argument

Let (M, g, k, E) be a simply connected, axially symmetric initial data set with

two ends, one strongly asymptotically flat and the other either strongly asymp-

totically flat or asymptotically cylindrical with the dominant energy condition
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µEM ≥ |JEM | and JEM(η) = 0. In the previous section, we derive the defor-

mation of initial data (M, g, k, E) such that

Trgk = 0, divgk(η) = 0

and

|E|g ≥ |E|g, divgE = 0, q = q (3.2.1)

We will combine the reduction argument in section 2.3 and the standard ar-

gument in [15], [10]. First, recall that the following scalar curvature formula

(2.2.29) holds for (M, g, k).

R− |k|2g = 16π(µ− J(v)) + |k − π|2g + 2u−1divg(uQ), (3.2.2)

We will substitute 16πµ = 16πµEM + 2|E|2, and JEM = J to (3.2.2) so that

R−|k|2g−2|E|2g = 16π(µEM−JEM(v))+2(|E|2g−|E|2g)+|k−π|2g+2u−1divg(uQ)

(3.2.3)

Provided that there exist smooth solutions (f, Y φ, u) for (2.2.28), (2.3.8),

(2.4.2) with appropriate asymptotic conditions described in section 2.3, (M, g, k)

has a global Brill’s coordinate system,

g = e−2U+2α(dρ2 + dz2) + ρ2e−2U(dφ+ Aρdρ+ Azdz)2 (3.2.4)

Also, there exists a twist potential ω for η = ∂φ in (M, g, k) as well. In this

coordinate system, it is shown in (2.3.7) that

m− 1

32π

∫
R3

(
4|∂U |2 + g−2

φφ |∂ω|
2
)
dx ≥ 1

32π

∫
R3

2e−2U+2α(R− |k|2g)dx

(3.2.5)
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We will substitute (3.2.3) to (3.2.5). In addition, we will directly apply Lemma

2.3.1 to make the boundary integration zero in the following computation.

Then,

m− 1

32π

∫
R3

(
4|∂U |2 + g−2

φφ |∂ω|
2 + 4e−2U+2α|E|2g

)
dx

≥ 1

32π

∫
R3

2e−2U+2α(16π(µEM − JEM(v)) + 2(|E|2g − |E|2g) + |k − π|2g)dx

≥ 0

(3.2.6)

The last inequality holds due to the dominant energy condition µEM ≥ |JEM |

and (3.2.1).

From now on, we will follow the standard argument in [10] and [15]. Let

us adopt the Brill’s coordinate system for (M, g), g = e−2U+2α(dρ2 + dz2) +

ρ2e−2U(dφ + Aρdρ + Azdz)2. Recall that {ei = eU−α(∂i − Ai∂φ), eφ =
∂φ
|∂φ|
}

i = ρ, z forms the orthonormal basis of the Brill’s coordinate system. Note that

throughout the process, we will make a deformation on E so that E(eφ) = 0

whereas E(ei) remains same. In particular,

E(∂φ) = 0

This deformation preserves the total electric charge. It is straightforward to

check that the dominant energy condition still holds. More importantly, we

will show that divgE = 0 in the following computation. In general, for any
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vector E with LηE = 0, the following holds.

divgE

=
∑
i,j=ρ,z

(
ei(E(ei))− g〈∇eiei, ej〉E(ej)− g〈∇eiei, eφ〉E(eφ)− g〈∇eφeφ, ej〉E(ej)

)
=
∑
i,j=ρ,z

(
ei(E(ei))− g〈∇eiei, ej〉E(ej)− g〈∇eφeφ, ej〉E(ej)

)
(3.2.7)

The last line holds since
∑

i(g〈∇eiei, eφ〉) = − 1
|∂φ|
∑

i(g〈∇ei∂φ, ei〉) = 0. (3.2.7)

shows that divgE is independent from the value of E(eφ) whenever E(ei) is

fixed. Therefore under this deformation,

divgE = 0

Without loss of generality, we will simply assume that E(∂φ) = 0 from now

on. In this case, simple computation same as in (2.5.22) shows that in Brill’s

coordinate system,

divgE =
e2U−2α

|∂φ|
∑
i=ρ,z

(∂i(|∂φ|Ei)) . (3.2.8)

Here, Ei = E(∂i). If we compute E accordingly as in the previous section,

Lemma 3.1.2 shows that

E(η) = 0 (3.2.9)

In addition, E also satisfies (3.2.1) and therefore, (3.2.6) still holds. Note that

Lemma 3.1.5 implies that

divgE = 0. (3.2.10)

The main purpose of the new deformation is to show the following lemma.
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Lemma 3.2.1. For 4-momentum F in (3.1.7), the following holds with η = ∂φ.

d(F (η, ·)) = d(∗F (η, ·)) = 0 (3.2.11)

∗ is the Hodge star operator in (R×M, g̃).

Proof. Let us take Brill’s coordinate system for (M, g, k) with orthonormal

frame {eρ, ez, eφ} as usual. Then {n, eρ, ez, eφ} forms the orthonormal frame

for (R×M, g̃ = −φdt2−2Yidtdx
i+g), with n = ∂t+Y

u
. Let us take {θn, θρ, θz, θφ}

as dual one forms accordingly. In this frame, the following holds.

F (η, ·) = −|η|E(eφ)θn, ∗F (η, ·) = −|η|E(ez)θ
ρ + |η|E(eρ)θ

z (3.2.12)

By (3.2.9), F (η, ·) = 0. Next, let us compute the exterior derivative for ∗F (η, ·)

as follows. Note that θρ = e−U+αdρ, θz = e−bu+αdz.

d(∗F (η, ·)) = d(−|η|E(ez)θ
ρ + |η|E(eρ)θ

z)

= d(−|η|Ezdρ+ |η|Eρdz)

=
(
∂z(|η|Ez) + ∂ρ(|η|Eρ)

)
dρ ∧ dz

(3.2.13)

The analog of (3.2.8) with respect to g metric and (3.2.10) shows that ∗F (η, ·)

is indeed closed.

Since M is simply connected, Lemma 3.2.1 implies that there exist func-

tions χ, ψ such that

F (η, ·) = dχ ∗ F (η, ·) = dψ (3.2.14)

By comparing (3.2.12) and (3.2.14), we deduce the following. Note also that

χ is trivial.

|E|2g ≥
|∇χ|2g + |∇ψ|2g

|η|2g

≥ e4U−2α

ρ2

(
|∂χ|2δ + |∂ψ|2δ

) (3.2.15)
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where δ is a flat metric. Now we are ready to gain the standard mass inequality

as (2.16) in [10]. (3.2.6) and (3.2.15) deduce the following inequality.

m ≥ 1

32π

∫
R3

(
4|∂U |2 + g−2

φφ |∂ω|
2 + 4

e2U

ρ2

(
|∂χ|2δ + |∂ψ|2δ

))
dx (3.2.16)

Let us simply take 2v = ω. This is valid since χ is trivial in our case. Therefore,

the following holds.

m ≥ I(U, v, χ, ψ) (3.2.17)

Where I is the standard mass functional given by

I(U, v, χ, ψ) =
1

8π

∫
R3

(
|∂U |2 +

e4U

ρ2
|∂v + χ∂ψ − ψ∂χ|2 +

e2U

ρ2

(
|∂χ|2 + |∂ψ|2

))
dx.

(3.2.18)

In [15] and [32], it is shown that I is minimized by the Extreme Kerr New-

man data with the fixed total electric charge, total magnetic charge and the

angular momentum. Therefore I(U, v, χ, ψ) is bounded below by the energy

from Extreme Kerr-Newman data (UEKN , VEKN , χEKN , ψEKN) with zero to-

tal magnetic charge, total electric charge qEKN = q and angular momentum

JEKN = J . Therefore the following holds.

m = m ≥ I(UEKN , VEKN , χEKN , ψEKN)

=
q2
EKN +

√
q4
EKN + 4J 2

EKN

2

=
q2 +

√
q4 + 4J 2

2
=
q2 +

√
q4 + 4J

2

2

(3.2.19)

In conclusion, we state the main theorem of the chapter.

Theorem 3.2.2. Let (M, g, k, E) be a simply connected, axially symmetric

initial data set with two ends, one strongly asymptotically flat and the other

either strongly asymptotically flat or asymptotically cylindrical. If JEM(η) = 0,
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the charged dominant energy condition is satisfied, and the system of equations

(2.2.21), (2.2.28), (2.3.8) admits a smooth solution (u, Y φ, f) satisfying the

asymptotics (2.2.22), (2.2.31), (2.2.32), (2.3.9)-(2.3.11), then

m2 ≥ q2 +
√
q4 + 4J 2

2
. (3.2.20)

55



Chapter 4

A Lower Bound for Area in

Terms of Mass, Angular

Momentum and Charge

In this chapter we observe that the reduction argument given above, imme-

diately applies to another geometric inequality for axisymmetric black holes.

Let (M, g, k, E) be as in the previous chapter, with the restriction that it pos-

sesses only two ends denoted M±
end, such that M+

end is asymptotically flat and

M−
end is either asymptotically flat or asymptotically cylindrical. Based on the

heuristic arguments of Chapter 2 leading to the angular momentum-mass in-

equality (1.0.1), combined with the Hawking area theorem [24], with admitting

no charged matter, the following upper and lower bounds are derived [21]

m2−q
2

2
−

√(
m2 − q2

2

)2

− q4

4
− J2 ≤ Amin

8π
≤ m2−q

2

2
+

√(
m2 − q2

2

)2

− q4

4
− J2,

(4.0.1)
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where Amin is the minimum area required to enclose M−
end. In [21] the lower

bound is established in the maximal case. The proof relies upon the angular

momentum-mass-charge inequality and the area-angular momentum inequality

Amin ≥ 8π|J | ([14], [20], [10]). In the non-maximal case, the area-angular

momentum inequality has also been established when Amin is replaced by the

area of a stable, axisymmetric, marginally outer trapped surface ([14], [18]).

Thus, since we have shown in the previous chapters how to reduce the non-

maximal case of the angular momentum-mass inequality to the problem of

solving a coupled system of elliptic equations, an analogous lower bound for

area may also be reduced to the same problem. More precisely, Theorems

2.4.1, 3.2.2 combined with Theorem 1.1 in [14] and the proof of a Theorem 2.5

in [21], produces the following result.

Theorem 4.0.3. Let (M, g, k, E) be a simply connected, axially symmetric

initial data set with two ends, one (M1
end) asymptotically flat and the other

(M2
end) either asymptotically flat or asymptotically cylindrical. We assume

that the dominant condition is satisfied, Jiη
i = 0, and there is no charged mat-

ter. In addition, if the data possesses a stable axisymmetric marginally outer

trapped surface with area A, and the system of equations (2.2.21), (2.2.28),

(2.3.8) admits a smooth solution (u, Y φ, f) satisfying the asymptotics (2.2.22),

(2.2.31), (2.2.32), (2.3.9)-(2.3.11), then

Amin
8π
≥ m2 − q2

2
−

√(
m2 − q2

2

)2

− q4

4
− J2, (4.0.2)

where Amin is the minimum area required to enclose M2
end.

57



Chapter 5

The Scalar Curvature Formula

In this chapter, we will derive a formula for scalar curvature R of g = φdf 2 +

Y ⊗ df + df ⊗ Y + g in terms of the energy density µ, the momentum density

J , φ, Y φ, and f under the appropriate assumption on Y we discussed before.

We will follow the notation in [3] from now on. In general, barred quantities

will be associated with (M, ḡ) and unbarred quantities will be associated with

(Σ = {t = f}, g).

(Σ, g) is considered as an image of the graph t = f embedded in the

stationary spacetime (R×M, g̃ = −φdt2−Y ⊗dt−dt⊗Y + ḡ), where (M, ḡ, k̄)

is t = 0 slice of the constructed spacetime.

Let ∂0 = ∂t and ∂i be tangent vectors to (M, g). Define

∂i = Xi = ∂i + fi∂0 (5.0.1)

to be corresponding tangent vectors to (Σ, g). In this coordinate system,

gij = gij − fiYj − fjYi − φfifj

gij = gij − Y
i
Y
j

u2
+ wiwj

(5.0.2)
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where the lapse function u and w, the spatial component of the unit normal

vector to (Σ, g) are as following.

u =
√
φ+ |Y |2g

wi =
u2f

i
+ Y

i

u
√

1− u2|∇f |2g

(5.0.3)

The second fundamental form of (M, g) in spacetime is

kij =
∇jYi +∇iYj

2u
(5.0.4)

Observe the useful identity shown in section 5.1

(1 + u2|∇f |2g)(1− u2|∇f |2g) = 1 (5.0.5)

under the assumption on the Y . This is from direct comparison for the volume

form of (Σ, g) and (M, g).

In section 5.2, we will compute the second fundamental form π of (Σ, g) in

our constructed stationary spacetime as follows :

πij =
u∇ijf + 1

2u
(giφY

φ
,j + giφY

φ
,j ) + fiuj + fjui√

1 + u2|∇f |2g

=
u∇ijf + kij +

fiφj
2u

+
fjφi
2u
− ∇f(φ)

2
fifj√

1− u2|∇f |2g

+
fi
2
wl(Yl,j − Yj,l) +

fj
2
wl(Yl,i − Yi,l)

(5.0.6)

We will extend π and k trivially in the constructed spacetime so that

π(∂t, ·) = k(∂t, ·) = 0 → π(∂i, ∂j) = π(∂i, ∂j) (5.0.7)

Let us compute a formula for R. In (R ×M, g̃), the future pointing normal

vector N of the graph (M, g, π) and the future pointing normal vector n of
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t = 0 slice (M, g, k) are as following :

n =
∂t + Y

u
, N =

u∇f + n√
1− u2|∇f |2g

(5.0.8)

Note that ∂t is a killing vector on (R ×M, g̃). Therefore there is an obvious

one to one correspondence between Σ = {t = f} and M = {t = 0}. In that

sense, we will decompose n on Σ = {t = f} as a normal component and a

tangential component tanΣ(n).

n =
√

1 + u2|∇f |2gN + tanΣ(n) (5.0.9)

tanΣ(n) = gij〈n, ∂i〉∂j = −u∇f (5.0.10)

As in [3], we will compute G(N, n) in two different ways using the Gauss-

Codazzi equations. First we will compute G(N, n) on (M, g, k). By applying

(5.0.8) and (5.0.5),

G(N, n) =
√

1 + u2|∇f |2g(G(n, n) +G(u∇f, n))

=
√

1 + u2|∇f |2g(R + (Trgk)2 − |k|2g)/2

+
√

1 + u2|∇f |2gdivg(k − (Trgk)g)(u∇f)

(5.0.11)

Second, compute G(N, n) on (Σ, g, π). Recall that n =
√

1 + u2|∇f |2gN−u∇f

from (5.0.9) and (5.0.10).

G(N, n) =
√

1 + u2|∇f |2gG(N,N) +G(N, tanΣ(n))

=
√

1 + u2|∇f |2g(R + (Trgπ)2 − |π|2g)/2

+ divg(π − (Trgπ)g)(−u∇f)

(5.0.12)

Comparing (5.0.11) and (5.0.12) gives the following.

R + (Trgk)2 − |k|2g + 2divg(k − (Trgk)g)(u∇f)

= R + (Trgπ)2 − |π|2g − 2divg(π − (Trgπ)g)(v)

(5.0.13)
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where

v =
u∇f√

1 + u2|∇f |2g
, |v|g ≤ 1 (5.0.14)

Lastly, recall the definition of the energy density µ and momentum density J

for (M, g, k) as following.

8πµ = G(N,N) = (R + (Trgk)2 − |k|2g)/2

8πJ(·) = G(N, ·) = divg(k − (Trgk)g)(·)
(5.0.15)

By (5.0.15), R = 16πµ − (Trgk)2 + |k|2g. Recall that our choice of Y makes

Trgk = 0. Therefore we can rewrite (5.0.13) in terms of the energy and

momentum density as follows :

R− |k|2g + 2divgk(u∇f)

= 16π(µ− J(v))− |π|2g + |k|2g − 2divg(π)(v) + 2divg(k)(v)

+ (Trgπ)2 − (Trgk)2 + 2v(Trgπ − Trgk)

(5.0.16)

Notice that by the dominant energy condition, µ−J(v) ≥ 0. Therefore R ≥ 0

if π = k, Y = 0. In [3], Bray and Khuri computed (5.0.16) with respect to g

in the case that Y = 0 → k = 0. In addition, they showed that R is weakly

nonnegative if f is a solution of the generalized Jang equation TrΣ(k−π) = 0.

We will compute the divergence terms (5.0.16) with respect to g. Under the

appropriate assumption on k and Y φ, i.e. divgk(∂φ) = 0 and divgk(∂φ) = 0,

we can also show that R is weakly nonnegative as well if f is a solution of

a quasi-local elliptic equation Trg(k − π) = 0. The detailed computation is

provided in section 5.3. We will refer each identities in section 5.3 here and

briefly discuss how to compute Identity 7, the revised Schoen-Yau Identity.
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Identity 1

Γkij − Γ
k

ij = −wkπij +
Y
k

u
kij + fifj(

φk

2
)

+ fi

(
−1

2
gkl(Yl,j − Yj,l) +

Y
k

2u2
(φj + Y

l
(Yl,j − Yj,l))

)

+ fj

(
−1

2
gkl(Yl,i − Yi,l) +

Y
k

2u2
(φi + Y

l
(Yl,i − Yi,l))

) (5.0.17)

Identity 2

divgk(w) =
1

u
divg(uk(w, ·)) + w(k(w,w))

− g̃〈k, π〉 − 2g̃〈k(w, ·), π(w, ·)〉+ (Trg̃π)k(w,w)

(5.0.18)

Identity 3

divgk(∂φ)

= divg(k(∂φ, ·)) +
1

u
divg(uk(∂φ, w)w)

− g〈k(∂φ, ·), π(v, ·)〉+ g〈k(∂φ, ·), k(u∇f, ·)〉 − ∇f(u)

u
k(∂φ, Y )

(5.0.19)

Identity 4

divg(π(∂φ, ·))

=
1√

1− u2|∇f |2g
divg(uHessgf(∂φ,·))−

1

u
divg(uπ(∂φ, w)w)

+ g〈π(∂φ, ·), π(v, ·)〉 − g〈π(∂φ, ·), k̄(u∇f, ·)〉+
∇f(u)

u
π(∂φ, Y )

(5.0.20)
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Identity 5

divgπ(∂φ) =
1√

1− u2|∇f |2g
divg(uHessgf(∂φ,·)) (5.0.21)

Identity 6

divg(k − π)(v)

= |π|2 − g〈π, k〉 − ukij(∇ijf)

+
1

u
divg(u(Hessg(Y , ·) + (k − π)(w, ·) + (k − π)(w,w)

u · df√
1− u2|∇f |2g

))

(5.0.22)

Our main goal is to compute divg(k − π)(v) with respect to g. In Iden-

tity 1 we discuss the difference between Christoffel symbols with respect to g

and g. Second, we will compute Identity 2 and 3 separately using Identity

1. Note that these two results give divgk(v) in that v = w−
√

1−u2|∇f |2gY
u

. The

reason why we will compute it separately is divgk(∂φ) = 0. Next, we will com-

pute divgπ(∂φ) with respect to g in Identity 4. On the other hand, Identity

3 gives explicit formula for divgπ(∂φ) by substituting π → k. Therefore by

substituting Identity 4 into Identity 3 with π, we get Identity 5. We will

use divgk(∂φ) = 0 in this process as well. We get Identity 6 by combining

Identity 2 for (k − π) and Identity 5.
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Finally, by substituting Identity 6 into (5.0.16) we get the following re-

vised Schoen-Yau Identity.

Identity 7 (Revised Schoen-Yau Identity)

R− |k|2g = 16π(µ− J(v)) + |k − π|2g +
2

u
divg(uQ(·))

+ (Trgπ)2 − (Trgk)2 + 2v(Trgπ − Trgk)

(5.0.23)

where Q is one form on (M, g) such that

Q(·) = (Hessgf)(Y , ·)−k(u∇f, ·)+(k−π)(w, ·)+(k−π)(w,w)(
udf√

1− u2|∇f |2g
, ·)

(5.0.24)

In the special case where Y = 0, similar Identity is derived by Bray and Khuri

as Identity 9 in [3]. The main difference lies in that the generalized Scheon-

Yau identity represents R with respect to g, which is a metric for Jang surface

satisfying TrΣ(k−π) = 0. But this new revised version of Schoen-Yau Identity

is represented with respect to g and g, and it naturally proposes the following

quasi-local elliptic equation for f ,

Trg(k − π) = 0 (5.0.25)

which will easily imply that R−|k|2g + 2
u
divg(uQ(·)) ≥ 0. This is our desired

result for proving the angular momentum-mass inequality in that we need∫
M

u(R− |k|2)dvg ≥ 0 (5.0.26)

But this may not be directly applicable to prove the positive mass theorem or

the Penrose inequality due to the divergence term.
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5.1 Volume form

In this section, we will compute the g metric with respect to g metric, Y φ and

f . We will also compute the volume form of (M, g) accordingly, which will be

useful in section 5.3. We note that dvolg is the volume form of (M, g) whereas

dvolg is the volume form of (Σ, g). Recall that the g metric can be written by

g, f, Y φ as follows.

gij = gij + Yifj + Yjfi + φfifj (5.1.1)

Also recall that Y φ is a function from M to R as (M, g) allows the global

coordinate system with the killing vector as a coordinate vector ∂φ. Therefore

the following holds by our choice for Yi.

Yi = giφY
φ = (giφ + Yφfi)Y

φ = giφY
φ + |Y |2gfi (5.1.2)

By substituting (5.1.2) to (5.1.1), the following holds.

gij = gij + Y φgjφfi + Y φgiφfj +
(
u2 + |Y |2g

)
fifj (5.1.3)

Therefore, (Σ, g) can be referred as the {t = f} graph embedded in the Rie-

mannian 4 dimensional manifold (R ×M, ĝ), where ĝ is as follows. (M, g) is

{t = 0} slice of (R×M, ĝ) under the Brill’s coordinate system.

ĝ =
(
u2 + (Y φ)2gφφ

)
dt2 + 2Y φgφidx

idt+ g (5.1.4)

Note that the lapse function in (R×M, ĝ) is u, while the shift vector is Y φ∂φ as

in the Lorentzian setting. Therefore gij can be computed as following, within
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similar sense.

gij = gij +
(Y φ)2δiφδ

j
φ

u2
−

 u2f i + Y φδiφ

u
√

1 + u2|∇f |2g

 u2f j + Y φδjφ

u
√

1 + u2|∇f |2g


= gij − u2f if j

1 + u2|∇f |2g
−
Y φ(δiφf

j + f iδjφ)

1 + u2|∇f |2g
+
|∇f |2(Y φ)2δiφδ

j
φ

1 + u2|∇f |2g

(5.1.5)

It is already computed in the previous chapter, section 2 (2.2.14) that the

volume form of (M, g) is as following by the direct computation.

dvolg =
√

1 + u2|∇f |2gdvolg (5.1.6)

We can also compute the volume form of (Σ, g) embedded in (R×M, g̃) with

respect to g in similar sense, especially since the lapse and shift formulations

for Riemannian and Lorentzian settings are now identical. Therefore, the

following holds.

dvolg =
√

1− u2|∇f |2gdvolg (5.1.7)

Therefore we get following identity by comparing the two volume forms, which

will be very useful in the following sections.

(
1 + u2|∇f |2g

) (
1− u2|∇f |2g

)
= 1 (5.1.8)

5.2 Second Fundamental Form

In this section, we will compute the Second Fundamental Form π of (Σ, g)

with respect to g and also g. In addition we will show that Trg(k − π) = 0
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with respect to g is a quasi-linear elliptic equation depending on the choice of

u. Interestingly it depends on Y only if our choice of u depends on Y .

First we will compute π with respect to g.

The Christoffel symbols for g̃ = −φdt2−2Yidtdx
i+gij are as follows : index

i,j,k represents spatial component whereas index t represents t component.

Barred quantities are with respect to g metric whereas unbarred quantities

are with respect to g.

g̃tt = − 1

u2
g̃ti = −Y

i

u2
g̃ij = gij − Y

i
Y
j

u2

u2 = φ+ |Y |2g kij =
1

2u2
(∇jYi +∇iYj)

(5.2.1)

Γ̃ttt = 0 Γ̃ktt =
1

2
gklφl =

φk

2
Γ̃tij =

1

u
kij

Γ̃tit =
1

2u2
(φ,i + Y

l
(Yl,i − Yi,l))

Γ̃kit = −1

2
gkl(Yl,i − Yi,l) +

Y
k

2u2
(φ,i + Y

l
(Yl,i − Yi,l))

Γ̃kij = Γ
k

ij +
Y
k

u
kij

(5.2.2)

For (Σ, g) embedded in (R×M, g̃), recall that

gij = gij − fiYj − fjYi − φfifj

gij = gij − Y
i
Y
i

u2
+ wiwj

(5.2.3)

where spatial component w of normal vector N of (Σ, g) is as follows.

N =
u∇f + n√
1− u2|∇f |2g

= w +
∂t

u
√

1− u2|∇f |2g

wi =
u2f̄ i + Y

u
√

1− u2|∇f |2g

(5.2.4)
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We will compute the second fundamental form π of (Σ, g) as follows.

πij

= −〈∇̃XiXj, N〉

= −〈∇̃∂i+f,i∂t∂j + f,j∂t,
u∇f√

1− u2|∇f |2g
+

n√
1− u2|∇f |2g

〉

= −(Γ̃kij + f,iΓ̃
k
jt + f,jΓ̃

k
it + f,if,jΓ̃

k
tt)〈∂k,

u∇f√
1− u2|∇f |2g

〉

− (f,ij + Γ̃tij + f,iΓ̃
t
jt + f,jΓ̃

t
it + f,if,jΓ̃

t
tt)〈∂t, N〉

=
u√

1− u2|∇f |2g

(
f,ij + Γ̃tij + f,iΓ̃

t
jt + f,jΓ̃

t
it + f,if,jΓ̃

t
tt − (Γ̃kij + f,iΓ̃

k
jt + f,jΓ̃

k
it + f,if,jΓ̃

k
tt)f,k

)
=

u√
1− u2|∇f |2g

(
∇ijf +

1

u
kij + fi(Γ̃

t
jt − Γ̃kjtf,k) + fj(Γ̃

t
it − Γ̃kitf,k) + f,if,j(Γ̃

t
tt − Γ̃kttf,k)

)
(5.2.5)

Therefore we get π with respect to g by substituting Γ̃ from (5.2.2).

πij =
u∇ijf + kij +

fiφj
2u

+
fjφi
2u
− fifj ∇f(φ)

2√
1− u2|∇f |2g

+
fi
2
wl(Yl,j − Yj,l) +

fj
2
wl(Yl,i − Yi,l)

(5.2.6)

Second, we will compute π with respect to g. It is crucial to apply the dif-

ference between covariant derivatives. But as we can see below, the difference

between Christoffel symbols with respect to g itself contains k, which also has

covariant derivative within g. This is the main reason why computation can

be complicated. To simplify the process, we will convert k with respect to g

first. And then we will compute ∇ijf with regard to g. The difference between

Christoffel symbols is shown as Identity 1 in section 5.2. Here we will refer

the result and compute π further.
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Identity 1

Γkij − Γ
k

ij = −wkπij +
Y
k

kij + f,if,jΓ̃
k
tt + f,iΓ̃

k
jt + f,jΓ̃

k
it

= −wkπij +
Y
k

u
kij + fifj(

φk

2
)

+ fi

(
−1

2
gkl(Yl,j − Yj,l) +

Y
k

2u2
(φj + Y

l
(Yl,j − Yj,l))

)

+ fj

(
−1

2
gkl(Yl,i − Yi,l) +

Y
k

2u2
(φi + Y

l
(Yl,i − Yi,l))

)
(5.2.7)

As mentioned, we will compute k with respect to g as follows :

Γkij − Γ
k

ij

=
Y
k

2u2
(∇jYi +∇iYj)− wkπij + f,if,jΓ̃

k
tt + f,iΓ̃

k
jt + f,jΓ̃

k
it

=
Y
k

2u2
(Yi;j + Yj;i) +

Y
k

u2
(Γlij − Γ

l

ij)Yl − wkπij + f,if,jΓ̃
k
tt + f,iΓ̃

k
jt + f,jΓ̃

k
it

(5.2.8)

We will apply (5.2.8) to Yk and solve for (Γlij − Γ
l

ij)Yl:

φ

u2
(Γlij − Γ

l

ij)Yl

=
|Y |2g
2u2

(Yi;j + Yj;i)− πijwlYl + f,if,jΓ̃
l
ttYl + f,iΓ̃

l
jtYl + f,jΓ̃

l
itYl

(5.2.9)

Now we will substitute (5.2.9) to the last line of (5.2.8).

Γkij − Γ
k

ij

=
Y
k

2φ
(Yi;j + Yj;i)− πij(wk +

wlYl
φ

Y
k
)

+ f,i(Γ̃
k
jt +

Γ̃ljtYl

φ
Y
k
) + f,j(Γ̃

k
it +

Γ̃litYl
φ

Y
k
) + f,if,j(Γ̃

k
tt +

Γ̃lttYl
φ

Y
k
)

(5.2.10)

(5.2.6) shows that π with respect to g contains Hessgf , k. We will compute

f̄;ij + k
u

with respect to g by substituting (5.2.10). Note that Y
k
fk = fkYk = 0
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with respect to g.

f̄;ij +
1

u
kij

= f;ij +
1

2u2
(Yi;j + Yj;i) + (Γkij − Γ

k

ij)(f,k +
1

u2
Yk)

= −πij(wlf,l +
wlYl
φ

) + f;ij +
1

2φ
(Yi;j + Yj;i)

+ f,i(Γ̃
l
jtf,l +

Γ̃ljtYl

φ
) + f,j(Γ̃

l
itf,l +

Γ̃litYl
φ

) + f,if,j(Γ̃
l
ttf,l +

Γ̃lttYl
φ

)

(5.2.11)

Also, from (5.2.5),

f̄;ij +
1

u
kij

=

√
1− u2|∇f |2g

u
πij − f,i(Γ̃tit − Γ̃ljtf,l)− f,j(Γ̃tit − Γ̃ljtf,l) + f,if,j(Γ̃

l
ttf,l)

(5.2.12)

We will compare (5.2.11) and (5.2.12). Solve for π to derive the desired result

as follows.
√

1− u2|∇f |2g
u

+ wlf,l +
wlYl
φ

 πij

=
u

φ
√

1− u2|∇f |2g
πij

= f;ij +
1

2φ
(Yi;j + Yj;i) + f,i(Γ̃

t
jt +

Γ̃ljtYl

φ
) + f,i(Γ̃

t
it +

Γ̃litYl
φ

)

= f;ij +
1

2φ
(Yi;j + Yj;i) +

f,iφ,j
2φ

+
f,jφi
2φ

(5.2.13)

Therefore

πij =
1

u
√

1 + u2|∇f |2g

(
φf;ij +

Yi;j + Yj;i
2

+
f,iφj

2
+
f,jφi

2

)
(5.2.14)

But the coefficient for f;ij is not exact, since Yi i 6= φ depends on f under

our assumption on Y , i.e. Y = Y φ∂φ. To get the correct formula, we need to
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substitute

Yi = Y
φ
gφi = Y

φ
(gφi + f,iYφ) = Y

φ
gφi + f,i|Y |2g (5.2.15)

Since we are on a global coordinate, Y φ is actually a function on M which we

can choose in general. Note that as shown in the previous sections, we chose

Y φ so that divg(k)(∂φ) = 0.

Yi;j + Yj;i = 2|Y |2gf;ij + f,i(|Y |2g),j + f,j(|Y |2g),i + Y φ
,i gφj + Y φ

,j gφi (5.2.16)

We will substitute (5.2.16) to (5.2.14),

πij =
u√

1 + u2|∇f |2g

(
f;ij +

Y φ
,i gφj + Y φ

,j gφi

2u2
+
f,iu,j
u

+
f,ju,i
u

)
(5.2.17)

Therefore the Trg(π − k) = 0 is as follows.

Remark 5.2.1.

Trg(π − k) =
u√

1 + u2|∇f |2g

(
∆f +

2∇f(u)

u

)
− Trgk (5.2.18)

5.3 Derivation of the Scalar Curvature For-

mula : Identity 1-7

In this section, we will compute all Identity from previous sections and will

verify Identity 7.

71



Identity 1

Γkij − Γ
k

ij = −wkπij +
Y
k

u
kij + fifj(

φk

2
)

+ fi

(
−1

2
gkl(Yl̄;j − Yj ;̄l) +

Y
k

2u2
(φj + Y

l
(Yl̄;j − Yj ;̄l))

)

+ fj

(
−1

2
gkl(Yl̄;i − Yī;l) +

Y
k

2u2
(φi + Y

l
(Yl̄;i − Y;̄l))

) (5.3.1)

Proof.

∇̃XiXj

= ∇XiXj − 〈∇̃XiXj, N〉N

= ΓkijXk + πijN

= ΓkijXk + πij(w
kXk) +

√
1− u2|∇f |2g

u
πij∂t

(5.3.2)

where the last line is from (5.2.4).

∇̃XiXj = ∇̃∂i+f,i∂t∂j + f,j∂t

= (Γ̃kij + f,iΓ̃
k
jt + f,jΓ̃

k
it + f,if,jΓ̃

k
tt)∂k

+ (f,ij + Γ̃tij + f,iΓ̃
t
jt + f,jΓ̃

t
it + f,if,jΓ̃

t
tt)∂t

= (Γ̃kij + f,iΓ̃
k
jt + f,jΓ̃

k
it + f,if,jΓ̃

k
tt)Xk

+ (f,ij + Γ̃tij + f,iΓ̃
t
jt + f,jΓ̃

t
it + f,if,jΓ̃

t
tt)∂t

− (Γ̃kij + f,iΓ̃
k
jt + f,jΓ̃

k
it + f,if,jΓ̃

k
tt)f,k∂t

= (Γ̃kij + f,iΓ̃
k
jt + f,jΓ̃

k
it + f,if,jΓ̃

k
tt)Xk +

√
1− u2|∇f |2g

u
πij∂t

(5.3.3)

Last line of (5.3.3) is from π in (5.2.5). Therefore by comparing (5.3.2) and

(5.3.3),

Γkij − Γ
k

ij = −wkπij +
Y
k

u
kij + f,iΓ̃

k
jt + f,jΓ̃

k
it + fifjΓ̃

k
tt (5.3.4)
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By substituting Γ̃ from (5.2.2) we get (5.3.1).

Identity 2

divgk(w) =
1

u
divg(uk(w, ·)) + w(k(w,w))

− g̃〈k, π〉 − 2g̃〈k(w, ·), π(w, ·)〉+ (Trg̃π)k(w,w)

(5.3.5)

Proof.

divg(k)(w)

=

(
gij − Y

i
Y
j

u2
+ wiwj

)
wlkil;j

=

(
gij − Y

i
Y
j

u2
+ wiwj

)
wl(kil̄;j − (Γkij − Γ

k

ij)kkl − (Γkjl − Γ
k

jl)kik)

= divg(k)(w)− 1

u2
(∇Y k(Y ,w)) +∇wk(w,w)

−

(
gij − Y

i
Y
j

u2
+ wiwj

)
wl
(

(Γkij − Γ
k

ij)kkl + (Γkjl − Γ
k

jl)kik

)
(5.3.6)

We will explicitly compute the each terms in (5.3.6) as follows. We will com-

pute covariant derivative of w and k in Identity 2-1 to Identity 2-4. We

will combine and simplify them in (5.3.21), (5.3.25), (5.3.26) as follows. The

result will be in (5.3.27). Lastly, we will explicitly compute the last line of

(5.3.6) in Identity 2-5. (5.3.27) and Identity 2-5 will result in Identity 2.
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Identity 2-1

wī;j = πij + (π(w, ∂j)− π

 Y

u
√

1− u2|∇f |2g
, ∂j)

wi

− u√
1− u2|∇f |2g

(
Aij −

Yī;j
u2

)
− 2u,j

u2

√
1− u2|∇f |2g

Yi

+
1

1− u2|∇f |2g

(u,i
u
− u2A(∇f, ∂j)

)
wi

where Aij =
1

u
kij + f,i(Γ̃

t
jt − Γ̃kjtf,k) + f,j(Γ̃

t
it − Γ̃kitf,k)− f,if,jΓ̃kttf,k

(5.3.7)

Proof.

wī;j =

 u∇f + 1
u
Y√

1− u2|∇f |2g


ī;j

=
u
(
f̄;ij + 1

u2Y ī;j + ∂j(
1
u2 )Y i

)√
1− u2|∇f |2g

+ ∂j

log u√
1− u2|∇f |2g

wi

=
u(f̄;ij + 1

u2Y ī;j + ∂j(
1
u2 )Y i)√

1− u2|∇f |2g
+

1

1− u2|∇f |2g

(u,j
u

+ u2f lf̄;lj

)
wi

Substitute f̄;ij =

√
1− u2|∇f |2g

u
πij − Aij,

f lf̄;lj =


√

1− u2|∇f |2g
u

wl − Y
l

u2


√

1− u2|∇f |2g
u

πij

− f lAlj

(5.3.8)

74



Identity 2-2

divg(k)(w) = divgk(w, ·))− g〈k, π〉

− g〈k(w, ·), π

w − Y

u
√

1− u2|∇f |2g
, ·

〉
+
ukij

(
Aij − Yī;j

u2

)
√

1− u2|∇f |2g
+

u2

1− u2|∇f |2g
g〉k(w, ·), A(∇f, ·)〈

+ 2k

Y , ∇u

u2

√
1− u2|∇f |2g

− k(w, ∇u
u(1− u2|∇f |2g)

)
(5.3.9)

Proof.

divg(k)(w) = divg(k(w, ·))− kijwī;j

Substitute Identity 2-1.

Identity 2-3

∇Y k(Y ,w) = −k(∇Y Y ,w)− g〈k(Y , ·), π(Y , ·)〉

+
u√

1− u2|∇f |2g
g〈k(Y , ·), A(Y , ·)〉 −

k
(
Y ,∇Y Y

)
u
√

1− u2|∇f |2g

(5.3.10)

Proof.

∇Y k(Y ,w) = Y (k(Y ,w))− k
(
∇Y Y ,w

)
− k

(
∇Yw, Y

)
= −k

(
∇Y Y ,w

)
− k

(
∇Yw, Y

) (5.3.11)

Since Y = Y
φ
∂φ, the following holds.

(
∇Yw

)
i

= Y
l
wī;l = Y

l

 u∇f + 1
u
Y√

1− u2|∇f |2g


ī;l

=
uY

l
f̄;il + 1

u
Y
l
Y ī;l√

1− u2|∇f |2g

= π(∂i, Y )− u√
1− u2|∇f |2g

(
A(∂i, Y )− (∇Y Y )i

u2

) (5.3.12)
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By substituting (5.3.12) to (5.3.11), we get (5.3.10).

Identity 2-4

∇wk(w,w) = w(k(w,w))− 2g〈k(w, ·), π(w, ·)〉 − 2k(w,w)π(w,w)

− 2k(w,w)

(
(1− u2|∇f |2g)

2u2
w(φ)

)

+ 4k(w, Y )

 w(u)

u2

√
1− u2|∇f |2g


+

2u√
1− u2|∇f |2g

(
g〈k(w, ·), A(w, ·)〉 − 1

u2
k(w,∇wY )

)
(5.3.13)

Proof.

∇wk(w,w) = w(k(w,w))− 2k
(
∇ww,w

)
(5.3.14)

By substituting Identity 2-1,

(
∇ww

)
i

= wlwī;l

= π(∂i, w) + π(w,w)wi

− u√
1− u2|∇f |2g

(
A(∂i, w)−

(
∇wY

)
i

u2

)
− 2w(u)

u2

√
1− u2|∇f |2g

Yi

+

 1

1− u2|∇f |2g
(
w(u)

u
− u2A(∇f, w))− π(w,

Y

u
√

1− u2|∇f |2g
)

wi

(5.3.15)
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We will compute the last line of (5.3.15) by the direct computation using

definition of A, u, k along with Y
l
f̄;il = −f lYl̄;i, f if jYī;j = 0 as follows.

π(w, Y )

=
u√

1− u2|∇f |2g

(
wiY

j
f̄;ij +

k(w, Y )

u
+ (wifi)

Y
i
f j(Yj ;̄i − Yī;j)

2

)

= − Y
i
f jYj ;̄i

1− u2|∇f |2g
+
Y
i
f j(Yī;j + Yj ;̄i)

2(1− u2|∇f |2g)
+
u2|∇f |2Y i

f j(Yj ;̄i − Yī;j)
2(1− u2|∇f |2g)

=
1

2
Y
i
f j(Yī;j − Yj ;̄i)

(5.3.16)

and

w(u)

u
=
w
(
φ+ |Y |2g

)
2u2

(5.3.17)

and

A(∇f, w)

=

√
1− u2|∇f |2g

u
A(w,w)− 1

u2
A(Y ,w)

=

√
1− u2|∇f |2g

u

(
1

u
k(w,w) + (wifi)

w(φ)

u2
− (wifi)

2∇f(φ)

2

)

− 1

u2

k(
∇f√

1− u2|∇f |2g
, Y ) + (wlfl)

1

2
Y
i
f j(Yj ;̄i − Yī;j)


=
w(φ)

2

(
2|∇f |2

u2
− |∇f |4

)
+

Y
i
f j(Yī;j + Yj ;̄i)

2u3

√
1− u2|∇f |2g

+
|∇f |2Y i

f j(Yī;j − Yj ;̄i)

2u
√

1− u2|∇f |2g

(5.3.18)
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We will simplify the last line of (5.3.15) by substituting (5.3.16), (5.3.17), and

(5.3.18) as follows.

π(w, Y )

u
√

1− u2|∇f |2g
− w(u)

u(1− u2|∇f |2g)
+
u2A(∇f, w)

1− u2|∇f |2g

= −
(1− u2|∇f |2g)

2u2
w(φ)

(5.3.19)

We get (5.3.13) by substituting (5.3.15) and (5.3.19) to (5.3.14).

Now we will simplify divg(k)(w) − 1
u2 (∇Y k(Y ,w)) +∇wk(w,w) in (5.3.6)

by combining (5.3.9)(5.3.10) and (5.3.13).

divg(k)(w)− 1

u2

(
∇Y k(Y ,w)

)
+∇wk(w,w)

= divg(k(w, ·)) + w(k(w,w))− 3g〈k(w, ·), π(w, ·)〉 − 2k(w,w)π(w,w)

− g〈k, π〉+
1

u2
g〈k(Y , ·), π(Y , ·)〉+

1

u2
k
(
∇Y Y ,w

)
− 2k(w,w)

(
(1− u2|∇f |2g)

2u2
w(φ)

)
+ 4k(w, Y )

 w(u)

u2

√
1− u2|∇f |2g


− 2

u
√

1− u2|∇f |2g
k
(
w,∇wY

)
+

k
(
Y ,∇Y Y

)
u3

√
1− u2|∇f |2g

+ 2k

Y , ∇u

u2

√
1− u2|∇f |2g

− k(w, ∇u
u(1− u2|∇f |2g)

)

+
ukij

(
Aij − Yī;j

u2

)
√

1− u2|∇f |2g
+

3ug〈k(w, ·), A(w, ·)〉√
1− u2|∇f |2g

+
g〈k(w, ·), π(Y , ·)〉

u
√

1− u2|∇f |2g
− g〈k(w, ·), A(Y , ·)〉

1− u2|∇f |2g
− g〈k(Y , ·), A(Y , ·)〉

u
√

1− u2|∇f |2g

(5.3.20)

We will simplify each terms involving A in last three lines in (5.3.20). Evaluate
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A by Γ̃ with ∇f =

√
1−u2|∇f |2g

u
w − Y

u2 .

ukij
(
Aij − Yī;j

u2

)
√

1− u2|∇f |2g

= 2k

w − Y

u
√

1− u2|∇f |2g
, gjl(Γ̃tjt − Γ̃kjtfk)∂l


−
(

Γ̃kttfk

)
k

w − Y

u
√

1− u2|∇f |2g
,

√
1− u2|∇f |2g

u
w − Y

u2


= 2k

w − Y

u
√

1− u2|∇f |2g
,
∇φ
2u2

+

√
1− u2|∇f |2g

2u
gjlwi(Yī;j − Yj ;̄i)∂l


− ∇f(φ)

2
k

w − Y√
1− u2|∇f |2g

,

√
1− u2|∇f |2g

u
w − Y

u2


(5.3.21)

and

u√
1− u2|∇f |2g

g〈k(w, ·), A(w, ·)〉

=
g〈k(w, ·), k(w, ·)〉√

1− u2|∇f |2g
+ k

w,w − Y

u
√

1− u2|∇f |2g

(wj(Γ̃tjt − Γ̃kjtfk)
)

+
u2|∇f |2

1− u2|∇f |2g
k
(
w, gjl(Γ̃tjt − Γ̃kjtfk)∂l

)
− k

w,w − Y

u
√

1− u2|∇f |2g

 (Γ̃kttfk)

= k

w, gjlwi(Yī;j + Yj ;̄i)∂l

2u
√

1− u2|∇f |2g

+
u2|∇f |2

1− u2|∇f |2g
k

w, ∇φ
2u2

+

√
1− u2|∇f |2g

2u
gjlwi(Yī;j − Yj ;̄i)∂l


+ k

w,w − Y

u
√

1− u2|∇f |2g

 (1− u2|∇f |2g)w(φ)

2u2

(5.3.22)
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and

g〈k(w, ·), π

 Y

u
√

1− u2|∇f |2g
, ·

〉 − 1

1− u2|∇f |2g
g〈k(w, ·), A(Y , ·)〉

= −
k
(
w, gjlf iYī;j∂l

)
1− u2|∇f |2g

(5.3.23)

and lastly,

1

u
√

1− u2|∇f |2g
g〈k(Y , ·), A(Y , ·)〉

=
k
(
Y , gjlY

i
(Yī;j + Yj ;̄i)∂l

)
2u3

√
1− u2|∇f |2g

− k

Y , w
u2
− Y

u3

√
1− u2|∇f |2g

 π(w, Y )

(5.3.24)

We will simplify (5.3.20) by (5.3.21), (5.3.22), (5.3.23), and (5.3.24). We will
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write (u∇u)l =
(
∇φ
2

)l
+ gjlY

i
Yī;j.

− 2k(w,w)

(
(1− u2|∇f |2g)

2u2
w(φ)

)
+ 4k(w, Y )

 w(u)

u2

√
1− u2|∇f |2g


− 2

u
√

1− u2|∇f |2g
k
(
w,∇wY

)
+

k
(
Y ,∇Y Y

)
u3

√
1− u2|∇f |2g

+ 2k

Y , ∇u

u2

√
1− u2|∇f |2g

− k(w, ∇u
u(1− u2|∇f |2g)

)

+
ukij

(
Aij − Yī;j

u2

)
√

1− u2|∇f |2g
+

3ug〈k(w, ·), A(w, ·)〉√
1− u2|∇f |2g

+
g〈k(w, ·), π(Y , ·)〉

u
√

1− u2|∇f |2g
− g〈k(w, ·), A(Y , ·)〉

1− u2|∇f |2g
− g〈k(Y , ·), A(Y , ·)〉

u
√

1− u2|∇f |2g

= −k

Y , gjlf iYī;j∂l

u
√

1− u2|∇f |2g

+ k

Y , gjlY i
(Yī;j + Yj ;̄i)∂l

2u3

√
1− u2|∇f |2g

+
1

u2
k
(
Y ,∇wY

)

− k(Y , Y )

w(φ)

2u4
+

π(w, Y )

u3

√
1− u2|∇f |2g


+ k(w, Y )

 4w(u)

u2

√
1− u2|∇f |2g

−

√
1− u2|∇f |2gw(φ)

2u3
+

1

u2
π(w, Y )


+ k

(
w,

1

2
gjlwi(Yī;j − Yj ;̄i)∂l

) 3 + u2|∇f |2

u
√

1− u2|∇f |2g


+ k

(
w,

1

2
∇φ
)(

1 + u2|∇f |2

u2(1− u2|∇f |2g)

)
(5.3.25)

We will convert f iY ī;j = −Y i
f̄;ij = −

√
1−u2|∇f |2g

u
π(Y , ∂j)+A(Y , ∂j) = −

√
1−u2|∇f |2g

u
π(Y , ∂j)+

Y
i
(Yī;j+Yj ;̄i)

2u2 −π(w, Y )(
wj
u2− Y j

u3
√

1−u2|∇f |2g
). Also note that f lY jYī;j = −Y l

Y
j
f̄;jl =
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−
√

1−u2|∇f |2g
u

π(Y , Y ). Then we will easily get the following.

divg(k)(w)− 1

u2

(
∇Y k(Y ,w)

)
+∇wk(w,w)

= divg(k(w, ·)) + w(k(w,w))− 3g〈k(w, ·), π(w, ·)〉 − 2k(w,w)π(w,w)

− g〈k, π〉+
2

u2
g〈k(Y , ·), π(Y , ·)〉 − 1

u4
k(Y , Y )π(Y , Y )

+
1

u2
k
(
w,∇Y Y

)
+

1

u2
k
(
Y ,∇wY

)
− k(Y , Y )

(
w(u)

u3

)

+ k(w, Y )

 4w(u)

u2

√
1− u2|∇f |2g

−

√
1− u2|∇f |2g

2u3
w(φ) +

2

u2
π(w, Y )


+ k

(
w,

1

2
wl(Yl̄;i − Yī;l)

) 3 + u2|∇f |2

u
√

1− u2|∇f |2g


+ k

(
w,
∇φ
2

)(
1 + u2|∇f |2

u2(1− u2|∇f |2g)

)
(5.3.26)

From now on, we will compute the last line in (5.3.6) to complete Identity 2.
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Identity 2-5(
gij − Y

i
Y
j

u2
+ wiwj

)
wl
(

(Γkij − Γ
k

ij)kkl + (Γkjl − Γ
k

jl)kik

)
= −(Trg̃π)k(w,w)− 2k(w,w)π(w,w)− g〈k(w, ·), π(w, ·)〉

− 1

u2
k

(
w,

1

2
∇|Y |2g

)
+

1

u2
k
(
w,∇Y Y

)
+

1

u2
k
(
Y ,∇wY

)
− k(Y , Y )

(
w(u)

u3

)

+ k(w, Y )

 4w(u)

u2

√
1− u2|∇f |2g

−

√
1− u2|∇f |2g

2u3
w(φ)


+ k

(
w,

1

2
wl(Yl̄;i − Yī;l)

) 3 + u2|∇f |2

u
√

1− u2|∇f |2g


+ k

(
w,
∇φ
2

)(
2|∇f |2

(1− u2|∇f |2g)

)
(5.3.27)

Proof. Recall that Γkij − Γ
k

ij = −wkπij + Y
k

u
kij + f,iΓ̃

k
jt + f,jΓ̃

k
it + f,if,jΓ̃

k
tt.

g̃ij(Γkij − Γ
k

ij)

= −wkTrg̃π + 2f jΓ̃kjt + |∇f |2Γ̃ktt

wiwj(Γkij − Γ
k

ij)

= −wkπ(w,w) +
Y
k

u
k(w,w) + 2(wlfl)w

jΓ̃kjt + (wlfl)
2Γ̃ktt

gijwl(Γkjl − Γ
k

jl)kik

= −g〈k(w, ·), π(w, ·)〉+
1

u
g〈k(Y , ·), k(w, ·)〉

+ (wlfl)g
ijΓ̃kjtkik + (wlfl)k(∇f, Γ̃ktt∂k) + k(∇f, wlΓ̃klt∂k)

Y
i
Y
j
wl(Γkjl − Γ

k

jl)kik

= −k(w, Y )π(w, Y ) +
1

u
k(Y , Y )k(w, Y ) + (wlfl)k(Y , Y

l
Γ̃klt∂k)

(5.3.28)
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Evaluate (5.3.28) by substituting Γ̃ It is useful to notice that Γ̃kit = Γ̃titY
k −

1
2
gkl(Yl̄;i − Yl̄;i). Also convert ∇f =

√
1−u2|∇f |2g

u
w − 1

u2 as before. Simple com-

putation leads (5.3.27).

In conclusion, we get Identity 2 by combining Identity 2-1 to Identity

2-5, i.e. subtract Identity 2-5 from (5.3.26) as follows.

divg(k)(w)

= divg(k(w, ·)) + k

(
w,
∇u
u

)
+ w(k(w,w)) + (Trg̃π)k(w,w)

− g〈k, π〉+
2

u2
g〈k(Y , ·), π(Y , ·)〉 − 1

u4
k(Y , Y )π(Y , Y )

− 2g〈k(w, ·), π(w, ·)〉+
2

u2
k(w, Y )π(w, Y )

=
1

u
divg(uk(w, ·)) + w(k(w,w))

− g̃〈k, π〉 − 2g̃〈k(w, ·), π(w, ·)〉+ (Trg̃π)k(w,w)

(5.3.29)

Identity 3

divgk(∂φ)

= divg(k(∂φ, ·)) +
1

u
divg(uk(∂φ, w)w)

− g〈k(∂φ, ·), π(v, ·)〉+ g〈k(∂φ, ·), k(u∇f, ·)〉 − ∇f(u)

u
k(∂φ, Y )

(5.3.30)
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Proof.

divg(k)(∂φ)

= gijkiφ;j

= gij(∂j(kiφ)− Γkijkkφ − Γkjφkki)

where gijΓkjφkki =
1

2
klj(glφ,j − gjφ,l) = 0

=

(
gij − Y

i
Y
j

u2
+ wiwj

)(
∇∂j(k(∂φ, ·))(∂i)− (Γkij − Γ

k

ij)kkφ

)
= divg(k(∂φ, ·)) +

1

u2

(
k
(
∇Y Y , ∂φ

))
+∇w(k(∂φ, ·))(w)

−

(
gij − Y

i
Y
j

u2
+ wiwj

)(
(Γkij − Γ

k

ij)kkφ

)

(5.3.31)

Identity 3-1

∇w(k(∂φ, ·))(w)

= w(k(w, ∂φ))− g〈k(∂φ, ·), π(v, ·)〉+ g〈k(∂φ, ·), k(u∇f, ·)〉

− ∇f(u)

u
k(∂φ, Y )−

k
(
∂φ,∇wY

)
u
√

1− u2|∇f |2g

+ 2k(∂φ, Y )

 w(u)

u2

√
1− u2|∇f |2g

+
|∇f |2k

(
∂φ, u∇u

)
1− u2|∇f |2g

+
k
(
∂φ, f

lYl̄;i
)

1− u2|∇f |2g

(5.3.32)

Proof.

∇w(k(∂φ, ·))(w) = w(k(w, ∂φ))− k
(
∇ww, ∂φ

)
(5.3.33)
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where (∇ww)i = wlwī;l. Recall that the following holds by (5.3.19).

1

u
√

1− u2|∇f |2g
π(w, Y )− w(u)

u(1− u2|∇f |2g)
+
u2A(∇f, w)

1− u2|∇f |2g

= −
(1− u2|∇f |2g)

2u2
w(φ)

(5.3.34)

Substitute (5.3.34) and (5.3.15) to evaluate wlwī;l as in Identity 2-4.

∇w(k(∂φ, ·))(w)

= w(k(w, ∂φ))− g〈k(∂φ, ·), π(w, ·)〉 − k(∂φ, w)π(w,w)

− k(w, ∂φ)(
(1− u2|∇f |2g)

2u2
w(φ))

+ 2k(∂φ, Y )

 w(u)

u2

√
1− u2|∇f |2g


+

u√
1− u2|∇f |2g

(g〈k(∂φ, ·), A(w, ·)〉 − 1

u2
k(∂φ,∇wY ))

(5.3.35)
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We will evaluate (5.3.35). Recall that from (5.3.21), the following holds.

u√
1− u2|∇f |2g

g〈k(∂φ, ·), A(w, ·)〉

= k

∂φ, gjlwi(Yī;j + Yj ;̄i)∂l

2u
√

1− u2|∇f |2g


+

u2|∇f |2

1− u2|∇f |2g
k

∂φ, ∇φ
2u2

+

√
1− u2|∇f |2g

2u
gjlwi(Yī;j − Yj ;̄i)∂l


+ k

∂φ, w − Y

u
√

1− u2|∇f |2g

 (1− u2|∇f |2g)w(φ)

2u2

substitute wi(Yī;j − Yj ;̄i) = −wi(Yī;j + Yj ;̄i) + 2wiYī;j

=

√
1− u2|∇f |2g

2u
k
(
∂φ, ḡ

jlwi(Yī;j + Yj ;̄i)∂l
)

+
|∇f |2

1− u2|∇f |2g
k(∂φ, u∇u) +

u2|∇f |2

1− u2|∇f |2g
k
(
∂φ, g

jlf iYī;j∂l
)

+ k

∂φ, w − Y

u
√

1− u2|∇f |2g

 (1− u2|∇f |2g)w(φ)

2u2

(5.3.36)

In addition we will use the following identity. Recall that v = w−
√

1−u2|∇f |2g
u

Y ,

π(w, Y ) = 1
2
Y
i
f j(Y ī;j − Y j ;̄i) from previous sections. We will also substitute
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√
1−u2|∇f |2g

u
π(Y , ∂j) = −f lY l̄;j +

k(Y ,∂j)

u
− fjπ(w, Y ).

g〈k(∂φ, ·), π(w, ·)〉+ k(∂φ, w)π(w,w)

= g〈k(∂φ, ·), π(v, ·)〉+
1

u2
k(∂φ, Y )π(v, Y )

+

√
1− u2|∇f |2g

u
(k(∂φ, w)π(w, Y ) + g〈k(∂φ, ·), π(Y , ·)〉)

substituteπ(Y , ∂j)

= g〈k(∂φ, ·), π(v, ·)〉+
1

u
g〈k(∂φ, ·), k(Y , ·)〉

− k
(
∂φ, g

jlf iYī;j∂l
)

+
1

u2
k(∂φ, Y )

(
1

2
∇f(|Y |2g)

)

(5.3.37)

We will simplify (5.3.35) by substituting (5.3.36) and (5.3.37).

− g〈k(∂φ, ·), π(w, ·)〉 − k(∂φ, w)π(w,w)

− k(w, ∂φ)

(
(1− u2|∇f |2g)

2u2
w(φ)

)

+
u√

1− u2|∇f |2g
g〈k(∂φ, ·), A(w, ·)〉

= −g〈k(∂φ, ·), π(v, ·)〉 − 1

u
g〈k(∂φ, ·), k(Y , ·)〉

+

√
1− u2|∇f |2g

2u
k
(
∂φ, g

jlwi(Yī;j + Yj ;̄i)∂l
)

− ∇f(u)

u
k(∂φ, Y ) +

|∇f |2

1− u2|∇f |2g
k(∂φ, u∇u) +

k
(
∂φ, g

jlf iYī;j∂l
)

1− u2|∇f |2g

(5.3.38)

where

√
1−u2|∇f |2g

u
w = ∇f + Y

u2 . Therefore with (5.3.35) and (5.3.38), we get

(5.3.32).
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Identity 3-2(
gij − Y

i
Y
j

u2
+ wiwj

)(
Γkij − Γ

k

ij

)
kkφ

= −k(w, ∂φ)(Trg̃π + π(w,w)) +
1

u2
k
(
∂φ,∇Y Y

)
− 1

u
√

1− u2|∇f |2g
k(∂φ,∇wY )

+ 2k(∂φ, Y )

 w(u)

u2

√
1− u2|∇f |2g

+ k(∂φ, u∇u)
|∇f |2

1− u2|∇f |2g
+
k
(
∂φ, g

ijf lYl̄;i∂j
)

1− u2|∇f |2g

(5.3.39)

Proof. We do the same as Identity 2-5. Recall that Γkij − Γ
k

ij = −wkπij +

Y
k

u
kij + f,iΓ̃

k
jt + f,jΓ̃

k
it + f,if,jΓ̃

k
tt.

g̃ij(Γkij − Γ
k

ij) = −wkTrg̃π + 2f jΓ̃kjt + |∇f |2Γ̃ktt

wiwj(Γkij − Γ
k

ij) = −wkπ(w,w) +
Y
k

u
k(w,w) + 2(wlf,l)w

jΓ̃kjt + (wlf,l)
2Γ̃ktt

(5.3.40)

Evaluate above by directly substituting Γ̃. It is useful to notice that Γ̃kit =

Γ̃titY
k − 1

2
gkl(Yl̄;i − Yl̄;i).

Therefore, if we combine Identity 3-1 and Identity 3-2, we get the fol-

lowing.

divgk(∂φ)

= divg(k(∂φ, ·)) + w(k(w, ∂φ)) + k(w, ∂φ)(Trg̃π + π(w,w))

− g〈k(∂φ, ·), π(v, ·)〉+ g〈k(∂φ, ·), k(u∇f, ·)〉 − ∇f(u)

u
k(∂φ, Y )

(5.3.41)

In addition we will use the following important identity to get .
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Identity 3-3

gijwī;j = Trg̃π + π(w,w)− w(u)

u
(5.3.42)

Proof. By Identity 2-1,

gijwī;j

= Trgπ + π(w,w)− π

 Y

u
√

1− u2|∇f |2g
, w

+
w(u)

u(1− u2|∇f |2g)

− u√
1− u2|∇f |2g

gij
(
Aij −

Yī;j
u2

)
− u2A(∇f, w)

1− u2|∇f |2g

= Trgπ + π(w,w)− π(Y ,w)

 u|∇f |2

(1− u2|∇f |2g)
3
2

+
3

u
√

1− u2|∇f |2g

− uk(w,∇f)

1− u2|∇f |2g

+
w(u)

u(1− u2|∇f |2g)
− w(φ)

u2(1− u2|∇f |2g)
+

|∇f |2w(φ)

2(1− u2|∇f |2g)

= Trgπ + π(w,w)− 1

u2
π(Y , Y )− w(u)

u

= Trg̃π + π(w,w)− w(u)

u

(5.3.43)

The last line holds since π(Y , Y ) = − uf lY
j
Yl̄;j√

1−u2|∇f |2g
.

In sum, by (5.3.42), the first line of (5.3.41) will be replaced by the following

:

w(k(w, ∂φ)) + k(w, ∂φ)(Trg̃π + π(w,w))

= w(k(w, ∂φ)) + k(w, ∂φ)(gijwī;j +
w(u)

u
) =

1

u
divg(uk(∂φ, w)w)

(5.3.44)

(5.3.42) and (5.3.44) result in Identity 3.
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Identity 4

divg(π(∂φ, ·))

=
1√

1− u2|∇f |2g
divg(uHessgf(∂φ,·))−

1

u
divg(uπ(∂φ, w)w)

+ g〈π(∂φ, ·), π(v, ·)〉 − g〈π(∂φ, ·), k(u∇f, ·)〉+
∇f(u)

u
π(∂φ, Y )

(5.3.45)

Proof. Recall that

π(∂φ, ·) =
u√

1− u2|∇f |2g

(
Hessgf(∂φ, ·) +

1

u
k(∂φ, ·) + df · 1

2
f l(Yl̄;φ − Yφ̄;l)

)
(5.3.46)

where π(w, ∂φ) = −1
2
f l(Yl̄;φ − Yφ̄;l).

The following is the necessary condition for the existence of twist potential

for (M, g, k). We will assume that (5.3.47) holds throughout all computation

in this section.

(divgk)(∂φ) = 0 (5.3.47)

We will directly compute divgπ from (5.3.46).

divg(π(∂φ, ·))

=
u√

1− u2|∇f |2g
(divg(Hessgf(∂φ, ·))− k

(
∂φ,
∇u
u2

)
−∇f(π(w, ∂φ))− gij f̄;ijπ(w, ∂φ))

+ π

∂φ,∇log
 u√

1− u2|∇f |2g


(5.3.48)
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Identity 4-1

π

∂φ,∇ log

 u√
1− u2|∇f |2g


= g〈π(∂φ, ·), π(v, ·)〉 − g〈π(∂φ, ·), k(u∇f, ·)〉+ π

(
∂φ,
∇u
u

)

− π(∂φ, w)π(w,w)−
∇f(φ)

√
1− u2|∇f |2g
2u

π(∂φ, w) +
∇f(u)

u
π(∂φ, Y )

(5.3.49)

Proof.

π(∂φ,∇ log(
u√

1− u2|∇f |2g
))

= π(∂φ,
∇u
u

) +
|∇f |2

1− u2|∇f |2g
π(∂φ, u∇u) +

u2

1− u2|∇f |2g
π(∂φ,

∇|∇f |2

2
)

=
π(∂φ,∇u)

u(1− u2|∇f |2g)
+ g〈π(

u∇f√
1− u2|∇f |2g

, ·), π(∂φ, ·)〉

− u2

1− u2|∇f |2g
g〈A(∇f, ·), π(∂φ, ·)〉

(5.3.50)

First we will evaluate the last term in (5.3.50). We will follow computations

in (5.3.21) for computing A(∇f, ·). If we convert k into π(∂φ, ·) in (5.3.21), we
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get as follows.

u2

1− u2|∇f |2g
g〈A(∇f, ·), π(∂φ, ·)〉

=
u√

1− u2|∇f |2g
g〈A(w, ·), π(∂φ, ·)〉 −

g〈A(Y , ·), π(∂φ, ·)〉
(1− u2|∇f |2g)

= π

∂φ, gjlwi(Yī;j + Yj ;̄i)∂l

2u
√

1− u2|∇f |2g

+
u2|∇f |2

1− u2|∇f |2g
π

∂φ, ∇φ
2u2

+

√
1− u2|∇f |2g

2u
gjlwi(Yī;j − Yj ;̄i)∂l


+ π

∂φ, w − Y

u
√

1− u2|∇f |2g

 (1− u2|∇f |2g)w(φ)

2u2
− g〈A(Y , ·), π(∂φ, ·)〉

1− u2|∇f |2g

(5.3.51)

Second, we will evaluate g〈π
(

u∇f√
1−u2|∇f |2g

, ·
)
, π(∂φ, ·)〉 in (5.3.50) for the sim-

plicity of further computation.

g〈π

 u∇f√
1− u2|∇f |2g

, ·

 , π(∂φ, ·)〉

= g〈π

v − u|∇f |2Y√
1− u2|∇f |2g

, ·

 , π(∂φ, ·)〉

= g〈π(v, ·), π(∂φ, ·)〉+
1

u2
π(∂φ, Y )π(v, Y )

− π(∂φ, w)π

w −
√

1− u2|∇f |2gY
u

,w

− g〈π
 u|∇f |2Y√

1− u2|∇f |2g
, ·

 , π(∂φ, ·)〉

(5.3.52)

Substitute (5.3.51), (5.3.52) to (5.3.50). We will substitute π

(
u|∇f |2Y√
1−u2|∇f |2g

, ∂i

)
=
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u2|∇f |2
1−u2|∇f |2g

(−f lYl̄;i + A(Y , ∂i)) to simplify (5.3.50) further as follows.

π

∂φ,∇ log

 u√
1− u2|∇f |2g


= g〈π(v, ·), π(∂φ, ·)〉 − π(∂φ, w)π(w,w)− π(∂φ, w)

(1− u2|∇f |2g)w(φ)

2u2

+ g〈A(Y , ·), π(∂φ, ·)〉 − π

∂φ, gjlwi(Yī;j + Yj ;̄i)∂l

2u
√

1− u2|∇f |2g


− u2|∇f |2

1− u2|∇f |2g
π

∂φ, ∇φ
2u2

+

√
1− u2|∇f |2g

2u
gjlwi(Yī;j − Yj ;̄i)∂l − gjlf iYī;j∂l


+

π(∂φ,∇u)

u(1− u2|∇f |2g)
+ π(∂φ, Y )

(
∇f(φ)

2u2
+
π(v, Y )

u2

)
+ π(∂φ, w)π


√

1− u2|∇f |2gY
u

,w


(5.3.53)

Where we will use the following to simplify (5.3.53).

∇φ
2u2

+

√
1− u2|∇f |2g

2u
gjlwi(Yī;j − Yj ;̄i)∂l − gjlf iYī;j∂l

=
∇u
u
−

√
1− u2|∇f |2g

2u
gjlwi(Yī;j + Yj ;̄i)∂l

(5.3.54)

and

g〈A(Y , ·), π(∂φ, ·)〉

= π

(
∂φ,

gjlY
i
(Yī;j + Yj ;̄i∂l)

2u2

)
− π

∂φ,
√

1− u2|∇f |2g
u

w − Y

u2

 π(w, Y )

= −g〈π(∂φ, ·), k(u∇f, ·)〉+

√
1− u2|∇f |2g

2u
π
(
∂φ, g

jlwi(Yī;j + Yj ;̄i)∂l
)

− π

∂φ,
√

1− u2|∇f |2g
u

w − Y

u2

 π(w, Y )

(5.3.55)
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and lastly,

π(v, Y ) =
f lY

j
(Yī;j + Yj ;̄i))

2u
= −π(w, Y ) +

∇f(|Y |2)

2u2
(5.3.56)

In conclusion, we get (5.3.49) by substituting (5.3.54), (5.3.55) and (5.3.56) to

(5.3.53).

We will finish computing Identity 4. Brief computation using Identity

2 shows the following :

gij f̄;ij =

√
1− u2|∇f |2g

u
Trg(π)− gijAij

=

√
1− u2|∇f |2g

u
Trg(π)− 2

u2
π(w, Y )−

(
2

u2
− |∇f |2

)
∇f(φ)

2

=

√
1− u2|∇f |2g

u
Trg̃(π) +

√
1− u2|∇f |2g

u3
π(Y , Y )

− 2

u2
π(w, Y )−

(
2

u2
− |∇f |2

)
∇f(φ)

2

=

√
1− u2|∇f |2g

u
Trg̃(π)− ∇f(u)

u
−

(1− u2|∇f |2g)∇f(φ)

2u2

(5.3.57)

Note that we get the last line of (5.3.57) by substituting π(w, Y ) =
Y
i
fj(Yī;j−Yj ;̄i)

2
,

π(Y , Y ) =
u(Y

i
Y
j
f̄;ij)√

1−u2|∇f |2g
= − u(Y

i
fjYj ;̄i)√

1−u2|∇f |2g
. Now we will substitute (5.3.49) and
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(5.3.57) to (5.3.48). Therefore divg(π(∂φ, ·)) becomes as follows.

divg(π(∂φ, ·))

=
u√

1− u2|∇f |2g
(divg(Hessgf(∂φ, ·))− k

(
∂φ,
∇u
u2

)

)
+ π

(
∂φ,
∇u
u

)

+ g〈π(∂φ, ·), π(v, ·)〉 − g〈π(∂φ, ·), k(u∇f, ·)〉+ π(∂φ, Y )

(
∇f(u)

u

)
− w(π(∂φ, w))− π(∂φ, w)

(
Trg̃π + π(w,w)− w(u)

u

)
(5.3.58)

Last line of (5.3.58) is equal to divg(π(∂φ, ·)w) by (5.3.42). Lastly, we will sub-

stitute π
(
∂φ,

∇u
u

)
= u√

1−u2|∇f |2g

(
Hessgf(∇u

u
, ∂φ) +

k(∇u,∂φ)

u2 − ∇f(u)
u

π(w, ∂φ)
)

to achieve (5.3.58).

Identity 5

divgπ(∂φ) =
1√

1− u2|∇f |2g
divg (uHessgf(∂φ,·)) (5.3.59)

Proof. Substitute k → π in Identity 3.

divgπ(∂φ)

= divg(π(∂φ, ·)) +
1

u
divg(uπ(∂φ, w)w)

− g〈π(∂φ, ·), π(v, ·)〉+ g〈π(∂φ, ·), k(u∇f, ·)〉 − ∇f(u)

u
π(∂φ, Y )

(5.3.60)

Substitute divg(π(∂φ, ·)) from Identity 4.
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Identity 6

divg(k − π)(v)

= |π|2 − g〈π, k〉 − ukij(f̄;ij)

+
1

u
divg

u
Hessg(Y , ·) + (k − π)(w, ·) + (k − π)(w,w)

u · df√
1− u2|∇f |2g


(5.3.61)

Proof.

divg(k − π)(v) = divg(k − π)(w)−

√
1− u2|∇f |2g

u
divg(k − π)(Y ) (5.3.62)

We will substitute (k− π) to Identity 2 for divg(k− π)(w). Next, substitute

Identity 5 to evaluate Y φdivgπ(∂φ). Note that Y φdivgk(∂φ) = 0.

divg(k − π)(v)

= |π|2g̃ − g̃〈π, k〉

+ 2|π(w, ·)|2g̃ − 2g̃〈π(w, ·), k(w, ·)〉+
1

u
divg(u(k − π)(w, ·))

+ w((k − π)(w,w)) + (k − π)(w,w)(Trg̃π)

+
1

u
divg(uHessgf(Y , ·))− ukij(f̄;ij)

(5.3.63)

Last line is valid since k =
(Yī;j+Yj ;̄i)

2u
, k(∇f,∇u) = 0. Now let us simplify first

four terms in (5.3.63) as follows.

|π|2g̃ + 2|π(g, ·)|2g̃ = |π|2g − π(w,w)2

g̃〈π, k〉+ 2g̃〈π(w, ·), k(w, ·)〉 = g〈π, k〉 − π(w,w)k(w,w)

(5.3.64)
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Therefore the following holds.

divg(k − π)(v) = |π|2g − g〈π, k〉+
1

u
divg(u(k − π)(w, ·))

+
1

u
divg(uHessgf(Y , ·))− ukij(f̄;ij)

+ w((k − π)(w,w)) + (k − π)(w,w)(Trg̃π + π(w,w))

(5.3.65)

Recall that gijwī;j = Trg̃π+π(w,w)− w(u)
u

. Therefore last two terms form the

following which result in Identity 6.

w((k − π)(w,w)) + (k − π)(w,w)(Trg̃π + π(w,w))

=
1

u
divg(u(k − π)(w,w)w)

since gijYī;j = 0, Y = Y φ∂φ,

=
1

u
divg

u(k − π)(w,w)
u · df√

1− u2|∇f |2g


(5.3.66)

Identity 7

R− |k|2g = 16π(µ− J(v)) + |k − π|2g +
2

u
divg(uQ(·))

+ (Trgπ)2 − (Trgk)2 + 2v(Trgπ − Trgk)

(5.3.67)

where Q is one form on (M, g) such that

Q(·) = (Hessgf)(Y , ·)−k(u∇f, ·)+(k−π)(w, ·)+(k−π)(w,w)
udf√

1− u2|∇f |2g
(5.3.68)
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Proof. Recall the R formula (5.0.16).

R− |k|2g + 2divgk(u∇f)

= 16π(µ− J(v))− |π|2g + |k|2g − 2divg(π)(v) + 2divg(k)(v)

+ (Trgπ)2 − (Trgk)2 + 2v(Trgπ − Trgk)

(5.3.69)

Where divgk(u∇f) = 1
u
divg(uk(u∇f, ·))−ukij f̄;ij . Substitute Identity 6 and

solve for R− |k|2g.
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