Configurations of Graphs and the Master Equation

A Dissertation Presented
by
Dezhen Xu
to
The Graduate School
in Partial Fulfillment of the
Requirements
for the Degree of
Doctor of Philosophy
in
Mathematics
Stony Brook University
August 2008
Stony Brook University
The Graduate School

Dezhen Xu

We, the dissertation committee for the above candidate for the Doctor of Philosophy degree, hereby recommend acceptance of this dissertation.

Dennis Sullivan
Professor, Department of Mathematics
Dissertation Advisor

Anthony Phillips
Professor, Department of Mathematics
Chairperson of Defense

Lowell Jones
Professor, Department of Mathematics

John Morgan
Professor, Department of Mathematics, Columbia University
Outside Member

This dissertation is accepted by the Graduate School.

Lawrence Martin
Dean of the Graduate School
Abstract of the Dissertation

Configurations of Graphs and the Master Equation

by

Dezhen Xu

Doctor of Philosophy

in

Mathematics

Stony Brook University

2008

The “master equation package” of Sullivan is an algebraic structure where homotopy equivalences can be defined. It appears in many theories, for example, Donaldson theory, symplectic topology, string topology among others. This thesis provides an example of the “master equation package” in the setting of configuration spaces. We show that, under a canonical compactification, for any parallelizable manifold of dimension $d > 1$, the fundamental chains $M$ of configuration spaces of certain decorated graphs in the manifold and the fundamental chains $R$ of moduli spaces of configurations of these graphs provide a solution to the master equation system $\partial R + R \ast R = 0, \partial M + M \ast R = 0$, where the
product $*$ is the sum over all possible subgraph insertions. As an application, Kontsevich-Kuperberg-Thurston’s construction of quantum invariants of 3-manifolds is discussed in this formalism.
To the memory of my grandmother
and
to my parents and Haiyan
Contents

Acknowledgements ix

1 Introduction 1
  1.1 Background .......................................................... 1
  1.2 The master equation package ...................................... 3
  1.3 Outline and summary of results .................................... 5

I The general theory 8

2 Graphs and insertions 9
  2.1 Graphs ................................................................. 9
  2.2 Insertions of labeled graphs ...................................... 12

3 Graph configurations and the master equation 17
  3.1 Configurations of finite sets ..................................... 17
  3.2 An algebra of configurations of labeled graphs ............... 20

4 Compactifications of configuration spaces of graphs 30
  4.1 Definitions and conventions ...................................... 30
    4.1.1 Configuration spaces .......................................... 30
4.1.2 Tangent cones ........................................... 31
4.1.3 Manifolds with corners .................................. 32
4.1.4 Whitney-stratified immersion ............................... 34
4.2 Blowups along a Whitney-stratified immersion .......... 35
  4.2.1 The blowup of a manifold along its smooth submanifold .. 35
  4.2.2 Iterated blowups .......................................... 39
4.3 Compactifications of configuration spaces of graphs .......... 47

5 Boundary fibrations of Conf(Γ, M) and conf(Γ, Rd) .......... 54
  5.1 Boundary fibrations of Conf(Γ, M) .......................... 54
  5.2 Boundary fibrations of conf(Γ, Rd) .......................... 56

6 Insertion products on chains of configuration spaces of graphs 60
  6.1 Geometric chains of Whitney-stratified spaces .............. 60
  6.2 Insertion products on chains of conf(Γ, Rd) ................. 63
  6.3 Insertion products on chains of modified configuration spaces . . . 65

II The odd dimensional case ........................................ 71

7 Reduced master equations in odd dimensions .................. 72
  7.1 E-decorated graphs and the master equation ................ 72
  7.2 Involutions and reduced master equations ................... 75
    7.2.1 Involutions on graphs ................................. 76
    7.2.2 Involutions on configuration spaces .................. 79
    7.2.3 Cycles of reduced master equations .................. 83
  7.3 Finite type invariants and the master equation package ...... 86
Acknowledgements

Here I would like to express my gratitude to all the people who helped me during my studies at Stony Brook.

In particular, I would like to express my foremost gratitude to my advisor, Dennis Sullivan, for his guidance, support, encouragement and patience over these years. This dissertation would have been impossible without him.

I would like to thank Xiaojun Chen, Wenchuan Hu, John Morgan, Anthony Phillips and Oleg Viro for comments and suggestions on earlier versions of this dissertation, and Dylan Thurston for discussions and explanations on his paper [31].

Thanks are due to my colleagues that shared knowledge of mathematics, and friends that helped me in various ways: Andrew, Bin, Chanyoung, Daniel, Gabriel, Haodong, Huanyan, Jiajun, Jianhui, Kate, Kwan Kiu, Li, Louying, Mahmoud, Marcelo, Micah, Ming, Nathaniel, Samir, Scott, Somnath, Weixin, Xiaobo, Yinghua, Zhaohu, et al.

Lastly, and perhaps most importantly, I would like to express my special gratitude to my loved ones. To my parents and sisters, thanks for your constant love and support. To Haiyan, thank you for everything: life has been more beautiful with you.
Chapter 1

Introduction

The purpose of this thesis is to describe, in the setting of configuration spaces, an algebraic structure called the master equation package [45], which also appears in many other theories, for example, Donaldson theory, symplectic topology, string topology among others. We focus on the setting of configuration spaces of graphs, where the Kontsevich-Kuperberg-Thuston’s construction of quantum invariants of 3-manifolds lives.

1.1 Background

As classical objects in algebraic topology, configuration spaces have been studied from many different point of views. More recent interests in configuration spaces mainly came from two aspects:

One is from the algebraic aspect. Collections of configuration spaces form operads which parametrize certain algebras. For example, Getzler and Jones [21] observed the fact that the collection \( \{\text{conf}(n, \mathbb{R}^d)\}_{n \geq 1} \) of moduli spaces of configurations of \( n \) distinct points in \( \mathbb{R}^d \) has an operad structure. The \( d = 1 \) case gives the
associahedra introduced by Stasheff [41].

The other is from the geometric/topological aspect. Configuration spaces, combined with ideas from perturbative Chern-Simons field theory [1, 4], are used to construct invariants of links and 3-manifolds (see, e.g. [2, 11, 12, 13, 28, 31, 47]).

In both aspects, a special compactification of configuration spaces is used, which is a real manifold analogue of the Fulton-Macpherson compactification [19] of configuration spaces of distinct points in complex varieties. One of our motivations is to understand the connections between the algebraic and topological approaches. In this thesis, we investigate configuration spaces of finite graphs, which are used by Kuperberg and Thurston [31] to give an improved, topological construction of Kontsevich’s invariants [28] of rational homology 3-spheres.

A graph $\Gamma$ is a pair consisting of a set of vertices and a set of edges. The configuration space Conf($\Gamma$, $M$) of a graph $\Gamma$ in a manifold $M$ is the space of maps from the vertex set of $\Gamma$ to the space $M$ such that the images of any two vertices can not be equal whenever they are connected by an edge. The moduli space of configurations of graph $\Gamma$ is the quotient space of the configuration space of graph $\Gamma$ in the Euclidean space by the action of the group of translations and dilations.

There are various ways to compactify the configuration space Conf($\Gamma$, $M$). The one we are interested in is obtained by iteratively blowing up the space Map($V(\Gamma)$, $M$) of maps from the vertex set of $\Gamma$ to $M$ along the set of diagonals corresponding to the set of connected full subgraphs of $\Gamma$. This compactification is called the canonical compactification in the thesis, due to its history.

The above described picture is a just small portion of a large picture. Starting from last eighties, based on ideas from quantum field theory in physics, many new theories emerged in mathematics. These theories include, e.g., finite type invariants
of links and 3-manifolds (or Vassiliev theory), Donaldson’s theory of 4-manifolds, symplectic topology, string topology. A common feature of these theories is the use of certain system of moduli spaces of some structures, and certain compactification of the moduli spaces. Based on this, an algebraic structure named “master equation package” was introduced by Sullivan [45, 46].

1.2 The master equation package

In this section, the notions of “master equation” and “master equation package” will be explained.

Some algebraic structures, e.g., groups, can be represented in the form of generators with some relations. Consider such an algebraic structure, and suppose, in addition, that there is a differential on it. To represent it, extra relations with differential are needed.

In its easiest form, a master equation is, symbolically, an equation of the following form:

$$\partial X = X \ast X,$$

where $\partial$ is a differential; $X = \{X_i\}$ is a linear basis indexed by some partially ordered set $\{i\}$ with all descending chains finite, such that the right hand side of the equation for $\partial X_i$ has only terms with strictly lower index; and $X \ast X$ is a sum over a collection $\ast$ of binary operations.

There may have some initial terms $X_i$ such that $\partial X_i = 0$.

The master equation is understood as a presentation of a free triangular differential graded algebra (or module over differential graded algebra) generated by a
linear basis subject to the differential relation given by the master equation, where “free” means free over certain combination operad, i.e., there are no other algebraic relations besides those generated by the basic composition rules which define the combination operad. In our case, the master equation has the form

$$\partial \Gamma = \sum_{\gamma} \Gamma/\gamma \odot \gamma$$

where $\Gamma, \Gamma/\gamma, \gamma$ are configurations of graphs (Definition 3.2.1). The algebra it represents will be called configuration algebra (Definition 3.2.7), which is a differential graded many-sorted algebra (in the sense of universal algebra [14], see Remark 3.2.3). Also we will have a master equation system of the form

$$\partial R_\Gamma = \sum R_{\Gamma/\gamma} \odot R_\gamma;$$
$$\partial M_\Gamma = \sum M_{\Gamma/\gamma} \odot R_\gamma$$

where $R_\Gamma, M_\Gamma$ are configurations of graphs $\Gamma$ coloured in colours $R, M$ respectively. The differential graded many-sorted algebra represented by this master equation system will be called a right module over the configuration algebra.

A master equation package is a triple $(F, S, A)$ where $F$ and $A$ are differential graded (many-sorted) algebras (or differential graded modules over differential graded algebras) with $F$ free and triangular, and $S : F \to A$ is a map of differential graded (many-sorted) algebras (or differential graded modules over differential graded algebras). $S$ is also called a solution map to the master equation (system). And if there is a master equation package $(F, S, A)$, we may as well say that there is a solution in $A$ to the master equation (system) representing $F$. 
There is a homotopy theory for master equation packages [45, 46], which is a generalization of rational homotopy theory [44].

1.3 Outline and summary of results

The thesis has two parts and an appendix. The first part is from Chapter 2 to Chapter 6; Chapter 7 is the second part.

Chapters 2 and 3 are the algebraic/combinatorial basis of the thesis. In Chapter 2 after fixing the definition of graphs, the composition properties of insertions of graphs are studied. In Chapter 3 the notion of configurations of abstract graphs is defined, and a differential graded many-sorted algebra called configuration algebra is constructed for a class of decorated graphs named $\mathcal{A}$-labeled graphs (see Definition 2.2.2).

Chapters 4 to 6 have more flavors of geometry and topology. Chapter 4 is a detailed account of the canonical compactification of configuration spaces of graphs. In Chapter 5 the fibrations on the boundary strata of the canonically compactified moduli spaces of graphs and canonically compactified configuration spaces of graphs in manifolds are studied. Chapter 6 investigates the properties of geometric chains on moduli spaces and certain modified configuration spaces of graphs. In particular, the main result of the first part is given in this chapter.

Theorem 6.3.6 (Master equation package). Let $M$ be a smooth parallelizable manifold of dimension $d > 1$. Then the fundamental geometric chains $\{\text{conf}(\Gamma, \mathbb{R}^d)\}$ of the canonically compactified moduli spaces of connected $\mathcal{A}$-labeled graphs $\Gamma$ with two or more vertices, and the fundamental geometric chains $\{\text{Conf}(\Gamma, M)\}$ of certain modified configuration spaces of connected $\mathcal{A}$-labeled graphs $\Gamma$ with two or
more vertices in $M$, provide a solution to the following master equation system

\[
\begin{align*}
\partial R_\Gamma &= 0, \text{ if } |V(\Gamma)| = 2; \\
\partial M_\Gamma &= 0, \text{ if } |V(\Gamma)| = 2; \\
\partial R_\Gamma &= \sum_\gamma R_{\Gamma/\gamma} \odot ((\Gamma/\gamma, v_\gamma, \gamma, \Gamma) R_\gamma, \text{ if } |V(\Gamma)| > 2; \\
\partial M_\Gamma &= \sum_\gamma M_{\Gamma/\gamma} \odot ((\Gamma/\gamma, v_\gamma, \gamma, \Gamma) R_\gamma, \text{ if } |V(\Gamma)| > 2
\end{align*}
\]

in the sum of complexes of geometric chains of moduli spaces of $\Gamma$ and modified configuration spaces of $\Gamma$ in $M$, with insertion products $\ast$ of graphs, where the sum is over all connected $\mathcal{A}$-labeled graphs $\Gamma$ with two or more vertices.

In the second part of the thesis, i.e., Chapter 7, the case when the manifold $M^d$ is of odd dimensions is investigated. In particular, we show that Kontsevich-Kuperberg-Thurston’s construction [28, 31] of quantum invariants of 3-manifolds fits the framework developed in the first part.

Due to dimension reason (see Proposition 7.2.6), for many $E$-decorated graphs $\Gamma$ (Definition 7.1.2), there exist orientation reversing involutions on $\text{Conf}(\Gamma, \mathbb{R}^d)$. This allows us to introduce certain equivalence relations on the differential right module over configuration algebra. The quotient algebraic structure of the differential right module over configuration algebra of $E$-decorated graphs modulo the ideal generated by certain involutions and IHX relations (§7.2.3) will be called the differential right module represented by the reduced master equation $B$. Sums of trivalent graphs provide non trivial cycles to the differential right module represented by the reduced master equation $B$.

The Kontsevich-Kuperberg-Thurston’s construction is summarized in §7.3.1.
Theorem 7.3.4. Kontsevich-Kuperberg-Thurston invariants can be obtained from geometric realization \((\tilde{C}_n', D)\) of the non trivial cycles of the differential right module represented by the reduced master equation \(B\) which are of the form of sums of trivalent graphs.

The appendix is a supplement to Chapter 2. Here the relations between insertions of graphs (with external edges) and operads are discussed.
Part I

The general theory
Chapter 2

Graphs and insertions

The pre-Lie algebra and Hopf algebra of Feynman diagrams were studied by Connes and Kreimer \[15, 16\]. Inspired by their work, in this chapter, we study the properties of insertion operations on the set of connected graphs.

2.1 Graphs

Outside the scope of graph theory, various definitions and terminologies related to graphs are used in the literature. In this section, we will introduce and fix our definitions and notations about graphs.

**Definition 2.1.1** (Pregraph). A finite pregraph \( \Gamma \) is a pair \((V(\Gamma), E(\Gamma))\) of finite sets, where

- An element of \( V(\Gamma) \) is called a vertex of \( \Gamma \).

- An element of \( E(\Gamma) \) is called an edge of \( \Gamma \). Each edge is labeled by a two-element subset of \( V(\Gamma) \). The labels of different edges may be the same.
If \( \{u, v\} \) is the label of an edge \( e \in E(\Gamma) \), then vertices \( u \) and \( v \) are called the endpoints of \( e \).

**Definition 2.1.2** (Graph). Two pregraphs \( \Gamma \) and \( \Gamma' \) are isomorphic if \( V(\Gamma) = V(\Gamma') \) and there exist a bijective map \( f : (V(\Gamma), E(\Gamma)) \rightarrow (V(\Gamma'), E(\Gamma')) \) such that

- the first factor of \( f \) is the identity map, and
- the map induced by \( f \) from the multiset of labels of edges of \( \Gamma \) to that of \( \Gamma' \) is the identity map.

A finite graph is the isomorphism class of a finite pregraph.

The adjective *finite* before the term *graph(s)* will be omitted from now on, unless we want to stress it, since only finite graphs will be considered in this thesis.

**Remark 2.1.1.** Graphs can be visualized as 1-dimensional CW-complexes: vertices are 0-dimensional cells and edges are 1-dimensional cells.

Let \( v \) be a vertex of a graph \( \Gamma \). The set of edges of \( \Gamma \) having \( v \) as an endpoint will be denoted by \( E(v) \). The valence of the vertex \( v \) is the cardinality \( |E(v)| \) of the set \( E(v) \). A trivalent graph \( \Gamma \) is a graph with \( |E(v)| = 3 \) for all of its vertices \( v \).

**Definition 2.1.3** (Subgraph, full subgraph). A graph \( \gamma \) is a subgraph of a graph \( \Gamma \) if \( \gamma \) satisfies the following:

- \( V(\gamma) \subset V(\Gamma) \);
- \( E(\gamma) \subset E(\Gamma) \) and the endpoints of elements of \( E(\gamma) \) are the same as those of them as elements of \( E(\Gamma) \);
Let $\gamma$ be a subgraph of $\Gamma$. $\gamma$ is called a full subgraph of $\Gamma$ if every edge of $\Gamma$ with both endpoints in $V(\gamma)$ is also an edge of $\gamma$.

A subgraph of a graph $\Gamma$ is called non trivial if it is not a vertex or the graph $\Gamma$ itself.

**Definition 2.1.4 (Connected graph).** Two vertices $u$ and $v$ of a graph $\Gamma$ are connected by an edge if they are the endpoints of an edge of $\Gamma$.

A graph $\Gamma$ is connected if for any two of its vertices $p, q \in V(\Gamma)$, there exists a sequence of sets of endpoints of its edges

$$\{x_0, x_1\}, \{x_1, x_2\}, \ldots, \{x_{k-1}, x_k\}$$

such that $x_0 = p$ and $x_k = q$.

The graph with only one vertex and no edges is considered connected.

**Definition 2.1.5 (Cut vertex).** Let $\Gamma$ be a connected graph. A vertex $v \in V(\Gamma)$ is called a cut vertex if the graph obtained by removing $v$ is not connected.

**Definition 2.1.6 (Vertex-2-connected graph).** A connected graph $\Gamma$ is vertex-2-connected if it has no cut vertices.

**Definition 2.1.7 (Complete graph).** A complete graph is a graph $\Gamma$ in which any two vertices are connected by a single edge.

**Example 2.1.1.** The connected graphs with two vertices, and complete graphs are vertex-2-connected.

**Definition 2.1.8 (Quotient graph).** Let $\Gamma$ be a graph and $\gamma$ its connected full subgraph. The quotient graph $\Gamma/\gamma$ is the graph defined by the following data:
Let $\gamma_1, \gamma_2$ be subgraphs of a graph $\Gamma$. We will use $\gamma_1 \cup \gamma_2$ to denote the subgraph of $\Gamma$ corresponding to the union of the geometric realizations (see Remark 2.1.1) of $\gamma_1, \gamma_2$ in the geometric realization of $\Gamma$. For example, if $\gamma_1, \gamma_2$ are disjoint, $\gamma_1 \cup \gamma_2$ is the subgraph defined by $V(\gamma_1 \cup \gamma_2) = V(\gamma_1) \cup V(\gamma_2)$ and $E(\gamma_1 \cup \gamma_2) = E(\gamma_1) \cup E(\gamma_2)$; if $\gamma_1$ is a subgraph of $\gamma_2$, then $\gamma_1 \cup \gamma_2 = \gamma_2$.

Let $\Gamma$ be a graph, and $\gamma_1, \gamma_2$ its connected full subgraphs. Sometimes we will use the notation $\Gamma/(\gamma_1 \cup \gamma_2)$ to denote $(\Gamma/\gamma_1)/\gamma_2$ or $(\Gamma/\gamma_2)/\gamma_1$, even when $\gamma_1 \cup \gamma_2$ is not connected or not a full subgraph, if no ambiguities will appear.

We will use $\mathcal{G}$ to denote the set of finite graphs. For any $\Gamma_1, \Gamma_2 \in \mathcal{G}$, define $\Gamma_1 \prec \Gamma_2$ if and only if $|V(\Gamma_1)| < |V(\Gamma_2)|$. Then the following is immediate:

**Proposition 2.1.1.** The pair $(\mathcal{G}, \prec)$ where $\prec$ is defined as above is a strict partially ordered set and all descending chains for any $\Gamma \in \mathcal{G}$ are finite.

### 2.2 Insertions of labeled graphs

A graph can be inserted into a vertex of another graph to form a third graph. In this section, we focus on a special class of graphs with labeled vertices and study their properties under insertions.
Definition 2.2.1 (Inserting a graph into another). Let $\Gamma_1, \Gamma_2$ be connected graphs and $v \in V(\Gamma_1)$. Let $f : E(v) \to V(\Gamma_2)$ be a map.

Define a graph $\Gamma$ by the following data

- $V(\Gamma) = (V(\Gamma_1) \setminus \{v\}) \sqcup V(\Gamma_2)$;

- $E(\Gamma) = E(\Gamma_1) \sqcup E(\Gamma_2)$; an edge of $\Gamma_1$ with endpoint set $\{p, v\}$ corresponds to an edge of $\Gamma$ with endpoint set $\{p, f(e)\}$; the endpoints of the other edges remain unchanged.

We will call $\Gamma$ the graph obtained by inserting $\Gamma_2$ into $\Gamma_1$ at vertex $v$ according to the map $f$. The graph $\Gamma$ is denoted by $\Gamma_1 \circ_{(v, f)} \Gamma_2$.

Let $\mathcal{A}$ be a countably infinite discrete set. A prototypic example of $\mathcal{A}$ is the set $\mathbb{N}$ of natural numbers.

Definition 2.2.2 ($\mathcal{A}$-labeled graph). A finite $\mathcal{A}$-labeled graph is a finite graph $\Gamma$ which is labeled in $\mathcal{A}$ subjecting to the following rules:

- Each vertex of $\Gamma$ is labeled by a non empty finite subset of $\mathcal{A}$.

- The intersection of each pair of subsets labeling vertices of $\Gamma$ is empty.

- The label of the graph is the union of labels of its vertices.

The subsets of $\mathcal{A}$ labeling vertices of an $\mathcal{A}$-labeled graph or the graph itself will be called $\mathcal{A}$-labels.

The set of $\mathcal{A}$-labeled graphs will be denoted by $\mathcal{AG}$.

For $\mathcal{A}$-labeled graphs, Definition 2.2.1 can be made more specific.
**Definition 2.2.3** (Insertion operation of $\mathcal{A}$-labeled graphs). Let $\Gamma_1, \Gamma_2$ and $\Gamma_3$ be connected $\mathcal{A}$-labeled graphs. If there exist $v \in V(\Gamma_1)$ whose $\mathcal{A}$-label is equal to the $\mathcal{A}$-label of $\Gamma_2$ and a map $f : E(v) \to V(\Gamma_2)$ such that $\Gamma_3 = \Gamma_1 \circ (v,f) \Gamma_2$, we say that there is an insertion operation $\circ ((\Gamma_1,v),\Gamma_2,\Gamma_3) : (\Gamma_1, \Gamma_2) \mapsto \Gamma_3$.

**Remark 2.2.1.** The introduction of the notation $\circ ((\Gamma_1,v),\Gamma_2,\Gamma_3)$ is, in a sense, not necessary, because it can be equivalently substituted by some other notations like $\circ ((\Gamma_1,v),\Gamma_2,f)$ in which the output $\Gamma_3$ does not appear in the subscript. But for the sake of symbol computations, the notation $\circ ((\Gamma_1,v),\Gamma_2,\Gamma_3)$ has obvious advantages in keeping track of data.

Similar remarks apply to Definitions 3.2.2, 6.2.1, 6.3.1, 6.3.2, 7.1.5, 7.1.6, etc.

Let $\Gamma$ be an $\mathcal{A}$-labeled graph and $\gamma$ a connected full subgraph of $\Gamma$. To be consistent with Definition 2.2.3, the vertex $v_\gamma$ of $\Gamma/\gamma$ will be labeled by the subset of $\mathcal{A}$ whose elements occur in the labels of the vertices of $\gamma$.

Sometimes when we want to refer insertion operations in general, or do not want to specify them, we will just use the notation $\circ$.

The following proposition gives the basic properties of insertion operations $\circ$.

**Proposition 2.2.1.** Let $\Gamma$ be a connected $\mathcal{A}$-labeled graph; $\gamma_1$ and $\gamma_2$ be connected full subgraphs of $\Gamma$ with the induced labels from $\Gamma$. Then we have the following statements of graphs:

1. If $V(\gamma_1) \cap V(\gamma_2) = \phi$, then

$$\Gamma/(\gamma_1 \cup \gamma_2) = (\Gamma/\gamma_1)/\gamma_2 = (\Gamma/\gamma_2)/\gamma_1,$$

$$\Gamma/(\gamma_1 \cup \gamma_2) \circ ((\Gamma/(\gamma_1 \cup \gamma_2),v_{\gamma_1},\Gamma/\gamma_2) \gamma_1 = \Gamma/\gamma_2,$$
\( \Gamma/(\gamma_1 \cup \gamma_2) \circ ((\Gamma/(\gamma_1 \cup \gamma_2),\gamma_2,\Gamma/\gamma_1) \gamma_2 = \Gamma/\gamma_1, \)

and thus

\[
(\Gamma/(\gamma_1 \cup \gamma_2) \circ ((\Gamma/(\gamma_1 \cup \gamma_2),\gamma_2,\Gamma/\gamma_1) \gamma_2) \circ ((\Gamma/(\gamma_1,\gamma_1,\Gamma) \gamma_1)

= (\Gamma/(\gamma_1 \cup \gamma_2) \circ ((\Gamma/(\gamma_1 \cup \gamma_2),\gamma_1,\Gamma/\gamma_2) \gamma_1) \circ ((\Gamma/\gamma_2,\gamma_2,\Gamma) \gamma_2). \tag{2.2.1} \]

2. If \( V(\gamma_2) \subset V(\gamma_1) \), then

\( \Gamma/\gamma_1 \circ ((\Gamma/\gamma_1,\gamma_1,\gamma_1,\gamma_1,\Gamma) \gamma_1/\gamma_2 = \Gamma/\gamma_2, \)

and thus

\[
(\Gamma/\gamma_1 \circ ((\Gamma/\gamma_1,\gamma_1,\gamma_1,\gamma_1,\Gamma) \gamma_1/\gamma_2 \gamma_1/\gamma_2) \circ ((\Gamma/\gamma_2,\gamma_2,\Gamma) \gamma_2

= \Gamma/\gamma_1 \circ ((\Gamma/\gamma_1,\gamma_1,\gamma_1,\Gamma) \gamma_1/\gamma_2 \circ ((\gamma_1/\gamma_2,\gamma_2,\gamma_2,\gamma_1) \gamma_2). \tag{2.2.2} \]

**Proof.** The statements follows directly from definitions.

Intuitively, the first statement says that if \( V(\gamma_1) \cap V(\gamma_2) = \phi \), then the resulted graphs from different orders of collapsing \( \gamma_1 \) and \( \gamma_2 \) are the same, and when inserting back, different orders of inserting \( \gamma_1 \) and \( \gamma_2 \) will both produce the original graphs. The second statement has similar idea. \( \square \)

**Remark 2.2.2.** There are many non trivial identities on the insertion algebra of graphs. In particular (see Example 2.2.1), there are pairwise non isomorphic graphs \( A, B, C \) and \( D \), such that \( A \circ_1 B = C \circ_2 D \), where \( \circ_1 \) and \( \circ_2 \) are certain insertion operations. So we do not expect that the insertion algebra of graphs be free.
Example 2.2.1. Let $\Gamma$ be a connected $\mathcal{A}$-labeled graph; $\gamma_1$ and $\gamma_2$ be disjoint connected full subgraphs of $\Gamma$ with the induced labels from $\Gamma$. Then

$$\Gamma/\gamma_1 \circ ((\Gamma/\gamma_1, v_{\gamma_1}), \gamma_1, \Gamma) \gamma_1 = \Gamma = \Gamma/\gamma_2 \circ ((\Gamma/\gamma_2, v_{\gamma_2}), \gamma_2, \Gamma) \gamma_2.$$
Chapter 3

Graph configurations and the master equation

In this chapter, we will study the algebraic/combinatorial properties of configurations of sets and graphs under insertions and define (or construct) a differential graded algebra of configurations of $\mathcal{A}$-labeled graphs.

3.1 Configurations of finite sets

Before going into configurations of graphs, in this section we study configurations of sets. All sets considered in this section are finite.

Based on the work of Axelrod, Bott, Fulton, MacPherson, Singer and Taubes ([2] [13] [19]), we have the definition of a screen of a set.

Definition 3.1.1 (Screen of a set). A screen $\mathcal{S}$ of a set $S$ is a set of subsets of $S$ such that

- For any $A \in \mathcal{S}$, $|A| > 1$.
- If $A, B \in \mathcal{S}$ and $A \cap B \neq \emptyset$, then either $A \subseteq B$ or $B \subseteq A$. 
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A screen of a set can be expressed as a nested set, and this nested set presentation is unique.

Example 3.1.1. Let $S = \{0, 1, 2, 3, 4, 5, 6, 7, 8, 9\}$. Then the screen

$$S = \{\{1, 2, 3\}, \{5, 6, 7, 8, 9\}, \{6, 7\}\}$$

has the nested set presentation

$$\{0, \{1, 2, 3\}, 4, \{5, \{6, 7\}\}, 8, 9\}.$$  

Let $(S, S)$ be a configuration and $N$ the nested set presentation of the screen $S$. We will refer to $S$ as the underlying set of $N$.

Definition 3.1.2 (Configuration). A configuration $X$ of a set $S$ is a pair $(S, S)$, where $S$ is a screen of the set $S$.

Definition 3.1.3 (Insertion product of configurations). Let $X_1, X_2, X_3$ be configurations of sets $S_1, S_2, S_3$ respectively, and $s_1 \in S_1$. Define $X_3 = X_1 \sqcup_{(S_1, s_1), S_2, S_3} X_2$ if and only if the following two conditions are satisfied:

- There exists $s_1 \in S_1$ such that $S_3 = (S_1 \setminus \{s_1\}) \cup S_2$.

- The nested set presentation of the screen of $X_3$ is equal to the nested set obtained by replacing $s_1$ in the nested set presentation of the screen of $X_1$ with the nested set presentation of the screen of $X_2$.

Definition 3.1.4 (Elementary configuration of a set). The elementary configuration of a set $S$ is a configuration of the set $S$ where the screen is empty set.
Proposition 3.1.1. A configuration of a finite set can be expressed as a monomial of elementary configurations of some sets, where the product is a collection of insertions as in Definition 3.1.3.

Proof. Here we provide an algorithm whose input is the nested set presentation of a configuration, and whose output is a monomial presentation of the configuration.

Step 1). Let $X = (S, S)$ be a configuration of a finite set $S$ and $N$ be the nested set presentation of $S$. There are two cases.

If $S = \emptyset$, then done: $X$ is an elementary configuration.

Otherwise there exists $x \in N$ such that $x$ itself is a nested set, then

$$X = (S_1, S_1) \sqcup ((S_1, s_1), S_2, S_2) (S_2, S_2)$$

(3.1.1)

where

- $S_1$ is the underlying set of the nested set obtained by replacing in $N$ the element $x$ by the symbol $s_1$;

- $S_1$ is the induced screen when replacing $x$ by $s_1$;

- $S_2$ is the underlying set of the nested set $x$;

- $S_2$ is the screen of the set $S_2$ whose nested set presentation is $x$.

Step 2). Repeat Step 1) for each argument configuration appearing in the right hand side of equation (3.1.1).

Since $S$ is a finite set, the algorithm will end in finite steps. $\square$
Example 3.1.2. Let $S$ and $S'$ be the same as in Example 3.1.1. Then the configuration $(S, S')$ can be expressed as a product of elementary configurations of sets:

$$(((0, a, 4, b), \phi) \Box (((0, a, 4, b), a), (1, 2, 3), A)) (1, 2, 3, \phi))$$

$$\Box ((A, b), D, S) (((5, c, 8, 9), \phi) \Box (((5, c, 8, 9), c), (6, 7), D)) (6, 7, \phi))$$

where $A = \{0, 1, 2, 3, 4, b\}$, $D = \{5, 6, 7, 8, 9\}$.

3.2 An algebra of configurations of labeled graphs

Definition 3.2.1 (Graph configuration). Let $\Gamma$ be a connected graph. A configuration $X$ of the graph $\Gamma$ is a pair $(\Gamma, S)$, where $S$ is a screen of the vertex set of $\Gamma$, such that the elements of the screen are the vertex sets of some connected subgraphs of the graph $\Gamma$.

The insertion product of configurations of $\mathcal{A}$-labeled graphs is a special case of the insertion product of configurations of sets (see Definition 3.1.3).

Definition 3.2.2 (Insertion product of configurations of labeled graphs). Let $\Gamma_i$ be a connected $\mathcal{A}$-labeled graph, and $X_i$ be a configuration of $\Gamma_i$, $i = 1, 2, 3$. Define

$$X_3 = X_1 \otimes (\Gamma_1, v, \Gamma_2, \Gamma_3) X_2$$

if and only if the following two conditions are satisfied:

- There exists $v \in V(\Gamma_1)$ whose label is the same as the label of $\Gamma_2$ such that

$$\Gamma_3 = \Gamma_1 \circ (\Gamma_1, v, \Gamma_2, \Gamma_3) \Gamma_2.$$
• The nested set presentation of the screen of $X_3$ is equal to the nested set obtained by replacing $v$ in the nested set presentation of the screen of $X_1$ with the nested set presentation of the screen of $X_2$.

**Remark 3.2.1.** About the notation: sometimes the subscripts of the insertion products of configurations will be omitted, if no confusion will be caused and we do not want to emphasize them.

**Definition 3.2.3** (Elementary configuration of a graph). The elementary configuration of a connected graph $\Gamma$ is $\Gamma$ with the empty screen on its set of vertices.

Let $\Gamma$ be a connected graph. Since the nested set presentation of the empty screen of the set $V(\Gamma)$ is canonically isomorphic to the set $V(\Gamma)$, we will interchangeably use the terms “an elementary configuration of a graph” and “a graph”, and will sometimes also use the same notation $\Gamma$ to denote the elementary configuration of the graph $\Gamma$. These will cause no confusion from the contexts.

**Proposition 3.2.1.** A configuration of a connected $\mathcal{A}$-labeled graph can be expressed as a monomial of elementary configurations of $\mathcal{A}$-labeled graphs, where the products are insertion products of configurations.

**Proof.** This follows from Proposition 3.1.1 and Definitions 3.1.3 and 3.2.2. □

**Proposition 3.2.2** (Basic identities of graph configurations). Let $\Gamma$ be a connected $\mathcal{A}$-labeled graph and $\gamma_1$ and $\gamma_2$ connected full subgraphs of $\Gamma$. Then we have the following statements of graph configurations:

1. If $V(\gamma_1) \cap V(\gamma_2) = \phi$, then

$$
(\Gamma/(\gamma_1 \cup \gamma_2) \circ ((\Gamma/\gamma_1, v_{\gamma_1}, \gamma_1), \gamma_2) \circ ((\Gamma/\gamma_1, v_{\gamma_1}, \gamma_1), \Gamma) \gamma_1
$$
\[ = \left( \Gamma / (\gamma_1 \cup \gamma_2) \right) \odot \left( \left( \left( \Gamma / (\gamma_1 \cup \gamma_2, v_{\gamma_1}, \gamma_1, \Gamma / \gamma_2, \gamma_1) \right) \odot \left( \left( \Gamma / \gamma_2, v_{\gamma_2}, \gamma_2, \Gamma \right) \right) \right) \gamma_2. \]

2. If \( V(\gamma_2) \subseteq V(\gamma_1) \), then

\[ \left( \Gamma / \gamma_1 \odot \left( (\Gamma / (\gamma_1, v_{\gamma_1}, \gamma_1, \gamma_1 / \gamma_1, v_{\gamma_2}, \gamma_2, \Gamma) \right) \gamma_1 \right) \odot \left( (\Gamma / \gamma_2, v_{\gamma_2}, \gamma_2, \Gamma) \right) \gamma_2 \]

\[ = \Gamma / \gamma_1 \odot \left( (\Gamma / (\gamma_1, v_{\gamma_1}, \gamma_1, \gamma_1 / \gamma_2, v_{\gamma_2}, \gamma_2, \gamma_2, \Gamma) \right) (\gamma_1 / \gamma_2 \odot ((\gamma_1 / \gamma_1, v_{\gamma_2}, \gamma_2, \gamma_1) \gamma_2)). \]

**Proof.** This follows from Proposition 2.2.1 and Definition 3.2.2.

---

**Proposition 3.2.3.** Let \( \Gamma \) be a connected \( \mathcal{A} \)-labeled graph. The presentations of a configuration of graph \( \Gamma \) as monomials of elementary configurations of \( \mathcal{A} \)-labeled graphs are unique modulo the two basic identities in Proposition 3.2.2.

**Proof.** This is because that when inserting two graphs \( \Gamma_1 \) and \( \Gamma_2 \) into a graph \( \Gamma \), either \( \Gamma_1 \) or \( \Gamma_2 \) is inserted first. Suppose \( \Gamma_1 \) is inserted first, then when inserting \( \Gamma_2 \), it is inserted either inside or outside \( \Gamma_1 \). All these different cases are described by Proposition 3.2.2. When inserting more graphs, the relations between two different presentations of a configuration are generated by the two basic identities in Proposition 3.2.2.

---

**Proposition 3.2.4.** Let \( \Gamma \) be a connected \( \mathcal{A} \)-labeled graph and \( X \) a configuration of \( \Gamma \). Then

1. The leftmost terms in all monomial presentations of \( X \) are the same.
2. The numbers of \( \odot \) operations in all monomial presentations of \( X \) are the same.

**Proof.** These follow from Propositions 3.2.2 and 3.2.3.
Let \( n \) be the number of \( \odot \) operations in a monomial presentation of \( X \). We will call the number \( n + 1 \) the length of \( X \) and denoted by \( l(X) \).

**Definition 3.2.4** (The boundary operator on configurations of \( \mathcal{A} \)-labeled graphs). Let \( V \) be the module over a commutative unital ring \( R \) generated by the set of configurations of connected \( \mathcal{A} \)-labeled graphs with two or more vertices. Define an operator \( \partial : V \to V \) by the following

1. \( \partial \) (a connected \( \mathcal{A} \)-labeled graph with two vertices) = 0;

2. if \( \Gamma \) is a connected \( \mathcal{A} \)-labeled graph with more than three vertices, then

\[
\partial \Gamma = \sum_{\gamma} \Gamma / \gamma \odot (\Gamma / \gamma, \gamma, \Gamma) \gamma
\]

(3.2.1)

where the sum is over all connected non trivial full sub \( \mathcal{A} \)-labeled graphs \( \gamma \) with the induced labels from the graph \( \Gamma \).

Then extending (multi)linearly \( \partial \) to all configurations of connected \( \mathcal{A} \)-labeled graphs with two or more vertices by derivation with respect to insertion product \( \odot \).

**Proposition 3.2.5.** Let \( X \) be a configuration of a connected \( \mathcal{A} \)-labeled graph \( \Gamma \) with \( |V(\Gamma)| > 1 \). Then \( \partial^2 X = 0 \) over \( \mathbb{Z}_2 \).

**Proof.** Let \( \Gamma \) be the elementary configuration of a connected \( \mathcal{A} \)-labeled graph. By definition,

\[
\partial \Gamma = \sum_{\alpha} \Gamma / \alpha \odot (\Gamma / \alpha, \alpha, \Gamma) \alpha
\]

where \( \alpha \) runs over the set of connected full sub \( \mathcal{A} \)-labeled graphs of \( \Gamma \). Then

\[
\partial^2 \Gamma = \sum_{\alpha} (\partial(\Gamma / \alpha) \odot \alpha + \Gamma / \alpha \odot \partial \alpha)
\]
\[\begin{align*}
&= \sum_\alpha \sum_\beta ((\Gamma/\alpha)/\beta \odot (\Gamma/\alpha)/\beta, \Gamma/\alpha, \beta) \odot (\Gamma/\alpha, v, \alpha) \odot \Gamma/\alpha, \alpha, \Gamma) \alpha \\
&\quad + \sum_\alpha \sum_\beta \Gamma/\alpha \odot (\Gamma/\alpha, v, \alpha) \odot (\alpha/\beta \odot (\alpha/\beta, v, \alpha) \odot (\alpha, \Gamma/\alpha, \alpha, \Gamma) \beta).
\end{align*}\]

There are two cases for the first item in the right hand side of the above formula:

Case 1) if \(V(\alpha) \cap V(\beta) = \emptyset\), then \((\Gamma/\alpha)/\beta = \Gamma/(\alpha \cup \beta)\), thus we have

\[\sum_\alpha \sum_\beta (\Gamma/(\alpha \cup \beta) \odot (\Gamma/(\alpha \cup \beta), v, \beta, \Gamma/\alpha) \beta) \odot (\Gamma/\alpha, v, \alpha, \Gamma) \alpha.\]

This equals 0 by the basic identity (1) of Proposition 3.2.2.

Case 2) otherwise there exist a connected full subgraph \(\bar{\beta}\) of \(\Gamma\) such that \(\beta = \bar{\beta}/\alpha\).

Then \(V(\alpha) \subset V(\bar{\beta})\), we have

\[\sum_\alpha \sum_\beta (\Gamma/\bar{\beta} \odot (\Gamma/\bar{\beta}, v, \bar{\beta}/\alpha, \Gamma/\alpha) \bar{\beta}/\alpha) \odot (\Gamma/\alpha, v, \alpha, \Gamma) \alpha.\]

This cancels with the second item in the above formula, by the basic identity (2) of Proposition 3.2.2.

So \(\partial^2 = 0\) for elementary configurations. The general case can then be shown by induction and by the derivation property of \(\partial\).

**Definition 3.2.5** (Oriented graph configuration). Let \(X\) be a configuration of a connected graph \(\Gamma\). An oriented graph configuration is a pair \((X, or)\), where \(or\) is an orientation of \(X\), which is a choice of the generators of an infinite group \(\mathbb{Z}\) associated with the graph configuration.

Let \(R\) be a commutative unital ring. Then on the module generated by isomorphism classes of oriented graph configurations, we assume that there is an imposed
relation

\[(X, -\text{or}) = -(X, \text{or}), \quad (3.2.2)\]

where \(-\text{or}\) means the opposite orientation of the orientation \(\text{or}\).

**Remark 3.2.2.** The situation here is like to assign orientations to simplexes to create a chain complex. All the graphs we considered are orientable.

**Definition 3.2.6** (Orientation with diamond property). An orientation \(\text{or}\) is called having the diamond property if it satisfies the following property of oriented graph configurations:

For any \(\Gamma, \gamma_1\) and \(\gamma_2\), where \(\Gamma\) is a connected \(\mathcal{A}\)-labeled graph; \(\gamma_1\) and \(\gamma_2\) are connected \(\mathcal{A}\)-labeled full subgraphs of \(\Gamma\),

1. if \(V(\gamma_1) \cap V(\gamma_2) = \emptyset\), then

\[
((\Gamma/(\gamma_1 \cup \gamma_2), \text{or}) \odot((\Gamma/(\gamma_1 \cup \gamma_2), v_{\gamma_1}), \gamma_1, \Gamma) (\gamma_2, \text{or})) \odot((\Gamma/(\gamma_1 \cup \gamma_2), \gamma_1, \Gamma) (\gamma_1, \text{or})
\]

\[= -((\Gamma/(\gamma_1 \cup \gamma_2), \text{or}) \odot((\Gamma/(\gamma_1 \cup \gamma_2), v_{\gamma_2}), \gamma_2, \Gamma) (\gamma_1, \text{or})) \odot((\Gamma/(\gamma_1 \cup \gamma_2), v_{\gamma_2}), \gamma_2, \Gamma) (\gamma_2, \text{or});\]

2. if \(V(\gamma_2) \subset V(\gamma_1)\), then

\[
((\Gamma/\gamma_1, \text{or}) \odot((\Gamma/\gamma_1, v_{\gamma_1}), \gamma_1, \Gamma) (\gamma_2/\gamma_1, \text{or})) \odot((\Gamma/\gamma_2, v_{\gamma_2}), \gamma_2, \Gamma) (\gamma_2, \text{or})
\]

\[= -((\Gamma/\gamma_1, \text{or}) \odot((\Gamma/\gamma_1, v_{\gamma_1}), \gamma_1, \Gamma) ((\gamma_1/\gamma_2, \text{or}) \odot((\gamma_1/\gamma_2, v_{\gamma_2}), \gamma_2, \Gamma) (\gamma_2, \text{or})).\]

**Theorem 3.2.6.** Let \((X, \text{or})\) be an oriented configuration of a connected \(\mathcal{A}\)-labeled graph \(\Gamma\), where \(\text{or}\) is an orientation with diamond property. Then \(\partial^2 X = 0\) over any commutative unital ring \(\mathbb{R}\).
Proof. This follows immediately from Proposition 3.2.5 and the diamond property of the orientation or.

Here we gave a name to the type of differential algebraic structures represented by the master equation of a certain class of decorated graphs (e.g., $\mathcal{A}$-labeled graphs) with subgraph insertion products $\odot$.

**Definition 3.2.7** (Configuration algebra). Let $\mathcal{B}$ be a class of decorated graphs, which is closed under subgraph insertions and taking quotient graphs. A configuration algebra of decorated graphs in $\mathcal{B}$ over a commutative unital ring $R$ is the (many-sorted) algebra generated over $R$ by the set of isomorphism classes of oriented elementary configurations $(X, or)$ of connected decorated graphs in $\mathcal{B}$ with the set of bilinear operations $\odot$, where $or$ is an orientation with diamond property, subject to the differential relations as in Definition 3.2.4.

**Remark 3.2.3.** In the language of universal algebra, a many-sorted algebra is a family of sets with a collection of operations among them. Here we list only the basic definitions of $S$-sorted algebras and homomorphism between $S$-sorted algebras of the same signature. For more, see, e.g. [8, 23, 40].

Let $S$ be a set whose elements will be called sorts.

- An $S$-sorted signature $\Sigma$ is a family $(\Sigma_{w,s})_{s \in S, w \in S^*}$ of sets, where $S^*$ is the set of all finite words formed by elements of $S$. An element $F \in \Sigma_{w,s}$ is called an operation symbol of rank $w$, $s$, of arity $w$, and of sort $s$.

- Let $\Sigma$ be an $S$-sorted signature. A $\Sigma$-algebra $A$ is a family of sets $(A_s)_{s \in S}$, where $A_s$ is called the carrier of $A$ of sort $s$, and a function

$$\sigma_A : A_{s_1} \times A_{s_2} \times \cdots \times A_{s_n} \to A_s$$
for each $\sigma \in \Sigma_{w,s}$, where $w = s_1 s_2 \cdots s_n$. $\sigma_A$ is called the operation of $A$ named by $\sigma$.

- If $A$ and $B$ are both $\Sigma$-algebras, a $\Sigma$-homomorphism $h : A \to B$ is a family of functions $(h_s : A_s \to B_s)_{s \in S}$ which preserve the operations in the sense that if $\sigma \in \Sigma_{s_1 \cdots s_n,s}$ and $a_i \in A_{s_i}, i = 1, \cdots, n$, then

$$h_s[\sigma_A(a_1, \cdots, a_n)] = \sigma_B[h_{s_1}(a_1), \cdots, h_{s_n}(a_n)]. \quad (3.2.3)$$

Let $\Sigma$ be an $S$-sorted signature.

**Definition 3.2.8** (differential $\Sigma$-algebra, map of differential $\Sigma$-algebras). A differential $\Sigma$-algebra is a pair $(A, \partial)$ where $A$ is a $\Sigma$-algebra and $\partial$ is a differential on $A$ which is a derivation.

Let $(A, \partial_A), (B, \partial_B)$ be differential $\Sigma$-algebras. A map $f : A \to B$ is called a map of differential $\Sigma$-algebras if the following are satisfied:

- $f : A \to B$ is a $\Sigma$-homomorphism.

- $f$ commutes with differentials, i.e., $f \partial_A = \partial_B f$.

Let $\mathcal{AG}_{\geq 2}$ be the set of connected $\mathcal{A}$-labeled graphs with two or more vertices.

**Proposition 3.2.7.** Let $F$ denote the configuration algebra of graphs in $\mathcal{AG}_{\geq 2}$. Then $F$ is a differential graded $\mathcal{AG}_{\geq 2}$-sorted algebra.

**Proof.** Let $\gamma \in \mathcal{AG}_{\geq 2}$ and $F_\gamma$ be the module spanned by configurations of $\gamma$.

Given a sequence of $\Gamma_1, \cdots, \Gamma_n, \Gamma$, there are operations

$$\sigma : F_{\Gamma_1} \times F_{\Gamma_2} \cdots \times F_{\Gamma_n} \to F_\Gamma$$
if and only if there are ways to combine $\Gamma_1, \cdots, \Gamma_n$ using the operations $\circ$ in Definition 2.2.3 to obtain $\Gamma$.

The binary operations are exactly the $\circ$’s. In general, an operation $\sigma$ is a combination of a collection of $\circ$’s, in the order prescribed by a binary tree.

In this thesis, we will mostly use the term $S$-sorted algebra while keeping its signature implicit. In fact, it is not possible to explicitly give the signature of a configuration algebra, since there are infinitely many finite graphs and infinitely many ways to combine them. But the lucky thing is that sometimes it is obvious to recognize whether the signatures of two insertion algebras are the same or not.

By Proposition 3.2.3, the configuration algebra of $\mathcal{A}$-labeled graphs is a free differential $S$-sorted algebra, where “free” means that there are no algebraic relations besides those implied by the defining relations in Definition 3.2.6. Or, it can be understood to be free over a combination operad [46] defined by the composition rules as in Proposition 2.2.1.

Later on, we will have the case that the class $\mathcal{B}$ is coloured in two colours $M$ and $R$, and have a master equation system of the form

\[
\partial R_\Gamma = \sum R_{\Gamma/\gamma} \circ_{(\Gamma/\gamma,v,\gamma,\Gamma)} R_\gamma; \quad (3.2.4)
\]
\[
\partial M_\Gamma = \sum M_{\Gamma/\gamma} \circ_{(\Gamma/\gamma,v,\gamma,\Gamma)} R_\gamma \quad (3.2.5)
\]

Since equations (3.2.4) and (3.2.5) has the same underlying master equation (3.2.1), and the operations $\circ_{(\Gamma/\gamma,v,\gamma,\Gamma)}$ satisfy the same set of composition rules as in Proposition 3.2.2, the corresponding colored configuration algebra of decorated graphs in $\mathcal{B}$ over the commutative unital ring $R$ will be called the right module over the configuration algebra of decorated graphs in $\mathcal{B}$. This colored configuration algebra can
also be understood as a many-sorted algebra, thus the definition of maps \( f : A \to B \) of right modules over the configuration algebra can be given if \( A,B \) are of the same signature as many-sorted algebras.

**Proposition 3.2.8.** Let \( \Gamma \) be a connected \( \mathcal{A} \)-labeled graphs with two vertices. Then \( \Gamma \) is a non trivial cycle of the configuration algebra of \( \mathcal{A} \)-labeled graphs.

**Proof.** By Definition 3.2.4

- \( \partial \Gamma = 0 \).
- \( \Gamma \) is not in the image of \( \partial \), because any monomial configuration in the image of \( \partial \) has to be of length \( > 1 \).

□
Chapter 4

Compactifications of configuration spaces of graphs

This chapter contains a detailed account of a compactification of the configuration space of maps from a finite graph to a manifold, which is a variant of the canonical compactification (see Axelrod and Singer [2], Fulton and Macpherson [19], and Kontsevich [28]) of the configuration space of maps from a finite set to a manifold. The construction here is due to Kuperberg and Thurston [31].

4.1 Definitions and conventions

This section contains some basic definitions and conventions for the rest of the thesis.

4.1.1 Configuration spaces

**Definition 4.1.1** (Configuration space). Let $V$ be a finite set of labeled points and $X$ a topological space. The configuration space $\text{Conf}(V, X)$ of $V$ in $X$ is the space of
the maps
\[ \{ f : V \to X | f(u) \neq f(v), \forall u, v \in V \}. \]

This concept can be generalized to

**Definition 4.1.2** (Configuration space of a graph). Let \( \Gamma \) be a connected graph and \( X \) a topological space. The space

\[ \{ f : V(\Gamma) \to X | f(u) \neq f(v), \text{if } \{u, v\} \in E(\Gamma) \} \]

is called the configuration space of \( \Gamma \) in \( X \), and is denoted by \( \text{Conf}(\Gamma, X) \).

**Proposition 4.1.1.** Given a finite set \( V \) and a topological space \( X \), the configuration space of \( V \) in \( X \) is exactly the configuration space \( \text{Conf}(\Gamma, X) \) of a complete graph \( \Gamma \) with \( V(\Gamma) = V \).

**Proof.** Compare Definition 4.1.1 and Definition 4.1.2. \( \square \)

### 4.1.2 Tangent cones

In this thesis, we will use the term *smooth* as a synonym of \( C^\infty \), or infinitely differentiable. In most of the cases, \( C^k \) (for some integer \( k \) from the contexts) is sufficient for our needs. But we will use the term *smooth* just for notational simplicity.

Let \( M \) be a smooth manifold and \( p \in M \). Let us first recall the definitions of a tangent vector at \( p \) and the tangent space \( T_pM \):

Let \( \varphi_1 : [0, \epsilon_1) \to M, \varphi_2 : [0, \epsilon_2) \to M \), where \( \epsilon_1, \epsilon_2 > 0 \), be two smooth curves such that \( \varphi_1(0) = \varphi_2(0) = p \). Define \( \varphi_1 \sim \varphi_2 \) if and only if for every real-valued function \( f \) defined in a neighborhood of \( p \), \( (f \circ \varphi_1)'(0) = (f \circ \varphi_2)'(0) \). One can
check that ∼ is an equivalence relation. A tangent vector at p is just an equivalence class (under ∼) of smooth curves starting at p. The set of the tangent vectors at p, which has a linear space structure, is the tangent space \( T_pM \).

Now we are ready to give the definition of tangent cones:

**Definition 4.1.3 (Tangent cone).** Let \( M \) be a smooth manifold and \( X \subset M \) a subset of \( M \). The tangent cone \( TC_pX \) of a point \( p \in X \) is the cone formed by those tangent vectors \( v \in T_pM \) such that there exists a smooth curve \( \varphi : [0, \epsilon) \to M \) so that \( \varphi(0) = p, \varphi([0, \epsilon)) \subset X \) and \( \varphi \) is a representative of \( v \).

**Example 4.1.1.** Let \( M \) be a smooth manifold and \( X \subset M \) an open subset of \( M \). Then the tangent cone \( TC_pX \) of a point \( p \in X \) is the entire tangent space \( T_pM \).

**Definition 4.1.4 (Cone-like space).** Let \( M \) be a smooth manifold and \( X \subset M \) a subset of \( M \). The set \( X \) is called cone-like if each point \( p \in X \) has a neighborhood in \( X \) which is diffeomorphic to its tangent cone \( TC_pX \).

4.1.3 Manifolds with corners

Here we introduce some definitions on manifolds with corners.

Let \((\mathbb{R}_{\geq 0})^n = \{(x_1, \cdots, x_n) \in \mathbb{R}^n | x_i \geq 0, i = 1, \cdots, n\} \) and \( x \in (\mathbb{R}_{\geq 0})^n \). Define \( d(x) = \) the number of zeros in \((x_1, \cdots, x_n)\). We call \( d(x) \) the depth of the point \( x \).

The following proposition will lead us to the notion of manifolds with corners.

**Proposition 4.1.2.** Let \( U, V \) be two (relative) open subsets of \((\mathbb{R}_{\geq 0})^n \), and let \( f : U \to V \) be a diffeomorphism. Then \( d(x) = d(f(x)) \), for all \( x \in U \).

**Proof.** The proof is similar to the proof of Lemma 14.17 (invariance of corner points) in Lee’s book [33]. 

\( \square \)
Because of Proposition 4.1.2, we have the following definitions:

**Definition 4.1.5** (Manifold with corners). Suppose $M$ is a topological $n$-manifold with boundary. A chart with corners for $M$ is a pair $(U, \varphi)$, where $U$ is an open subset of $M$ and $\varphi$ is a homeomorphism from $U$ to a (relative) open set $\tilde{U} \subset (\mathbb{R}_{\geq 0})^n$.

Two charts with corners $(U, \varphi), (V, \psi)$ are said to be smoothly compatible if the composite map $\varphi \circ \psi^{-1} : \psi(U \cap V) \to \varphi(U \cap V)$ is a diffeomorphism.

A smooth structure with corners on a topological manifold with boundary $M$ is a maximal collection of smoothly compatible charts with corners whose domains cover $M$.

A topological manifold with boundary together with a smooth structure with corners is called a (smooth) manifold with corners.

**Definition 4.1.6** (Depth-$k$ stratum, codimension-$k$ stratum). Let $M$ be a manifold with corners. Denote $\partial_k M = \{x \in M | d(x) = k\}$.

A depth-$k$ stratum of $M$ is defined to be a connected component of $\partial_k M$.

**Remark 4.1.1.** Let $N$ be a depth $k$ stratum of $M$. It is easy to see that the codimension in $M$ of $N$ is equals to $k$. So sometimes we refer $N$ as a codimension-$k$ stratum of $M$.

**Definition 4.1.7** (Transversal submanifold). Let $M$ be a manifold with corners. A closed subset $N \subset M$ is called a transversal submanifold with corners of $M$ if it satisfies the following conditions

- $N$ with the smooth structure with corners induced from $M$ is a manifold with corners.
• $N$ is transversal with each stratum of $M$.

• Each depth $k$ stratum of $N$ is contained in a depth $k$ stratum of $M$.

### 4.1.4 Whitney-stratified immersion

**Definition 4.1.8 (Mutually transverse).** Let $M$ be a smooth manifold (with corners) and $X_1, X_2, \cdots, X_k \subset M$ submanifolds (with corners) of $M$. Then $X_1, X_2, \cdots, X_k$ are called mutually transverse if for any collection of submanifolds $X_{i_1}, \cdots, X_{i_m}$ ($m \leq k$), either

$$X_{i_1} \cap \cdots \cap X_{i_m} = \emptyset$$

or

$$\text{codim } X_{i_1} \cap \cdots \cap X_{i_m} = \text{codim } X_{i_1} + \cdots + \text{codim } X_{i_m}.$$ 

**Definition 4.1.9 (Whitney-stratified immersion).** Let $M$ be a smooth manifold (with corners) and $X \subset M$ a closed subset. $X$ is called a Whitney-stratified immersion if it can be decomposed into a locally finite, strict partially ordered set $(I, \prec)$ of strata $X_i$,

$$X = \bigcup_{i \in I} X_i$$

such that

• Each stratum $X_i \subset M$ is a smoothly embedded manifold.

• Each $\overline{X}_i$, the closure of the stratum $X_i$ in $M$, is a union of strata.

• For any $i, j \in I, i \prec j \iff X_i \subset \overline{X}_j$.

• If $i_1, \cdots, i_n$ are pairwise incomparable, then the corresponding strata $X_{i_1}, \cdots, X_{i_n}$ are mutually transverse.
4.2 Blowups along a Whitney-stratified immersion

Let $M$ be a smooth manifold and $X \subset M$ a cone-like Whitney-stratified immersion. This section will provide an algorithm to blow up $M$ along $X$.

4.2.1 The blowup of a manifold along its smooth submanifold

The blowup of a complex manifold along its complex submanifold is well known to algebraic geometers (see, for example, [26]). Our situation differs from that in two aspects: first, we work with smooth real manifolds; second, instead of replacing a point in the blowup locus with the set of lines passing through the point in its normal space, we replace it with the set of rays in its normal space emanating from this point.

Let us begin with the definition of the blowup of an open disk along a coordinate plane.

Let $S^{n-1} = \mathbb{R}^n - \{0\}/\sim$, where $x \sim x'$ if and only if there exists some number $\lambda > 0$ such that $x = \lambda x'$ for any $x, x' \in \mathbb{R}^n - \{0\}$.

**Definition 4.2.1** (Blowup). Let $\mathbb{D}$ be an $n$-dimensional open disc with smooth coordinates $x_1, \cdots, x_n$, and let $H \subset \mathbb{D}$ be the plane $x_{m+1} = \cdots = x_n = 0$. Define a smooth manifold with boundary

$$\widetilde{\mathbb{D}} = \{(x_1, \cdots, x_n, [y_{m+1}, \cdots, y_n]) \in \mathbb{D} \times S^{n-m-1} | \exists \lambda \geq 0$$

s.t. $(x_{m+1}, \cdots, x_n) = \lambda(y_{m+1}, \cdots, y_n)\}$. 
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The space \( \overline{D} \), together with the map \( \pi : \overline{D} \to D \), which is induced by the projection

\[
D \times S^{n-m-1} \to D
\]
on the first factor, is called the (ray) blowup of \( D \) along \( H \). Later we will denote \( \overline{D} \) by \( \text{Bl}(D, H) \).

The blowup map \( \pi : \overline{D} \to D \) is an isomorphism away from \( H \), and the inverse image of a point \( x \in H \) is a sphere.

Let

\[
\mathbb{R}^n_{j^+} = \{(x_1, \cdots, x_n) | x_i \in \mathbb{R}^n, i = 1, \cdots, n; x_j \geq 0\};
\]
\[
\mathbb{R}^n_{j^-} = \{(x_1, \cdots, x_n) | x_i \in \mathbb{R}^n, i = 1, \cdots, n; x_j \leq 0\}
\]

and

\[
\overline{U}_{j^+} = \{(x_1, \cdots, x_n, [y_{m+1}, \cdots, y_n]) \in \overline{D} | y_j > 0\};
\]
\[
\overline{U}_{j^-} = \{(x_1, \cdots, x_n, [y_{m+1}, \cdots, y_n]) \in \overline{D} | y_j < 0\}
\]

for \( j = m + 1, \cdots, n \). The manifold with boundary \( \overline{D} \) can be covered by coordinate charts

\[
(\overline{U}_{j^+}, \phi_{j^+}), (\overline{U}_{j^-}, \phi_{j^-})
\]

where

\[
\phi_{j^+} : \overline{U}_{j^+} \to \mathbb{R}^n_{j^+}, (x_1, \cdots, x_n, [y_{m+1}, \cdots, y_n]) \mapsto (x_1, x_2, \cdots, x_m, \frac{x_{m+1}}{x_j}, \cdots, \frac{x_{j-1}}{x_j}, \frac{x_j}{x_j}, x_{j+1}, \cdots, \frac{x_n}{x_j});
\]
\[
\phi_{j^-} : \overline{U}_{j^-} \to \mathbb{R}^n_{j^-}, (x_1, \cdots, x_n, [y_{m+1}, \cdots, y_n]) \mapsto (x_1, x_2, \cdots, x_m, \frac{x_{m+1}}{x_j}, \cdots, \frac{x_{j-1}}{x_j}, \frac{x_j}{x_j}, x_{j+1}, \cdots, \frac{x_n}{x_j});
\]
\[
\ldots, x_m, \frac{x_{m+1}}{x_j}, \ldots, \frac{x_{j-1}}{x_j}, x_j, \frac{x_{j+1}}{x_j}, \ldots, \frac{x_n}{x_j}, \ldots,
\]

(when \(x_j = 0\), replace \(\frac{x_i}{x_j}\) with \(\frac{y_i}{y_j}\)) are smooth coordinates for \(j = m + 1, \ldots, n\). Later we will refer these coordinate charts as the standard covering coordinate charts of \(\tilde{D}\).

**Proposition 4.2.1.** The blowup \(\pi : \tilde{D} \to \mathbb{D}\) does not depend on the coordinate system used in \(\mathbb{D}\).

**Proof.** Let \(x'_i = g_i(x), i = 1, \ldots, n\) be another smooth coordinate system in \(\mathbb{D}\), \(H \subset \mathbb{D}\) the plane \(x'_{m+1} = \ldots = x'_n = 0\), and

\[
\tilde{D}' = \{(x'_1, \ldots, x'_n, [y'_{m+1}, \ldots, y'_n]) \in \mathbb{D} \times S^{n-m-1} | \exists \lambda \geq 0 \text{ s.t. } (x'_{m+1}, \ldots, x'_n) = \lambda(y'_{m+1}, \ldots, y'_n)\}
\]

the blowup of \(\mathbb{D}\) in this new coordinate system, then we can extend the isomorphism

\[
\tilde{g} : \tilde{D} - \pi^{-1}(H) \to \tilde{D}' - \pi'^{-1}(H), x \mapsto g(x)
\]

over \(\pi^{-1}(H)\) by sending a point \((x, [y_{m+1}, \ldots, y_n])\) with \(x_{m+1} = \ldots = x_n = 0\) to the point \((g(x), [y'_{m+1}, \ldots, y'_n])\), where

\[
y'_j = \sum_{i=m+1}^{n} y_i \frac{\partial g_j}{\partial x_i}(x). \tag{4.2.1}
\]

One can easily check that the extension (4.2.1) does not depend on the coordinates chosen. \(\square\)
Remark 4.2.1. The map
\[(x, y) \mapsto \left[ \sum_{i=m+1}^{n} y_i \frac{\partial}{\partial x_i} \right] \mid_x\]
gives an identification of the fiber of \(\pi : \pi^{-1}(H) \to H\) over a point \(x = (x_1, \cdots, x_m, 0, \cdots, 0)\) with its normal sphere \(S^{n-m-1}\). This identification is independent of the choice of the coordinates.

The blowup construction can be carried out globally. Let \(M\) be an \(n\)-dimensional smooth manifold, and \(N \subset M\) an \(m\)-dimensional smooth submanifold. Let \(\{D_\alpha\}_{\alpha \in I}\) be a collection of discs in \(M\) covering \(N\) such that \(N \cap D_\alpha\) is given by \(x_{m+1} = \cdots = x_n = 0\), and let \(\pi_\alpha : \tilde{D}_\alpha \to D_\alpha\) be the blowup of \(D_\alpha\) along \(N \cap D_\alpha\), for each \(\alpha \in I\). Then we have a family of isomorphisms
\[\pi_{\alpha \beta} : \pi_\alpha^{-1}(D_\alpha \cap D_\beta) \to \pi_\beta^{-1}(D_\alpha \cap D_\beta).\]

The local blowups \(\tilde{D}_\alpha\) with \(\pi_\alpha\) can be glued together, by these isomorphisms, to form a manifold with boundary
\[L = \bigcup_{\pi_{\alpha \beta} \tilde{D}_\alpha}\]
with a map
\[\pi : L \to \bigcup D_\alpha.\]

We still denote by \(\pi\) the map extending \(\pi\) on \(L\) and the identity on \(M - N\), and let
\[\text{Bl}(M, N) = L \cup_{\pi} (M - N).\]
**Definition 4.2.2** (Blowup along a submanifold). Let $M$ be an $n$-dimensional smooth manifold, and $N \subset M$ an $m$-dimensional smooth submanifold. The manifold with boundary $\text{Bl}(M, N)$, together with the projection map $\pi : \text{Bl}(M, N) \to M$, is called the blowup of $M$ along $N$.

By the construction, the blowup has the following immediate properties:

**Proposition 4.2.2.** Let $M$ be an $n$-dimensional smooth manifold, and $N \subset M$ an $m$-dimensional smooth submanifold.

1. The map $\pi$ is an isomorphism away from $N \subset M$ and $\pi^{-1}(N) \subset \text{Bl}(M, N)$.

2. (Locality property) Locally the blowup is isomorphic to the blowup of a disc along a coordinate plane as given in Definition 4.2.1.

3. $\pi^{-1}(N) \to N$ is a fibre bundle over $N$ with fibre $S^{n-m-1}$. It can be naturally identified with the normal sphere bundle of $N$ in $M$.

4. The same blowup construction can be carried out if $M$ is a manifold with corners and $N \subset M$ is a transversal submanifold with corners, provided that $N$ has a well-defined normal bundle in $M$.

*Proof.* Statements 1) and 2) follow directly from definitions. Statement 3) follows from Remark 4.2.1. Statement 4) follows from 2) and 3).

### 4.2.2 Iterated blowups

Based on the study of the blowup of a smooth manifold along a smooth submanifold in § 4.2.1, this subsection studies the more general case: iterated blowups. We will first look at the local pictures of blowups, and then go to the global picture.
Lemma 4.2.3. Let $V_1$ and $V_2$ be linear subspaces of $\mathbb{R}^n$ of dimensions $k$ and $m$ respectively, where $k < m < n$. If $V_1$ is a subspace of $V_2$, then $\pi^{-1}(V_2 - V_1)$, the closure of $\pi^{-1}(V_2 - V_1)$ in $\text{Bl}(\mathbb{R}^n, V_1)$, has a well-defined normal bundle.

Proof. Without loss of generality, we can assume

$$V_1 = \{(x_1, \ldots, x_n) \in \mathbb{R}^n | x_{k+1} = \cdots = x_n = 0\};$$

$$V_2 = \{(x_1, \ldots, x_n) \in \mathbb{R}^n | x_{m+1} = \cdots = x_n = 0\}.$$

Let $\{(\tilde{U}_{j+}, \phi_{+}), (\tilde{U}_{j-}, \phi_{-})\}_{j=k+1}^m$ be the standard covering coordinate charts of $\text{Bl}(\mathbb{R}^n, V_1)$. We claim that $\{(\tilde{U}_{j+}, \phi_{+}), (\tilde{U}_{j-}, \phi_{-})\}_{j=k+1}^m$ is a covering of $\pi^{-1}(V_2 - V_1)$. In fact, for all $p \in \pi^{-1}(V_2 - V_1)$, there exist $j(k + 1 \leq j \leq n)$, a neighborhood $U(p)$ of $p$ such that $U(p) \subset \tilde{U}_{j+}$ (or $\tilde{U}_{j-}$), and a point $\tilde{x} \in \pi^{-1}(V_2 - V_1) \cap U(p)$ with the coordinates $(x_1, \ldots, x_k, \frac{x_{k+1}}{x_j}, \ldots, \frac{x_{j-1}}{x_j}, x_j, \frac{x_{j+1}}{x_j}, \ldots, \frac{x_n}{x_j})$. But since $x_{m+1} = \cdots = x_n = 0$, and $\lambda \neq 0$, we know $y_{m+1} = \cdots = y_n = 0$, which implies $j \leq m$.

Now since $j \leq m$, each point in $\pi^{-1}(V_2 - V_1) \cap \tilde{U}_{j\pm}$ has coordinates

$$\left( x_1, \cdots, x_k, \frac{x_{k+1}}{x_j}, \cdots, \frac{x_{j-1}}{x_j}, x_j, \frac{x_{j+1}}{x_j}, \cdots, \frac{x_n}{x_j} \right)$$

$$= \left( x_1, \cdots, x_k, \frac{x_{k+1}}{x_j}, \cdots, \frac{x_{j-1}}{x_j}, x_j, \frac{x_{j+1}}{x_j}, \cdots, \frac{x_m}{x_j}, 0, \cdots, 0 \right)$$

So each point has a normal space spanned by

$$\left\{ \frac{\partial}{\partial x_{m+1}}, \cdots, \frac{\partial}{\partial x_n} \right\},$$

which is diffeomorphic to $\mathbb{R}^{n-m}$. □
Lemma 4.2.4. Let $V_1$ and $V_2$ be linear subspaces of $\mathbb{R}^n$ of dimensions $k$ and $m$ respectively, where $k \geq n-m$. If $V_1$ and $V_2$ intersect transversely, then $\pi^{-1}(V_2 - V_1)$, the closure of $\pi^{-1}(V_2 - V_1)$ in $\text{Bl}(\mathbb{R}^n, V_1)$, has a well-defined normal bundle.

Proof. Without loss of generality, we can assume

$$V_1 = \{(x_1, \cdots, x_n) \in \mathbb{R}^n | x_{k+1} = \cdots = x_n = 0\};$$

$$V_2 = \{(x_1, \cdots, x_n) \in \mathbb{R}^n | x_1 = \cdots = x_{n-m} = 0\}.$$

Let $\{(\bar{U}_{j+}, \phi_{+}), (\bar{U}_{j-}, \phi_{-})\}_{j=k+1}^n$ be the standard covering coordinate charts of $\text{Bl}(\mathbb{R}^n, V_1)$. Each point in $\pi^{-1}(V_2 - V_1) \cap \bar{U}_{j\pm}$ has the coordinates

$$\left(x_1, \cdots, x_k, \frac{x_{k+1}}{x_j}, \cdots, \frac{x_{j-1}}{x_j}, x_j, \frac{x_{j+1}}{x_j}, \cdots, \frac{x_n}{x_j}\right)$$

$$= (0, \cdots, 0, x_{n-m+1}, \cdots, x_k, \frac{x_{k+1}}{x_j}, \cdots, \frac{x_{j-1}}{x_j}, x_j, \frac{x_{j+1}}{x_j}, \cdots, \frac{x_n}{x_j})$$

So each point has a normal space spanned by

$$\left\{\frac{\partial}{\partial x_1}, \cdots, \frac{\partial}{\partial x_{n-m}}\right\},$$

which is diffeomorphic to $\mathbb{R}^{n-m}$. \qed

Remark 4.2.2. It follows that $\pi^{-1}(V_2 - V_1)$ is transverse to the boundary stratum of $\text{Bl}(\mathbb{R}^n, V_1)$.

Lemma 4.2.5. Let $V_1$ and $V_2$ be linear subspaces of $\mathbb{R}^n$ of dimensions $k$ and $m$ respectively, where $k \geq n-m$. If $V_1$ and $V_2$ intersect transversely, then
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2. The two manifolds with corners

\[ \text{Bl(Bl}(\mathbb{R}^n, V_1), \pi^{-1}(V_2 - V_1)) \]

and

\[ \text{Bl(Bl}(\mathbb{R}^n, V_2), \pi^{-1}(V_1 - V_2)) \]

are diffeomorphic, where \( \pi^{-1}(V_2 - V_1) \) is the closure of \( \pi^{-1}(V_2 - V_1) \) in \( \text{Bl}(\mathbb{R}^n, V_1) \), and \( \pi^{-1}(V_1 - V_2) \) is the closure of \( \pi^{-1}(V_1 - V_2) \) in \( \text{Bl}(\mathbb{R}^n, V_2) \).

**Proof.** The first statement follows from Lemma \([4.2.4]\) and Proposition \([4.2.2]\).

For the second statement, as in the proof of Lemma \([4.2.4]\), we can assume

\[ V_1 = \{(x_1, \ldots, x_n) \in \mathbb{R}^n | x_{k+1} = \cdots = x_n = 0 \}; \]

\[ V_2 = \{(x_1, \ldots, x_n) \in \mathbb{R}^n | x_1 = \cdots = x_{n-m} = 0 \}. \]

Let \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \). Without loss of generality, we may assume that \( x_i, x_j \geq 0 \), where \( i \) and \( j \) are two fixed indices: \( i \leq n - m, j \geq k \).

In \( \overline{U}_{i_+} \) (or \( \overline{U}_{i_-} \)) of \( \text{Bl}(\mathbb{R}^n, V_1) \), \( \tilde{x} = (x_1, \ldots, x_k, \frac{x_{i+1}}{x_j}, \ldots, \frac{x_j}{x_j}, x_j, \frac{x_{j+1}}{x_j}, \ldots, \frac{x_n}{x_j}) \). In \( \overline{U}_{i_+} \) (or \( \overline{U}_{i_-} \)) of \( \text{Bl}(\mathbb{R}^n, V_1), \pi^{-1}(V_2 - V_1) \), \( \tilde{x} = (\frac{x_i}{x_i}, \ldots, \frac{x_{i+1}}{x_i}, x_i, \frac{x_{j+1}}{x_j}, \ldots, \frac{x_n}{x_j}) \).

Similarly, in \( \overline{U}_{i_+} \) (or \( \overline{U}_{i_-} \)) of \( \text{Bl}(\mathbb{R}^n, V_2), \pi^{-1}(V_2 - V_2) \), \( \tilde{x} = (\frac{x_i}{x_i}, \ldots, \frac{x_{i+1}}{x_i}, \frac{x_j}{x_j}, \ldots, \frac{x_n}{x_j}) \).

So, we get a diffeomorphism between

\[ \text{Bl(Bl}(\mathbb{R}^n, V_1), \pi^{-1}(V_2 - V_1)) \]
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and

$$\text{Bl}(\text{Bl}(\mathbb{R}^n, V_2), \pi^{-1}(V_1 - V_2)).$$

\[\square\]

By induction on the number of subspaces of \(\mathbb{R}^n\), we can generalize the above lemma as

**Lemma 4.2.6.** Let \(V_1, \cdots, V_k\) be linear subspaces of \(\mathbb{R}^n\), which are mutually transverse. Then successive blowups along the \(V_i\) give a result independent of the order, up to diffeomorphism.

**Definition 4.2.3 (Minimal sequence).** Let \((I, \prec)\) be a finite or countably infinite partially ordered set. A sequence \(s:\)

\[i_1, i_2, \cdots, i_k, \cdots\]

is called a minimal sequence of \(I\) if the following conditions are satisfied:

- \(i_1\) is a minimal element of \((I, \prec)\), \(i_2\) is a minimal element of \((I \setminus \{i_1\}, \prec), \cdots, i_k\) is a minimal element of \((I \setminus \{i_1, \cdots, i_{k-1}\}, \prec)\) and so on;
- \(I = \{i_1, i_2, \cdots, i_k, \cdots\}\).

**Remark 4.2.3.** A minimal sequence \(s\) of \(I\) turns the partially ordered set \(I\) into a well-ordered set. The transfinite induction (see, for example, [17]), an extension of mathematical induction, is valid on a well-ordered set.
Example 4.2.1. Let $\Gamma$ be a connected graph with $k$ vertices. Let $I$ be the set of connected full subgraphs of $\Gamma$. Define a partial order on $I$ by

$$\Gamma_i \prec \Gamma_j \iff V(\Gamma_i) \supset V(\Gamma_j).$$

Here is a minimal sequence of the poset $(I, \prec)$: beginning with the graph $\Gamma$ itself, then the connected full subgraphs with $(k - 1)$ vertices in an arbitrary order, then the connected full subgraphs with $(k - 2)$ vertices in an arbitrary order, and so on.

Theorem 4.2.7. Let $M$ be a smooth manifold and $X = \bigcup_{i \in I} X_i$ a cone-like, Whitney-stratified immersion.

1. Let $s$ be a minimal sequence of $I$, then $M$ can be blown up successively along strata $X_i$ of $X$ in the order specified by $s$. Denote the final resulted manifold with corners by $\text{Bl}(M,(X,s))$.

2. Let $s, s'$ be minimal sequences of $I$, then $\text{Bl}(M,(X,s))$ is diffeomorphic to $\text{Bl}(M,(X,s'))$.

Proof. The second statement follows from the first statement, Lemma 4.2.6 and the locality property of blowups.

Here is the proof of the first statement:

Let the sequence $s$:

$$i_1, i_2, \ldots, i_k, \ldots$$

be a minimal sequence of the partially ordered set $I$. As given in Definiton 4.2.2, the smooth manifold $M$ can be blown up along the stratum $X_{i_1}$, resulting in a manifold with corners $\text{Bl}(M,X_{i_1})$.

We notice that the partial order are preserved under the blowup process:
1. If \( i, j \neq i_1 \in I \) and \( X_i \subset X_j \), then it is easy to see that
\[
\pi^{-1}(X_i - X_{i_1}) \subset \pi^{-1}(X_j - X_{i_1}).
\]

It follows that if \( i < j \neq i_1 \) in \( I \), then we have \( i < j \) in \( I \setminus \{i_1\} \) after the blowup.

2. If \( k_1, \ldots, k_m \neq i_1 \in I \) and \( X_{k_1}, \ldots, X_{k_m} \) are mutually transverse, then in \( \text{Bl}(M, X_{i_1}), \pi^{-1}(X_{k_1} - X_{i_1}), \ldots, \pi^{-1}(X_{k_m} - X_{i_1}) \) are mutually transverse. To ease of notation, let us consider only their complete intersection,
\[
\text{codim } \pi^{-1}(X_{k_1} - X_{i_1}) + \cdots + \text{codim } \pi^{-1}(X_{k_m} - X_{i_1})
= \text{codim } X_{k_1} + \cdots + \text{codim } X_{k_m}
= \text{codim } X_{k_1} \cap \cdots \cap X_{k_m}
= \text{codim } (\pi^{-1}(X_{k_1} \cap \cdots \cap X_{k_m} - X_{i_1}))
= \text{codim } \pi^{-1}(X_{k_1} \cap \cdots \cap X_{k_m} - X_{i_1})
= \text{codim } \pi^{-1}(X_{k_1} - X_{i_1}) \cap \cdots \cap \pi^{-1}(X_{k_m} - X_{i_1}).
\]

It follows that if \( k_1, \ldots, k_m \) are pairwise incomparable in \( I \), then we have \( k_1, \ldots, k_m \) are pairwise incomparable in \( I \setminus \{i_1\} \) after the blowup.

Now let us consider the blowup preimages of the other strata \( X_j \) of \( X \) in \( \text{Bl}(M, X_{i_1}) \):

- For those indices \( j \) such that \( i_1, j \) are incomparable, we have \( X_{i_1}, X_j \) are transverse in \( M \). By Lemma 4.2.4 and the locality property of blowups, \( \pi^{-1}(X_j - X_{i_1}) \) has a well-defined normal bundle in \( \text{Bl}(M, X_{i_1}) \).

- For those indices \( j \) such that \( i_1 < j \), we have \( X_{i_1} \subset X_j \), where the closure is taken in \( M \). So if \( i_1 < j_1, j_2, \ldots, j_k \), then \( X_{i_1} \subset X_{j_1} \cap X_{j_2} \cap \cdots \cap X_{j_k} \). Since \( X \)
is locally cone-like, for any \( p \in X_{i_1} \), there exist a neighborhood \( U(p) \subset X \) of \( p \) which is diffeomorphic to the tangent cone \( T_p X \) with \( p \) the tip of the cone.

If in addition we assume that \( j_1, j_2, \cdots, j_k \) are pairwise incomparable, then it follows that in \( \text{Bl}(M, X_{i_1}) \), \( \pi^{-1}(X_{j_1} - X_{i_1}), \pi^{-1}(X_{j_2} - X_{i_1}), \cdots, \pi^{-1}(X_{j_k} - X_{i_1}) \) are disjoint in a sufficiently small neighborhood of \( \pi^{-1}(X_{i_1}) \). By Lemma 4.2.3 and the locality property of blowups, each \( \pi^{-1}(X_{j_s} - X_{i_1}) \), \( s \in \{1, \cdots, k\} \), has a well-defined normal bundle in \( \text{Bl}(M, X_{i_1}) \).

Thus \( \pi^{-1}(X_{i_2} - X_{i_1}) \) has a well-defined normal bundle in \( \text{Bl}(M, X_{i_1}) \). So we can blow up \( \text{Bl}(M, X_{i_1}) \) along \( \pi^{-1}(X_{i_2} - X_{i_1}) \).

Suppose that we already finished the blowups along the strata corresponding to indices \( i_1, i_2, \cdots, i_k \), and have the following:

- For any \( i, j \in I \setminus \{i_1, i_2, \cdots, i_k\} \), \( i < j \) if and only if the preimage in the resulted partially blown-up space \( Y \) of the stratum \( X_i \) is a subset of the closure in \( Y \) of the preimage of \( X_j \).

- If \( k_1, \cdots, k_m \in I \setminus \{i_1, i_2, \cdots, i_k\} \) are pairwise incomparable, then the preimage in \( Y \) of the corresponding strata \( X_{k_1}, \cdots, X_{k_m} \) are mutually transverse.

- The preimage in \( Y \) of each stratum of \( X \) with index in \( I \setminus \{i_1, i_2, \cdots, i_k\} \) has well-defined normal bundle.

So we can continue blowing up the partially blown up space \( Y \) along the preimage of the next stratum \( X_{i_{k+1}} \).

By the principal of induction, the iterated blowup procedure can proceed along every stratum of \( X \). □
4.3 Compactifications of configuration spaces of graphs

Let $\Gamma$ be a connected graph and $M$ a $d$-dimensional smooth manifold. Let $\text{Map}(V(\Gamma), M)$ be the space of maps $f : V(\Gamma) \rightarrow M$. It is easy to see that $\text{Map}(V(\Gamma), M)$ is isomorphic to the Cartesian product $M^{\times\left|V(\Gamma)\right|}$.

If $\Gamma'$ is a connected full subgraph of $\Gamma$, denote by $\Delta_{\Gamma'}$ the diagonal of $\text{Map}(V(\Gamma), M)$ in which all vertices of $\Gamma'$ are mapped to the same point.

If one could blow up $\text{Map}(V(\Gamma), M)$ along

$$\{\Delta_e \subset \text{Map}(V(\Gamma), M) | e \in E(\Gamma)\},$$

then a compactification of the configuration space of the graph $\Gamma$ in the manifold $M$ would be obtained. But unfortunately, there are some technical difficulties in doing so. Instead, there is a compactification of the configuration space of the graph, which is obtained by iteratively blowing up all connected full subgraphs of $\Gamma$. To see this, one needs the following theorem.

**Theorem 4.3.1.** Let $\Gamma$ be a connected graph and $M$ a smooth manifold. Let

$$X = \bigcup_{\Gamma'} \{\Delta_{\Gamma'} \subset \text{Map}(V(\Gamma), M)\},$$

where $\Gamma'$ varies over the set of connected full subgraphs of $\Gamma$. Then $X$ admits a cone-like, Whitney-stratified immersion structure in $\text{Map}(V(\Gamma), M)$.

**Proof.** The subset $X \subset \text{Map}(V(\Gamma), M)$ is cone-like since it is the union of a set of diagonals.

Now we check that $X$ admits a Whitney-stratified immersion structure whose
strata are corresponding to diagonals in certain way which we now describe.

Let $\Gamma$ be a connected graph and $I$ the set of connected full subgraphs of $\Gamma$. We say a filtration

$$\Gamma_1 \supset \Gamma_2 \supset \cdots \supset \Gamma_k,$$

where $\Gamma_1 = \Gamma$, $\Gamma_k$ is a two-vertex connected full subgraph of $\Gamma$, $\Gamma_i \in I$ and the vertex set $V(\Gamma_{i-1}) \supseteq V(\Gamma_i)$, is *good* if there is no $\Gamma' \in I$ such that $V(\Gamma_{i-1}) \supseteq V(\Gamma') \supseteq V(\Gamma_i)$.

Now let

$$\Gamma_1 \supset \Gamma_2 \supset \cdots \supset \Gamma_k$$

be a good filtration, then we say

$$\Delta_{\Gamma_1}, \Delta_{\Gamma_2} \setminus \Delta_{\Gamma_1}, \cdots, \Delta_{\Gamma_k} \setminus \Delta_{\Gamma_{k-1}}$$

are strata coming from the filtration.

Consider all the strata coming from good filtrations on $I$. For any connected full subgraph $\Gamma_i$, let

$$\Delta_{\Gamma_i} \setminus \Delta_{\Gamma_{i-1}}, \cdots, \Delta_{\Gamma_i} \setminus \Delta_{\Gamma_{i-1,m}}$$

be all the strata which have the form $\Delta_{\Gamma_i} \setminus \Delta_{\Gamma_{i-1}}$. Define

$$X_{\Gamma_i} = (\Delta_{\Gamma_i} \setminus \Delta_{\Gamma_{i-1,1}}) \cap \cdots \cap (\Delta_{\Gamma_i} \setminus \Delta_{\Gamma_{i-1,m}}),$$

and $X_{\Gamma} = \Delta_{\Gamma}$. Thus we obtain a decomposition

$$X = \bigcup_{\Gamma_i \in I} X_{\Gamma_i}.$$
We call $X_{\Gamma_i}$ the stratum of $X$ corresponding to the subgraph $\Gamma_i$.

On $I$, we define

$$\Gamma_i \prec \Gamma_j \Leftrightarrow X_{\Gamma_i} \subset X_{\Gamma_j}.$$ 

Since by our construction, $X_{\Gamma_i} = \Delta_{\Gamma_i}$, for some $\Gamma_i \in I$, $X_{\Gamma_j}$ is a union of strata. If $X_{\Gamma_i} = \Delta_{\Gamma_i}$, $X_{\Gamma_j} = \Delta_{\Gamma_j}$, then

$$\Gamma_i \prec \Gamma_j \Leftrightarrow X_{\Gamma_i} \subset X_{\Gamma_j} \Leftrightarrow V(\Gamma_i) \supset V(\Gamma_j).$$

It remains to check that if $\Gamma_{i_1}, \ldots, \Gamma_{i_k}$ are pairwise incomparable, then the corresponding strata $X_{\Gamma_{i_1}}, \ldots, X_{\Gamma_{i_k}}$ are mutually transverse. We do this by induction on $k$.

When $k = 2$. Let $\Gamma_1, \Gamma_2$ be connected full subgraphs of $\Gamma$. We have $X_{\Gamma_1} = \Delta_{\Gamma_1}$, $X_{\Gamma_2} = \Delta_{\Gamma_2}$.

i) If $V(\Gamma_1) \cap V(\Gamma_2) \neq \phi$ and $\Gamma_1 \cup \Gamma_2$ is a full subgraph, then $\Delta_{\Gamma_1} \cap \Delta_{\Gamma_2} = \Delta_{\Gamma_1 \cup \Gamma_2}$. So $X_{\Gamma_1} \cap X_{\Gamma_2} = \phi$.

ii) If $V(\Gamma_1) \cap V(\Gamma_2) \neq \phi$ and $\Gamma_1 \cup \Gamma_2$ is not a full subgraph, let $\Gamma'$ be the connected full subgraph of $\Gamma$ with vertex set $V(\Gamma_1 \cup \Gamma_2)$. Then we have

$$\Delta_{\Gamma_1} \cap \Delta_{\Gamma_2} = \Delta_{\Gamma_1 \cup \Gamma_2} = \Delta_{\Gamma'}.$$ 

So $X_{\Gamma_1} \cap X_{\Gamma_2} = \phi$.

iii) Otherwise $V(\Gamma_1) \cap V(\Gamma_2) = \phi$. Then a point on $\Delta_{\Gamma_1} \cap \Delta_{\Gamma_2}$ can be viewed as the graph obtained from $\Gamma$ by contracting $\Gamma_1$ to a vertex and $\Gamma_2$ to another vertex. Thus

$$\text{codim } X_{\Gamma_1} \cap X_{\Gamma_2} = \text{codim } \Delta_{\Gamma_1} \cap \Delta_{\Gamma_2} = (|V(\Gamma_1)| + |V(\Gamma_2)| - 2)d.$$
Now since
\[ \text{codim } X_{\Gamma_1} = \text{codim } \Delta_{\Gamma_1} = (|V(\Gamma_1)| - 1)d; \]
\[ \text{codim } X_{\Gamma_2} = \text{codim } \Delta_{\Gamma_2} = (|V(\Gamma_2)| - 1)d, \]
it follows that
\[ \text{codim } X_{\Gamma_1} \cap X_{\Gamma_2} = \text{codim } X_{\Gamma_1} + \text{codim } X_{\Gamma_2}. \]

When \( k > 2 \). From definition we have \( X_{\Gamma_i} = \Delta_{\Gamma_i}, \) \( \) \( i = 1, 2, \ldots, k \). By induction, it’s enough to consider their complete intersection \( X_{\Gamma_1} \cap \cdots \cap X_{\Gamma_k} \) only.

i) If there exist \( s, t \in \{i_1, i_2, \ldots, i_k\} \) such that \( V(\Gamma_s) \cap V(\Gamma_t) \neq \emptyset \) and \( \Gamma_s \cup \Gamma_t \) is a full subgraph of \( \Gamma \), then \( X_{\Gamma_s} \cap X_{\Gamma_t} = \emptyset \), which implies that
\[ X_{\Gamma_{i_1}} \cap \cdots \cap X_{\Gamma_{i_k}} = \emptyset. \]

ii) If there exist \( s, t \in \{i_1, i_2, \ldots, i_k\} \) such that \( V(\Gamma_s) \cap V(\Gamma_t) \neq \emptyset \) and \( \Gamma_s \cup \Gamma_t \) is not a full subgraph of \( \Gamma \), let \( \Gamma' \) be the full subgraph with vertex set \( V(\Gamma_s \cup \Gamma_t) \). Then
\[ \Delta_{\Gamma_s} \cap \Delta_{\Gamma_t} = \Delta_{\Gamma_s \cup \Gamma_t} = \Delta_{\Gamma'}. \]

So \( X_{\Gamma_s} \cap X_{\Gamma_t} = \emptyset \). This implies that
\[ X_{\Gamma_{i_1}} \cap \cdots \cap X_{\Gamma_{i_k}} = \emptyset. \]

iii) Otherwise, \( V(\Gamma_{i_1}), V(\Gamma_{i_2}), \ldots, V(\Gamma_{i_k}) \) are pairwise disjoint. On the one hand, a point on \( \Delta_{\Gamma_{i_1}} \cap \cdots \cap \Delta_{\Gamma_{i_k}} \) can be viewed as a graph obtained from \( \Gamma \) by collapsing
each $\Gamma_i (j = 1, \cdots , k)$ to a vertex. Thus

$$\text{codim } X_{\Gamma_1} \cap \cdots \cap X_{\Gamma_k} = \text{codim } \Delta_{\Gamma_1} \cap \cdots \cap \Delta_{\Gamma_k}$$

$$= (|V(\Gamma_i)| + \cdots + |V(\Gamma_k)| - k)d.$$

On the other hand,

$$\text{codim } X_{\Gamma_j} = \text{codim } \Delta_{\Gamma_j} = (|V(\Gamma_j)| - 1)d, j = 1, \cdots , k.$$

So we have,

$$\text{codim } X_{\Gamma_1} \cap \cdots \cap X_{\Gamma_k} = \text{codim } X_{\Gamma_1} + \cdots + \text{codim } X_{\Gamma_k}.$$  

$\square$

**Corollary 4.3.2.** The space $\text{Map}(V(\Gamma), M)$ can be blown up along $X = \cup \{ \Delta_{\Gamma'} \}$, the set of diagonals corresponding to all connected full subgraphs.

**Proof.** It follows immediately from Theorems 4.2.7 and 4.3.1. $\square$

The resulted space in the above corollary will be denoted by $\text{Conf}(\Gamma, M)$.

**Corollary 4.3.3.** Let $\Gamma$ be a connected finite graph and $M$ a smooth compact manifold. Then $\text{Conf}(\Gamma, M)$ is compact.

**Proof.** It follows immediately from Theorems 4.2.7 and 4.3.1. $\square$

Let $\Gamma$ be a connected finite graph. If the space $M$ is compact, by the above Corollary 4.3.3, $\text{Conf}(\Gamma, M)$ is a compact space; if $M$ is not compact, then in general $\text{Conf}(\Gamma, M)$ is not compact. For example, the space $\text{Conf}(\Gamma, \mathbb{R}^d)$ is not compact,
because a sequence of configurations going to the spatial infinity has no limit. But in both cases, we will follow the history and call the iterated blowup procedure from $\text{Map}(V(\Gamma), M)$ to $\overline{\text{Conf}(\Gamma, M)}$ a compactification of the configuration space $\text{Conf}(\Gamma, M)$, and call $\overline{\text{Conf}(\Gamma, M)}$ the compactified configuration space of the graph $\Gamma$ in the space $M$.

**Remark 4.3.1.** There are different compactifications of configuration spaces. But the compactification constructed as above, i.e., the compactification obtained by iteratively blown up diagonals corresponding to all connected subgraphs in the order specified by a minimal sequence as in Example 4.2.1, is the one we are most interested of. It will be referred to as the canonical compactification of the configuration space of a graph in a manifold.

In one of the examples of other compactifications, the space $\text{Map}(V(\Gamma), M)$ are blown up along the set of its diagonals which correspond to all vertex-2-connected diagonals only, due to the following proposition

**Proposition 4.3.4.** Let $\Gamma$ be a connected graph and $M$ a smooth manifold. Let

$$ X = \bigcup_{\Gamma'} \{\Delta_{\Gamma'}\} \subset \text{Map}(V(\Gamma), M), $$

where $\Gamma'$ varies over the set of vertex-2-connected full subgraphs of $\Gamma$. Then $X$ admits a cone-like, Whitney-stratified immersion structure in $\text{Map}(V(\Gamma), M)$.

**Proof.** Similar to the proof of Theorem 4.3.1, see Kuperberg-Thurston [31]. □

The points in $\overline{\text{Conf}(\Gamma, M)}$, or other spaces that we will form from it, will be called configurations of the graph $\Gamma$ in the space $M$. 
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Corollary 4.3.5. Let $M$ be a smooth manifold and $\Gamma$ a connected graph. The compactified configuration space $\overline{\text{Conf}(\Gamma, M)}$ is a manifold with corners.

Proof. This follows immediately from the fact that $\overline{\text{Conf}(\Gamma, M)}$ can be constructed by the iterated ray blowups from the manifold $\text{Map}(V(\Gamma), M)$ (see Theorem 4.2.7).

Proposition 4.3.6. Let $M$ be a smooth manifold and $\Gamma$ a connected graph. The two spaces $\overline{\text{Conf}(\Gamma, M)}$ and $\text{Conf}(\Gamma, M)$ are homotopy equivalent.

Proof. This is obvious.
Chapter 5

Boundary fibrations of $\text{Conf}(\Gamma, M)$ and $\text{conf}(\Gamma, \mathbb{R}^d)$

This chapter is devoted to the study of the fibration structures on the boundary strata of the canonical compactified configuration spaces of graphs in $d$-dimensional smooth closed manifolds, and of the compactified moduli spaces of configurations of graphs in the $d$-dimensional Euclidean space $\mathbb{R}^d$, where $d > 1$. In particular, in these cases, the bases and fibers of these bundles are also configuration spaces.

5.1 Boundary fibrations of $\text{Conf}(\Gamma, M)$

Let $\Gamma$ be a connected graph and $M$ a smooth manifold. Let $\text{Conf}(\Gamma, M)$ be the canonical compactified configuration space of $\Gamma$ in $M$, obtained by iteratively blowing up the space $\text{Map}(V(\Gamma), M)$ along its set of diagonals corresponding to connected full subgraphs of $\Gamma$ (see Chapter 4). By Corollary 4.3.5, $\text{Conf}(\Gamma, M)$ is a smooth manifold with corners. According to Theorem 4.3.1, each codimension one stratum of this manifold with corners corresponds to a connected full subgraph $\gamma$ of the graph $\Gamma$. Let $F_\gamma$ denote the stratum corresponding to $\gamma$.

Proposition 5.1.1. Let $\Gamma$ be a connected graph and $M$ a smooth manifold. The
stratum $F_\gamma$ of $\text{Conf}(\Gamma, M)$ admits a fibre bundle structure where the base is isomorphic to the space $\text{Conf}(\Gamma/\gamma, M)$.

**Proof.** By the construction in Theorems 4.2.7 and 4.3.1, the stratum $F_\gamma$ is obtained from the normal sphere bundle of the diagonal corresponding to $\gamma$, with its intersections with all diagonals corresponding to connected full subgraphs of $\Gamma/\gamma$ blown up. So $F_\gamma$ is a fibre bundle over a base which is isomorphic to $\text{Conf}(\Gamma/\gamma, M)$. □

**Remark 5.1.1.** There exist examples (see Example 5.1.1) of graphs $\Gamma$ and a version (see Proposition 4.3.4) of compactification of configuration spaces $\text{Conf}(\Gamma, M)$ of graphs $\Gamma$, in which the space $\text{Map}(V(\Gamma), M)$ is blown up along the set of diagonals corresponding to vertex-2-connected full subgraphs of $\Gamma$, such that the compactified space of $\text{Conf}(\Gamma, M)$ does not satisfy the property in Proposition 5.1.1.

**Example 5.1.1.** Let $\Gamma$ be the graph defined by

$$V(\Gamma) = \{1, 2, 3, 4, 5, 6, 7\},$$

$$E(\Gamma) = \{\{1, 2\}, \{1, 3\}, \{2, 3\}, \{3, 4\}, \{4, 5\}, \{4, 6\}, \{4, 7\}, \{5, 6\}, \{6, 7\}\},$$

and $\Gamma'$ be the edge with endpoints $\{4, 6\}$. In the vertex-2-connected subgraph version of compactification (see Proposition 4.3.4), the base of the fibration whose total space is the diagonal corresponding to $\Gamma'$ is not $\text{Conf}(\Gamma/\Gamma', M)$, but the space obtained by blowing up $\text{Conf}(\Gamma/\Gamma', M)$ along the diagonal corresponding to the connected full subgraph $\gamma$ with $V(\gamma) = \{46\}, \{5, 7\}$, which is not a vertex-2-connected subgraph of the graph $\Gamma/\Gamma'$.

Recall that a smooth manifold $M$ is parallelizable if it admits a smooth global frame, or equivalently (see, for example [33]), if its tangent bundle $TM$ is a product.
bundle. Examples of parallelizable manifolds include \( \mathbb{R}^d \), Lie groups and orientable 3-manifolds [43].

**Theorem 5.1.2.** If \( M \) is a \( d \)-dimensional parallelizable smooth manifold, then each boundary fibration \( F_\gamma \) of \( \text{Conf}(\Gamma, M) \) is a product bundle with base \( \text{Conf}(\Gamma/\gamma, M) \), where \( \gamma \) is a connected full subgraph of \( \Gamma \).

**Proof.** By Proposition 5.1.1 we only need to check that the boundary fibration is a product bundle.

Recall the construction of the compactification of configuration space. The boundary stratum \( F_\gamma \) is obtained by blowup the diagonal \( \Delta_\gamma \) in Map\((V(\Gamma), M)\), which is isomorphic to the cartesian product of several copies of \( M \). Since \( M \) is parallelizable, there exist global framings on \( M \). Fix a such framing \( f \), then \( f \) induces global framings on \( \Delta_\gamma \) and Map\((V(\Gamma), M)\). It follows that the normal bundle of each diagonal \( \Delta_\gamma \subset \text{Map}(V(\Gamma), M) \) is trivial; so is the normal sphere bundle of \( \Delta_\gamma \). Thus \( F_\gamma \) is a product bundle. \( \Box \)

### 5.2 Boundary fibrations of \( \text{conf}(\Gamma, \mathbb{R}^d) \)

Let

\[
G = \{ g : \mathbb{R}^d \to \mathbb{R}^d | g(x) = ax + b, a > 0, b \in \mathbb{R}^d \}
\]

be the group of translations and dilations of \( \mathbb{R}^d \).

The group \( G \) has a left action on the space \( \text{Conf}(\Gamma, \mathbb{R}^d) \).

**Proposition 5.2.1.** Let \( \Gamma \) be a connected graph with \( V(\Gamma) > 1 \), then the left group action of \( G \) on \( \text{Conf}(\Gamma, \mathbb{R}^d) \) is free.
Proof. Let \( g \in G \) be a non identity element of the group \( G \). Then the equation \( gx = x \) has at most one solution in \( \mathbb{R}^d \), since it is a linear equation. So if \( c \in \operatorname{Conf}(\Gamma, \mathbb{R}^d) \) is a configuration with at least two vertices, it is impossible to have \( gc = c \). \( \square \)

**Definition 5.2.1** (Moduli space of configurations). Let \( \Gamma \) be a connected graph with \( V(\Gamma) > 1 \). The space

\[
\text{conf}(\Gamma, \mathbb{R}^d) = \frac{\operatorname{Conf}(\Gamma, \mathbb{R}^d)}{G}
\]

will be called the moduli space of configurations of the graph \( \Gamma \) in \( \mathbb{R}^d \).

**Proposition 5.2.2.** Let \( \Gamma \) be a connected graph with \( V(\Gamma) > 1 \), then the group \( G \) acts on \( \frac{\operatorname{Conf}(\Gamma, \mathbb{R}^d)}{G} \) freely.

Proof. The elements of any orbit of the group \( G \) belong to one stratum of the manifold with corners \( \frac{\operatorname{Conf}(\Gamma, \mathbb{R}^d)}{G} \). And by Proposition 5.2.1 and Theorem 5.1.2, the group \( G \) acts on each stratum of \( \frac{\operatorname{Conf}(\Gamma, \mathbb{R}^d)}{G} \) freely. \( \square \)

**Definition 5.2.2** (Compactified moduli space). Let \( \Gamma \) be a connected graph with \( V(\Gamma) > 1 \). The space

\[
\overline{\text{conf}(\Gamma, \mathbb{R}^d)} = \frac{\operatorname{Conf}(\Gamma, \mathbb{R}^d)}{G}
\]

will be called the compactified moduli space of configurations of the graph \( \Gamma \) in \( \mathbb{R}^d \).

**Example 5.2.1.** Let \( \Gamma \) be a connected graph with two vertices. The space \( \overline{\text{conf}(\Gamma, \mathbb{R}^d)} \), which is diffeomorphic to the \((d-1)\)-dimensional sphere \( S^{d-1} \), is already compact and thus is isomorphic to \( \text{conf}(\Gamma, \mathbb{R}^d) \).

**Proposition 5.2.3.** Let \( \Gamma \) be a connected graph and \( \gamma \) a connected full subgraph with \( V(\gamma) > 1 \). Let \( M \) be a smooth manifold of dimension \( d > 1 \), then the fiber of the boundary fibration \( F_\gamma \) of \( \overline{\operatorname{Conf}(\Gamma, M)} \) is isomorphic to \( \overline{\text{conf}(\Gamma, \mathbb{R}^d)} \).
Proof. This is immediate by the construction of $\overline{\text{Conf}}(\Gamma, M)$ (see Chapter 4) and the definition of $\overline{\text{conf}}(\Gamma, \mathbb{R}^d)$. □

**Proposition 5.2.4.** Let $\Gamma$ be a connected graph. Then the space $\overline{\text{conf}}(\Gamma, \mathbb{R}^d)$ is a manifold with corners.

Proof. The space $\overline{\text{Conf}}(\Gamma, \mathbb{R}^d)$ is a manifold with corners (see Corollary 4.3.5), and it allows a free left $G$-action which preserves the strata. So $\overline{\text{conf}}(\Gamma, \mathbb{R}^d)$ is a manifold with corners, whose strata are induced from those of $\overline{\text{Conf}}(\Gamma, \mathbb{R}^d)$. □

In Theorem 5.1.2 let $M = \mathbb{R}^d$. Let $E_\gamma = F_\gamma / G$.

**Proposition 5.2.5.** Let $\Gamma$ be a connected graph and $\gamma$ a connected full subgraph with $V(\gamma) > 1$. Then the boundary stratum $E_\gamma$ of $\overline{\text{conf}}(\Gamma, \mathbb{R}^d)$ has a product bundle structure, where the base is isomorphic to $\overline{\text{conf}}(\Gamma/\gamma, \mathbb{R}^d)$ and the fiber is isomorphic to $\overline{\text{conf}}(\gamma, \mathbb{R}^d)$.

Proof. By Theorem 5.1.2 each codimension one stratum of $\overline{\text{Conf}}(\Gamma, \mathbb{R}^d)$ is a trivial fiber bundle. The group $G$ acts trivially on the fibre direction of each codimension one stratum $E_\gamma$ of $\overline{\text{conf}}(\Gamma, \mathbb{R}^d)$. So the transition group of the bundle has only one element. Thus the fibre bundle is trivial. □

**Proposition 5.2.6.** Let $\Gamma$ be a finite connected graph. Then the space $\overline{\text{conf}}(\Gamma, \mathbb{R}^d)$ is compact.

Proof. Since $\Gamma$ is a finite graph, the number of strata of $\overline{\text{conf}}(\Gamma, \mathbb{R}^d)$ is finite. Then the proposition follows from the fact that every sequence in $\overline{\text{conf}}(\Gamma, \mathbb{R}^d)$ has a convergent subsequence, the limit point of which belongs to $\overline{\text{conf}}(\Gamma, \mathbb{R}^d)$. □

**Proposition 5.2.7.** The two spaces $\overline{\text{Conf}}(\Gamma, \mathbb{R}^d)$ and $\overline{\text{conf}}(\Gamma, \mathbb{R}^d)$ are homotopy equivalent.
Proof. Let $G$ be the Lie group of translations and dilations in $\mathbb{R}^d$. Since the $G$-action on $\text{Conf}(\Gamma, \mathbb{R}^d)$ is free, we have a fibration
\[
G \longrightarrow \text{Conf}(\Gamma, \mathbb{R}^d) \quad p
\]
\[
\text{conf}(\Gamma, \mathbb{R}^d).
\]

Let $p_* : \pi_k(\text{Conf}(\Gamma, \mathbb{R}^d)) \rightarrow \pi_k(\text{conf}(\Gamma, \mathbb{R}^d))$ be the map induced by $p$. By the long homotopy exact sequence associated to the above fibration, $p_*$ is an isomorphism for any $k$, since the Lie group $G$ is contractible.

Now the statement follows by applying Whitehead’s theorem (see, for example, p. 346 in [27]). □
Chapter 6

Insertion products on chains of configuration spaces of graphs

On the moduli spaces of configurations of graphs, and the compactified configuration spaces of graphs in parallelizable manifolds, chain level insertion operations are induced by inserting a graph into another. In this chapter, we will show that the fundamental chains of the canonically compactified moduli spaces of configurations of graphs in the Euclidean space $\mathbb{R}^d$, and certain modified compactified configuration spaces of graphs in the parallelizable manifolds provide a solution to a master equation system of the form $\partial R + R * R = 0, \partial M + M * R = 0$.

6.1 Geometric chains of Whitney-stratified spaces

Although essentially the results in this thesis do not depend on the models of chains used, as long as certain out (or inner) normal direction can be made sense in the chain models, appropriate models of chains are helpful in understanding. A nice discussion of some ideas on chains can be found at the appendix of Wilson’s Ph.D. thesis [48].
We will take a geometric chain model, as given in Goresky [25]. Here we list some definitions.

**Definition 6.1.1 (Whitney object).** Let $X$ be a closed subset of a smooth manifold $M$.

A Whitney stratification of $X$ is a filtration

$$X_0 \subset X_1 \subset ... \subset X_n = X$$

where each $X_i$ is closed and $X_i - X_{i-1}$ is a locally finite union of $i$-dimensional submanifolds of $M$, such that each pair of such submanifolds satisfies Whitney’s condition $\mathcal{B}^1$. $X_i$ is called the $i$-skeleton. The components of $X_i$ are called $i$-dimensional strata of $X$.

The closed subset $X$ with its Whitney stratification is called a Whitney object.

A closed subset $W \subset X$ is called a Whitney substratified object if it has a Whitney stratification such that each of its strata is contained in a single stratum of $X$.

**Example 6.1.1.** Manifolds with corners are Whitney stratified objects. Let $M$ be a $d$-dimensional manifold with corners, its Whitney stratification is given by

$$X_{d-k} = \bigcup_{k \leq i \leq d} \overline{\partial_i M}, k = 0, 1, \cdots, d.$$ 

**Definition 6.1.2 (Geometric chain).** Let $X$ be a Whitney stratified object. A geometric $k$-chain $\alpha$ in $X$ is a triple $(|\alpha|, o, m)$, where $|\alpha| \subset X$ is a compact $k$-dimensional Whitney substratified object, called the support of $\alpha$; $o$ is an orientation of $|\alpha|$; $m$ is the multiplicity of each $k$-dimensional stratum.

---

\(^1\)see [24]
The reduction of a geometric $k$-chain $\alpha$ is the geometric chain whose support is the closure of the union of all components of $|\alpha| - |\alpha|_{k-1}$ that have been assigned a nonzero multiplicity.

The boundary $\partial \alpha$ of a geometric $k$-chain $\alpha$ is the (reduction of the) geometric $(k - 1)$-chain whose support is $\alpha_{k-1}$ and with the induced orientation.

A geometric $k$-cycle is a geometric $k$-chain $\alpha$ such that $\partial \alpha = 0$.

**Remark 6.1.1.**

1. A chain with a given orientation and multiplicity will be identified with the chain with the opposite orientation and negative multiplicity, just as in Equation (3.2.2).

2. As in [25], one can identify a geometric chain with its reduction and no confusion will be caused.

In this thesis, we will take the induced orientation on the boundary of a chain to be the so called “the out normal first orientation”. That is, if $\alpha$ is a geometric chain, $\beta$ is a connected boundary component of $\alpha$, and $\upsilon$ is an outward pointing normal vector of $\beta \subset \alpha$, then

$$\upsilon \oplus o_\beta = o_\alpha.$$

Let $X$ be a Whitney stratified object. We will use $C^\ast(X)$ to denote the complex of geometric chains of $X$ over a unital commutative ring $\mathbf{R}$, for example $\mathbb{Z}$.

**Proposition 6.1.1.** Let $\Gamma$ be a finite connected graph and $M$ a smooth compact manifold, then

- $\text{conf}(\Gamma, \mathbb{R}^d)$ is a geometric chain.
- $\text{Conf}(\Gamma, M)$ is a geometric chain.
Proof. By Propositions 5.2.4 and 5.2.6, the space \( \text{conf}(\Gamma, \mathbb{R}^d) \) is a compact manifold with corners. The Whitney stratification on \( \text{conf}(\Gamma, \mathbb{R}^d) \) is given by its manifold with corners structure.

Similarly for \( \text{Conf}(\Gamma, M) \). By Corollary 4.3.3 it is compact, and by Corollary 4.3.5 it is a manifold with corners.

\[ \square \]

6.2 Insertion products on chains of \( \text{conf}(\Gamma, \mathbb{R}^d) \)

The insertion operations of configurations of graphs induce insertion operations on the chains of moduli spaces of configurations of graphs. We will study their properties in this section.

Definition 6.2.1. Let \( \Gamma_1, \Gamma_2 \) be connected \( \mathcal{A} \)-labeled graphs and \( \Gamma \) an \( \mathcal{A} \)-labeled graph which can be obtained by inserting \( \Gamma_2 \) into a vertex \( v \) of \( \Gamma_1 \). For any integers \( i, j \geq 0 \), define a bilinear operation

\[
*_{((\Gamma_1,v),\Gamma_2,\Gamma)} : C_i(\text{conf}(\Gamma_1, \mathbb{R}^d)) \otimes C_j(\text{conf}(\Gamma_2, \mathbb{R}^d)) \rightarrow C_{i+j}(\text{conf}(\Gamma, \mathbb{R}^d)),
\]

\[ x \otimes y \mapsto z \]

where the support \( |z| \) of chain \( z \) is a fibration with base \( |x| \) and fiber \( |y| \) so that this fibration is the restriction of the codimension one boundary fibration of \( \text{conf}(\Gamma, \mathbb{R}^d) \).

Proposition 6.2.1. Let \( \Gamma_1, \Gamma_2 \) be connected \( \mathcal{A} \)-labeled graphs and \( \Gamma \) an \( \mathcal{A} \)-labeled graph which can be obtained by inserting \( \Gamma_2 \) into a vertex \( v \) of \( \Gamma_1 \). If \( \alpha \in C_*(\text{conf}(\Gamma_1, \mathbb{R}^d)) \), \( \beta \in C_*(\text{conf}(\Gamma_2, \mathbb{R}^d)) \), then

\[
\partial(\alpha *_{((\Gamma_1,v),\Gamma_2,\Gamma)} \beta) = (\partial \alpha) *_{((\Gamma_1,v),\Gamma_2,\Gamma)} \beta + \alpha *_{((\Gamma_1,v),\Gamma_2,\Gamma)} \partial \beta
\]
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up to signs, where \( \partial \) is the boundary operator of geometric chains. In other words, 
\(*_{((\Gamma_1,v),\Gamma_2,\Gamma)}*\) commutes with \( \partial \).

**Proof.** Firstly, as topological spaces (the support of chains), the formula is correct: the boundary of the product consists of two parts: the boundary of the first factor times the second factor, and the first factor times the boundary of the second factor. Secondly, the differential \( \partial \) is a linear map, so multiplicities are preserved. Lastly, both sides are with the induced orientation from \( \alpha \,*_{((\Gamma_1,v),\Gamma_2,\Gamma)}\beta \).

**Proposition 6.2.2.** The sum over \( \mathcal{AG}_{\geq 2} \) of the complexes of geometric chains of the canonically compactified moduli spaces of graphs is a differential graded \( \mathcal{AG}_{\geq 2} \)-sorted algebra with the same signature as the configuration algebra in Proposition [3.2.7](#) where the product is a collection of the insertions \(*\).

**Proof.** The proof that it is an \( \mathcal{AG}_{\geq 2} \)-sorted algebra is the same as Proposition [3.2.7](#). It is obvious that these two algebras are of the same signature.

That it is a differential graded \( \mathcal{AG}_{\geq 2} \)-sorted algebra then follows from Proposition [6.2.1](#). □

**Proposition 6.2.3.** Let \( \Gamma \in \mathcal{AG}_{\geq 2} \). As geometric chains,

\[
\partial \text{conf}(\Gamma, \mathbb{R}^d) = \sum_{\gamma} \text{conf}(\Gamma/\gamma, \mathbb{R}^d) *_{((\Gamma/\gamma, v_\gamma), \gamma, \Gamma)} \text{conf}(\gamma, \mathbb{R}^d)
\]

where \( \partial \) is the differential of the complex \( C_*(\text{conf}(\Gamma, \mathbb{R}^d)) \) of geometric chains and \( \gamma \) runs over the set of connected non trivial full sub \( \mathcal{A} \)-labeled graphs of \( \Gamma \).

**Proof.** The space \( \text{conf}(\Gamma, \mathbb{R}^d) \) is a manifold with corners, whose codimension one boundary strata are disjoint open manifolds. Some of the closures of these open
manifolds may intersect, but the intersections are of much lower dimensions. So as chains, we have the above formula, where the product structure on the right hand side of the formula is due to the Proposition 5.2.5.

\[ \text{Theorem 6.2.4 (Master equation package).} \] The fundamental chains \( \{ \text{conf}(\Gamma, \mathbb{R}^d) \}_{\Gamma \in \mathcal{A} \mathcal{G}_{\geq 2}} \) provide a solution to the master equation

\[
\partial \Gamma = \begin{cases} 
0 & \text{if } |V(\Gamma)| = 2; \\
\sum_{\gamma} \Gamma/\gamma \odot_{((\Gamma/\gamma, \gamma), \gamma, \Gamma)} \gamma & \text{if } |V(\Gamma)| > 2 
\end{cases}
\]

in the sum over \( \mathcal{A} \mathcal{G}_{\geq 2} \) of complexes \( C_\ast(\text{conf}(\Gamma, \mathbb{R}^d)) \) of geometric chains with insertion products \( \ast \).

\[ \text{Proof.} \] Let \( F \) be the configuration algebra of \( \mathcal{A} \)-labeled graphs and \( F' \) be the differential \( S \)-sorted algebra in Proposition 6.2.2. The map which sends \( \Gamma \in \mathcal{A} \mathcal{G}_{\geq 2} \) to the fundamental chain of its moduli space can be extended to a map \( f : F \to F' \) of differential \( \mathcal{A} \mathcal{G}_{\geq 2} \)-sorted algebras, following Propositions 6.2.1 and 6.2.3.

If \( |V(\Gamma)| = 2 \), then \( \partial \text{conf}(\Gamma, \mathbb{R}^d) = 0 \) as geometric chain, since its support is isomorphic to \( S^{d-1} \).

\[ \square \]

### 6.3 Insertion products on chains of modified configuration spaces

Let \( \Gamma \) be a connected graph and \( M \) a smooth parallelizable manifold of dimension \( d > 1 \). In Chapter 4, the canonically compactified space \( \overline{\text{Conf}}(\Gamma, M) \) of the configuration space \( \text{Conf}(\Gamma, M) \) is constructed by iteratively blowing up \( \text{Map}(V(\Gamma), M) \)
along diagonals corresponding to connected full subgraphs \( \gamma \) of \( \Gamma \) with \( |V(\gamma)| > 1 \).

The insertion operations of configurations of graphs induce an action of the chains of moduli spaces of configurations of graphs on the chains of compactified configuration spaces \( \overline{\text{Conf}(\Gamma, M)} \) of graphs in the manifold \( M \).

**Definition 6.3.1.** Let \( \Gamma_1, \Gamma_2 \) be connected \( \mathcal{A} \)-labeled graphs and \( \Gamma \) an \( \mathcal{A} \)-labeled graph which can be obtained by inserting \( \Gamma_2 \) to a vertex \( v \) of \( \Gamma_1 \). For any integers \( i, j \geq 0 \), define a bilinear operation

\[
*_{((\Gamma_1,v),\Gamma_2,\Gamma)} : C_i(\overline{\text{Conf}(\Gamma_1, M)}) \otimes C_j(\text{conf}(\Gamma_2, \mathbb{R}^d)) \to C_{i+j}(\overline{\text{Conf}(\Gamma, M)})
\]

where the support \( |z| \) of chain \( z \) is a fibration with base \( |x| \) and fiber \( |y| \) so that this fibration is the restriction of the codimension one boundary fibration of \( \overline{\text{Conf}(\Gamma, M)} \).

**Proposition 6.3.1.** Let \( \Gamma \) be a connected \( \mathcal{A} \)-labeled graph. As geometric chains,

\[
\partial \overline{\text{Conf}(\Gamma, M)} = \sum_{\gamma} \overline{\text{Conf}(\Gamma/\gamma, M)} \ast *_{((\Gamma/\gamma,v),\gamma,\Gamma)} \overline{\text{conf}(\gamma, \mathbb{R}^d)}
\]

\[
+ \overline{\text{Conf}(\Gamma/\Gamma, M)} \ast *_{((\Gamma/\Gamma,v),\Gamma,\Gamma)} \overline{\text{conf}(\Gamma, \mathbb{R}^d)}
\]

where \( \partial \) is the differential of the chain complex \( C_*(\overline{\text{Conf}(\Gamma, M)}) \) and \( \gamma \) runs over the set of connected non trivial full sub \( \mathcal{A} \)-labeled graphs of \( \Gamma \).

**Proof.** The proof is similar to that of Proposition 6.2.3. □

Let

\[
\mathcal{M} = \{ \overline{\text{Conf}(\Gamma, M)} \mid \Gamma \text{ is a connected } \mathcal{A} \text{-labeled graph} \},
\]
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\( \mathcal{R} = \{ \text{conf}(\Gamma, \mathbb{R}^d) | \Gamma \text{ is a connected } \mathcal{A}\text{-labeled graph} \}. \)

Then the boundary strata of the space \( \text{Conf}(\Gamma, M) \) correspond to chains of the following forms:

\[
m \ast r \]

\[
(m \ast r_1) \ast r_2, m \ast (r_1 \ast r_2),
\]

\[
((m \ast r_1) \ast r_2) \ast r_3, (m \ast (r_1 \ast r_2)) \ast r_3, (m \ast r_1) \ast (r_2 \ast r_3),
\]

\[
\ldots
\]

(6.3.1)

where \( m \in M, r, r_i \in \mathcal{R} \), and \( \ast \) is the insertion product as in Definition 6.3.1.

Since \( M \) is a parallelizable manifold, we can fix a global frame \( f \) of \( M \). For each stratum of \( \text{Conf}(\Gamma, M) \), if the corresponding chain when expressed in the above forms has the support \( |m| \) of its leftmost argument chain \( m \) isomorphic to \( M \), we identify the fibers of the iterated fibration using the frame \( f \). That is, intuitively, we collapse these strata of \( \text{Conf}(\Gamma, M) \) along the \( M \) direction. Let \( \text{Conf}(\Gamma, M) \) denote the resulted modified compactified configuration space.

**Proposition 6.3.2.** Let \( \Gamma \) be a connected finite graph and \( M \) a compact parallelizable manifold. Then \( \text{Conf}(\Gamma, M) \) is a Whitney stratified object, and thus a geometric chain.

**Proof.** By Corollary 4.3.3, \( \text{Conf}(\Gamma, M) \) is compact. Then by its construction, the space \( \text{Conf}(\Gamma, M) \) is compact and has a Whitney stratification induced from that of \( \text{Conf}(\Gamma, M) \). \( \square \)

A definition similar to Definition 6.3.1 can be made for chains of spaces \( \text{Conf}(\Gamma, M) \). We will use the same notation \( \ast \).
Definition 6.3.2. Let $\Gamma_1, \Gamma_2$ be connected $\mathcal{A}$-labeled graphs and $\Gamma$ an $\mathcal{A}$-labeled graph which can be obtained by inserting $\Gamma_2$ into a vertex $v$ of $\Gamma_1$. For any integers $i, j \geq 0$, define a bilinear operation

\[ \ast_{((\Gamma_1,v),\Gamma_2,\Gamma)} : C_i(\text{Conf}(\Gamma_1, M)) \otimes C_j(\text{conf}(\Gamma_2, \mathbb{R}^d)) \to C_{i+j}(\text{Conf}(\Gamma, M)) \]

\[ x \otimes y \mapsto z \]

where the support $|z|$ of chain $z$ is a fibration with base $|x|$ and fiber $|y|$ so that this fibration is the restriction of the codimension one boundary fibration of $\text{Conf}(\Gamma, M)$.

Proposition 6.3.3. Let $\Gamma_1, \Gamma_2$ be connected $\mathcal{A}$-labeled graphs and $\Gamma$ an $\mathcal{A}$-labeled graph which can be obtained by inserting $\Gamma_2$ into a vertex $v$ of $\Gamma_1$. If $\alpha \in C_*(\text{conf}(\Gamma_1, M))$, $\beta \in C_*(\text{conf}(\Gamma_2, \mathbb{R}^d))$, then

\[ \partial (\alpha \ast_{((\Gamma_1,v),\Gamma_2,\Gamma)} \beta) = (\partial \alpha) \ast_{((\Gamma_1,v),\Gamma_2,\Gamma)} \beta + \alpha \ast_{((\Gamma_1,v),\Gamma_2,\Gamma)} \partial \beta \]

up to sign, where $\partial$ is the boundary operator of geometric chains. In other words, $\ast_{((\Gamma_1,v),\Gamma_2,\Gamma)}$ commutes with $\partial$.

Proof. Similar to Proposition 6.2.1 \hfill $\Box$

Proposition 6.3.4. Let $M$ be a parallelizable manifold of dimension $d > 1$. The sum over $\mathcal{AG}_{\geq 2}$ of complexes of geometric chains of modified configuration spaces $\text{Conf}(\Gamma, M)$ of $\Gamma \in \mathcal{AG}_{\geq 2}$ in $M$ is a right differential graded module over the differential graded $\mathcal{AG}_{\geq 2}$-sorted algebra of the sum over $\mathcal{AG}_{\geq 2}$ of the complexes of geometric chains of compactified moduli spaces of graphs.

Proof. This follows from Definitions 6.2.1, 6.3.2 and Proposition 6.2.1, 6.3.3. The
check is routine, similar to the proof of Proposition 6.2.2. □

**Proposition 6.3.5.** Let $\Gamma$ be a connected $\mathcal{A}$-labeled graph with $|V(\Gamma)| > 2$. As geometric chains,

$$ \partial \hat{\text{Conf}}(\Gamma, M) = \sum_{\gamma} \text{Conf}(\Gamma/\gamma, M) \circ ((\Gamma/\gamma, v_\gamma), \gamma, \Gamma) \text{conf}(\gamma, \mathbb{R}^d), $$

where $\partial$ is the differential of the complex $C_{\ast}(\text{Conf}(\Gamma, M))$ of geometric chains and $\gamma$ runs over the set of connected non trivial full sub $\mathcal{A}$-labeled graphs of $\Gamma$.

**Proof.** By the construction of $\hat{\text{Conf}}(\Gamma, M)$, the codimension one face of $\text{Conf}(\Gamma, M)$ corresponding to the diagonal where the images of all the vertices of the graph $\Gamma$ coincide is collapsed along the base $M$ to a fibre $\text{conf}(\Gamma, \mathbb{R}^d)$ over a point, according to a framing of $M$. The dimension of $\text{conf}(\Gamma, \mathbb{R}^d)$ is $(d + 1)$ less than that of $\text{Conf}(\Gamma, M)$ and $\hat{\text{Conf}}(\Gamma, M)$. So, as a chain, this term is not part of the boundary of $\text{Conf}(\Gamma, M)$. The statement then follows from Proposition 6.3.1. □

**Theorem 6.3.6** (Master equation package). Let $M$ be a parallelizable manifold of dimension $d > 1$. Then the fundamental chains $\{\text{conf}(\Gamma, \mathbb{R}^d)\}_{\Gamma \in \mathcal{A}_{\geq 2}}$ and $\{\hat{\text{Conf}}(\Gamma, M)\}_{\Gamma \in \mathcal{A}_{\geq 2}}$ provide a solution to the master equation system

$$ \partial R_\Gamma = 0, \text{ if } |V(\Gamma)| = 2; $$

$$ \partial M_\Gamma = 0, \text{ if } |V(\Gamma)| = 2; $$

$$ \partial R_\Gamma = \sum_{\gamma} R_{\Gamma/\gamma} \circ ((\Gamma/\gamma, v_\gamma), \gamma, \Gamma) R_\gamma, \text{ if } |V(\Gamma)| > 2; $$

$$ \partial M_\Gamma = \sum_{\gamma} M_{\Gamma/\gamma} \circ ((\Gamma/\gamma, v_\gamma), \gamma, \Gamma) R_\gamma, \text{ if } |V(\Gamma)| > 2. \quad (6.3.2) $$
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in the sum over \( \mathcal{AG}_{\geq 2} \) of complexes of geometric chains of moduli spaces of \( \Gamma \) and modified configuration spaces of \( \Gamma \) in \( M \), with insertion products \( \ast \).

**Proof.** Let \( \Gamma \in \mathcal{AG}_{\geq 2} \).

If \( V(\Gamma) = 2 \), then as topological spaces, \( \text{conf}(\Gamma, \mathbb{R}^d) \) is isomorphic to \( S^{d-1} \); \( \hat{\text{Conf}}(\Gamma, M) \) is obtained from \( \text{Conf}(\Gamma, M) \) by collapsing its boundary, which is isomorphic to \( S^{d-1} \times M \), along the \( M \) direction, to a point. Thus as geometric chains,

\[
\partial \text{conf}(\Gamma, \mathbb{R}^d) = 0,
\]

\[
\partial \hat{\text{Conf}}(\Gamma, M) = 0.
\]

The case when \( V(\Gamma) > 2 \) follows from Propositions 6.2.3 and 6.3.5.

Now the statement follows from the fact that the map which sends \( R_{\Gamma} \) to \( \text{conf}(\Gamma, \mathbb{R}^d) \), and \( M_{\Gamma} \) to \( \hat{\text{Conf}}(\Gamma, M) \) can be extended to a map of differential many sorted algebras. The check will not be given here since it is routine. \( \square \)
Part II

The odd dimensional case
Chapter 7

Reduced master equations in odd dimensions

Configuration spaces in odd dimensional manifolds will be investigated in this chapter. This is interesting mainly due to the fact that configuration spaces of many graphs in odd dimensional Euclidean spaces allow certain orientation reversing involutions. The Kontsevich-Kuperberg-Thurston’s construction [28, 31] of quantum invariants of 3-manifolds, is discussed in the framework of the master equation package. Many of the proofs about the construction are following Kuperberg and Thurston [31, 47].

7.1 \(\mathcal{E}\)-decorated graphs and the master equation

After introducing a class of decorated graphs, main definitions and propositions parallel to those of the usual \(\mathcal{A}\)-labeled graphs in previous chapters will be listed.

**Definition 7.1.1.** A linear order on a finite set \(S\) is a bijective map from the set of consecutive natural numbers \(\{1, \cdots, |S|\}\) to \(S\).

**Definition 7.1.2 (\(\mathcal{E}\)-decorated graph).** An \(\mathcal{E}\)-decorated graph is an \(\mathcal{A}\)-labeled graph with the following data:
• a linear order $\sigma$ on the set of edges;

• an orientation (direction) for each edge.

An isomorphism of $E$-decorated graphs is an isomorphism of $A$-labeled graphs which preserves the extra decoration. Let $E$ be the set of isomorphism classes of connected $A$-labeled graphs with two or more vertices.

**Definition 7.1.3** (Shuffle). Let $S$ and $T$ be two finite sets and $s, t$ be linear orders on $S$ and $T$ respectively. A shuffle of $s$ and $t$ is a linear order $h$ on the set $S \sqcup T$ such that

$$h^{-1}(s(1)) < h^{-1}(s(2)) < \cdots < h^{-1}(s(|S|))$$

and

$$h^{-1}(t(1)) < h^{-1}(t(2)) < \cdots < h^{-1}(t(|T|)).$$

Previous notions like “insertion of graph”, “screen of graph”, “configuration algebra of graphs” etc, can be moved to the case of $E$-decorated graphs without difficulties. Some of them are listed here.

**Definition 7.1.4** (Inserting an $E$-decorated graph into another). Let $\Gamma_1, \Gamma_2 \in E$ such that there exists $v \in V(\Gamma_1)$ whose $A$-label is equal to the $A$-label of $\Gamma_2$. Let $\sigma_1, \sigma_2$ be the linear orders on $E(\Gamma_1)$ and $E(\Gamma_2)$, and $h$ is a shuffle of $\sigma_1, \sigma_2$. Let $f : E(v) \rightarrow V(\Gamma_2)$ be a map.

Define an $E$-decorated graph $\Gamma$ by the following data

• $V(\Gamma) = (V(\Gamma_1) \setminus \{v\}) \sqcup V(\Gamma_2)$;

• $E(\Gamma) = E(\Gamma_1) \sqcup E(\Gamma_2)$ as sets of oriented edges; an edge of $\Gamma_1$ with endpoint set $\{p, v\}$ corresponds to an edge of $\Gamma$ with endpoint set $\{p, f(e)\}$; the endpoints
of the other edges remain unchanged;

- the linear order on $E(\Gamma)$ is given by $h$.

This $\Gamma \in E$ will be called the graph obtained by inserting $\Gamma_2$ into $\Gamma_1$ at vertex $v$ according to the map $f$ and shuffle $h$, and be denoted by $\Gamma_1 \circ_{(v,f,h)} \Gamma_2$.

**Definition 7.1.5 (Insertion operation of $E$-decorated graphs).** Let $\Gamma_1, \Gamma_2, \Gamma_3 \in E$. If there exist $v \in V(\Gamma_1)$ whose $\mathcal{A}$-label is equal to the $\mathcal{A}$-label of $\Gamma_2$, a map $f : E(v) \to V(\Gamma_2)$ and a shuffle $h$ of linear orders on $E(\Gamma_1), E(\Gamma_2)$ such that $\Gamma_3 = \Gamma_1 \circ_{(v,f,h)} \Gamma_2$, we say that there is an insertion operation $\circ_{((\Gamma_1,v),\Gamma_2,\Gamma_3)} : (\Gamma_1, \Gamma_2) \mapsto \Gamma_3$.

**Definition 7.1.6 (Insertion of configurations of $E$-decorated graphs).** Let $\Gamma_i \in E$, and $X_i$ be a configuration of $\Gamma_i$, $i = 1, 2, 3$. Define

$$X_3 = X_1 \circ_{((\Gamma_1,v),\Gamma_2,\Gamma_3)} X_2$$

if and only if the following two conditions are satisfied:

- There exists $v \in V(\Gamma_1)$ whose $\mathcal{A}$-label is the same as the $\mathcal{A}$-label of $\Gamma_2$ such that as $E$-decorated graphs,

$$\Gamma_3 = \Gamma_1 \circ_{((\Gamma_1,v),\Gamma_2,\Gamma_3)} \Gamma_2.$$

- The nested set presentation of the screen of $X_3$ is equal to the nested set obtained by replacing $v$ in the nested set presentation of the screen of $X_1$ with the nested set presentation of the screen of $X_2$. 
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Remark 7.1.1. Here and in the following, the same notation as in Chapters 2 - 6 will be used, but with a different meaning. This will not cause confusion from the contexts.

Given an $E$-decorated graph $\Gamma$ and a smooth manifold $M$, the configuration space $\text{Conf}(\Gamma, M)$ is isomorphic to the configuration space of the underlying graph of $\Gamma$ without extra decoration. Because of the canonical compactification of configuration spaces of graphs, one can define insertion products $\ast$ for geometric chains of moduli spaces and configuration spaces of $E$-decorated graphs, similar to Definitions 6.2.1 and 6.3.2, and thus we have the following proposition:

**Proposition 7.1.1** (Master equation package). Let $M$ be a parallelizable manifold of dimension $d > 1$. Then the fundamental chains $\{\text{conf}(\Gamma, \mathbb{R}^d)\}_{\Gamma \in E}$ and $\{\text{Conf}(\Gamma, M)\}_{\Gamma \in E}$ provide a solution to the master equation system (6.3.2) in the sum over $E$ of complexes of geometric chains of moduli spaces of $\Gamma$ and modified configuration spaces of $\Gamma$ in $M$, with insertion products $\ast$.

*Proof.* Similar to Theorem 6.3.6.

7.2 Involutions and reduced master equations

The idea of involutions on configuration spaces was used by Axelrod, Bott, Cattaneo, Kontsevich, Kuperberg, Singer, Taubes, and Thurston ([1, 2, 11, 12, 13, 28, 31, 47]) et al., in their constructions of invariants of links and 3-manifolds. We give a review of involutions in this section: first on abstract graphs and then their geometric realization on configuration spaces.
7.2.1 Involutions on graphs

**Definition 7.2.1** (separating edge). An edge $e$ of a graph $\Gamma$ is called a separating edge if the removal of $e$ will disconnect $\Gamma$ into two components $\Gamma_1$ and $\Gamma_2$, in the sense that

- there are no other edges connecting $\Gamma_1$ and $\Gamma_2$;
- one of the endpoints of $e$ belongs to $\Gamma_1$ and the other belongs to $\Gamma_2$.

**Definition 7.2.2** (separating pair of edges). Two edges $e_1$ and $e_2$ of a graph $\Gamma$ are called a separating pair if the removal of $e_1$ and $e_2$ will disconnect $\Gamma$ into two components $\Gamma_1$ and $\Gamma_2$ in the sense that

- there are no other edges connecting $\Gamma_1$ and $\Gamma_2$;
- both $e_1$ and $e_2$ have the property that one endpoint belongs to $\Gamma_1$ and the other belongs to $\Gamma_2$.

**Remark 7.2.1.** In Definitions 7.2.1 and 7.2.2 the graphs $\Gamma$, $\Gamma_1$ and $\Gamma_2$ themselves do not have to be connected. And in Definition 7.2.2 the endpoints of the two edges $e_1$ and $e_2$ are not required to be different.

**Proposition 7.2.1** ([31, 47]). Let $\Gamma$ be a trivalent graph and $\gamma$ a connected non-trivial full subgraph of $\Gamma$ which is not an edge. Then $\gamma$ has at least a separating pair of edges.

**Proof.** Since $\gamma$ is a subgraph of a connected graph $\Gamma$, there exist $u \in V(\Gamma) \setminus V(\gamma), v \in V(\gamma)$ such that $u$ and $v$ are connected by an edge. Thus the valence of $u$ in $\gamma$ is 1 or 2.
If there are two edges \( e_1, e_2 \in E(\gamma) \) with endpoint \( v \). Then \( e_1, e_2 \) are a separating pair: \( v \) is a component, and the subgraph of \( \gamma \) spanned by \( V(\gamma) \setminus \{v\} \) is another component.

If there is only one edge \( e \in E(\gamma) \) with endpoint \( v \). Let \( u \) be the other endpoint of \( e \). Since \( \gamma \) is not an edge, the valence of \( u \) in \( \gamma \) is 2 or 3. If it is 2, done. Otherwise there are two other edges \( e_1, e_2 \in E(\gamma) \) having \( u \) as an endpoint. Then \( e_1, e_2 \) are a separating pair: the subgraph of \( \gamma \) spanned by \( u, v \) is a component, and the subgraph of \( \gamma \) spanned by \( V(\gamma) \setminus \{u, v\} \) is another. \( \square \)

**Definition 7.2.3** (involution). A type I involution on an \( \mathcal{E} \)-decorated graph coloured in \( \mathbb{R} \) is a reversing of the orientation of a separating edge.

A type II involution on an \( \mathcal{E} \)-decorated graph coloured in \( \mathbb{R} \) is a permutation of the linear order of a separating pair of edges whose removal separate the graph into two components \( \Gamma_1 \) and \( \Gamma_2 \), with a possible change of orientations (directions) of these two edges as described in the following

- if both the two edges have orientations away from (or going into) \( \Gamma_1 \), then both of their orientations are reversed.
- otherwise, both orientations are unchanged.

An involution on an \( \mathcal{E} \)-decorated graph colored in \( \mathbb{R} \) does not change its underlying \( \mathcal{A} \)-labeled graph. And there may exist none or many involutions on a given \( \mathcal{E} \)-decorated graph.

**Proposition 7.2.2.** 1. Given \( \Gamma \in \mathcal{E} \), then the set of type I involutions on the set of \( \mathcal{E} \)-decorated graphs with the same underlying \( \mathcal{A} \)-labeled graph as \( \Gamma \)'s generates a finite group.
2. Given $\Gamma \in \mathcal{E}$, then the set of type II involutions on the set of $\mathcal{E}$-decorated graphs with the same underlying $\mathcal{A}$-labeled graph as $\Gamma$’s generates a finite group.

Proof. Here we give the proof for type II involutions; type I case is similar.

A type II involution only changes the $\mathcal{E}$-decoration, not the underlying $\mathcal{A}$-labeled graph: permuting the order of a separating pair of edges and possibly reversing their orientations (if the orientation of one edge in the pair is reversed, so is the other). Since there are only finitely many $\mathcal{E}$-decorated graphs with the same underlying $\mathcal{A}$-labeled graph as $\Gamma$, the group generated by involutions is a finite group. 

Corollary 7.2.3. The order of the groups in Proposition 7.2.2 are even.

Proof. This is due to Lagrange’s theorem in group theory and the fact that an involution is an element of order two. 

The involutions can be generalized to the configuration algebra $F$ of $R$-coloured $\mathcal{E}$-decorated graphs. A type I (or type II) involution on a monomial of $R$-colored $\mathcal{E}$-decorated graphs is a type I (or type II) involution on an argument $\mathcal{E}$-decorated graph. This introduces on configuration algebra $F$ an equivalent relation of the following form:

\[(\text{an involution})m = -m,\]

where $m$ is a monomial of $R$-colored $\mathcal{E}$-decorated graphs (i.e., elementary configurations).

Proposition 7.2.4. The configuration algebra of $\mathcal{E}$-decorated graphs modulo equivalences generated by involution relations is a triangular differential right module.
over a differential graded algebra.

Proof. This is immediate. □

7.2.2 Involution on configuration spaces

This subsection discusses the geometric realization of involutions defined in §7.2.1.

Let $\Gamma \in \mathcal{E}$. Let $\text{Map}(V(\Gamma), \mathbb{R}^d)$ denote the space of maps from $V(\Gamma)$ to $\mathbb{R}^d$. This space is isomorphic to $\mathbb{R}^{d|V(\Gamma)|}$.

Type I involution: Suppose $\Gamma$ has a separating edge $e$, i.e., the removal of $e$ disconnects $\Gamma$ into two components $\Gamma_1$ and $\Gamma_2$. Let $v_1 \in V(\Gamma_1), v_2 \in V(\Gamma_2)$ be the endpoints of $e$. Define a map

$$f : \text{Map}(V(\Gamma), \mathbb{R}^d) \rightarrow \text{Map}(V(\Gamma), \mathbb{R}^d), \varphi \mapsto f(\varphi)$$

by the following:

$$f(\varphi)(v_1) = 2\varphi(v_2) - \varphi(v_1);$$

$$f(\varphi)(v) = \varphi(v) + 2\varphi(v_2) - 2\varphi(v_1) \text{ if } v \in V(\Gamma_1) \text{ and } v \neq v_1;$$

$$f(\varphi)(v) = \varphi(v) \text{ if } v \in V(\Gamma_2).$$

Type II involution: Suppose $\Gamma$ has a separating pair of edges $e_1, e_2$: the removal of $e_1$ and $e_2$ disconnects $\Gamma$ into two components $\Gamma_1$ and $\Gamma_2$. Let $v_{11} \in V(\Gamma_1), v_{12} \in V(\Gamma_2)$ be the endpoints of $e_1$ and $v_{21} \in V(\Gamma_1), v_{22} \in V(\Gamma_2)$ be the endpoints of $e_2$. 

Define a map

\[ f : \text{Map}(V(\Gamma), \mathbb{R}^d) \to \text{Map}(V(\Gamma), \mathbb{R}^d), \varphi \mapsto f(\varphi) \]

by the following:

1. If \( v_{11} \neq v_{21} \) and \( v_{12} \neq v_{22} \), then

   \[ f(\varphi)(v_{11}) = \varphi(v_{12}) + \varphi(v_{22}) - \varphi(v_{21}); \]

   \[ f(\varphi)(v_{21}) = \varphi(v_{12}) + \varphi(v_{22}) - \varphi(v_{11}); \]

   \[ f(\varphi)(v) = \varphi(v) + \varphi(v_{12}) + \varphi(v_{22}) - \varphi(v_{11}) - \varphi(v_{21}) \text{ if } v \in V(\Gamma_1) \text{ and } v \neq v_{11}, v_{21}; \]

   \[ f(\varphi)(v) = \varphi(v) \text{ if } v \in V(\Gamma_2). \]

2. If \( v_{11} = v_{21} = v_1 \) and \( v_{12} \neq v_{22} \), then

   \[ f(\varphi)(v_1) = \varphi(v_{12}) + \varphi(v_{22}) - \varphi(v_1); \]

   \[ f(\varphi)(v) = \varphi(v) + \varphi(v_{12}) + \varphi(v_{22}) - 2\varphi(v_1) \text{ if } v \in V(\Gamma_1) \text{ and } v \neq v_1; \]

   \[ f(\varphi)(v) = \varphi(v) \text{ if } v \in V(\Gamma_2). \]

3. If \( v_{11} \neq v_{21} \) and \( v_{12} = v_{22} = v_2 \), then

   \[ f(\varphi)(v_{11}) = 2\varphi(v_2) - \varphi(v_{21}); \]

   \[ f(\varphi)(v_{21}) = 2\varphi(v_2) - \varphi(v_{11}); \]

   \[ f(\varphi)(v) = \varphi(v) + 2\varphi(v_2) - \varphi(v_{11}) - \varphi(v_{21}) \text{ if } v \in V(\Gamma_1) \text{ and } v \neq v_{11}, v_{21}; \]

   \[ f(\varphi)(v) = \varphi(v) \text{ if } v \in V(\Gamma_2). \]

4. If \( v_{11} = v_{21} = v_1 \) and \( v_{12} = v_{22} = v_2 \), then

   \[ f(\varphi)(v_1) = 2\varphi(v_2) - \varphi(v_1); \]
\[ f(\varphi)(v) = \varphi(v) + 2\varphi(v_2) - 2\varphi(v_1) \text{ if } v \in V(\Gamma_1) \text{ and } v \neq v_1; \]

\[ f(\varphi)(v) = \varphi(v) \text{ if } v \in V(\Gamma_2). \]

**Proposition 7.2.5.** The map \( f : \text{Map}(V(\Gamma), \mathbb{R}^d) \to \text{Map}(V(\Gamma), \mathbb{R}^d) \) has the property that if \( \varphi(u) \neq \varphi(v) \), then \( f(\varphi)(u) \neq f(\varphi)(v) \), for any \( u, v \in V(\Gamma_i) \) and \( \varphi \in \text{Map}(V(\Gamma), \mathbb{R}^d), i = 1, 2. \)

**Proof.** This is immediate. \( \square \)

Recall that \( \text{Conf}(\Gamma, \mathbb{R}^d)\) is the subspace of \( \text{Map}(V(\Gamma), \mathbb{R}^d)\) such that the images of two vertices of \( \Gamma \) can not coincide if there is an edge connecting these two vertices. Because of Proposition 7.2.5, \( f(\varphi) \in \text{Conf}(\Gamma, \mathbb{R}^d) \) for any \( \varphi \in \text{Conf}(\Gamma, \mathbb{R}^d). \) We will use the same symbol \( f \) to denote the map when restricted to \( \text{Conf}(\Gamma, \mathbb{R}^d). \)

**Proposition 7.2.6.** The map \( f : \text{Conf}(\Gamma, \mathbb{R}^d) \to \text{Conf}(\Gamma, \mathbb{R}^d) \) is an orientation reversing isomorphism when \( d \) is odd.

**Proof.** The map \( f \) is an isomorphism: \( f^2 \) is the identity map on \( \text{Conf}(\Gamma, \mathbb{R}^d). \)

Since the space \( \text{Map}(V(\Gamma), \mathbb{R}^d)\) is isomorphic to \( \mathbb{R}^{d \times |V(\Gamma)|} \), the map \( f \) can be viewed as a linear map from \( \mathbb{R}^{d \times |V(\Gamma)|} \) to \( \mathbb{R}^{d \times |V(\Gamma)|} \). Using linear algebra, one can check that in all the cases, the determinant of the map \( f \) is equal to \(-1\) when \( d \) is odd. Thus \( f \) is an orientation reversing map. \( \square \)

**Example 7.2.1.** Let \( \Gamma \) be the graph of a single edge with labeled endpoints \( p, q. \)

When \( d = 3 \), the type I involution

\[ f : \text{Map}([p, q], \mathbb{R}^3) \to \text{Map}([p, q], \mathbb{R}^3), \varphi \mapsto f(\varphi), \]
is given by

\[ f(\varphi(p)) = f(\varphi)(p) = 2\varphi(q) - \varphi(p); \]
\[ f(\varphi(q)) = f(\varphi)(q) = \varphi(q). \]

So, the determinant of the map \( f \) is

\[
\begin{vmatrix}
-1 & 0 & 0 & 2 & 0 & 0 \\
0 & -1 & 0 & 0 & 2 & 0 \\
0 & 0 & -1 & 0 & 0 & 2 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
\end{vmatrix} = -1.
\]

The map \( f \) commutes with translations and dilations in \( \mathbb{R}^d \). Let \([f] : \text{conf} (\Gamma, \mathbb{R}^d) \to \text{conf} (\Gamma, \mathbb{R}^d)\) be the map induced by \( f \).

**Corollary 7.2.7.** The map \([f]\) is an orientation reversing isomorphism when \( d \) is odd.

**Proof.** This follows from Proposition [7.2.6] and the definition of \( \text{conf} (\Gamma, \mathbb{R}^d) \). \( \square \)

Now let \( M \) be a smooth parallelizable manifold of odd dimension \( d > 1 \) and \( \Gamma_i, \overline{\Gamma}_{i_0} \in \mathcal{E} \) such that \( \overline{\Gamma}_{i_0} = f(\Gamma_{i_0}) \), where \( f \) is an involution, \( i = 1, \ldots, i_0, \ldots, k \) and \( 1 < i_0 \leq k \). Let \( c_1 \) be a monomial chain of the form in (6.3.1), more explicitly, say, of the form \( \text{Conf}(\Gamma_1, M) \ast \text{conf}(\Gamma_2, \mathbb{R}^d) \ast \cdots \ast \text{conf}(\Gamma_k, \mathbb{R}^d) \) with parentheses inserted in appropriate places; \( c_2 \) be a monomial chain which differs from \( c_1 \) in that the graph \( \Gamma_{i_0} \) is replaced by \( \overline{\Gamma}_{i_0} \). Then on the algebra of chains \( F \), impose equivalent
relations of the following form:

\[(\text{Conf}(\Gamma_1, M) \ast \text{conf}(\Gamma_2, \mathbb{R}^d) \ast \cdots \ast \text{conf}(\Gamma_{i_0}, \mathbb{R}^d) \ast \cdots \ast \text{conf}(\Gamma_k, \mathbb{R}^d)), \text{or})\]

\[= -(\text{Conf}(\Gamma_1, M) \ast \text{conf}(\Gamma_2, \mathbb{R}^d) \ast \cdots \ast \text{conf}(\Gamma_{i_0}, \mathbb{R}^d) \ast \cdots \ast \text{conf}(\Gamma_k, \mathbb{R}^d)), \text{or}\]

This is reasonable since the involution \(f\) is orientation reversing,

\[(\text{Conf}(\Gamma_1, M) \ast \text{conf}(\Gamma_2, \mathbb{R}^d) \ast \cdots \ast \text{conf}(\Gamma_{i_0}, \mathbb{R}^d) \ast \cdots \ast \text{conf}(\Gamma_k, \mathbb{R}^d)), \text{or}\]

\[= (\text{Conf}(\Gamma_1, M) \ast \text{conf}(\Gamma_2, \mathbb{R}^d) \ast \cdots \ast (-\text{conf}(\Gamma_{i_0}, \mathbb{R}^d)) \ast \cdots \ast \text{conf}(\Gamma_k, \mathbb{R}^d)), \text{or}\]

\[= -(\text{Conf}(\Gamma_1, M) \ast \text{conf}(\Gamma_2, \mathbb{R}^d) \ast \cdots \ast \text{conf}(\Gamma_{i_0}, \mathbb{R}^d) \ast \cdots \ast \text{conf}(\Gamma_k, \mathbb{R}^d), \text{or}).\]

Involutions also induces relations on the chains whose supports are inside the above monomial chains. Let \([f] : \text{conf}(\Gamma_{i_0}, \mathbb{R}^d) \to \text{conf}(\Gamma_{i_0}, \mathbb{R}^d)\) be a involution. Then \([f]\) induces an involution on the level of geometric chains

\([f]^\#: C_*(\text{conf}(\Gamma_{i_0}, \mathbb{R}^d)) \to C_*(\text{conf}(\Gamma_{i_0}, \mathbb{R}^d)).\]

And then the map \([f]^\#\) can be extend to \(C_*(\text{Conf}(\Gamma_1, M) \ast \text{conf}(\Gamma_2, \mathbb{R}^d) \ast \cdots \ast \text{conf}(\Gamma_{i_0}, \mathbb{R}^d) \ast \cdots \ast \text{conf}(\Gamma_k, \mathbb{R}^d)).\)

### 7.2.3 Cycles of reduced master equations

The quotient differential algebraic structure of the differential right module over the configuration algebra represented by the master equation system of \(\mathcal{E}\)-decorated graphs (see Proposition 7.1.1) modulo the ideal generated by certain equivalences
relations will be called, by abuse of language, a reduced master equation of $\mathcal{E}$-decorated graphs. Two versions of reduced master equations will be considered: the reduced master equation A, in which the equivalences relations are generated by involutions of both type I and type II, and the reduced master equation B, which is obtained by modulo relations generated by involutions of type II and generalized IHX relations.

In the study of finite type invariants (see [5] for an almost complete bibliography on the theory of finite type invariants), a relation called IHX relation is often used. It is a relation among connected trivalent graphs with more than three vertices which only differ at the neighborhood of a single edge. There are three different ways to divide the four edges connecting to the endpoints of the single edge into two pairs, which correspond to three trivalent graphs. The IHX relation is defined to be the identities of the form claiming that the formal sum of these three graphs is 0.

For $\mathcal{E}$-decorated graphs, since edges are oriented and vertices are labeled, there are more graphs which differ only at a neighborhood of a single edge. Let $\gamma$ be the $\mathcal{E}$-decorated graph consisting of an oriented single edge $e$ from endpoint $u$ to endpoint $v$. There are six ways to insert $\gamma$ into a 4-valent vertex $v$ of an $\mathcal{E}$-decorated graph so that in the new graph obtained both $u$ and $v$ are trivalent. Let $I, H, X, I, H$ and $X$ be six $\mathcal{E}$-labeled graphs which can be obtained this way. A relation of the form

$$I/\gamma \odot (I/\gamma, \gamma, I) \gamma + H/\gamma \odot (H/\gamma, \gamma, H) \gamma + X/\gamma \odot (X/\gamma, \gamma, X) \gamma +$$

$$+ I/\gamma \odot (I/\gamma, \gamma, I) \gamma + H/\gamma \odot (H/\gamma, \gamma, H) \gamma + X/\gamma \odot (X/\gamma, \gamma, X) \gamma = 0$$

(7.2.1)

will be referred as an IHX relation on configurations of $\mathcal{E}$-decorated graphs. Relations induced on the right module over the configuration algebra of $\mathcal{E}$-decorated
graphs by relations (7.2.1) will be called generalized IHX relations. Note that in the case of length two configurations of trivalent $E$-decorated graphs, the only generalized IHX relations are exactly of the form given in (7.2.1).

Now let us consider some examples of non trivial cycles of reduced master equations.

Let $\Gamma \in \mathcal{E}$. If $|V(\Gamma)| = 2$, then by Proposition 3.2.8, $\Gamma$ is a non trivial cycle of the reduced master equations $A$ and $B$.

**Proposition 7.2.8.** *For each set of $A$-labels on vertices, the sum of all the $E$-decorated trivalent graphs with $2k$ vertices and with the given $A$-labels is a non trivial cycle of the reduced master equation $A$.*

Proof. 1) The sum is a cycle. Given an $E$-decorated graph $\Gamma$, we have

$$\partial \Gamma = \sum_{\gamma} \Gamma / \gamma \circ \left( (\Gamma / \gamma, v), \gamma, \Gamma \right) \gamma.$$

By Proposition 7.2.1 for each term where $\gamma$ is not an edge, there exists at least one type II involutions. By Corollary 7.2.3 there are even number of elements in the group generated by involutions on the underlying $A$-decorated graphs, thus the sum of terms where $\gamma$ is non edge is 0.

Similarly, terms in which $\gamma$ is an edge are canceled by type I involutions.

2) The cycle is non trivial, because any monomial configuration in the image of $\partial$ has to be of length $> 1$. $\square$

**Proposition 7.2.9.** *For each set of $A$-labels on vertices, the sum of all the $E$-decorated trivalent graphs with $2k$ vertices and with the given $A$-labels is a non trivial cycle of the reduced master equation $B$.*
Proof. Similar to the proof of Proposition 7.2.8. The only difference is that those terms in which $\gamma$ is an edge are canceled by IHX relations. \hfill \Box

Question: Do there exist non trivial cycles of the reduced master equations which are of the form of sums of some non trivalent graphs?

Invariants of manifolds may be obtained from non trivial cycles of reduced master equations. One way is by the Kontsevich-Kuperberg-Thurston’s construction, which will be discussed in the next section.

### 7.3 Finite type invariants and the master equation package

A family of quantum invariants of links and 3-manifolds were defined by Kontsevich [28], based on ideas from perturbative Chern-Simons field theory. Kuperberg and Thurston [31] gave a purely topological construction of these invariants and showed that they are universally finite type in certain sense. In this section we will show that their construction fits the framework of master equation package.

In this section, let $M$ be a rational homology 3-sphere.

#### 7.3.1 Kuperberg-Thurston’s construction

For the needs of next subsection, we include here a brief review of Kuperberg and Thurston’s construction [31] of quantum invariants of rational homology spheres.

For cohomological reason (Lemma 7.3.2), these invariants are given in terms of $M_{\text{fin}} = M \setminus \{\infty\}$ with a fixed asymptotically constant framing, where $\infty \in M$ is a
marked point.

Let $\tilde{J}_n$ be the set of isomorphism classes of $E$-decorated trivalent graphs $\Gamma$ with $2n$ vertices, for a fixed set of $A$-labels on vertices. Each of these graphs has $3n$ edges. Let $\text{Conf}_{\infty}(\Gamma, M)$ denote the space obtained by blowing up $\text{Map}(V(\Gamma), M)$ along infinity locus where the images of vertices of some connected full subgraph of $\Gamma$ coincide at $\infty$ and diagonals corresponding to connected full subgraphs.

The key point of their construction is a generalized gauss map

$$\Phi : (\tilde{C}_n(M), D) \to (\tilde{P}(M)^{3n}, Q),$$

for each $n$, where

- $\tilde{C}_n(M)$ is obtained from $C_n(M) = \bigsqcup_{\Gamma \in \tilde{J}_n} \text{Conf}_{\infty}(\Gamma, M)$ by the following gluings or modifications of boundary strata:
  - Boundary strata corresponding to single edges are glued together according to IHX relation.
  - Boundary strata corresponding to non single edges are glued together according to type II involutions.
  - The particular boundary strata where the images of all $2n$ vertices of $\Gamma$ coincide are collapsed using the framing of $M_{\text{fin}}$.
  - Points in boundary strata corresponding to infinite locus are identified according their directions according to framing, and form the degenerate locus $D$.

- $\tilde{P}(M)$ is obtained from $\text{Conf}_{\infty}(e, M)$, the compactified configuration space of
a single edge $e$, with points in boundary identified according to their directions in the framing.

- $Q$ is certain degenerate locus of $\tilde{P}(M)$.

To obtain invariants, Kuperberg and Thurston proved the following two lemmas:

**Lemma 7.3.1.** The top cohomology of $\tilde{C}_n(M)$ is independent of $M$ and there is a surjective map

$$f : H^{6n}(\tilde{C}_n(M), D) \twoheadrightarrow V_n,$$

where $V_n$ is the vector space over $\mathbb{Q}$ spanned by isomorphism classes of connected Lie-oriented trivalent graphs with $2n$ vertices, modulo IHX relation.

**Lemma 7.3.2.** The space $\tilde{P}(M)$ has a generating class $\alpha \in H^2(\tilde{P}(M), \mathbb{Q})$, and there is a well-defined cohomology class $\alpha^\otimes 3n \in H^{6n}(\tilde{P}^{3n}(M), \mathbb{Q})$.

Now, by Lemma 7.3.1 there is an injection $f^* : V_n^* \hookrightarrow H^{6n}(\tilde{C}_n(M), D)$. If $w \in V_n^*$, then there is an invariant of $M$ associated to $w$ by the pairing of homology classes with cohomology classes:

$$I_n(M) = \langle w, \Phi^* (\alpha^\otimes 3n) \rangle.$$

By linear duality, an invariant $I_n(M) \in V_n$ of $M$ is defined.

Kuperberg and Thurston then showed that $I_n(M)$ is a finite-type invariant of degree $n$ in both the algebraically split and Torelli senses for framed rational homology 3-spheres $M$, and it is universal for integer homology spheres; and there is an invariant $\delta_n(M) \in V_n$ such that $I_n(M) - \delta_n(M)$ does not depend on the framing of $M$. 88
7.3.2 Finite type invariants and the master equation package

Here we construct a geometric realization $(\overline{C}_n', D)$ of the non trivial cycle in Proposition [7.2.9] of the reduced master equation B, in the sum over $E$ of complexes of geometric chains of the modified configuration spaces.

Let

$$\overline{C}_n' = \bigsqcup_{\Gamma \in \hat{J}_n} \text{Conf}_{\infty}(\Gamma, M).$$

$\overline{C}_n'$ is obtained from $C_n'$ with the following gluings and modifications:

- The codimensional one strata corresponding to single edges are glued together according to IHX relation.

- The codimensional one strata corresponding to non single edges are glued together according to type II involutions.

- Points in boundary strata corresponding to infinite locus are identified according their directions according to framing, and form the degenerate locus $D$.

- Lower dimensional strata, i.e., those of codimensional two or more, are also identified according to relations implied by the master equation $B$.

The pair $(\overline{C}_n', D)$ is a geometric realization of the non trivial cycle in Proposition [7.2.9]. The difference from $(\overline{C}_n, D)$ is that there are more gluings and modifications in $(\overline{C}_n', D)$:

- There are more collapses, namely the collapses used in modifying $\text{Conf}_{\infty}(\gamma, M)$ into $\text{Conf}_{\infty}(\hat{\gamma}, M)$, where $\gamma$ is a non trivial connected full subgraph of a triva-
lent graph \( \Gamma \) with \( 2n \) vertices. These collapses are modifications on strata of codimensional two or more, relative to \( \tilde{C}_n' \).

- There are extra identification of strata of codimensional two or more, according to relations implied by the master equation \( B \).

**Proposition 7.3.3.** Let \( X, Y \) be \( n \)-dimensional CW complexes such that \( Y \) is obtained from \( X \) by adding more relations on generating cells of dimension \( n - 2 \) and lower. Then \( H^\alpha(X, \mathbb{Q}) \cong H^\alpha(Y, \mathbb{Q}) \).

**Proof.** By definition of homology, \( H_n(X, \mathbb{Q}) \cong H_n(Y, \mathbb{Q}) \). Then the statement follows from the universal coefficient theorem. \( \square \)

**Theorem 7.3.4.** Kontsevich-Kuperberg-Thurston invariants can be obtained from geometric realization \( (\tilde{C}_n', D) \) of the non trivial cycles of the differential right module represented by the reduced master equation \( B \) which are of the form of sums of trivalent graphs.

**Proof.** By the construction of \( \tilde{C}_n \) and \( \tilde{C}_n' \), \( (\tilde{C}_n', D) \) differs from \( (\tilde{C}_n, D) \) only in that there are more gluings in strata of codimension two or more. In the gluings of codimensional one strata of compactified and modified configuration spaces of a trivalent graph, a generalized IHX relation is exactly the usual IHX relation used in Kuperberg and Thurston’s construction. The collapses from \( \widehat{\text{Conf}}_{\infty}(\Gamma, M) \) to \( \widehat{\text{Conf}}_{\infty}(\tilde{\Gamma}, M) \) only reduce the dimension of anomalous faces and do not introduce any new relations. Thus by Proposition 7.3.3, the top cohomology with rational coefficient of \( (\tilde{C}_n', D) \) is isomorphic to that of \( (\tilde{C}_n, D) \):

\[
H^{6\alpha}((\tilde{C}_n(M), D) \cong H^{6\alpha}((\tilde{C}_n'(M), D).
\]
Then since the Kontsevich-Kuperberg-Thurston invariants is the degree of the generalized gauss map, if $\bar{C}$ is replaced by $\bar{C}'$, we will have the same invariants. \qed
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Appendix A

Graphs, insertions and operads

We investigate in this appendix the properties of insertion operations on some classes of finite connected decorated graphs with external or half edges, and construct coloured operads using these graphs and insertions. This can be seen as a supplement to Chapter 2 but is not used in later chapters.

A.1 Graphs with external edges

In this section, we introduce and fix our definitions and notations about graphs with external or half edges. Since this appendix can be read independently, we will just refer them as graphs.

Definition A.1.1 (Pregraph). A finite pregraph $\Gamma$ is a triple $(V(\Gamma), E(\Gamma), H(\Gamma))$ of finite sets, where

- An element of $V(\Gamma)$ is called a vertex of $\Gamma$.

- An element of $E(\Gamma)$ is called an internal edge of $\Gamma$. Each internal edge is labeled by a two-element subset of $V(\Gamma)$. The labels of different internal edges may be the same.
If \( \{u, v\} \) is the label of an internal edge \( e \in E(\Gamma) \), then vertices \( u \) and \( v \) are called the endpoints of \( e \).

- An element of \( H(\Gamma) \) is called an external edge or half edge of \( \Gamma \). Each external edge is labeled by a singleton subset of \( V(\Gamma) \). The labels of different external edges may be the same.

If \( \{v\} \) is the label of an external edge \( h \in H(\Gamma) \), then \( v \) is called the endpoint of \( h \).

**Definition A.1.2** (Graph). Two pregraphs \( \Gamma \) and \( \Gamma' \) are isomorphic if \( V(\Gamma) = V(\Gamma') \) and there exist a bijective map \( f : (V(\Gamma), E(\Gamma), H(\Gamma)) \rightarrow (V(\Gamma'), E(\Gamma'), H(\Gamma')) \) such that

- the first factor of \( f \) is the identity map, and

- the map induced by \( f \) from the multiset of labels of internal and external edges of \( \Gamma \) to that of \( \Gamma' \) is the identity map.

A finite graph is the isomorphism class of a finite pregraph.

The adjective *finite* before the term *graph(s)* will be omitted from now on, unless we want to stress it, since only finite graphs will be considered in this thesis.

**Remark A.1.1.** A graph can be visualized as a 1-dimensional topological space: a vertex corresponds to a 0-dimensional cell, an internal edge corresponds to an open 1-dimensional cell \((0, 1)\) with its ends glued to different vertices, and an external edge corresponds to an open 1-dimensional cell \((0, 1/2)\) with only one end glued to a vertex.
Let \( v \) be a vertex of a graph \( \Gamma \). The set of internal edges of \( \Gamma \) having \( v \) as an endpoint will be denoted by \( E(v) \). The set of internal and external edges of \( \Gamma \) having \( v \) as an endpoint will be denoted by \( H(v) \); an element \( h \in H(v) \) will be called a half edge of \( v \) and labeled by \( \{v\} \), and we will say \( v \) is the only endpoint of \( h \). For example, if \( \Gamma \) is a graph with a single vertex \( v \), then \( H(\Gamma) = H(v) \).

**Definition A.1.3** (Connected graph). Two vertices \( u \) and \( v \) of a graph \( \Gamma \) are connected by an internal edge if they are the endpoints of an internal edge of \( \Gamma \).

A graph \( \Gamma \) is connected if for any two of its vertices \( p, q \in V(\Gamma) \), there exists a sequence of sets of endpoints of its internal edges

\[
\{x_0, x_1\}, \{x_1, x_2\}, \cdots, \{x_{k-1}, x_k\}
\]

such that \( x_0 = p \) and \( x_k = q \).

The graph with only one vertex and no internal edges is considered connected.

We will use \( \mathcal{G} \) to denote the set of finite graphs. For any \( \Gamma_1, \Gamma_2 \in \mathcal{G} \), define \( \Gamma_1 \prec \Gamma_2 \) if and only if \( |V(\Gamma_1)| < |V(\Gamma_2)| \). Then it is immediate that we have the following

**Proposition A.1.1.** The pair \((\mathcal{G}, \prec)\) where \( \prec \) is defined as above is a strict partially ordered set and all descending chains for any \( \Gamma \in \mathcal{G} \) are finite.

There are some combinatorial constraints on the existence of graphs and connected graphs.

**Proposition A.1.2.** Let \( V \) be a finite set, and \( c_v, c \in \mathbb{Z}_{\geq 0} \), for all \( v \in V \). Then

1. there exists a graph \( \Gamma \) with vertex set \( V(\Gamma) = V \), \( |H(v)| = c_v \) and \( |H(\Gamma)| = c \) if and only if the following are satisfied:
• $\sum_{v \in V} c_v \geq c$, where the equality holds if and only if there are no internal edges; and

• $\sum_{v \in V} c_v \equiv c \mod 2$.

(2) if $|V| > 1$, there exists a connected graph $\Gamma$ with vertex set $V(\Gamma) = V$, $\vert H(v) \vert = c_v$ and $\vert H(\Gamma) \vert = c$ if and only if the following are satisfied:

• $c_v > 0$ for all $v \in V$;

• $\sum_{v \in V} c_v \geq c + 2(|V| - 1)$, where the equality holds if and only if there are no internal edges; and

• $\sum_{v \in V} c_v \equiv c \mod 2$.

Proof. (1) is easy. (2) is because in order that $\Gamma$ be connected, at least $|V(\Gamma)| - 1$ internal edges are needed. \hfill \Box

A.2 Coloured operads

Many algebraic structures can be described in the language of ordinary or generalized operads. For standard facts on ordinary operads, the reader is referred to [21, 22, 29, 36, 38, 39]. In this thesis we will use the notion of a generalized operad called coloured operad [7, 9, 30, 37], which is also known as many-sorted operad or typed operad [3], or multicategory [18, 32, 34], or relaxed multilinear category [10], or pseudo-tensor category [6]. In this section, for convenience, we introduce the definitions of and list certain basic facts about this generalized operad.

The notion of coloured operads can be defined in any symmetric monoidal category $[35]$ $(\mathcal{E}, \otimes)$. Here we require that $\mathcal{E}$ has internal Hom and finite products.
and coproducts. We will only give the definition when $E$ is the category of sets (modules, vector spaces, chain complexes, ...) or its subcategory. Let $\Sigma_n$ be the symmetric group on $n$ symbols.

**Definition A.2.1** ($C$-coloured operad). A coloured operad $O$ in the category $E$ consists of the following data:

(1) a set $C$, whose elements will be called colours;

(2) for any $n \in \mathbb{N}$, and any $(n + 1)$-tuple $(c_1, ..., c_n; c)$ of colours, there is an object $O(c_1, ..., c_n; c)$ in $E$, whose elements are operations from $n$ inputs of colours $c_1, ..., c_n$ to an output of colour $c$;

(3) for any colour $c$, there is an element $1_c \in O(c; c)$, called the identity of colour $c$;

(4) for any $(n + 1)$-tuple $(c_1, ..., c_n; c)$ of colours and $n$ other tuples of colours

$$(c_{1,1}, ..., c_{1,k_1}), ..., (c_{n,1}, ..., c_{n,k_n}),$$

of lengths $k_1, ..., k_n$ respectively, there is a composition product

$$O(c_1, ..., c_n; c) \otimes O(c_{1,1}, ..., c_{1,k_1}; c_1) \otimes \cdots \otimes O(c_{n,1}, ..., c_{n,k_n}; c_n)$$

$$\xrightarrow{\theta} O(c_{1,1}, ..., c_{n,k_n}; c);$$

(5) for any $\sigma \in \Sigma_n$, there is a map $\sigma^*: O(c_1, ..., c_n; c) \rightarrow O(c_{\sigma(1)}, ..., c_{\sigma(n)}; c)$.

These data are required to satisfy the following properties:
• each $1_c$ is a 2-sided unit for the composition product $\theta$, i.e., we have the following identity

$$1_c \circ \theta = \theta = \theta \circ (1_{c_1}, ..., 1_{c_n});$$

• the maps in (5) define a right $\Sigma_n$-action on $O(n) = \oplus_{c_1, ..., c_n, c \in C} O(c_1, ..., c_n; c)$, i.e., $\sigma^* \tau^* = (\tau \sigma)^*$ for any $\sigma, \tau \in \Sigma_n$;

• the composition product $\theta$ is associative and $\Sigma_n$-equivariant in some natural sense (see, e.g., [18]).

Remark A.2.1. When the set $C$ contains only one colour, a $C$-coloured operad is the same as an ordinary operad.

By removing from Definition A.2.1 all references to the symmetric group actions, one obtains the notion of non symmetric $C$-coloured operads.

Example A.2.1 ($C$-coloured endomorphism operad). Let $A = (A(c))_{c \in C}$ be a family of objects of $E$. The endomorphism operad $\text{End}(A)$ of $A$ is given by

$$\text{End}(A)(c_1, ..., c_n; c) = \text{Hom}(A(c_1) \otimes \cdots \otimes A(c_n), A(c))$$

for $c_1, ..., c_n, c \in C$, where the composition product and $\Sigma_n$-action are the evident substitution and permutation.

Definition A.2.2 (Map of coloured operads). Let $O$ be a $C$-coloured operad and $O'$ a $C'$-coloured operad. A map of coloured operads from $O$ to $O'$ consists of a function $f : C \to C'$, and for each $c_1, ..., c_n, c \in C$, a function

$$O(c_1, ..., c_n; c) \to O'(f(c_1), ..., f(c_n); f(c))$$
which preserves the symmetric group $\Sigma_n$-action, the identities and the composition.

**Definition A.2.3** (Algebra over a coloured operad). Let $O$ be a $C$-coloured operad. An $O$-algebra structure on a family $A = (A(c))_{c \in C}$ of objects of $E$ is a map of $C$-coloured operads

$$\alpha : O \to \text{End}(A)$$

which preserves the colours, i.e., is a family of maps

$$\alpha_{c_1, \ldots, c_n; c} : O(c_1, \ldots, c_n; c) \otimes A(c_1) \otimes \ldots \otimes A(c_n) \to A(c)$$

satisfying obvious axioms for associativity, unit and equivariance.

Let $A = \oplus_{c \in C} A(c)$ for a fixed order of $C$. We also say $A$ is an $O$-algebra.

If $P$ is an ordinary operad and $P = \oplus_{j \geq 1} P(j)$, then $P$ has a canonical structure of $P$-algebra (see, for example Manin [36], p.177). Similarly, we have the following

**Proposition A.2.1.** Let $O$ be a $C$-coloured operad. Let $O(c) = \oplus_{n \in \mathbb{N}} \oplus_{c_1, \ldots, c_n \in C} O(c_1, \ldots, c_n; c)$ and $O = \oplus_{c \in C} O(c)$ for a fixed order of $C$. Then $O$ has a canonical structure of $O$-algebra.

**Proof.** The $O$-algebra structure on $O$ is given by the maps

$$\alpha_{c_1, \ldots, c_n; c} : O(c_1, \ldots, c_n; c) \otimes O(c_1) \otimes \ldots \otimes O(c_n) \to O(c).$$

□

**Definition A.2.4** (Map of $O$-algebras). Let $O$ be a coloured operad and $A, A'$ be $O$-algebras. A map of $O$-algebras $f : A \to A'$ is a family of maps $(f_c : A(c) \to A'(c))_{c \in C}$ which commute with the $O$-algebra structure maps of $A, A'$. 
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The above definition (Definition A.2.1) of coloured operads makes use of the canonical order on the set \([n] = \{1, 2, \ldots, n\}\). In many discussions, instead of \([n]\), we need to work with an arbitrary finite set, then it is useful and natural to have a version of the definition which does not depend on a particular order.

**Definition A.2.5** (\(C\)-coloured operad; unordered version). A coloured operad \(O\) in the category \(\mathcal{E}\) consists of the following data:

1. a set \(C\), whose elements will be called colours;
2. for any finite set \(I\), family of colours \((c_i)_{i \in I}\), and colour \(c\), there is an object \(O((c_i)_{i \in I}, c)\) in \(\mathcal{E}\), whose elements are operations \(\varphi : (c_i)_{i \in I} \to c\);
3. for any surjective map between finite sets \(p : I \to J\), families of colours \((a_i)_{i \in I}, (b_j)_{j \in J}\), and colour \(c\), there is a composition product

\[
O((b_j)_{j \in J}, c) \otimes \prod_{j \in J} O((a_i)_{i \in p^{-1}(j)}, b_j) \to O((a_i)_{i \in I}, c), \tag{A.2.1}
\]

\((\varphi, (\psi_j)_{j \in J}) \mapsto \varphi \circ (\psi_j)_{j \in J} = \varphi((\psi_j)_{j \in J});\)

4. for any singleton \(I\), colour \(c\), there is an identity element \(1^I_c \in O((c_i)_{i \in I}; c)\);

These data are required to satisfy the following associativity and unit axioms:

- If \(p : I \to J, q : J \to K\) are maps of finite sets, and \(\phi_j : (a_i)_{i \in p^{-1}(j)} \to b_j, \psi_k : (b_j)_{j \in q^{-1}(k)} \to c_k, \varphi : (c_k)_{k \in K} \to d\) are operations, where \(a_i, b_j, c_k, d\) are colours, then

\[
(\varphi \circ (\psi_k)_{k \in K}) \circ (\phi_j)_{j \in J} = \varphi \circ (\psi_k \circ (\phi_j)_{j \in q^{-1}(k)})_{k \in K};
\]
• If $I$ is a finite set, $J$ is a singleton, and $\varphi : (c_i)_{i \in I} \to c$ is an operation, then

$$1_J^J \circ (\varphi)_{j \in J} = \varphi = \varphi \circ (1_{c_i})_{i \in I}.$$ 

The definitions of maps of coloured operads, algebras over a coloured operads etc for the unordered version can be given similarly as in the usual version.

There is an alternative way (Definition A.2.7) of viewing operads, in which instead of a family of $n$-ary operations, an operad is viewed as a family of binary operations with certain constraints.

**Definition A.2.6.** Let $X, Y$ be finite sets and $x \in X$, define

$$X \sqcup_x Y = (X \setminus \{x\}) \sqcup Y$$

where the “$\sqcup$” on the right hand side is the disjoint union, i.e, the coproduct in the category of finite sets and maps between them.

**Proposition A.2.2 (38).** Let $X, Y, Z$ be finite sets, $x, x_1, x_2 \in X$ and $y \in Y$, then

$$(X \sqcup_x Y) \sqcup_y Z = X \sqcup_y (Y \sqcup_y Z),$$

$$(X \sqcup_{x_1} Y) \sqcup_{x_2} Z = (X \sqcup_{x_2} Z) \sqcup_{x_1} Y.$$ 

**Proof.** It follows directly from definition. \qed

**Remark A.2.2.** In category theory, the coproduct of a family of objects in a category is defined via universal property, and thus is unique only up to canonical isomorphisms [14, 35]. So when we use the phrase “the disjoint union” of two fi-
nite sets, we understand that it is up to these canonical isomorphisms. Similarly, the “=”s in the above preposition are actually canonical isomorphisms.

The above proposition is used implicitly to make sense of the associativity conditions in the following definition of coloured pseudo-operad.

**Definition A.2.7** (C-coloured pseudo-operad; unordered version). A coloured pseudo-operad $O$ in the category $\mathcal{E}$ consists of the following data:

(1) a set $C$, whose elements will be called colours;

(2) for any finite set $I$, family of colours $(c_i)_{i \in I}$, and colour $c$, there is an object $O((c_i)_{i \in I}, c)$ in $\mathcal{E}$, whose elements are operations from $(c_i)_{i \in I}$ to $c$;

(3) for any constant map between finite sets $p : I \to J$, families of colours $(a_i)_{i \in I}, (b_j)_{j \in J}$, and colour $c$, there is a composition product

$$O((b_j)_{j \in J}, c) \otimes O((a_i)_{i \in I}, b_{j_0}) \overset{\phi \circ (I, J, j_0)}{\longrightarrow} O((c_k)_{k \in J \cup I}, c),$$

where $j_0 \in p(I)$, and

$$c_k = \begin{cases} a_k, & \text{if } k \in I; \\ b_k, & \text{if } k \in J \setminus \{j_0\}. \end{cases}$$

These data are required to satisfy the following associativity axioms:

- if $I, J, K$ are finite sets, $j_0 \in J, k_0 \in K$, and $\phi : (a_i)_{i \in I} \to b_{j_0}, \psi : (b_j)_{j \in J} \to c_{k_0}$, $\varphi : (c_k)_{k \in K} \to d$ are operations, where $a_i, b_j, c_k, d$ are colours, then

$$\varphi \circ ((K, k_0), J, j_0, \cdot) (\psi \circ ((J, j_0), I, \cdot) \phi) = (\varphi \circ ((K, k_0), J) \psi) \circ ((K \cup j_0, J, j_0), I, \cdot) \phi;$$
• if \( I, J, K \) are finite sets, \( k_1, k_2 \in K \), and \( \phi : (a_i)_{i \in I} \to c_{k_1}, \psi : (b_j)_{j \in J} \to c_{k_2}, \varphi : (c_k)_{k \in K} \to d \) are operations, where \( a_i, b_j, c_k, d \) are colours, then
\[
(\varphi \circ ((K, k_2), J) \psi) \circ ((K \sqcup k_2 \cdot I, k_1), J) \phi = (\varphi \circ ((K, k_1), J) \phi) \circ ((K \sqcup k_1 \cdot I, k_2), J) \psi.
\]

Proposition A.2.3. A coloured operad is a coloured pseudo-operad.

Proof. Let \( O \) be a coloured operad. Let \( I, J \) be finite sets, \( \phi : (a_i)_{i \in I} \to b_{j_0}, \psi : (b_j)_{j \in J} \to c \) are operations, where \( a_i, b_j \) are colours of \( O \). Define composition product \( \circ ((J, j_0), I) \) as follows:

\[
\circ ((J, j_0), I)(\psi, \phi) = \theta(\psi, (\varphi_j)_{j \in J}),
\]

where \( \theta \) is the composition product of the coloured operad \( O \) (see equation (A.2.1)), and

\[
\varphi_j = \begin{cases} 
\phi, & \text{if } j = j_0; \\
\frac{1}{b_j}, & \text{if } j \in J \setminus \{j_0\}.
\end{cases}
\]

One can check that a coloured pseudo-operad is obtained in this way. \qed

A.3 Insertions of decorated graphs and operads

A graph can be inserted into a vertex of another graph to form a third graph. In this section, we focus on a special class of graphs with labeled vertices and study their properties under insertions.

Definition A.3.1 (Inserting a graph into another). Let \( \Gamma_1, \Gamma_2 \) be connected graphs and \( v \in V(\Gamma_1) \) such that there is a bijective map \( f : H(v) \to H(\Gamma_2) \).
Define a graph $\Gamma$ by the following data

- $V(\Gamma) = (V(\Gamma_1) \setminus \{v\}) \sqcup V(\Gamma_2)$;
- $E(\Gamma) = E(\Gamma_1) \sqcup E(\Gamma_2)$; an internal edge of $\Gamma_1$ with endpoint set $\{p, v\}$ corresponds to an internal edge of $\Gamma$ with endpoint set $\{p, q\}$, where $p \in V(\Gamma_1) \setminus \{v\}$ and $q \in V(\Gamma_2)$ is the endpoint of $f(v)$;
- $H(\Gamma) = H(\Gamma_1)$; an external edge of $\Gamma_1$ with endpoint $v$ corresponds to an external edge of $\Gamma$ with endpoint the endpoint of $f(v)$.

We will call $\Gamma$ the graph obtained by inserting $\Gamma_2$ into $\Gamma_1$ at vertex $v$ according to the map $f$. The graph $\Gamma$ is denoted by $\Gamma_1 \circ_{(v, f)} \Gamma_2$.

### A.3.1 $L$-graphs

**Definition A.3.2 ($L$-graph).** An $L$-graph $\Gamma$ is a graph along with the following data:

- there is a linear order on the set $H(\Gamma)$ of external edges.
- for each $v \in V(\Gamma)$, there is a linear order on the set $H(v)$ of half edges of $v$.

For $L$-graphs, Definition [A.3.1] can be made more specific.

**Definition A.3.3** (Insertion operation of $L$-graphs). Let $\Gamma_1, \Gamma_2,$ and $\Gamma_3$ be connected $L$-graphs. If there exist $v \in V(\Gamma_1)$ and a linear order preserving bijective map $f : H(v) \to H(\Gamma_2)$ such that $\Gamma_3 = \Gamma_1 \circ_{(v, f)} \Gamma_2$, we say that there is an insertion operation $\circ_{((\Gamma_1, v), \Gamma_2, \Gamma_3)} : (\Gamma_1, \Gamma_2) \mapsto \Gamma_3$. 
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Remark A.3.1. In the notation $\circ_{(\Gamma_1, v), \Gamma_2, \Gamma_3}$ above, the $\Gamma_3$ in the subscript is redundant, i.e., one can safely use $\circ_{(\Gamma_1, v), \Gamma_2}$ instead and there will be no confusion. But we prefer the notation adopted, since it is more convenient in certain symbolic proofs.

Theorem A.3.1. The set $L_0$ of connected labeled $L$-graphs with two or more vertices forms a $\mathbb{Z}_{\geq 0}$-coloured pseudo-operad in the category of sets.

Proof. Here we will check Definition A.2.7

- Take the set $\mathbb{Z}_{\geq 0}$ of non negative integers as the set $C$ of colours.

- For any finite set $I$, family of colours $(c_i)_{i \in I}$, and colour $c$, there is a set $O((c_i)_{i \in I}, c)$ of connected $L$-graphs $\Gamma$: each $\Gamma \in O((c_i)_{i \in I}, c)$ is an $L$-graph with $V(\Gamma) = I$, $|H(\Gamma)| = c$ and $|H(i)| = c_i$ for all $i \in I$. Because of combinatorial constraints (see Proposition A.1.2), some $O((c_i)_{i \in I}, c)$s may be empty.

- For any constant map between finite sets $p : I \to J$, families of colours $(a_i)_{i \in I}, (b_j)_{j \in J}$, and colour $c$, there is a composition product

$$O((b_j)_{j \in J}, c) \otimes O((a_i)_{i \in I}, b_{j_0}) \xrightarrow{\circ_{(J, j_0), I}} O((c_k)_{k \in J \cup j_0 I}, c),$$

where $j_0 \in p(I)$, and

$$c_k = \begin{cases} a_k, & \text{if } k \in I; \\ b_k, & \text{if } k \in J \setminus \{j_0\}. \end{cases}$$

In our situation, if some $O((c_i)_{i \in I}, c)$s are empty, the composition product is trivial; otherwise, given graph $\Gamma \in O((b_j)_{j \in J}, c), \gamma \in O((a_i)_{i \in I}, b_{j_0})$, one has a graph $\Gamma \circ_{(J, j_0), I} \gamma \in O((c_k)_{k \in J \cup j_0 I}, c).$
Now one can readily see that the associativity axioms in Definition A.2.7 are satisfied. □

**Corollary A.3.2.** The set $L_0$ of connected labeled $L$-graphs with two or more vertices forms an algebra over the above defined coloured pseudo-operad of $L$-graphs.

**Proof.** This follows from Theorem A.3.1 and Proposition A.2.1 □

### A.3.2 $\mathcal{A}$-labeled $L$-graphs

Let $\mathcal{A}$ be a countably infinite discrete set. A prototypal example of $\mathcal{A}$ is the set $\mathbb{N}$ of natural numbers.

**Definition A.3.4** ($\mathcal{A}$-labeled graph). A finite $\mathcal{A}$-labeled $L$-graph is a finite $L$-graph $\Gamma$ which is labeled in $\mathcal{A}$ subjecting to the following rules:

- Each vertex of $\Gamma$ is labeled by a non empty finite subset of $\mathcal{A}$.
- Each element of $\mathcal{A}$ can occur at most once for each $\mathcal{A}$-labeled graph.
- The label of the graph is the union of labels of its vertices.

An isomorphism of $\mathcal{A}$-labeled $L$-graphs is a graph isomorphism which preserves the $\mathcal{A}$-labeling and all linear orders. Let $\mathcal{AL}$ denote the set of isomorphism classes of connected $\mathcal{A}$-labeled $L$-graphs.

**Definition A.3.5** (Insertion operation of $\mathcal{A}$-labeled $L$-graphs). Let $\Gamma_1, \Gamma_2, \Gamma_3 \in \mathcal{AL}$. If there exist $v \in V(\Gamma_1)$ whose label is equal to the label of $\Gamma_2$ and a linear order preserving bijective map $f : H(v) \to H(\Gamma_2)$ such that $\Gamma_3 = \Gamma_1 \circ_{(\Gamma_1,v,\Gamma_2,\Gamma_3)} \Gamma_2$, we say that there is an insertion operation $\circ_{(\Gamma_1,v,\Gamma_2,\Gamma_3)} : (\Gamma_1, \Gamma_2) \mapsto \Gamma_3$. 
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Theorem A.3.3. The set $\mathcal{AL}$ of connected $\mathcal{A}$-labeled L-graphs forms a coloured operad in the category of sets.

Proof. Here we check that the set $\mathcal{AL}$ satisfies Definition A.2.5

- Define a colour $c$ to be a pair $(n, A)$, where $n$ is a non negative integer and $A$ is a non empty finite subset of $\mathcal{A}$.

- For any finite set $I$, family of colours $(c_i)_{i \in I}$, where $c_i = (n_i, A_i)$, and colour $c = (n, A)$, there is a set $O((c_i)_{i \in I}, c)$ of connected $\mathcal{A}$-labeled L-graphs $\Gamma$: each $\Gamma \in O((c_i)_{i \in I}, c)$ is an $\mathcal{A}$-labeled L-graph satisfies the following conditions:
  
  - $V(\Gamma) = I$, $|H(\Gamma)| = n$ and $|H(i)| = n_i$ for all $i \in I$;
  
  - vertex $i$ is labeled by $A_i$, for all $i \in I$, and the graph $\Gamma$ is labeled by $A$.

Because of the combinatorial constraints (see Proposition A.1.2) and $\mathcal{A}$-labeling restriction, some $O((c_i)_{i \in I}, c)$s are empty sets.

- For any surjective map between finite sets $p : I \to J$, families of colours $(a_i)_{i \in I}, (b_j)_{j \in J}$, and colour $c$, there is a composition product

$$O((b_j)_{j \in J}, c) \otimes \prod_{j \in J} O((a_i)_{i \in p^{-1}(j)}, b_j) \xrightarrow{\theta} O((a_i)_{i \in I}, c),$$

$$(\varphi, (\psi_j)_{j \in J}) \mapsto \varphi \circ (\psi_j)_{j \in J} = \varphi((\psi_j)_{j \in J}).$$

More explicitly, if all $O((c_i)_{i \in I}, c)$s in the domain are not empty, the composition means that after inserting each vertex $j$ of a graph $\Gamma \in O((b_j)_{j \in J}, c)$ a graph $\gamma \in O((a_i)_{i \in p^{-1}(j)}, b_j)$, a new graph $\Gamma' \in O((a_i)_{i \in I}, c)$ is obtained.

In case that some $O((c_i)_{i \in I}, c)$ in the domain is empty, the composition product is trivial.
• For any singleton \( I = \{i\} \), colour \( c = (n,A) \in \mathbb{Z}_{\geq 0} \), the graph with only one vertex \( i \) labeled by \( A \), no internal edges and \( n \) external edges is the unit \( 1^{(i)}_c \).

One can easily check that the above data satisfy the associativity and unit axioms. □

Remark A.3.2. Strictly speaking, the definition of pseudo-tensor category of Beilinson Drinfeld [6] is slightly different from the definition of coloured operad we adopted (Definition A.2.5). But by the same construction, one can check that the set \( \mathcal{AL} \) of connected \( \mathcal{A} \)-labeled \( L \)-graphs forms a pseudo-tensor category. Similar remarks applies to all the related statements.

A.4 Relation to pre-Lie algebra

This section discusses the relations between the above algebras of graphs under insertions and pre-Lie algebra.

Definition A.4.1 (Pre-Lie algebra). Let \( k \) be a field of characteristic 0 and \( W \) be a vector space. A pre-Lie algebra is \( W \) with a bilinear operation \( \cdot : W \times W \to W \) which satisfies

\[
(\alpha \cdot \beta) \cdot \gamma - \alpha \cdot (\beta \cdot \gamma) = (\alpha \cdot \gamma) \cdot \beta - \alpha \cdot (\gamma \cdot \beta)
\]

for any \( \alpha, \beta, \gamma \in W \).

Let \( \alpha, \beta \in W \), define a bilinear operation \([,] : W \times W \to W \) by

\[
[\alpha, \beta] = \alpha \cdot \beta - \beta \cdot \alpha.
\]
Proposition A.4.1. Let \((W, \cdot)\) be a pre-Lie algebra and \([,]\) the binary operation defined as above. Then \((W, [\cdot])\) is a Lie algebra. More explicitly, if \(\alpha, \beta, \gamma \in W\), then

1. (anti-symmetry) \([\alpha, \beta] = -[\beta, \alpha]\).

2. (Jacobi identity) \([\alpha, [\beta, \gamma]] + [\beta, [\gamma, \alpha]] + [\gamma, [\alpha, \beta]] = 0\).

Proof. It is a direct check, or see Gerstenhaber [20]. \(\square\)

There is a notion of the sum of all ways of insertions of graphs which will lead to a pre-Lie algebra. We give it in the case of \(L\)-graphs; other cases are similar.

Definition A.4.2 (All possible insertions operation on graphs). Let \(\mathcal{W}\) be the linear space spanned by the set of finite \(L\)-graphs. Define a bilinear operator \(\ast : \mathcal{W} \otimes \mathcal{W} \to \mathcal{W}\), by

\[
\Gamma_1 \ast \Gamma_2 = \sum_{v \in V(\Gamma_1, \Gamma_3)} \Gamma_1 \circ (\Gamma_1, v, \Gamma_2, \Gamma_3) \Gamma_2
\]

for any \(L\)-graphs \(\Gamma_1, \Gamma_2\) and then extend bilinearly to \(\mathcal{W}\).

Remark A.4.1. It is easy to see that the sum at the right hand side of equation (A.4.1) has only finitely many nonzero terms. Thus the above operation is well defined.

Proposition A.4.2. The pair \((\mathcal{W}, \ast)\) is a pre-Lie algebra.

Proof. See Connes-Kreimer [16]. \(\square\)