The Space of Super Light Rays
for Complex Conformal Spacetimes

A Dissertation Presented

by

Andrew Patrick McHugh

to

The Graduate School

in Partial Fulfillment of the Requirements

for the Degree of

Doctor of Philosophy

in

Mathematics

State University of New York

at

Stony Brook

May 1991
State University of New York
at Stony Brook
The Graduate School

Andrew Patrick McHugh

We, the dissertation committee for the above candidate for the Doctor of Philosophy degree, hereby recommend acceptance of this dissertation.

Claude LeBrun, Associate Professor of Mathematics
Dissertation Director

Paul Kumpel, Professor of Mathematics
Chairman of Defense

C. Denson Hill
C. Denson Hill, Professor of Mathematics

Alfred Goldhaber, Professor of Physics
Outside Member

This dissertation is accepted by the Graduate School.

Graduate School
Abstract of the Dissertation

The Space of Super Light Rays
for Complex Conformal Spacetimes

by

Andrew Patrick McHugh

Doctor of Philosophy
in
Mathematics
State University of New York at Stony Brook
1991

After defining a superconformal structure on a $4|4N$ supermanifold, its space of super light rays is constructed and shown to have a natural supercontact structure. We next construct, for a $5|2N$ supercontact manifold, its space of normal quadrics. This proves to be a $4|4N$ superconformal manifold. We next show that every space of null geodesics has an extension to a $5|2N$ supercontact manifold for $N \leq 4$, and thus every four dimensional complex conformal manifold has an extension to a $4|4N$ superconformal manifold for $N \leq 4$. After the equivalence of the $N = 3$ supersymmetric Yang-Mills equations and integrability along superlight rays is shown, a 1-1 correspondence between solutions to the $N = 3$ SSYM equations and certain vector bundles over the $N = 3$ space of superlight rays is established.
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Chapter 1

Introduction

1.1 Background

In 1978 Witten[24] showed that there is a one to one correspondence between solutions to the $N = 3$ Supersymmetric Yang-Mills (SSYM) equations on complex Minkowski space and certain holomorphic vector bundles over a specific supermanifold, the space of super light rays. This result is in the spirit of Roger Penrose's Twistor theory: Analysis on one space is replaced by complex geometry on another, albeit in this case a superspace. This dissertation is an extension of this result to complex conformal spacetimes with general curvature.

The original Ward Correspondence was produced by Richard Ward[21] in 1977, relating instantons on a self-dual complex conformal spacetime to certain vector bundles over its twistor space. (Self-duality refers to a restriction on the curvature of the spacetime which actually ensures the existence of a twistor space.) This result led to a complete classification of instantons on $S^4$, since
the corresponding vector bundles over its twistor space, $\mathbb{CP}_3$, could be studied using techniques from algebraic geometry.

Shortly after, Isenberg, Yasskin and Green[8], and also independently, Witten[24], produced a Generalized Ward Correspondence for the full Yang-Mills equation on Minkowski space. Solutions here correspond to certain vector bundles on the third infinitesimal neighborhood of the space of null geodesics embedded in $\mathbb{CP}_3 \times \mathbb{CP}_3$. Finally, in 1986, LeBrun[12] extended this result to "self-dual" complex conformal spacetimes.

1.2 Supermanifolds

Let us recall the definitions of superalgebras and supermanifolds. A superalgebra or $\mathbb{Z}_2$-graded commutative algebra is an algebra in which every element can be written as a sum of an even element and an odd element. Even elements commute with all elements in the algebra and odd elements anticommute with odd elements.

A differentiable supermanifold is a pair $(X, A)$ where $X$ is a differentiable manifold and $A$ is a sheaf on $X$ of $\mathbb{Z}_2$-graded commutative algebras over $\mathbb{R}$ which is locally isomorphic to the sheaf $\bigwedge^\infty (C^\infty)^{\dim}$. Let $N$ be the sheaf of nilpotents of $A$. We also require that globally $A/N \cong C^\infty$. $N/N^2$ is then a locally free sheaf of $C^\infty$-modules.

The coordinate neighborhoods for a differentiable supermanifold $(X, A)$ are by definition open sets $U$ which are coordinate neighborhoods of $X$ and are
such that $A|_U \cong \bigwedge^*_\mathcal{O}(C^\infty)^{\oplus m}|_U$. Let $s^1, s^2, \ldots, s^m$ be linearly independent sections of $(C^\infty(U))^\oplus m$. Then sections of $A(U)$ have the form:

$$f = \sum_I f_Is^I$$

where $f_I = f_I(x^1, x^2, \ldots, x^n) \in C^\infty(U)$ and $s^I = s^{i_1}s^{i_2}\ldots s^{i_r}, I = (i_1 \leq i_2 \leq \ldots \leq i_r)$. The $x^1, \ldots, x^n$ and $s^1, \ldots, s^m$ are respectively referred to as even and odd coordinates. The $\mathbb{Z}_2$-grading on $A$ is represented locally by: $f$ is even if

$$f = \sum_{|I|\text{ even}} f_Is^I$$

and $f$ is odd if

$$f = \sum_{|I|\text{ odd}} f_Is^I.$$

Note that a change of coordinates is required to preserve the $\mathbb{Z}_2$-grading.

A complex supermanifold is a pair $(X, A)$ where $X$ is a complex manifold and $A$ is a sheaf of $\mathbb{Z}_2$-graded algebras over $\mathbb{C}$ which is locally isomorphic to $\bigwedge^*_\mathcal{O}\mathcal{O}^{\oplus m}$. We also require that globally $A/N \cong \mathcal{O}$ and that $N/N^2$ is a locally free sheaf of $\mathcal{O}$-modules. Locally, sections of $A$ on a coordinate neighborhood $U$ will have the form:

$$g = \sum_I g_I\eta^I$$

where $g_I = g_I(z^1, z^2, \ldots, z^n) \in \mathcal{O}(U)$ and $\eta^1, \ldots, \eta^m$ are linearly independent sections of $\mathcal{O}^{\oplus m}$. The $z^1, \ldots, z^n$ and $\eta^1, \ldots, \eta^m$ are referred to respectively as the even and odd complex coordinates. The $\mathbb{Z}_2$-grading on $A$ is represented locally by: $g$ is even if

$$g = \sum_{|I|\text{ even}} g_I\eta^I.$$
and $g$ is odd if

$$g = \sum_{|I|\text{odd}} g_I \eta^I.$$  

Note that a change of coordinates is required to preserve the $\mathbb{Z}_2$-grading.

One defines super vector bundles as locally free sheaves of $\mathcal{A}$-modules and the supertangent bundle as the sheaf of derivations of superfunctions over $\mathbb{C}$. The supertangent bundle is then a supervector bundle. One may extend many of the ideas of differential geometry, such as differential forms, and the Frobenius theorem, to supergeometry. (Again we refer the reader to Kostant[10].)
Chapter 2

A Newlander-Nirenberg Theorem for Supermanifolds

2.1 Almost Complex Structures

In this chapter we prove an analog of the Newlander-Nirenberg Theorem for supermanifolds. This work was originally published in McHugh[16]. The classical Newlander-Nirenberg Theorem[17] states the conditions under which an almost complex structure on a manifold gives rise to a complex structure. We give a definition of an almost complex structure on a differentiable supermanifold and conditions under which this gives rise to a complex structure. The proof applies the classical Newlander-Nirenberg Theorem on the underlying manifold. We then build up the result onto the odd coordinates using a well-known lemma on the holomorphic structure of vector bundles and finally a finite iterative procedure.

Let \((X, A)\) be a differentiable supermanifold of dimension \((2n, 2m)\). Define
an almost complex structure on \((X, A)\) as an even automorphism

\[ J : \text{Der}(A, A) \to \text{Der}(A, A) \]

of sheaves of \(A\)-modules such that \(J^2 = -id\). Here \(\text{Der}(A, A)\) is the sheaf of graded derivations of \(A\) into \(A\). Let \(x^1, \ldots, x^n, s^1, \ldots, s^m\) be local coordinates for \((X, A)\) on \(U \subset X\). Let

\[ \Theta_\alpha = \frac{\partial}{\partial x^\alpha} - iJ \frac{\partial}{\partial x^\alpha} \]

and

\[ \Phi_j = \frac{\partial}{\partial s^j} - iJ \frac{\partial}{\partial s^j}. \]

Then \(\Theta_\alpha, \bar{\Theta}_\alpha, \Phi_j, \bar{\Phi}_j\) is a local basis for

\[ \text{Der}(A(U), A(U)) \otimes \mathbb{C} = \text{Der}(A_C(U), A_C(U)) \]

where \(A_C(U) = A(U) \otimes \mathbb{C}\). Consider

\[ \Omega^1_C(U, A) = \text{Hom}_{A_C(U)}(\text{Der}(A_C(U), A_C(U)), A_C(U)) \]

and a basis \(\theta^\alpha, \bar{\theta}^\alpha, \phi^j, \bar{\phi}^j\) dual to \(\Theta_\alpha, \bar{\Theta}_\alpha, \Phi_j, \bar{\Phi}_j\). Sections of \(\Omega^1_C(U, A)\) are referred to as super 1-forms. One also has super p-forms \(\Omega^p_C(U, A)\) and covariant differentiation \(d : \Omega^p_C(U, A) \to \Omega^{p+1}_C(U, A)\). We refer the reader to Kostant[10]. Henceforth \(\Omega^p_C(U, A)\) is abbreviated as \(\Omega^p\).

An almost complex structure, \(J\), on a differentiable supermanifold is said to be integrable if one can find local complex superfunctions, \(z^\alpha = x^\alpha + iy^\alpha\) and \(\eta^j = s^j + it^j\), such that \(x^\alpha, y^\alpha, s^j, t^j\) are a local coordinate system and such that

\[ J(\frac{\partial}{\partial x^\alpha}) = \frac{\partial}{\partial y^\alpha}, J(\frac{\partial}{\partial y^\alpha}) = -\frac{\partial}{\partial x^\alpha}, J(\frac{\partial}{\partial s^j}) = \frac{\partial}{\partial t^j}, J(\frac{\partial}{\partial t^j}) = -\frac{\partial}{\partial s^j}. \]
2.2 An Analog of the Newlander-Nirenberg Theorem

We now present a supersymmetric version of the Newlander-Nirenberg theorem.

Theorem 2.2.1 An almost complex structure, \( J \), on a differentiable supermanifold is integrable if and only if

\[
d\theta^\alpha = 0 \mod \theta^\beta, \phi^k
\]

and

\[
d\phi^j = 0 \mod \theta^\alpha, \phi^k.
\]

As one direction is trivial, we need only show this to be a sufficient condition. Notice that \( J \) gives rise to a \( J^* \) on super 1-forms and that \( \theta^\alpha, \phi^j \) span the \(+i\)-eigenspace of \( J^* \). We seek complex superfunctions \( z^\alpha, \eta^j \) such that \( dz^\alpha \) and \( d\eta^j \) are in the span of \( \theta^\beta \) and \( \phi^k \) and such that \( dz^\alpha, dz^{\alpha'}, d\eta^j, d\eta^{j'} \) span \( \Omega^1 \).

Consider the 1-forms \( rd(\theta^\alpha) \in \Omega_C(U) \) where \( rd : \Omega^1_C(U, A) \to \Omega^1_C(U) \) is induced by the quotient map \( rd : A_C(U) \to A_C(U)/N_C \cong C^\infty(U) \). (\( rd \) is for "reduced".) They satisfy the conditions of the classical Newlander-Nirenberg Theorem.(See Chern[6].) Thus we obtain local holomorphic coordinates \( z^\alpha \) on \( U \). One can find linear combinations of the \( \theta^\alpha, \alpha = 1, \ldots, n, \theta^{\alpha'} \) which form a new basis for the \(+i\)-eigenspace of \( J^* \) and are such that

\[
\theta^{\alpha'} = dz^\alpha \mod N\Omega^1,
\]
where $N$ is the nilpotent of $A(U)$. We also have

$$
\phi^j = ds^j + i \sum_k ds^k f_k^j \mod N \Omega^1, f_k^j \in C^\infty \otimes \mathbb{C}.
$$

Let

$$
\eta^j = s^j + i \sum_k s^k f_k^j.
$$

Then

$$\phi^j = d\eta^j \mod N \Omega^1.$$

We proceed to refine our $z^\alpha$ and $\eta^j$, considering higher and higher terms of nilpotency and taking linear combinations in the span of $\theta^\alpha$ and $\eta^j$ when necessary. We first refine our choice of $\theta^\alpha$ and $\phi^j$ with respect to the coefficients of $dz^\alpha$ and $d\eta^j$ by the following inductive procedure:

Fix a positive integer $p$. Suppose that

$$
\theta^{\alpha'} = dz^\alpha + \sum_\beta dz^\beta A_{\beta}^\alpha + \sum_k d\eta^k B_k^\alpha + \sum_\beta d\bar{z}^\beta C_{\beta}^\alpha + \sum_k d\bar{\eta}^k D_k^\alpha \quad (2.1)
$$

$$
\phi^{j'} = d\eta^j + \sum_\beta d\bar{z}^\beta E_{\beta}^j + \sum_k d\eta^k F_k^j + \sum_\beta d\bar{z}^\beta G_{\beta}^j + \sum_k d\bar{\eta}^k H_k^j \quad (2.2)
$$

is a basis for the $+i$-eigenspace of $J^*$ such that $A_{\beta}^\alpha, B_k^\alpha, E_{\beta}^j, F_k^j \in N^p$ and $C_{\beta}^\alpha, D_k^\alpha, G_{\beta}^j, H_k^j \in N$. Then there is a new basis for the $+i$-eigenspace of $J^*$ given by

$$
\theta^{\alpha''} = \theta^{\alpha'} - \sum_\beta \theta^\beta A_{\beta}^\alpha - \sum_k \phi_k^{i'} B_k^\alpha \quad (2.3)
$$

$$
\phi^{j''} = \phi^{j'} - \sum_\beta \theta^\beta E_{\beta}^j - \sum_k \phi_k^{i'} F_k^j \quad (2.4)
$$
where \( A^\alpha_\beta, B^\alpha_\beta, E^i_j, F^i_k \in N^{p+1} \) and \( C^\alpha_\beta, D^\alpha_\beta, G^i_j, H^i_k \in N \). Since \( N^{m+1} = 0 \) one obtains, after applying the procedure a finite number of times, a basis for the \(+i\)-eigenspace of \( J^* \) in the form:

\[
\theta^{\alpha'''} = dz^\alpha + \sum_\beta dz^\beta C^{\alpha'''}_\beta + \sum_k d\eta^k D^{\alpha'''}_k \tag{2.5}
\]

\[
\phi^{i'''} = d\eta^i + \sum_\beta dz^\beta G^{i'''}_\beta + \sum_k d\bar{\eta} H^{i'''}_k \tag{2.6}
\]

for some \( C^{\alpha'''}_\beta, D^{\alpha'''}_k, G^{i'''}_\beta, H^{i'''}_k \in N \).

We now work with \( \theta^{\alpha'''} \) and \( \phi^{i'''} \) as a basis for our \(+i\)-eigenspace of \( J^* \) and hence drop the use of the double primes.

The real and imaginary parts of \( z^\alpha \) and \( \eta^i \) form a local real coordinate system for \( U \); in particular

\[
d = \sum_\alpha dz^\alpha \frac{\partial}{\partial z^\alpha} + \sum_\alpha dz^\alpha \frac{\partial}{\partial \bar{z}^\alpha} + \sum_i d\eta^i \frac{\partial}{\partial \eta^i} + \sum_i d\bar{\eta}^i \frac{\partial}{\partial \bar{\eta}^i}.
\]

Now if

\[
\theta^\alpha = dz^\alpha + \sum_{j,l} d\bar{\eta}^j \eta^l b^\alpha_{jl} + \sum_{j,l} d\eta^i \eta^l c^\alpha_{jl} \mod N^2\Omega^1
\]

then the condition:

\[
d\theta^\alpha = 0 \mod \theta^\beta, \phi^k
\]

requires that

\[
d\eta^i \eta^l c^\alpha_{jl} = d(\bar{\eta}^j \eta^l)c^\alpha_{jl}.
\]

(Here we have used \( dz^\beta, d\eta^k, \theta^\beta, \phi^k \) as generators for \( \Omega^* \).) If we set

\[
z^{\alpha'} = z^\alpha + \sum_{j,l} \eta^j \eta^l b^\alpha_{jl} + \sum_{j,l} \bar{\eta}^j \eta^l c^\alpha_{jl}
\]
then

$$\theta^\alpha = dz^\alpha + \sum_{j,l} \tilde{\eta}^j \phi^l b^\alpha_{jl} \mod N^2 \Omega^1$$

Thus, set

$$\theta^\alpha = \theta^\alpha + \sum_{j,l} \tilde{\eta}^j \phi^l b^\alpha_{jl} = dz^\alpha \mod N^2 \Omega^1.$$

(2.7)

Now

$$\phi^j = d\eta^j + \sum_{\beta,k} d\bar{z}^\beta \eta^k f^j_{\beta k} + \sum_{\beta,k} d\bar{z}^\beta \eta^k g^j_{\beta k} \mod N^2 \Omega^1.$$

The condition $d\phi^j = 0 \mod \theta^\alpha, \phi^k$ requires $g^j_{\beta k} = 0$ for all $\beta, j, k$ and thus

$$\phi^j = d\eta^j + \sum_{\beta,k} d\bar{z}^\beta \eta^k f^j_{\beta k} \mod N^2 \Omega^1.$$

We are now ready to proceed with the next step in our proof. Namely let us show that $N/N^2$ is a sheaf of sections of a holomorphic vector bundle. We first prove a lemma.

**Lemma 2.2.1** The $f^j_{\beta k}$ above, satisfy the equation:

$$\frac{\partial f^j_{\alpha k}}{\partial \bar{z}^\beta} - \frac{\partial f^j_{\beta k}}{\partial \bar{z}^\alpha} - \sum_l (f^l_{\alpha l} f^j_{\beta k} - f^j_{\beta l} f^l_{\alpha k}) = 0.$$  

(2.8)

**Proof.** We use the condition $d\phi^j = 0 \mod \theta^\alpha, \phi^k$. Write

$$\phi^j = d\eta^j + \sum_{\beta,k} d\bar{z}^\beta \eta^k f^j_{\beta k} + \sum_{l} d\bar{\eta}^l g^j_l \mod N^2 \Omega^1,$$

where $g^j_l \in N^2$. Remembering that $d\bar{z}^\beta, d\bar{\eta}^l, \theta^\alpha, \phi^k$ can be used as generators of $\Omega^*$, consider the terms of $d\phi^j$ involving $d\bar{z}^\alpha \wedge d\bar{z}^\beta$. The sum of these terms must be zero, and in particular must be zero mod $N^2 \Omega^1$. Now, in the expression

$$d\phi^j = \sum_{\beta,k} d\bar{z}^\beta \wedge d\bar{\eta}^k f^j_{\beta k} + \sum_{\beta,k} d\bar{z}^\beta \eta^k df^j_{\beta k} + \sum_{l} d\bar{\eta}^l g^j_l \mod N^2 \Omega^1$$
only the first two summations shall have terms with \( dz^\alpha \wedge dz^\beta \) when they are written in terms of the generators \( dz^\alpha, d\bar{z}^i, \theta^\alpha, \phi^j \). Recall that \( dz^\alpha = \theta^\alpha \mod N^1 \Omega^1 \) and \( d\eta^k = \phi^k - \sum_{\alpha,l} dz^\alpha \eta^l f^k_{\alpha l} \mod N^2 \Omega^1 \). Making this replacement one obtains:

\[
d\phi^j = \sum_{\beta,k} dz^\beta \wedge (\phi^k - \sum_{\alpha,l} dz^\alpha \eta^l f^k_{\alpha l}) f^j_{\beta k}
\]

\[
+ \sum_{\beta,k} dz^\beta \wedge (\sum_\alpha \theta^\alpha \frac{\partial f^j_{\beta k}}{\partial z^\alpha} + dz^\alpha \frac{\partial f^j_{\beta k}}{\partial \bar{z}^\alpha}) \eta^k + \sum_i d\eta^l \wedge dg_i^j \mod N^2 \Omega^1
\]

where we have used \( \theta^\alpha \eta^k = dz^\alpha \eta^k \mod N^2 \Omega^1 \). Since \( d\phi^j = 0 \mod \theta^\alpha \phi^k \) we have:

\[
\sum_{\beta,\alpha,k} dz^\beta \wedge dz^\alpha \eta^k (\frac{\partial f^j_{\beta k}}{\partial z^\alpha} - \sum_l f^j_{\beta l} f^l_{\alpha k}) = 0
\]

Since \( dz^\beta \wedge dz^\alpha = -dz^\alpha \wedge dz^\beta \) one obtains:

\[
\frac{\partial f^j_{\beta k}}{\partial z^\alpha} - \frac{\partial f^j_{\alpha k}}{\partial \bar{z}^\alpha} - \sum_l (f^j_{\beta l} f^l_{\alpha k} - f^j_{\alpha l} f^l_{\beta k}) = 0. \text{ QED}
\]

Let us proceed to show that \((X,A)\) has an underlying holomorphic vector bundle.

**Lemma 2.2.2** Given \( p \in X \), there is a neighborhood of \( p, U'' \), and functions \( h^k_j \) on \( U'' \) such that \( \frac{\partial h^k_j}{\partial z^\alpha} = \sum_l f^l_{\alpha j} h^k \) for each \( j,k,\alpha \) and such that the matrix \( h^k_j \) has full rank everywhere on \( U'' \). (See also Atiyah[1].)

**Proof.** Let \( z^\alpha, w^k \) be classical complex coordinates on \( U \times \mathbb{C}^m \) where \( U \) is chosen as a coordinate neighborhood of \( p \) on which our \( f^l_{\alpha j} \) are defined. Consider the vector fields

\[
W^j = \frac{\partial}{\partial w^j}, \quad Z^\alpha = \frac{\partial}{\partial z^\alpha} - \sum_{i,k} f^k_{\alpha i} \frac{\partial}{\partial w^k}.
\]


Notice that $Re(Z_\alpha), Im(Z_\alpha), Re(W_j), Im(W_j)$ form a basis for $T(U \times \mathbb{C}^m)$ at each point in $U$.

Define an almost complex structure $J$ on $U \times \mathbb{C}^m$ by:

$$J(ReZ_\alpha) = -Im(Z_\alpha), J(ImZ_\alpha) = ReZ_\alpha$$

$$J(ReW_j) = -ImW_j, J(ImW_j) = ReW_j$$

The condition that $J$ is integrable is that $[W_j, W_k], [W_j, Z_\alpha], [Z_\alpha, Z_\beta]$ are in the span of $W_k, Z_\alpha$. We have $[W_k, W_j] = [W_j, Z_\alpha] = 0$. When we calculate $[Z_\alpha, Z_\beta]$ making use of equation 2.8 and the fact that $f_{\alpha k}^i$ is independent of $\bar{w}^j$, we obtain $[Z_\alpha, Z_\beta] = 0$. By the classical Newlander-Nirenberg Theorem, there are holomorphic coordinates $u^q, q = 1, \ldots, n + m$ on some neighborhood of $(p, 0)$, $U \times V \subset U \times \mathbb{C}^m$. We can form a new holomorphic coordinate system out of $z^1, \ldots, z^n$ and a choice of $m$ of the $u^q$'s which we may take to be $u^1, \ldots, u^m$. We have $\bar{W}_i(u^q) = 0$ i.e. $u^q$ can be written as a power series in $w$ of the form:

$$u^q = h^q(z, \bar{z}) + \sum_j h^q_j(z, \bar{z})w^j + o((w)^2).$$

From $\bar{Z}_\alpha(u^q) = 0$ we have

$$\bar{Z}_\alpha(h^q) = \bar{Z}_\alpha(\sum_j h^q_j w^j) = 0.$$

which implies that

$$\frac{\partial h^k_j}{\partial z^q} = \sum_l f_{\alpha j}^l h^k_l.$$  

In order for $dz^\alpha$ and $dw^j$ to be linearly independent at $(p, 0)$, the matrix $h^q_j$ must be nonsingular in a neighborhood of $p$. QED.
Return to our supermanifold to see that
\[
\sum_j h^k_j \phi^j = \sum_j h^k_j d\eta^j + \sum_{j,\alpha} h^k_j dz^\alpha f^j_\alpha \eta^j \mod N^2\Omega^1
\]
\[
= \sum_j h^k_j d\eta^j + \sum_{\alpha, j} dz^\alpha \frac{\partial h^k_j}{\partial z^\alpha} \eta^j \mod N^2\Omega^1
\]
\[
= \sum_j d(h^k_j \eta^j) - \sum_{\alpha, j} \theta^\alpha \frac{\partial h^k_j}{\partial z^\alpha} \eta^j \mod N^2\Omega^1.
\]
Thus set
\[
\phi^{k'} = \sum_j h^k_j \phi^j + \sum_{\alpha, j} \theta^\alpha \frac{\partial h^k_j}{\partial z^\alpha} \eta^j
\]
and
\[
\eta^{k'} = \sum_j h^k_j \eta^j.
\]
We then have:
\[
\phi^{k'} = d\eta^{k'} \mod N^2\Omega^1.
\]
Also rewrite our previous equation 2.7: \(\theta^{\alpha'} = dz^{\alpha'} \mod N^2\Omega^1\). We take \(z^{\alpha'}, \eta^{k'}\) as local coordinates on our supermanifold \((X, A)\) and hence write them without the primes.

We now show that \(N/N^2\) is a sheaf of sections of a holomorphic vector bundle. Consider a change of odd coordinates on the intersection of two coordinate neighborhoods, \(U \cap \hat{U}\):
\[
\hat{\eta}^j = \sum_k b^j_k \eta^k + \sum_k c^j_k \hat{\eta}^k \mod N^2.
\]
Since \(d\hat{\eta}^j = \hat{\phi}^j \mod N^2\Omega^1\) where \(\hat{\phi}^j\) is in the \(+i\)-eigenspace of \(J^*\) and thus in the span of \(\phi^k\) and \(\theta^\alpha\), we must have
\[
\sum_{\alpha} dz^\alpha \frac{\partial \hat{\eta}^k}{\partial z^\alpha} + \sum_j d\hat{\eta}^j \frac{\partial \hat{\phi}^k}{\partial \hat{\eta}^j} = 0 \mod N^2\Omega^1.
\]
This produces \( \frac{\partial b_k^i}{\partial \psi^\alpha} = 0, \alpha = 1, \ldots, n \) and \( c_k^i = 0 \).

Thus \( \hat{\eta}^i = \sum_k b_k^i \eta^k \) where \( b_k^i \) is a matrix of holomorphic functions, and we conclude that \( N/N^2 \) is a sheaf of sections of a holomorphic vector bundle.

Now consider terms of higher nilpotency.

**Lemma 2.2.3** Fix \( l \geq 2 \). Assume there are 1-forms, \( \theta^\alpha, \phi^i \), in the \(+i\)-eigenspace of \( J^* \), and super coordinate functions, \( z^\alpha, \eta^i \), such that

\[
\begin{align*}
\theta^\alpha &= dz^\alpha \mod N^l \Omega^1 \\
\phi^i &= d\eta^i \mod N^l \Omega^1.
\end{align*}
\]

Then there are 1-forms \( \theta'^{\alpha'}, \phi'^i \) in the \(+i\)-eigenspace of \( J^* \) and super coordinate functions \( z'^{\alpha'}, \eta'^i \) such that

\[
\begin{align*}
\theta'^{\alpha'} &= dz'^{\alpha'} \mod N^{l+1} \Omega^1 \\
\phi'^i &= d\eta'^i \mod N^{l+1} \Omega^1
\end{align*}
\]

**Proof.** Consider the case in which \( l \) is even. The case in which \( l \) is odd is exactly similar with only minor changes. Make appropriate changes in \( \theta^\alpha, \phi^i \) similar to those made above in equations 2.1-2.6 so that

\[
\theta^\alpha = dz^\alpha + \sum_\beta d\bar{z}^\beta E_\beta^\alpha + \sum_k d\eta^k F_k^\alpha
\]

and

\[
\phi^i = d\eta^i + \sum_\beta d\bar{z}^\beta G_\beta^i + \sum_k d\eta^k H_k^i
\]

where \( E_\beta^\alpha, F_k^\alpha, G_\beta^i, H_k^i \in N^l \).
Expand $\theta^\alpha, \phi^i$ in local coordinates to the next order of nilpotency:

$$\theta^\alpha = dz^\alpha + \sum_{\beta, |I|=l} dz^\beta \eta^I b_{\beta,I}^\alpha + \sum_{\beta, |I|=l} dz^\beta \eta^I d^\beta_{l+1} \mod N^{l+1} \Omega^l$$

$$\phi^i = d\eta^i + \sum_{k, |I|=l} d\bar{\eta}^k \eta^I c_{k,I}^i + \sum_{k, |I|=l} d\bar{\eta}^k \eta^I d_{k,I}^j \mod N^{l+1} \Omega^l$$

Now $d\theta^\alpha = 0 \mod \theta^\beta, \phi^k$ and $d\phi^i = 0 \mod \theta^\beta, \phi^k$ requires $c_{\beta,I}^\alpha = d_{\beta,I}^j = f_{k,I}^j = g_{k,I,J}^j = 0$ for all $\alpha, \beta, I, J, j, k$. Thus

$$\theta^\alpha = dz^\alpha + \sum_{\beta, |I|=l} dz^\beta \eta^I b_{\beta,I}^\alpha \mod N^{l+1} \Omega^l$$

and

$$\phi^i = d\eta^i + \sum_{k, |I|=l} d\bar{\eta}^k \eta^I c_{k,I}^i.$$

The lowest order terms in $\eta$ of $d\theta^\alpha$ containing $d\bar{z}^\beta \wedge d\bar{z}^\nu$ are

$$\sum_{\beta, \nu} d\bar{z}^\beta \wedge d\bar{z}^\nu \eta^I \frac{\partial b_{\beta,I}^\alpha}{\partial z^\nu}, |I| = l.$$

This sum must be zero for each $I$ and each $\alpha$ since $d\theta^\alpha = 0 \mod \theta^\beta, \phi^j$. This gives local $\partial$-closed 1-forms $\sum_{\beta} d\bar{z}^\beta b_{\beta,I}^\alpha$. By the Dolbeault Lemma, there are complex functions $h_I^\alpha$ such that

$$\partial h_I^\alpha = \sum_{\beta} d\bar{z}^\beta b_{\beta,I}^\alpha.$$

Let $z^{\alpha'} = z^\alpha + \sum_{|I|=l} h_I^\alpha \eta^I$ and

$$\theta^{\alpha'} = \theta^\alpha + \sum_{\beta, |I|=l} \theta^\beta \frac{\partial h_I^\alpha}{\partial z^\beta} \eta^I - \sum_{k, |I|=l-1} (-1)^{\nu,k} \phi^k h_I^{\nu,k} \eta^I.$$
where $c_{I,k}$ is 0 or 1 depending only on $I$ and $k$. Then

$$\theta^\alpha = dz^\alpha \mod N^{i+1}\Omega^1.$$  

Let $\eta^{ij} = \eta^i + \sum_{k,I} \tilde{\eta}^k \eta^I e_{k,I}^i$ and

$$\phi^{ij} = \phi^i + \sum_{i,k,|I|=l-1} (-1)^{s_i} \phi^i \tilde{\eta}^k \eta^I e_{k,I}^i.$$  

Then

$$\phi^{ij} = d\eta^{ij} \mod N^{i+1}\Omega^1.$$  

Since $N^{2m+1} = 0$, a finite number of applications of this lemma produces supercoordinate functions $z^\alpha$ and $\eta^j$ such that $dz^\alpha$ and $d\eta^j$ are a basis for the $+i$-eigenspace of the almost complex structure, $J^*$. **End of Proof.**

The above proof may be modified to give a proof of the Frobenius Theorem for supermanifolds. As in the classical case, the two theorems, Frobenius and Newlander-Nirenberg, are related. We refer the reader to Manin[15] pp.205-206 for the Frobenius Theorem on supermanifolds. It was previously studied in the work of Shander[20].

A. Weintrob[23] has also given a proof of the Newlander-Nirenberg theorem on supermanifolds.
Chapter 3

Superconformal Manifolds

3.1 Superconformal Structures

A superconformal structure on a \(4|4N\) supermanifold is defined by the existence of supervector bundles \(S^2_{+}, S^2_{-}, E^{0|N}\) and the exact sequence

\[
0 \to T_{l}M \oplus T_{r}M \to TM \to T_{0}M \to 0
\]

where we have isomorphisms

\[
T_{l}M \cong S_{+} \otimes E, \quad T_{r}M \cong S_{-} \otimes E^{*}, \quad T_{0}M \cong S_{+} \otimes S_{-}.
\]

\(T_{l}M\) and \(T_{r}M\) are required to be integrable distributions and the Frobenius form

\[
\Phi : T_{l}M \otimes T_{r}M \to T_{0}M
\]

where

\[
\Phi(X \otimes Y) = [X, Y] \mod (T_{l}M \oplus T_{r}M)
\]

is required to coincide via the above isomorphisms with the convolution:

\[
S_{+} \otimes E \otimes E^{*} \otimes S_{-} \to S_{+} \otimes S_{-}.
\]
The Frobenius form is then said to be nondegenerate. (These are the only curvature conditions necessary to construct the space of super light rays.)

We refer the reader to Manin[15] pp.277-78 for the definition of an $N = 1$-superconformal structure for which the above definition for any $N$ is a simple generalization. The $N = 1$ definition is based on the work of Ogievetskiii and Sokachev[18].

Since $T_i M$ and $T_r M$ are integrable distributions we may define

$$M_i = (M_{rd},\text{Ker}(T_i M))$$

and

$$M_r = (M_{rd},\text{Ker}(T_i M)).$$

We then have the double fibration $M \rightarrow M_{i,r}$. The local coordinates $x_i^a, \theta^{ai}$ and $x_r^a, \theta_j^\alpha$ on $M_i$ and $M_r$ respectively pullback to functions on $M$. Define the functions

$$x^a = \frac{x_i^a + x_r^a}{2}$$

and

$$H^a = \frac{x_i^a - x_r^a}{2i}.$$  

Take $x^a, \theta^{ai}, \theta_j^\alpha$ as local coordinates on $M$. Note that the functions $H^a$ are nilpotent since $(x_i^a)_{rd} = (x_r^a)_{rd} = x^a_{rd}$. Also define the functions

$$X^a_{\beta} = i[(I - i \frac{\partial H}{\partial x})^{-1}]_{\alpha} \frac{\partial H^c}{\partial \theta^{\beta} j}$$

and

$$X^{ja}_\beta = -i[(I + i \frac{\partial H}{\partial x})^{-1}]_{\alpha} \frac{\partial H^c}{\partial \theta_j^\beta}.$$
The derivations \( q_{\alpha j} = \frac{\partial}{\partial \theta^j} + X^b_{\alpha j} \frac{\partial}{\partial x^b} \) and \( q^{i} = \frac{\partial}{\partial \theta^i} + X^j_{\alpha i} \frac{\partial}{\partial x^j} \) then form a local basis for \( T_1 M \) and \( T_1' M \) respectively and the 1-forms

\[
\omega^a = dx^a - d\theta^i_j X^a_{\beta j} - d\theta^i_j X^a_{\beta j}
\]

form a local basis for \( \Omega^1_0 M \). (See Manin[15], p.281)

The space of superlight vectors, \( \Sigma \), is defined as a submanifold of \( \Omega^1_0 M \):

\[
\Sigma = \{ v \in \Omega^1_0 M | \langle v = s_+ \otimes s_- \rangle, s_+ \in S^*, s_- \in S^- \}
\]

(Here, ' denotes removal of the zero section.) Let \( (x^a, \theta^\alpha, \theta^\beta, \xi_\alpha) \) be local coordinates on \( \Omega^1_0 M \) where a local section of \( \Omega^1_0 M \) over \( M \) is given by \( \xi_\alpha \omega^a \).

On \( \Omega^1_0 M \), \( \xi_\alpha \omega^a \) is a canonical 1-form. \( d(\xi_\alpha \omega^a) \) is called the standard pre-symplectic form on \( \Omega^1_0 M \). We proceed with a pre-symplectic reduction on \( \Omega^1_0 M \) to construct our space of superlight rays for \( M^{4|N} \).

### 3.2 The Kernel of the Pre-symplectic Form

Denote the isomorphism \( T_1 M \cong S_+ \otimes E \) by

\[
s_\alpha^+ \otimes e_j = \gamma^{jk} \xi_{\kappa j},
\]

the isomorphism \( T_1' M \cong S_- \otimes E^* \) by

\[
s_\alpha^- \otimes e^j = f^{jk}_{\alpha \kappa} \xi^k_{\beta j}
\]

and the isomorphism \( T_0 M \cong S_+ \otimes S_- \) by

\[
s_\alpha^+ \otimes s_-^\alpha = h^b_{\alpha \beta} \frac{\partial}{\partial x^b}.
\]
The condition that the Probenius form coincides with convolution via these isomorphisms is that:

\[
[g_{\alpha_i}^{\beta_j}, f_{\alpha k}^{\beta_j}] = h_{\alpha \alpha}^{\alpha} \frac{\partial}{\partial x^c} \delta_j^l \mod (T_1M \oplus T_r M)
\]
i.e.

\[
g_{\alpha_2}^{\beta_2} f_{\alpha_3}^{\beta_3} \Phi_{\beta_3 \beta_1} h_{\epsilon}^{-1} \phi = \delta_\alpha^{\sigma} \delta_\beta^{\delta} \delta_j^l
\]
where

\[
[q_{\alpha i}, q_{\beta k}] = \Phi_{\beta \alpha i} \frac{\partial}{\partial x^c} \mod (T_1M \oplus T_r M).
\]

It is a straight forward calculation, using the definitions of \(q_{\alpha i}\) and \(X_{\alpha i}^c\), to show that

\[
[q_{\alpha i}, q_{\beta k}] = (q_{\beta j} X_{\alpha i}^c + q_{\beta j} X_{\alpha i}^c) \frac{\partial}{\partial x^c} = 0.
\]

Similarly, we have

\[
[q_{\alpha i}^j, q_{\beta k}^l] = (q_{\alpha i}^j X_{\beta}^{c j} + q_{\alpha i}^j X_{\beta}^{c i}) \frac{\partial}{\partial x^c} = 0.
\]

The calculation is straightforward using the definitions of \(X_{\alpha i}^c\) and \(X_{\beta}^{c j}\).

The pre-symplectic form \(d\xi_a \wedge \omega^a + \xi_a \wedge d\omega^a\) is then

\[
d\xi_a \wedge \omega^a + \xi_a \wedge (d\theta^{\beta j} \wedge dX_{\beta j}^a + d\theta^{\beta} \wedge dX_{\beta}^{a j})
\]

\[
= d\xi_a \wedge \omega^a - \xi_a d\theta^{\beta j} \wedge \omega^c \frac{\partial X_{\beta j}^a}{\partial x^c} - \xi_a d\theta^{\beta} \wedge \omega^c \frac{\partial X_{\beta}^{a j}}{\partial x^c}
\]

\[
- \xi_a d\theta^{\beta j} \wedge d\theta^{\beta k}(q_{\beta j} X_{\gamma k}^a + q_{\gamma k} X_{\beta j}^a) - \xi_a d\theta^{\beta j} \wedge d\theta^{\beta k}(q_{\beta j} X_{\gamma k}^a + q_{\gamma k} X_{\beta j}^a).
\]
The last two terms are zero and the fourth is \(-d\theta^\beta_j \wedge d\theta^\hat{\beta}_j \Phi_{\beta\hat{\beta}j} \xi_a\). So we have altogether for the pre-symplectic form:

\[
d(\xi_a \omega^a) = d\xi_a \wedge \omega^a - d\theta^\beta_j \wedge \omega_a \xi_c \frac{\partial X^c}{\partial x^a} - d\theta^\hat{\beta}_j \wedge \omega_a \xi_c \frac{\partial X^c_j}{\partial x^a} - d\theta^\beta_j \wedge d\theta^\hat{\beta}_j \Phi_{\beta\hat{\beta}j} \xi_a.
\]

Pull this form back to \(\Sigma = \{h^a_{\alpha\delta} \xi_a h^b_{\beta\hat{\beta}} \xi_c \epsilon^{ab} \epsilon_{\hat{a}\hat{b}} = 0\} \) (where \(\epsilon^{00} = \epsilon^{11} = 0\) and \(\epsilon^{01} = -\epsilon^{10} = 1\) and similarly for \(\epsilon^{ab}\)), so as to find the kernel of the pre-symplectic form restricted to \(\Sigma\).

Let \(D_{\alpha l} = g^\beta_{\alpha l} q_{\beta k}\) and \(D_{\hat{\alpha} l} = f^\hat{\beta}_{\hat{\alpha} l} q^j_{\hat{\beta}}\). Also let \(\xi_{\mu \hat{\mu}} = h_{\mu \hat{\mu}} \xi_c\). We claim that the vector fields

\[
Q_l = \epsilon^{\mu} \xi_{\mu \hat{\mu}} (D_{\alpha l} - g^\beta_{\alpha l} \xi_c \frac{\partial X^c}{\partial x^a} \frac{\partial}{\partial \xi_a})
\]

and

\[
Q^l = \epsilon^{\hat{\mu}} \xi_{\mu \hat{\mu}} (D_{\hat{\delta} l} - f^\hat{\beta}_{\hat{\alpha} l} \xi_c \frac{\partial X^c_j}{\partial x^a} \frac{\partial}{\partial \xi_a})
\]

are in the kernel of \(d(\xi_a \omega^a)\).

We have \(d(\xi_a \omega^a)(Q_l, \cdot)\)

\[
= \epsilon^{\mu} \xi_{\mu \hat{\mu}} g^\beta_{\alpha l} \xi_c \frac{\partial X^c}{\partial x^a} \omega^a - \epsilon^{\mu} \xi_{\mu \hat{\mu}} g^\beta_{\alpha l} \omega^a \xi_c \frac{\partial X^c}{\partial x^a} \frac{\partial}{\partial \xi_a} + \epsilon^{\mu} \xi_{\mu \hat{\mu}} g^\beta_{\alpha l} \xi_c \frac{\partial X^c}{\partial x^{\beta}} \frac{\partial}{\partial \xi_{\beta}}
\]

\[
= \epsilon^{\mu} \xi_{\mu \hat{\mu}} g^\beta_{\alpha l} \Phi_{\beta \hat{\beta} l} \xi_c \frac{\partial X^c}{\partial x^{\beta}} \frac{\partial}{\partial \xi_{\hat{\beta}}}
\]

\[
= \epsilon^{\mu} \xi_{\mu \hat{\mu}} g^\beta_{\alpha l} \Phi_{\beta \hat{\beta} l} f_{\hat{\beta} j} f_{\beta j} \xi_c \frac{\partial X^c}{\partial x^{\beta}} \frac{\partial}{\partial \xi_{\hat{\beta}}}
\]

\[
= \epsilon^{\mu} \xi_{\mu \hat{\mu}} \Phi_{\beta \hat{\beta} l} f_{\hat{\beta} j} f_{\beta j} \xi_c \frac{\partial X^c}{\partial x^{\beta}} \frac{\partial}{\partial \xi_{\hat{\beta}}}
\]

\[
= \epsilon^{\mu} \xi_{\mu \hat{\mu}} \Phi_{\beta \hat{\beta} l} f_{\hat{\beta} j} f_{\beta j} \xi_c \frac{\partial X^c}{\partial x^{\beta}} \frac{\partial}{\partial \xi_{\hat{\beta}}}
\]

Since \(\xi_{\mu \hat{\mu}} = \eta_{\mu} v_{\hat{\mu}}\) for some spinor fields \(\eta_{\mu}\) and \(v_{\hat{\mu}}\) and \(\epsilon^{\mu} \eta_{\mu} \eta_{\sigma} = 0\), the last expression is 0. We have a similar calculation for \(Q^l\).
We must show that $Q_l$ and $Q^l$ are tangent to the space of superlight vectors, $\Sigma$, i.e. that

$$Q_l(\zeta_{\mu \nu} \zeta_{\mu \bar{\nu}} e^{\mu \nu} e^{\bar{\mu} \bar{\nu}}) = Q^l(\zeta_{\mu \nu} \zeta_{\mu \bar{\nu}} e^{\mu \nu} e^{\bar{\mu} \bar{\nu}}) = 0$$
on $\Sigma$.

$$Q_l(\zeta_{\mu \nu} \zeta_{\mu \bar{\nu}} e^{\mu \nu} e^{\bar{\mu} \bar{\nu}}) = e^{\sigma \kappa} \zeta_{\kappa \lambda} g_{\sigma \lambda}(q_{\beta k} - \xi_c \frac{\partial X^d_{\beta k}}{\partial x^a} \frac{\partial}{\partial \xi^a}) (h^d_{\nu \bar{\nu}} \zeta^d_{\mu \bar{\mu}} \zeta^d_{\mu \bar{\nu}} e^{\mu \nu} e^{\bar{\mu} \bar{\nu}})$$

$$= e^{\sigma \kappa} \zeta_{\kappa \lambda} g_{\sigma \lambda}\left((q_{\beta k} h^d_{\nu \bar{\nu}}) \xi^d_{\mu \bar{\mu}} - \xi_c \frac{\partial X^d_{\beta k}}{\partial x^a} h^a_{\nu \bar{\nu}} \zeta^d_{\mu \bar{\mu}} e^{\mu \nu} e^{\bar{\mu} \bar{\nu}}ight)$$

$$+ e^{\sigma \kappa} \zeta_{\kappa \lambda} g_{\sigma \lambda}\left((q_{\beta k} h^d_{\mu \bar{\mu}}) \xi^d_{\mu \bar{\nu}} - \xi_c \frac{\partial X^d_{\beta k}}{\partial x^a} h^a_{\mu \bar{\mu}} \zeta^d_{\mu \bar{\nu}} e^{\mu \nu} e^{\bar{\mu} \bar{\nu}}ight)$$

$$= 2 e^{\sigma \kappa} \zeta_{\kappa \lambda} (g_{\sigma \lambda} q_{\beta k} h^d_{\nu \bar{\nu}} - g_{\sigma \lambda} \frac{\partial X^d_{\beta k}}{\partial x^a} h^a_{\nu \bar{\nu}}) \zeta^d_{\mu \bar{\mu}} e^{\mu \nu} e^{\bar{\mu} \bar{\nu}}.$$

To show this is zero, consider the quantity

$$R^d_{\sigma \nu \lambda \bar{\nu}} = g^d_{\sigma \lambda} q_{\beta k} h^d_{\nu \bar{\nu}} - g^d_{\sigma \lambda} \frac{\partial X^d_{\beta k}}{\partial x^a} h^a_{\nu \bar{\nu}} + g^d_{\sigma \lambda} (q_{\beta k} g^m_{\nu \bar{\nu}}) g^m_{\mu \bar{\mu}} h^d_{\nu \bar{\nu}}$$

We claim that $R^d_{\sigma \nu \lambda \bar{\nu}} = -R^d_{\nu \lambda \sigma \bar{\nu}}$ and thus $R^d_{\sigma \nu \lambda \bar{\nu}} = \mathcal{R}^d_{\lambda \nu \sigma \bar{\nu}}$ This follows from the Bianchi identity:

$$0 = [g^d_{\sigma \lambda} q_{\beta k}, [g^m_{\nu \bar{\nu}}, f^{l \phi}_{m \nu \bar{\nu}}, [f^{l \phi}_{m \nu \bar{\nu}}, [g^d_{\sigma \lambda} q_{\beta k}, g^m_{\nu \bar{\nu}}] = [g^m_{\nu \bar{\nu}}, f^{l \phi}_{m \nu \bar{\nu}}, g^d_{\sigma \lambda} q_{\beta k}]]$$

(We do not sum over $l$)

$$= [g^d_{\sigma \lambda} q_{\beta k}, h^d_{\nu \bar{\nu}} \frac{\partial}{\partial x^d}] + [f^{l \phi}_{m \nu \bar{\nu}}, g^d_{\sigma \lambda} (q_{\beta k} g^m_{\nu \bar{\nu}}) q_{\gamma m}] + (\sigma \leftrightarrow \nu)$$

$$= (g^d_{\sigma \lambda} q_{\beta k} h^d_{\nu \bar{\nu}} - g^d_{\sigma \lambda} h^d_{\nu \bar{\nu}} \frac{\partial X^d_{\beta k}}{\partial x^a} + g^d_{\sigma \lambda} (q_{\beta k} g^m_{\nu \bar{\nu}}) f^{l \phi}_{m \nu \bar{\nu}} \Phi^m_{\gamma m}) \frac{\partial}{\partial x^d}$$
\(+(\sigma \leftrightarrow \nu) \mod (T \, M \oplus T \, M)\)

But \(\phi_{\gamma \mu m} = g^{-1}_{\gamma\mu} h_{\alpha \nu}^d\) so we obtain

\[0 = (R^d_{\alpha l \nu} + R^d_{\nu l \alpha}) \frac{\partial}{\partial x^d} .\]

Thus \(R^d_{\alpha l \nu} = -R^d_{\nu l \alpha} .\)

Now \(Q_l(\zeta_{\nu \rho} \zeta_{\mu \beta} \epsilon^{\mu \nu} \epsilon^{\lambda \rho})\)

\[= 2 \epsilon^{\sigma \kappa} \zeta_{\alpha \kappa} R^b_{\alpha l \nu \rho} \epsilon^{\mu \nu} \epsilon_{\beta \mu} \zeta_{\rho \beta} - 2 \epsilon^{\sigma \kappa} \zeta_{\alpha \kappa} y_{\beta \sigma l} (q_{\beta \kappa} g_{\gamma m}^\gamma) g_{\gamma m}^{-1} h_{\alpha \nu}^b \zeta_{\mu \beta} \epsilon^{\mu \nu} \epsilon^{\lambda \rho} \zeta_{\rho \beta} \]

\[= 2 \epsilon^{\sigma \kappa} \zeta_{\alpha \kappa} R^b_{\alpha l \nu \rho} \epsilon^{\mu \nu} \epsilon_{\beta \mu} \zeta_{\rho \beta} - 2 \epsilon^{\sigma \kappa} \zeta_{\alpha \kappa} y_{\beta \sigma l} (q_{\beta \kappa} g_{\gamma m}^\gamma) g_{\gamma m}^{-1} \zeta_{\alpha \nu} \zeta_{\mu \beta} \epsilon^{\mu \nu} \epsilon^{\lambda \rho} \zeta_{\rho \beta} \]

\[= 2 \epsilon^{\mu \kappa} \zeta_{\nu \kappa} R^b_{\nu l \alpha \mu} \eta_{\alpha \nu} \epsilon^{\mu \nu} \epsilon_{\beta \mu} \zeta_{\rho \beta} - 2 \epsilon^{\sigma \kappa} \zeta_{\alpha \kappa} y_{\beta \sigma l} (q_{\beta \kappa} g_{\gamma m}^\gamma) g_{\gamma m}^{-1} \eta_{\alpha \nu} \eta_{\mu \beta} \epsilon^{\mu \nu} \epsilon^{\lambda \rho} \zeta_{\rho \beta} = 0\]

since \(\epsilon^{\mu \kappa} \eta_{\kappa \nu} = \epsilon^{\mu \nu} \nu_{\kappa} = 0\) and where we have written \(\zeta_{\alpha \kappa} = \eta_{\kappa} v_{\kappa}\) for some spinor fields \(\eta_{\kappa}\) and \(v_{\kappa}\).

There is a similar result for \(Q^l\) and hence \([Q_l, Q^l]\) is also tangent to \(\Sigma\). In addition, \([Q_l, Q^l]\) is in the kernel of \(d(\xi_a \omega^a)|_{\Sigma}\) since the kernel of a closed 2-form is closed under Lie brackets. We claim that the set \(\{Q^l, Q_l, P = \Sigma_k(Q_k, Q^k)\}\) forms a basis for \(\ker(d(\xi_a \omega^a)|_{\Sigma})\) and thus that this kernel has rank \(1|2N\).

Now

\[\text{rank} \left( \ker(d(\xi_a \omega^a)|_{\Sigma}) \right) \leq \text{rank} \left( \ker(\{d(\xi_a \omega^a)|_{\Sigma}\}_{rd}) \right)\]

where \(\{d(\xi_a \omega^a)\}_{rd}\) is the reduction composed with \(d(\xi_a \omega^a)|_{\Sigma}\) and takes sections of \(T \Sigma\) to sections of \((\Omega^1 \Sigma)_{rd}\).

We have

\[\{d(\xi_a \omega^a)\}_{rd} = d\xi_a \wedge dx^a + d\theta^\beta j \wedge \theta^\beta j \Phi^{aj} \zeta_a \]

\[= d\xi_a \wedge dx^a + D^a \wedge D^a \eta_a \nu_a\]
where $D^a \Phi$ and $D^k_\Phi$ are dual to $D^a$ and $D^k_\Phi$. Now

$$(T\Sigma)_{rd} = (T_0 \Sigma)_{rd} \oplus (\pi^* T^*_0 M \oplus \pi^* T^*_r M)_{rd}$$

where $\pi$ is the natural projection to $M$ and our bilinear form is actually a direct sum of two bilinear forms, the two terms just written above. The first term has kernel of rank 1, while the second has kernel of rank $2N$. Thus

$$\text{rank}(\ker(d(\xi_a \omega^a)|_\Sigma)) \leq 1|2N.$$ Since

$$([Q_1^l, Q_1^l])_{rd} = (h^a_{\alpha \dot{\beta}})_{rd} \frac{\partial}{\partial x^a} + A_a \frac{\partial}{\partial \xi_a} \neq 0$$

for some quantity $A_a$, we have that this rank is actually equal to $1|2N$. $\ker(d(\xi_a \omega^a)|_\Sigma)$ is then a distribution. It is also an integrable distribution since, as stated before the kernel of a closed 2-form is closed under Lie brackets. The space of superlight rays will be constructed from the leaf space of this distribution. It will therefore be useful to inquire into this in the following section.

3.3 A Lemma on Leaf Spaces for Supermanifolds

Let $D^{n-p|m-q}$ be an integrable distribution on a complex supermanifold, $Y^{n|m}$. The reduction of $D$ splits into an even and an odd part:

$$D_{rd} = D_{rd0} \oplus D_{rd1}.$$  

$D_{rd0}$ is an integrable distribution on $Y_{rd}$. Assume that the leaf space of $D_{rd0}$ is a complex manifold, $X^{p}_{rd}$, and thus that we have a holomorphic map $\rho_{rd}$:
\( Y_{rd} \rightarrow X_{rd} \) whose fibres are the leaves of \( \mathcal{D}_{rd} \). We wish to examine some sufficient conditions under which \( \rho_{rd} \) extends to a map, \( \rho \), onto some complex supermanifold, \( X \), such that the fibres of \( \rho \) are the leaves of \( \mathcal{D} \).

Let \( \mathcal{B} = \rho_{rd}^* (ker \mathcal{D}) \), the push down of the sheaf of superfunctions on \( Y \), which are annihilated by \( \mathcal{D} \). Of course, \( \rho_{rd}^{-1} \mathcal{B} = ker \mathcal{D} \). We will show that under appropriate conditions, \( X = (X_{rd}, \mathcal{B}) \) is the complex supermanifold that we seek and thus that the canonical identification \( \rho_{rd}^{-1} \mathcal{B} = ker \mathcal{D} \) defines our map \( \rho \) between supermanifolds.

We need to show that \( \mathcal{B} \) is isomorphic locally to \( \Lambda^* \mathcal{O}_{X_{rd}}^{\theta^q} \). It is sufficient therefore to assume \( X_{rd} \) is a contractable Stein domain and thus that \( Y \) has a covering by Frobenius charts, \( \{ U_\alpha \} \), such that the even coordinates satisfy \( x_{\alpha rd} = x_{\beta rd} \). We wish to show on this \( Y \) that \( \rho_{rd}^{-1} \mathcal{B} \) is globally isomorphic to \( \Lambda^* \rho_{rd}^{-1} \mathcal{O}_{X_{rd}}^{\theta^q} \). This will give the local splitting of \( \mathcal{B} \) on \( X \).

We first observe that on \( Y \), \( \rho_{rd}^{-1} \mathcal{B} \) and \( \Lambda^* \rho_{rd}^{-1} \mathcal{O}_{X_{rd}}^{\theta^q} \) are already locally isomorphic. Indeed, this is clear if one restricts themselves to a Frobenius chart where we have local coordinates \( x^a, \theta^i, y^b, \phi^k \) such that \( \mathcal{D} \) is spanned by \( \partial \theta^i \) and \( \partial \phi^k \). Any change of coordinates on an overlap of two Frobenius charts is an automorphism of \( \Lambda^* \rho_{rd}^{-1} \mathcal{O}_{X_{rd}}^{\theta^q} \), as a \( \mathbb{Z}_2 \)-graded algebra, which leaves fixed \( \rho_{rd}^{-1} \mathcal{O}_{X_{rd}} \subset \Lambda^* \rho_{rd}^{-1} \mathcal{O}_{X_{rd}}^{\theta^q} \). (Note that we have a covering such that \( x_{\alpha rd} = x_{\beta rd} \).

Let \( \mathcal{A} \) denote the sheaf of all such automorphisms. \( \rho_{rd}^{-1} \mathcal{B} \) is then given by an element, \( \tau \), of the point set \( H^1(Y_{rd}, \mathcal{A}) \). We wish to examine the structure of \( \rho_{rd}^{-1} \mathcal{B} \) order by order. Let \( Nil \) denote here the subsheaf of nilpotents of \( \Lambda^* \rho_{rd}^{-1} \mathcal{O}_{X_{rd}}^{\theta^q} \). Let \( \mathcal{A}^{(j)} \) denote the sheaf of automorphisms of \( (\Lambda^* \rho_{rd}^{-1} \mathcal{O}_{X_{rd}}^{\theta^q})/(Nil)^{j+1} \) which preserve \( \rho_{rd}^{-1} \mathcal{O}_{X_{rd}} \). We have \( \mathcal{A} = \mathcal{A}^{(q)} \) and a natural map \( \mathcal{A}^{(l)} \rightarrow \mathcal{A}^{(j)} \) for \( l > j \).
We have the exact sequences for $j \geq 1$,

$$0 \to C^{(j)} \to A^{(j)} \to A^{(j-1)} \to 0.$$ 

The structures of $C^{(j)}$ has been given by Batchelor[2]. (See also Eastwood and LeBrun[5].) They are

$$C^{(1)} = A^{(1)} = GL(q, \rho_{rd}^{-1} \mathcal{O}_{X_{rd}})$$

$$C^{(j)} = \text{Der}(\rho_{rd}^{-1} \mathcal{O}_{X_{rd}}) \otimes \bigwedge^j \rho_{rd}^{-1} \mathcal{O}_{X_{rd}}^{\text{op}} \text{ for } j \text{ even},$$

and

$$C^{(j)} = H\text{om}(\rho_{rd}^{-1} \mathcal{O}_{X_{rd}}^{\text{op}}, \bigwedge^j \rho_{rd}^{-1} \mathcal{O}_{X_{rd}}^{\text{op}}) \text{ for } j \text{ odd } \neq 1.$$ 

Let $\tau_{(1)}$ be the image of $\tau$ under the natural map

$$H^1(Y_{rd}, A) \to H^1(Y_{rd}, A^{(1)}) = H^1(Y_{rd}, GL(q, \rho_{rd}^{-1} \mathcal{O}_{X_{rd}})).$$

This represents a vector bundle on $Y_{rd}$ and one can check that it is also given by $((TY)_{rd1}/\text{cal}D_{rd1})^*$. We assume for now that this is a trivial bundle, i.e. $\tau_{(1)} = 1$.

We now apply the machinery in Eastwood and LeBrun[5] of non-abelian sheaf cohomology to each of the exact sequences written before so as to examine the structure of $\rho_{rd}^{-1}B$ order by order. This structure is given by, assuming inductively that the preceding order gave trivially structure, i.e. $\tau_{(j-1)} = 1$,

$$H^1(Y_{rd}, \text{Der}(\rho_{rd}^{-1} \mathcal{O}_{X_{rd}}) \otimes \bigwedge^j \rho_{rd}^{-1} \mathcal{O}_{X_{rd}}^{\text{op}}) \text{ for } j \text{ even},$$

and

$$H^1(Y_{rd}, H\text{om}(\rho_{rd}^{-1} \mathcal{O}_{X_{rd}}^{\text{op}}, \bigwedge^j \rho_{rd}^{-1} \mathcal{O}_{X_{rd}}^{\text{op}}) \text{ for } j \text{ odd }, \neq 1.$$
These sheaves are inverse images of vector bundles over $X_{rd}$. By a theorem of Buchdahl[3], these groups are zero if we assume $H^1(\rho^{-1}_{rd}(x), \mathbb{C}) = 0$ for all $x \in X_{rd}$.

We had assumed before that the vector bundle coming from the first order structure was trivial. Let us justify this. One can check that the vector bundle, $E$, on $Y_{rd}$ given by $\tau_{(1)}$ when restricted to leaves is equipped with a flat connection. This is because sections of $\rho^{-1}_{rd}\mathcal{O}_{X_{rd}}$ are constant on leaves. Assuming that the leaves are simply connected eliminates any holonomy and thus $E$ is the trivial bundle when restricted to a leaf.

Restrict now to a trivializing Frobenius chart, $U_{\alpha}$, on $Y_{rd}$ where $E \cong U_{\alpha} \times \mathbb{C}^q$. Let $(x^a, y^b, u^i)$ be local coordinates for $E|_{U_{\alpha}}$ with $(x^a = 0, y^b = 0) \in U_{\alpha}$. Let $W \subset X_{rd}$ be a neighborhood such that $0 \in W$ and $W \subset \rho_{rd}(U_{\alpha})$. For all $x^a \in W$ and $u_0 \in \mathbb{C}^q$ there is a unique global section, $V(x^a, y^b)$, of $E|_{\rho^{-1}_{rd}(x^a)}$, with $V_{\alpha}(x^a, 0) = u_0$. This global section is actually constant when restricted to a leaf. Thus $V_{\alpha}(x^a, y^b) = u_0$ and we see that $V(x^a, y^b)$ is analytic in $x^a$. (Recall that all of our transition functions for $E$ are analytic in $x^a$..) Hence $V$ is a global holomorphic section of $E|_{\rho^{-1}_{rd}(W)}$. Choosing $q$ linearly independent $u^i_0$ will give $q$ linearly independent holomorphic sections $V^i$ of $E|_{\rho^{-1}_{rd}(W)}$ which we conclude is trivial.

We thus obtain that $\rho^{-1}_{rd}\mathcal{B}$ is globally isomorphic to $\Lambda^*\mathcal{O}^{\mathbb{C}^q}_{X_{rd}}$ over $W$.

**Lemma 3.3.1** Let $\mathcal{D}$ be an integrable distribution on a complex supermanifold, $Y$. Assume that the leaves of $\mathcal{D}_{rd0}$ are simply connected and that the leaf space of $\mathcal{D}_{rd0}$ is a complex manifold, $X_{rd}$. The leaf space of $\mathcal{D}$ is then a
complex supermanifold, $X$.

3.4 The Space of Super Light Rays

We now proceed, almost verbatim, along the lines of LeBrun[11], to define the space of superlight rays and to show it has a natural contact structure. Let $\phi = d(\xi_a \omega^a)|_\Sigma$. We suppose that the foliation of the distribution $\ker(\phi)$ satisfies the conditions necessary for its leaf space to be a complex supermanifold. (We, for example, can assume that the null geodesics of the reduced conformal spacetime are simply connected and thus apply lemma 3.3.1.) Let $\rho : \Sigma \to F$ denote projection; then there is a 2-form $\hat{\phi} \in \Gamma(\Omega^2 F)$ such that $\rho^* \hat{\phi} = \phi$. This is true since for $v \in \ker(\phi)$, $L_v \phi = v \cup d\phi + d(v \cup \phi) = 0$. (Here, $\cup$ denotes contraction.) Also $d\hat{\phi} = 0$ since $\rho^* d\hat{\phi} = d\phi = 0$ and $\rho$ being a projection, $\rho^* : \Omega^1 F \to \Omega^1 \Sigma$ is injective. Note that since $\text{rank}(\cup \hat{\phi}) = \text{rank}(\cup \phi)$, $\cup \hat{\phi} : TF \to T^* F$ is an isomorphism. ($\det \hat{\phi}_{jk} \neq 0$, $j, k = 1, \ldots, 6 + 2N$)

There is a $C^\infty$-action on $\Omega^1 \Sigma M$ given by scalar multiplication ($C \subset A$ = sheaf of superfunctions)

$$m_t : (x^a, \theta^a, \theta^i, \xi_a) \mapsto (x^a, \theta^a, \theta^i, t \xi_a)$$

We have $m_t^* \phi = t \phi$, so for $v \in \ker \phi$,

$$\phi \cup m_t^* v = m_t^* \phi \cup v = t \phi \cup v = 0$$

$m_t$ is clearly injective, so $m_t \ker \phi = \ker \phi$ and leaves are taken unto leaves by $m_t$. 


We can then define $\mathcal{N} = F/C_\bullet$ to be our space of superlight rays. Define $L = F \times C/C_\bullet$; we have then $F = L^* - \{\text{zero section}\}$. $F$ has a standard $C_\bullet$-invariant vector field $X$ along the fibers. We define our contact form $\theta \in \Gamma(\Omega^1(L))$ by $\lambda^*\theta = X \cup \hat{\phi}$ where $\lambda : F \to \mathcal{N}$ and $m_\nu^*(X \cup \hat{\phi}) = tX \cup \hat{\phi}$. We have for $\sigma$ a local section of $F \to \mathcal{N}$ an identification of $\theta$ with $\sigma^*(X \cup \hat{\phi})$.

$$\sigma^*(X \cup \hat{\phi}) \wedge (d(\sigma^*(X \cup \hat{\phi})^{A2+N})) = \sigma^*(X \cup \hat{\phi} \wedge d(X \cup \hat{\phi})^{A2+N})$$

$$= \sigma^*(X \cup \hat{\phi} \wedge (L_X \hat{\phi})^{A2+N}) = \sigma^*(X \cup (\hat{\phi})^{A3+N})$$

since

$$L_X \hat{\phi} = \frac{d}{dt}(e^t \hat{\phi})|_{t=0} = \hat{\phi}.$$

But

$$\hat{\phi}^{A3+N}(X_1, \ldots, X_{6+N}) \neq 0$$

for any local basis $X_1, \ldots, X_{6+N}$ of $TF$, so $X \cup \hat{\phi}^{A3+N} \neq 0$ and $X$ is transverse to the image of $\sigma$ so that $\sigma^*(X \cup \hat{\phi}^{A3+N}) \neq 0$. Thus $\theta \wedge (d\theta)^{A2+N} \neq 0$ and $\theta$ is a contact 1-form on $\mathcal{N}$. 
Chapter 4

The Space of Normal Quadrics

4.1 Some Rigidity Lemmas

In this section we prove several lemmas that will be very useful when we start to deform normal quadrics. These lemmas are well known in the literature on deformation theory. See, for example, Burns[4] p.138.

Let $\mathcal{E} \xrightarrow{\phi} \mathcal{P}$ be a holomorphic vector bundle over a complex manifold. We wish to examine the obstruction to lifting a vector field $v \in \Gamma(T\mathcal{P})$ on $\mathcal{P}$ to a vector field $v_\mathcal{E}$ on $\mathcal{E}$, which preserves the vector bundle structure. More specifically $\mathcal{O}(\mathcal{E}^*) \subset \mathcal{O}_\mathcal{E}$, so that one may like to require $v_\mathcal{E}(\mathcal{O}(\mathcal{E}^*)) \subset \mathcal{O}(\mathcal{E}^*)$ i.e. that $v_\mathcal{E}$ preserves linear functionals on $\mathcal{E}$.

Let $\{U_\alpha\}$ be an open cover of $\mathcal{P}$ which is both trivializing for $\mathcal{E}$ and coordinate patching for $\mathcal{P}$. On $U_\alpha$, $v$ is written $v_\alpha = A^a_\alpha \frac{\partial}{\partial p^a_\alpha}$. We may take this as a local lift of $v$ to the neighborhood $U_\alpha \times \mathbb{C} \subset \mathcal{E}$ where $(p^a_\alpha, e^i_\alpha)$ are local coordinates on $\mathcal{E}$. On the intersection of two of these open sets, $U_\alpha \cap U_\beta \times \mathbb{C}$,
we have

\[ v_\alpha = A^a_\alpha (p^a_\alpha) \frac{\partial}{\partial p^a_\alpha} \]

and

\[ v_\beta = A^b_\beta (p^b_\beta) \frac{\partial}{\partial p^b_\beta} . \]

We write the change of coordinates for \( v_\alpha \). Since \( e^k_\beta = g^k_{\beta \sigma j}(p) e^l_\sigma \), we have

\[ \frac{\partial e^k_\beta}{\partial p^a_\alpha} = g^k_{\beta \sigma j}(p) \frac{\partial}{\partial p^a_\alpha} . \]

Hence

\[ v_\alpha = A^b_\beta (p^b_\beta) \frac{\partial}{\partial p^b_\beta} + A^a_\alpha (p^a_\alpha) g^j_{\alpha \sigma l}(p^b_\beta) \frac{\partial g^k_{\beta \sigma j}(p^a_\alpha) e^l_\sigma}{\partial p^a_\alpha} \frac{\partial}{\partial p^a_\alpha} . \]

since \( \rho_* v_\alpha = \rho_* v_\beta \).

We see that

\[ v_\alpha - v_\beta = C^j_{\alpha \delta k} e^k_\beta \frac{\partial}{\partial p^a_\alpha} . \]

and that \( C^j_{\alpha \delta k} \) actually represents an element of \( H^1(E \otimes E^*) \). If this cohomology element vanishes, (i.e. \( C^j_{\alpha \delta k} = C^j_{\beta \alpha k} - C^j_{\delta \alpha k} \)) then we can easily subtract from \( v_\alpha \) the obvious amount, \( (C^j_{\alpha j}) \), to obtain a global section, \( v_\xi \), of \( TE \) with \( \rho_* v_\xi = v \).

**Lemma 4.1.1** Let \( E \to X \times U \) be a vector bundle, where \( U \) is an open polydisk in \( \mathbb{C}^n \) and \( X \) is a compact complex manifold. Let \( E_u = E|_{X \times \{u\}} \) and assume \( H^1(X, E_{u_0} \otimes E_{u_0}^*) = 0 \) for a given \( u_0 \). There then exists a neighborhood of \( u_0 \), \( U' \), such that \( E_u \cong E_{u_0} \) for all \( u \in U' \). In other words, \( E|_{U'} \cong pr^*E_{u_0} \) where \( pr \) is the projection \( X \times U \to X \).
Proof. By the semicontinuity principle we note that \( H^1(X, E_u \otimes E_u^*) = 0 \) for all \( u \) in some neighborhood, \( U' \), of \( u_0 \). Hence, by the Leray Spectral Sequence, \( H^1(\mathcal{E}|_{U'} \otimes \mathcal{E}^*|_{U'}) = 0 \). For \( u_1 \in U' \) we may join \( u_1 \) to \( u_0 \) by a flow generated by a nonvanishing vector field \( v \). (We take \( v \) in fact to be \( A^a \frac{\partial}{\partial u^a} \) where the \( u^a \) are coordinates on \( U' \) such that \( u_0 \) is at the origin and the coordinates of our fixed \( u_1 \) are \( u_1^a = A^a \) which are constant.) This vector field is also a nonzero vector field on \( X \times U' \). By the lemma above, we obtain a vector field, \( v_{x} \), on \( \mathcal{E}|_{U'} \). Locally, on a coordinate neighborhood, \( U_p \times W_p \times C^n \),

\[
v_{x} = A^a \frac{\partial}{\partial u^a} + A^a C_{ak}^j (u^a, x^\nu) e_k \frac{\partial}{\partial e^j}.
\]

The integral curve of this vector field, passing through the point \( (0, x_0^\nu, e_0^k) \) at time \( t = 0 \) is:

\[
u^c(t) = A^a t
\]

\[
x^\nu(t) = x_0^\nu
\]

\[
e^j(t) = exp(A^a \int_0^t C_{ak}^j (A^b \eta, x^\nu_0) d\eta) e_0^k.
\]

This solution is analytic in the variables \( A^a \) and if we write

\[
e^j(t) = B^j_k(A^a, t)e_0^k,
\]

it is clear that \( B^j_k(A^a = 0, t = 1, x_0^\nu) = I^j_k \). Thus, \( det(B^j_k(A^a, t = 1, x_0)) \neq 0 \) for any \( u_1^a = A^a \) in some open set, \( U'_p \), around \( u_0^a = 0 \). Thus \( B^j_k(u_1, t = 1, x_0^\nu) \) is an isomorphism between \( E_{u_0 x^\nu} \) and \( E_{u_1 x_0^\nu} \). This isomorphism is defined over an open set \( U'_p \times W_p \) which contains \( (u_0, x_0) \). Since \( X \) is compact we may cover \( X \times \{ u_0 \} \) with a finite number of such \( U'_p \times W_p \). We take the intersection of all
the \( U'' \)'s, which we call \( U'' \), to form new coordinate neighborhoods, \( U'' \times W_p \), on which our isomorphisms, \( B^i_k \), are defined. Furthermore, the functions, \( B^i_k \), agree on overlaps since they are defined by the flow of a global vector field on \( \mathcal{E} \). Thus \( B^i_k(u^a, x^\nu) \) gives global vector bundle isomorphism from \( E_{u_0} \) to \( E_u \), for each \( u_1 \in U'' \).

The above theorem may also be shown in a particular supersymmetric case.

**Lemma 4.1.2** Let \( \mathcal{E} \to X \times U \) be a super vector bundle over a supermanifold. We assume here that \( U \) is a super polydisk in \( \mathbb{C}^{m|n} \), i.e. \( U = (U_{rd}, \Lambda^* \mathcal{O}_{U_{rd}}^{\mathbb{R}}) \) where \( U_{rd} \) is a polydisk in \( \mathbb{C}^m \). We also assume that \( X \) is purely even (no odd coordinates) and that \( X \times U = (X \times U_{rd}, \mathcal{A} = \Lambda^* \mathcal{O}_{X \times U_{rd}}^{\mathbb{R}}) \). Let \( E_{u_0} = \mathcal{E}|_{X \times u_0} \) and assume \( H^1(X, E_{u_0} \otimes E^*_{u_0}) = 0 \). There then exists a (super) neighborhood of \( u_0 \), \( U' \subset U \) such that \( \mathcal{E}|_{U'} \cong \text{pr}^* E_{u_0} \) where \( \text{pr} \) is the projection \( X \times U \xrightarrow{\text{pr}} X \).

To prove this, first apply lemma 4.1.1 to \( \mathcal{E} \to X \times U_{rd} \). Since \( \mathcal{E} = \text{pr}^* E_{u_0} \) for \( U \) small enough, and \( H^1(X, E_{u_0} \otimes E^*_{u_0}) = 0 \) we have \( H^1(E_{rd} \otimes \mathcal{E}_{rd}^*) = 0 \). Now consider the machinery of Griffiths obstructions given by Eastwood and LeBrun [2]. These are the obstructions to extending \( \mathcal{E}|_{X \times U_{rd}} \) to all of \( X \times U \). Also, if such an extension exists, one may also measure its possible uniqueness. It is the second question which we are of course interested in. The machinery proceeds as follows.

On \( X \times U_{rd} \) there is the following exact sequence of sheaves:

\[
0 \to (\Lambda^j \mathcal{O}^{\mathbb{R}}) \otimes M_{r,r} \xrightarrow{\exp} GL(r, \mathcal{A}/(Nil)^{j+1}) \to GL(r, \mathcal{A}/(Nil)^j) \to 0,
\]
where $M_{r,x}$ may be taken to be $C^r$. Isomorphism classes of super vector bundles are given by $H^1(GL(r,A))$. The associated exact sequence of first cohomology for the above exact sequence of sheaves is

$$H^1((\bigwedge^j O^{\otimes j}) \otimes E_{rd} \otimes E_{rd}^*) \to H^1(GL(r,A/(Nil)^{j+1})) \to H^1(GL(r,A)).$$

The uniqueness of extension at each level of nilpotency is thus given by $H^1(O^{\otimes j} r^2 \otimes E_{rd} \otimes E_{rd}^*)$. But as stated before, $H^1(E_{rd} \otimes E_{rd}^*) = 0$ so that all the obstructions to uniqueness vanish.

### 4.2 Deforming Submanifolds of Supermanifolds

In this section we show how a rigid classical submanifold $X^{r|0}$ of a supermanifold $Y^{n|m}$ may be deformed through a family of submanifolds each with the same normal bundle as $X^{r|0}$. This argument is a simplified version of LeBrun's work[14] which deforms a (not necessarily rigid) classical submanifold of a complex supermanifold. The more general work of deforming submanifolds $X^{r|p}$ in $Y^{n|m}$ has been done by Weintrob[22].

Let $X \subset Y$ be a compact complex submanifold of a complex manifold, and let $(Y,A)$ be a complex supermanifold. Let $I \subset A$ be the nilradical (i.e. the ideal of nilpotents) and let $E$ be the bundle on $Y$ defined implicitly by $O(E^*) = I/I^2$. The normal bundle $\nu$ of $X \subset (Y,A)$ is by definition the graded bundle $\nu = \nu_0 \oplus \nu_1$, where $\nu_0 = (TY|_X)/TX$, and $\nu_1 = E|_X$. 
Theorem 4.2.1 (LeBrun) Suppose that

\[ H^1(X, \mathcal{O}(TX)) = H^1(X, \mathcal{O}(\nu)) = H^1(X, \mathcal{O}(\nu \otimes \nu^*)) = 0. \]

Then there is a "complete, locally trivial, analytic family of submanifolds near X, biholomorphic to X and with normal bundle \( \nu \)” whose tangent space at X is \( H^0(X, \mathcal{O}(\nu)) \). More precisely, there is a complex supermanifold \((W, B)\) of complex bidimension \( (h^0(X, \mathcal{O}(\nu_0))| h^0(X, \mathcal{O}(\nu_1)) \), a submersive proper epimorphism

\[ \pi : (S, C) \to (W, B) \]

which is a fibering of complex supermanifolds, and a map of complex supermanifolds

\[ \mu : (S, C) \to (Y, A) \]

which is an embedding of \( \pi^{-1}(t) \cong X \) into Y with normal bundle \( \nu_t = \nu \) for all \( t \in W \), such that \( X = \mu(\pi^{-1}(x)) \) for some \( x \in W \) and such that the induced maps

\[ T_x W \to H^0(X, \mathcal{O}(\nu_0)) \]

and

\[ F_x \to H^0(X, \mathcal{O}(\nu_1)) \]

are isomorphisms. Thus we assert the existence of a manifold \( \tilde{Z} = (Z, B) \) of bidimension \( (h^0(TY/TX)| h^0(E)) \), a supermanifold \( \tilde{F} = (F, C) \) of bidimension \( (h^0(TY/TX) + r|h^0(E)) \), where \( r = \dim X \), and a mapping diagram
such that for some basepoint \( z_0 \in Z \) one has \( X = \beta_{rd} \alpha_{rd}^{-1}(z_0) \). \( \bar{F} \) is a fibre bundle over \( \bar{Z} \), with fibres \( X \), such that the fibres embed into \( \bar{Y} \) under \( \beta \) with normal bundle \( \nu_t = \nu \) for all \( t \in \bar{Z} \). Moreover, this family is universal in the sense that any diagram

\[
\begin{array}{c}
F_1 \\
\downarrow \downarrow \\
\bar{Y} & \bar{Z}_1
\end{array}
\]

is induced by a map \( \bar{Z}_1 \to Z \) in some neighborhood of the base point.

**Proof.** We begin by noticing that \( H^1(X, TY/TX) = 0 \) by hypothesis, so we may apply Kodaira’s theorem[9]. This gives us a reduced family

\[
\begin{array}{c}
F \\
\downarrow \downarrow \\
Y & Z
\end{array}
\]

Since \( H^1(X, TX) = 0 \) by hypothesis and the statement is local, let us assume \( F = X \times Z \) where \( Z \) is a polydisk in \( C^{\infty}(\nu_0) \). Since \( H^1(X, \nu \otimes \nu^* ) = 0 \), we have

\[
H^1(X, \nu_0 \otimes \nu_0^*) = H^1(X, \nu_1 \otimes \nu_1^*) = 0 .
\]
Thus, by lemma 4.1.1 of the previous section, $b^* E \cong pr^* \nu_1$ and $b^* TY/TX \cong pr^* \nu_0$ (i.e. the image of a fiber $X \times \{z\}$ in $Y$ has normal bundle $\nu_0$.)

Let $\hat{E} \to Z$ be the vector bundle given by

$$O(\hat{E}) = a^*_\nu (O(b^* E)) \cong O_{Z}^{\oplus h^0(\nu_1)}$$

by the Kunneth formula. Let $B = O(\Lambda^\bullet \hat{E})$ and $C = O(\Lambda^\bullet a^* \hat{E})$. The natural pull back map

$$a^{-1} O(\Lambda^\bullet \hat{E}) \to O(a^* \Lambda^\bullet \hat{E}) \cong \Lambda^\bullet O_P^{\oplus h^0(\nu_1)}$$

then defines a map $\alpha : \bar{F} \to \bar{Z}$, where $\bar{F} = (F, C)$ and $\bar{Z} = (Z, B)$. We now need to define a map $\beta : \bar{F} \to \bar{Y}$ i.e. a homomorphism $\beta^* : b^{-1} A \to C$. We build this in the following inductive way: let $N \subseteq C$ be the nilradical, and let $C^{(m)} = C/N^{m+1}$. We then have the exact sequence of algebra homomorphisms:

$$0 \to Hom_C(b^{-1} A, \Lambda^m (N/N^2)) \to Hom(b^{-1} A, C^{(m)})$$

$$\to Hom(b^{-1} A, C^{(m-1)}) \to 0.$$ But

$$Hom_C(b^{-1} A, \Lambda^m (N/N^2)) = O(b^* E \otimes \Lambda^m a^* \hat{E}) = O_F(b^* E) \otimes \Lambda^m O_F^{\oplus h^0(\nu_1)}$$

and $H^1(O(b^* E \otimes \Lambda^m a^* \hat{E}) = H^1(O_F(pr^* \nu_1) \otimes \Lambda^m O_F^{\oplus h^0(\nu_1)}) = 0$ by the Kunneth formula and the assumption $H^1(O(\nu_1)) = 0$. Hence every homomorphism extends. Finally, by lemma 4.1.2 of the previous section, $\beta^* (TY)/TX \cong pr^* \nu$, so that we indeed do have a family of normal submanifolds.

Completeness of the family follows from the exact same argument as given by Kodaira[9] pp.158-160 building the map $\bar{Z}_1 \to \bar{Z}$ by higher and higher
Thus $TQ \subset D|_Q$.

If we define $D = D|_Q/TQ$ then we have the exact sequence

$$0 \rightarrow D \rightarrow N \rightarrow L|_Q \rightarrow 0$$

The exact sequence defining $D$,

$$0 \rightarrow TQ \rightarrow D|_Q \rightarrow D \rightarrow 0$$

can be rewritten as

$$0 \rightarrow \mathcal{O}(2,0) \oplus \mathcal{O}(0,2) \rightarrow D|_Q$$

$$\rightarrow \mathcal{O}(1,0) \otimes T \oplus \mathcal{O}(0,1) \otimes T^* \oplus \mathcal{O}(1,-1) \oplus \mathcal{O}(-1,1) \rightarrow 0$$

We can check that $H^1(Q,TQ \otimes D^*) = 0$ and therefore this exact sequence splits: $D|_Q \cong TQ \oplus D$.

Rewrite the first exact sequence, restricted to $Q$ as

$$0 \rightarrow TQ \oplus D \rightarrow TN|_Q \rightarrow L|_Q \rightarrow 0$$

or

$$0 \rightarrow T_lQ \oplus T_rQ \oplus \eta_l \oplus \eta_r \oplus \nu_l \oplus \nu_r \rightarrow TN|_Q \rightarrow L|_Q \rightarrow 0$$

where $TQ_l = \mathcal{O}(2,0)$, $TQ_r = \mathcal{O}(0,2)$, $\eta_l = \mathcal{O}(1,-1)$, $\eta_r = \mathcal{O}(-1,1)$, $\nu_l = \mathcal{O}(1,0) \otimes T$, and $\nu_r = \mathcal{O}(0,1) \otimes T^*$. Consider

$$\Phi_N|_Q : \bigwedge^2(TQ \oplus D) \rightarrow L|_Q$$

where $\Phi_N = [\quad]/D$ is the Frobenius form of $D \subset TN$. Locally, $\Phi_N = d\theta$ and is thus of full rank everywhere since $\theta \wedge (\theta)^{\wedge 2+N} \neq 0$ anywhere. We have

$$\Phi_N|_Q \in H^0(Q, (\Omega^2 Q \oplus \Omega^1 Q \otimes D^* \oplus \bigwedge^2 D^*) \otimes L|_Q)$$
powers of the odd variables of $\tilde{Z}_1$. Note that we need not be concerned about
convergence since this is a power series in nilpotent variables which thus ter-
minates. QED

4.3 Deforming Normal Quadrics

Now proceed in the opposite direction of the previous chapter, namely
to construct a superconformal manifold from its space of superlight rays. We
have the following:

Theorem 4.3.1 If $\mathcal{N}^{0|2N}$ is a supermanifold with contact structure, then the
space of "normal quadrics", that is quadrics, $Q_2 = P_1 \times P_1$, embedded with
normal bundle

$$\mathcal{O}(0,1) \otimes T^N \oplus \mathcal{O}(1,0) \otimes T^N \oplus TP_3 \otimes \mathcal{O}(-1,-1),$$

is a supermanifold $M^{4|4N}$ with superconformal structure. (Here, $T^N$ denotes
the $N$-dimensional trivial bundle.)

Proof of Theorem Let the contact structure of $\mathcal{N}$ be given by the line bundle
valued 1-form, $\theta$. Let $D$ be the kernal of $\theta$. There is an exact sequence,

$$0 \rightarrow D \rightarrow T\mathcal{N} \rightarrow L \rightarrow 0$$

where $L$ is the contact line bundle. $L$ when restricted to a "normal quadric"
is the $\mathcal{O}(1,1)$ line bundle.

The contact form is normal to each normal quadric since

$$j^*\theta \in H^0(Q, \Omega^1(L)) = H^0(Q, (\mathcal{O}(-2,0) \oplus \mathcal{O}(0,-2)) \otimes \mathcal{O}(1,1)) = 0$$
\[ = H^0(Q, \Omega^2 Q \otimes L|Q) \oplus H^0(Q, \Omega^1 Q \otimes D^* \otimes L|Q) \oplus H^0(Q, \bigwedge^2 D^* \otimes L|Q) \]
\[ = H^0(\mathcal{O}(-2, -2) \otimes \mathcal{O}(1, 1)) \]
\[ \oplus H^0(\{ (\mathcal{O}(-2, 0) \oplus \mathcal{O}(0, -2)) \]
\[ \otimes (\mathcal{O}(1, -1) \oplus \mathcal{O}(1, 1) \oplus \mathcal{O}(0, -1) \otimes T^* \oplus \mathcal{O}(0, -1) \otimes T) \otimes \mathcal{O}(1, 1)) \}
\[ \oplus H^0(\bigwedge^2 D^* \otimes L|Q) \]
\[ = H^0(\mathcal{O}(-2, 0) \otimes \mathcal{O}(1, -1) \otimes \mathcal{O}(1, 1)) \oplus H^0(\mathcal{O}(0, -2) \otimes \mathcal{O}(-1, 1) \otimes \mathcal{O}(1, 1)) \]
\[ \oplus H^0(\mathcal{O}(1, -1) \otimes \mathcal{O}(-1, 1) \otimes \mathcal{O}(1, 1)) \]
\[ \oplus H^0(\mathcal{O}(1, -1) \otimes \mathcal{O}(-1, 0) \otimes T^* \otimes \mathcal{O}(1, 1)) \]
\[ \oplus H^0(\mathcal{O}(-1, 1) \otimes \mathcal{O}(0, -1) \otimes T \otimes \mathcal{O}(1, 1)) \]
\[ \oplus H^0(\mathcal{O}(-1, 0) \otimes T \otimes \mathcal{O}(0, -1) \otimes T^* \otimes \mathcal{O}(1, 1)). \]

Thus

\[ \Phi_N|_Q = \Phi|_{T|Q \otimes v_r} + \Phi|_{\nu_r \otimes \eta} + \Phi|_{\eta_r \otimes v_r} \]
\[ + \Phi|_{\eta_r \otimes v_r} + \Phi|_{v_r \otimes v_r} + \Phi|_{v_r \otimes v_r}. \]

The first two terms are each nowhere zero, otherwise \( \Phi_N|_Q \) would not have full rank everywhere. The \( \Phi|_{\eta_r \otimes v_r} \) must have full rank everywhere, otherwise we may take \( \sigma \in \ker(\Phi|_{\nu_r \otimes v_r} : \nu_r \to \nu^*_r \otimes L|Q) \), with \( \sigma \neq 0 \). Then \( \sigma \cup \Phi|_{\eta_r \otimes v_r} = \sigma \cup \Phi|_N \neq 0 \) and \( \sigma - (\sigma \cup \Phi|_{\eta_r \otimes v_r})q_l \) is in the kernel of \( \Phi_N|_Q \). (Here, \( q_l \in \Gamma(Q, TQ_l) \) is such that \( \Phi_N|_Q(q_l) = 1 \) for some local trivialization of \( \eta^*_r \otimes L|_Q \).) This contradicts \( \Phi_N \) having full rank everywhere.
Also note that

\[ H^0(Q, \mathcal{O}(-1,0) \otimes T^* \otimes \mathcal{O}(-1,0) \otimes T^* \otimes \mathcal{O}(1,1)) = 0 \]

and

\[ H^0(Q, \mathcal{O}(0,-1) \otimes T \otimes \mathcal{O}(0,-1) \otimes T \otimes \mathcal{O}(1,1)) = 0. \]

Hence \( \Phi |_{\wedge^2 \nu} = \Phi |_{\wedge^2 \nu} = 0. \)

Now consider the long exact sequence

\[ 0 \to H^0(Q, \mathcal{D}) \to H^0(Q, N) \to H^0(Q, L|_Q) \]

\[ \to H^1(Q, \mathcal{D}) \to H^1(Q, N) \to H^1(Q, L|_Q) \to \ldots \]

Since

\[ H^1(Q, L|_Q) = H^1(Q, \mathcal{O}(1,1)) = 0 \]

and

\[ H^1(Q, \mathcal{D}) = H^1(Q, \mathcal{O}(1,-1) \oplus \mathcal{O}(-1,1) \oplus \mathcal{O}(1,0) \otimes T \oplus \mathcal{O}(0,1) \otimes T^*) = 0 \]

we can conclude that \( H^1(Q, N) = 0. \)

We show also that \( H^1(Q, N \otimes N^*) = 0. \) This follows by considering the exact sequences on \( Q: \)

\[ 0 \to \mathcal{D} \otimes N^* \to N \otimes N^* \to L \otimes N^* \to 0 \]

\[ 0 \to \mathcal{D} \otimes L^* \to \mathcal{D} \otimes N^* \to \mathcal{D} \otimes \mathcal{D}^* \to 0 \]

\[ 0 \to L \otimes L^* \to \mathcal{D} \otimes N^* \to L \otimes \mathcal{D}^* \to 0 \]
and the parts of the associated long exact sequences:

$$H^1(\mathcal{D} \otimes N^*) \to H^1(N \otimes N^*) \to H^1(L \otimes N^*)$$

$$H^1(\mathcal{D} \otimes L^*) \to H^1(\mathcal{D} \otimes N^*) \to H^1(\mathcal{D} \otimes \mathcal{D}^*)$$

$$H^1(L \otimes L^*) \to H^1(L \otimes N^*) \to H^1(L \otimes \mathcal{D}^*).$$

Using

$$\mathcal{D} \cong \mathcal{O}(1, -1) \oplus \mathcal{O}(-1, 1) \oplus \mathcal{O}(1, 0) \otimes T \oplus \mathcal{O}(0, 1) \otimes T^*$$

and $L \cong \mathcal{O}(1, 1)$ on $Q$, we can conclude that

$$H^1(\mathcal{D} \otimes L^*) = H^1(\mathcal{D} \otimes \mathcal{D}^*) = H^1(L \otimes L^*) = H^1(L \otimes \mathcal{D}^*) = 0$$

and thus

$$H^1(\mathcal{D} \otimes N^*) = H^1(L \otimes N^*) = 0.$$

This finally gives $H^1(N \otimes N^*) = 0$. We also note here that

$$H^1(Q, TQ) = H^1(Q, \mathcal{O}(2, 0) \oplus \mathcal{O}(0, 2)) = 0.$$

By the deformation theory examined in the first section of this chapter, the space of normal quadrics is then a supermanifold, $M$, with $TM_Q \cong H^0(Q, N)$, and $\dim(TM) = \dim(H^0(Q, N)) = 4|4N$. We also have the total space of this family of quadrics, $F \times [4N]$ and the diagram:

$$\begin{array}{c}
F \\
\downarrow \phi \quad \downarrow \pi \\
N \quad M
\end{array}$$
where the dimensions of the fibres of \( \rho \) and \( \pi \) are respectively 1|2 and 2. The fibres are also transverse to each other. \( F \) is then a \( P_1 \times P_1 \) fibration over \( M \).

Now \( F \stackrel{graph(\rho,\pi)}{\hookrightarrow} N \times M \). We thus have the exact sequence

\[
0 \to TF \to \rho^*TN \oplus \pi^*TM \to N_F \to 0.
\]

Let \( TQ \equiv TF/M \equiv \ker(\pi_*: TF \to \pi^*TM) \). We then have, since the fibres of \( \rho \) and \( \pi \) are transverse to each other, that \( TQ \subset \rho^*TN \) and hence

\[
0 \to TQ \to \rho^*TN \to N \to 0
\]

where \( N \equiv \rho^*TN/TQ \).

We also have

\[
0 \to \rho^*D \to \rho^*TN \to \rho^*L \to 0.
\]

Let \( U \) be a small enough polydisk in \( M \) so that we have

\[
\pi^{-1}(U) \cong (P_1 \times P_1) \times U.
\]

With such an identification we have the projection

\[
pr: P_1 \times P_1 \times U \to P_1 \times P_1.
\]

Using lemma 4.1.2, we can then write

\[
N \cong pr^*\mathcal{O}(1,0) \otimes T \oplus pr^*\mathcal{O}(0,1) \otimes T^* \oplus pr^*TP_3|_{Q_2 \cong P_1 \times P_1},
\]

\[
TQ \cong pr^*\mathcal{O}(2,0) \oplus pr^*\mathcal{O}(0,2)
\]

and \( \rho^*L \cong pr^*\mathcal{O}(1,1) \).
As before, we have $\rho^*\theta|_{TQ} = 0$ and thus $TQ \hookrightarrow \rho^*D$. This gives

$$0 \to \mathcal{D} \to N \to \rho^*L \to 0$$

where $\mathcal{D} \cong \rho^*D/TQ$. Using lemma 4.1.2, we will also have

$$\mathcal{D} \cong \text{pr}^*(\mathcal{O}(1,0) \otimes T \oplus \mathcal{O}(0,1) \otimes T^* \oplus \mathcal{O}(1,-1) \oplus \mathcal{O}(-1,1))$$

Note that we also have that the exact sequence defining $\mathcal{D}$ splits so that $D \cong TQ \oplus \mathcal{D}$. (From the above one may define $\eta_l = \text{pr}^*\mathcal{O}(1,-1)$, $\eta_r = \text{pr}^*\mathcal{O}(-1,1)$, $\nu_l = \text{pr}^*\mathcal{O}(1,0) \otimes T$, and $\nu_r = \text{pr}^*\mathcal{O}(0,1) \otimes T^*$ with of course $\mathcal{D} = \eta_l \oplus \eta_r \oplus \nu_l \oplus \nu_r$.)

We have from the exact sequence

$$0 \to \mathcal{D} \to N \to \rho^*L \to 0$$

and writing $Q = \mathbf{P}_1 \times \mathbf{P}_1$, the long exact sequence

$$0 \to H^0(Q \times U, \text{pr}^*(\mathcal{O}(1,0) \otimes T)) \oplus H^0(Q \times U, \text{pr}^*(\mathcal{O}(0,1) \otimes T^*))$$

$$\to H^0(\pi^{-1}(U), N) \to H^0(Q \times U, \text{pr}^*(\mathcal{O}(1,1)))$$

$$\to H^1(Q \times U, \text{pr}^*(\mathcal{O}(1,0) \otimes T)) \oplus H^1(Q \times U, \text{pr}^*(\mathcal{O}(0,1) \otimes T^*)) \to \cdots$$

Applying the Kunneth formula and the fact that $U$ is a polydisk, the last two terms written are zero. Hence there is the exact sequence of sheaves over $M$,

$$0 \to S_+ \otimes E \oplus S_- \otimes E^* \to TM \to S_+ \otimes S_- \to 0$$

where

$$S_+(U) = H^0(Q \times U, \text{pr}^*(\mathcal{O}(1,0))), \ S_-(U) = H^0(Q \times U, \text{pr}^*(\mathcal{O})), \ S_+(U) = H^0(Q \times U, \text{pr}^*(\mathcal{O}(1,0))), \ S_-(U) = H^0(Q \times U, \text{pr}^*(\mathcal{O})),$$
and \( E(U) = H^0(Q \times U, \text{pr}^*(T)) \). Writing \( T\iota M \equiv S_+ \otimes E, \ T\iota M \equiv S_- \otimes E^* \), and \( T_0M \equiv S_+ \otimes S_- \), this exact sequence is

\[
0 \to T\iota M \oplus T\iota M \to TM \to T_0M \to 0.
\]

The Frobenius form \( \Phi_M : \Lambda^2(T\iota M \oplus T\iota M) \to T_0M \) is defined by

\[
\Phi_M(X, Y) = [X, Y]/T\iota M \oplus T\iota M
\]

for \( X \in \Gamma(T\iota M) \) and \( Y \in \Gamma(T\iota M) \). We wish to show

\[
\Phi_M|_{\Lambda^2T\iota M} = \Phi_M|_{\Lambda^2T\iota M} = 0
\]

and that \( \Phi_M|_{\Lambda^2T\iota M \otimes T\iota M} \) corresponds to the convolution

\[
S_+ \otimes E \otimes E^* \otimes S_- \to S_+ \otimes S_-,
\]

in order to show that \( M \) has a superconformal structure induced from \( N \).

We have

\[
0 \to TQ \to TF \xrightarrow{\pi^*} \pi^*TM \to 0
\]

\[
\downarrow \rho_* \quad \downarrow \rho_*
\]

\[
0 \to TQ \xrightarrow{\rho_*} \rho_*TN \xrightarrow{\rho_*} N \to 0
\]

The map \( \rho_* \) actually provides an isomorphism between \( \rho^{-1}TM(U \times Q) \) and \( H^0(U \times Q, N) \) for \( U \) a small enough open set in \( M \). We may also assume that \( F = U \times Q \) and thus that \( TF = TQ \oplus TM \). We have \( \rho_*[X, Y] = [\rho_*X, \rho_*Y] \) for \( X, Y \in \Gamma(\rho^{-1}TM) \). Thus

\[
[T\iota M, T\iota M] \mod T\iota M \oplus T\iota M
\]
corresponds to

\[ [\nu_1 + TQ, \nu_1 + TQ] \mod D. \]

This is just \( \rho^* \Phi_{\mathcal{N}}|_{(\nu_1 + TQ) \oplus (\nu_1 + TQ)} \) which we've already calculated to be zero.

We can conclude that

\[ [T_i M, T_i M] \subset T_i M \oplus T_r M. \]

Now consider \( [T_i M, T_i M] \mod T_i M \). Under \( \rho_* \) this corresponds to

\[ [\nu_1 + TQ, \nu_1 + TQ] \mod \nu_1 \oplus TQ. \]

This represents a section of

\[ H^0(U \times Q, (\bigwedge^2 (\nu_1^* \oplus T^* Q)) \otimes (\eta_l \oplus \eta_r \oplus \nu_r)). \]

Since

\[ \nu_1 \cong pr^* \mathcal{O}(1,0) \otimes T, TQ \cong pr^* \mathcal{O}(2,0) \oplus pr^* \mathcal{O}(0,2) \]

and

\[ D/(\nu_1 \oplus TQ) \cong pr^* \mathcal{O}(1,-1) \oplus pr^* \mathcal{O}(-1,1) \oplus pr^*(0,1) \otimes T^*, \]

we have that this cohomology group is zero. \( T_i M \) is thus an integrable distribution. Similarly, \( T_r M \) is integrable.

Also note that if \( X \in \Gamma(T_i M), X \neq 0 \) then under the correspondence given by \( \rho_* \),

\[ \Phi_M|_{T_i M \otimes T_r M}(X, \bullet) = \rho^* \Phi_{\mathcal{N}}|_{\nu_l \otimes \nu_r}(X, \bullet) \neq 0 \]

and similarly for \( Y \in \Gamma(T_r M) \).

Thus

\[ \Phi_M|_{T_i M \otimes T_r M} \in H^0(Q \times U, \mathcal{O}(-1,0) \otimes T \otimes \mathcal{O}(0,-1) \otimes T^* \otimes \mathcal{O}(1,1)) \]
\[ = H^0(Q \times U, T \otimes T^*) \]

with full rank and by the definitions of \( S_+ \), \( S_- \) and \( E \), we see that \( \Phi_M \) acts via the contraction map

\[ S_+ \otimes E \otimes E^* \otimes S_- \rightarrow S_+ \otimes S_- . \]
Chapter 5

Extending Conformal Structures

5.1 Thickening and Poisson Structures

We present in this section the definition of thickenings of complex manifolds given in Eastwood and LeBrun[5]. We will also present the definition of a Poisson thickening given in LeBrun[13].

Let $X$ be a complex manifold. A thickening of order $m$, $X_{(m)}$, of $X$ is a ringed space, $(X, \mathcal{O}_{(m)})$, where $\mathcal{O}_{(m)}$ is a sheaf of $\mathbb{C}$-algebras, locally isomorphic to $\mathcal{O}(\mathbb{C})/t^{m+1}$, and which satisfies $\mathcal{O}_{(m)}/Nil \cong \mathcal{O}$, where $Nil$ denotes the subsheaf of nilpotents in $\mathcal{O}_{(m)}$. The tangent bundle of $X_{(m)}$ may be defined as the sheaf

$$TX_{(m)} = \text{Der}_{\mathbb{C}}(\mathcal{O}_{(m)}, \mathcal{O}_{(m)})$$

and the cotangent bundle may be defined as the sheaf

$$\Omega^1X_{(m)} = \text{Hom}(TX_{(m)}, \mathcal{O}_{(m)}) .$$

Now let $X$ be a complex contact manifold. Let $L$ be its contact line bundle. The total space of $L - 0_L$ has the structure of a Poisson manifold i.e.
it is equipped with a global bivector field \( \tau \) given locally by

\[
\tau = t [ (t \frac{\partial}{\partial t} + \Sigma p_j \frac{\partial}{\partial p_j}) \wedge \frac{\partial}{\partial q^0} + \Sigma \frac{\partial}{\partial q^i} \wedge \frac{\partial}{\partial p_j} ],
\]

where \( t \) is the fiber coordinate on \( L \) and the other coordinates are contact coordinates lifted from \( X \). \( \tau \) defines a Poisson bracket on \( L \),

\[
\{,\} : \mathcal{O} \to \mathcal{O}
\]
given by \( \{ f, g \} = \tau(df, dg) \).

Let \( \mathcal{T} \subset \mathcal{O} \) denote the ideal of functions vanishing on \( X = 0_L \subset L \). We have

\[
\{ \mathcal{T}^k, \mathcal{T}^l \} \subset \mathcal{T}^{k+l}.
\]

If we define \( \mathcal{O}_m = \mathcal{O}/\mathcal{T}^{m+1} \), then \( \{,\} \) gives \( \mathcal{O}_m \) the structure of a sheaf of nilpotent Lie algebras. Moreover, since \( \mathcal{C} \) is contained in the center (with respect to \( \{,\} \) of \( \mathcal{O}_m \), \( \mathcal{O}_m/\mathcal{C} \) becomes a sheaf \( \mathcal{A}_{m+1} \) of nilpotent Lie algebras.

We define

\[
\mathcal{G}_m := \text{exp} \mathcal{A}_m,
\]

thereby obtaining a sheaf of nilpotent Lie groups. Now there is a natural injective map

\[
\mathcal{O}_{m-1}/\mathcal{C} \to \text{Der}(\mathcal{O}_m)
\]
given by \( f \mapsto \{ f, \cdot \} \) and this realizes \( \mathcal{A}_m \) as a nilpotent subalgebra of \( \text{Der}(\mathcal{O}_m) \).

Therefore \( \mathcal{G}_m \) is a nilpotent subgroup of \( \text{Aut}(\mathcal{O}_m) \).

Isomorphism classes of thickenings of \( X \) are precisely given by elements of \( H^1(\text{Aut}(\mathcal{O}_m)) \). We have therefore the following definition of a Poisson thickening:
A thickening of \( X \) of order \( m \) is said to be a Poisson thickening if its isomorphism class is in the image of

\[
H^1(X, G_m) \to H^1(X, Aut(O_m)).
\]

### 5.2 “Superfying” Ambitwistors

We now show that every space of null geodesics can be imbedded in a supermanifold of dimension \( 5|2m \), for \( m \leq 4 \). Let \( \mathcal{N}^5 \) be a space of null geodesics for some spacetime \( M^4 \). LeBrun[13] has shown that \( \mathcal{N} \) has an extension to a Poisson thickening, \( \mathcal{N}^{(m)} \), of order \( m \) for \( m \leq 4 \). If the Bach tensor of \( M^4 \) vanishes, then \( \mathcal{N} \) has an extension to a Poisson thickening of order \( m = 5 \). If the Eastwood-Dighton tensor of \( M^4 \) vanishes then \( \mathcal{N} \) has an extension to a Poisson thickening of order \( m = 6 \).

LeBrun also constructs a supermanifold \( \mathcal{N}^5|2m \) from \( \mathcal{N}^{(m)} \). Let us recall this construction. It is (p.66 of LeBrun[13]):

Let \( O_{(m)}(1,1) \) be the “divisor line bundle” of \( \mathcal{N} \subset \mathcal{N}^{(m)} \). The line bundle \( O_{(m)}(1,1) \) has a canonical section \( \sigma \) vanishing along \( \mathcal{N} \). Let \( O_{(m)}(0,1) \) and \( O_{(m)}(1,0) \) be extensions of \( L_\perp \) to \( \mathcal{N}^{(m)} \), and let \( T \) be a complex vector space of dimension \( m \). Then

\[
O_{(m)}(1,1) \oplus \bigwedge^2 [T \otimes O_{(m)}(-1,0) \oplus T^* \otimes O_{(m)}(0,-1)] \otimes O_{(m)}(1,1)
\]

has a canonical section \( \hat{\sigma} = \sigma + id \) where

\[
id \in T \otimes T^* \subset \bigwedge^2 (T \oplus T^*).\]
A thickening of $X$ of order $m$ is said to be a Poisson thickening if its isomorphism class is in the image of

$$H^1(X, G_m) \rightarrow H^1(X, Aut(O_m)).$$

5.2 “Superfying” Ambitwistors

We now show that every space of null geodesics can be imbedded in a supermanifold of dimension $5|2m$, for $m \leq 4$. Let $N^5$ be a space of null geodesics for some spacetime $M^4$. LeBrun[13] has shown that $N$ has an extension to a Poisson thickening, $N^{(m)}$, of order $m$ for $m \leq 4$. If the Bach tensor of $M^4$ vanishes, then $N$ has an extension to a Poisson thickening of order $m = 5$. If the Eastwood-Dighton tensor of $M^4$ vanishes then $N$ has an extension to a Poisson thickening of order $m = 6$.

LeBrun also constructs a supermanifold $N^{5|2m}$ from $N^{(m)}$. Let us recall this construction. It is (p.66 of LeBrun[13]) :

Let $O_{(m)}(1, 1)$ be the “divisor line bundle” of $N \subset N^{(m)}$. The line bundle $O_{(m)}(1, 1)$ has a canonical section $\sigma$ vanishing along $N$. Let $O_{(m)}(0, 1)$ and $O_{(m)}(1, 0)$ be extensions of $L_+$ to $N^{(m)}$, and let $T$ be a complex vector space of dimension $m$. Then

$$O_{(m)}(1, 1) \oplus \bigwedge^2 [T \otimes O_{(m)}(-1, 0) \oplus T^* \otimes O_{(m)}(0, -1)] \otimes O_{(m)}(1, 1)$$

has a canonical section $\hat{\sigma} = \sigma + id$ where

$$id \in T \otimes T^* \subset \bigwedge^2(T \oplus T^*).$$
\( \hat{\sigma} \) generates an even ideal \( \mathcal{J} \) in \( \Lambda^\ast [T \otimes \mathcal{O}_{(m)}(-1, 0) \otimes T^\ast \otimes \mathcal{O}_{(m)}(0, -1)] \), i.e. for every local trivialization of \( \mathcal{O}_{(m)}(1, 1) \), \( \hat{\sigma} \) gives a section of this bundle and changing trivialization just multiplies this section by an element of \( \mathcal{O}_{(m)} \).

Thus

\[
\mathcal{N}^{[m]} = (\mathcal{N}, \bigwedge^\ast [T \otimes \mathcal{O}_{(m)}(-1, 0) \oplus T^\ast \otimes \mathcal{O}_{(m)}(0, -1)]/\mathcal{J})
\]

is a well defined \( \mathbb{Z}_2 \)-graded complex ringed space. Moreover \( \mathcal{N}^{[m]} \) is a complex supermanifold - i.e. it is locally isomorphic to \( \mathcal{O}(\Lambda^\ast C^{2m}) \). The nilpotents of \( \mathcal{O}_{(m)} \) have become the nilpotents of \( \Lambda^\ast (T \otimes T^\ast) \).

### 5.3 The Contact Structure of \( L^\ast_+(m) \)

We shall first show that a contact structure exists on the total space of the line bundle \( L^\ast_+(m) \), and then we will be able to show in the next section, how this "descends" to our supermanifold \( \mathcal{N}^{3|2m} \).

We may locally lift a set of Darboux coordinates, \( q^i, p_j, \) on \( \mathcal{N} \) to a set of coordinates \( q^i, p_j, t \) on \( \mathcal{N}_{(m)} \). Let \( f_{\alpha \beta} \) be such that \( \exp(\tau \cup df_{\alpha \beta}) \) is the change of coordinates on \( \mathcal{N}_{(m)} \) between two open sets \( U_\alpha \) and \( U_\beta \). Here \( \tau \) is the exelissic form given by

\[
\tau = t(\frac{\partial}{\partial t} + \sum p_i \frac{\partial}{\partial q^i} \wedge \frac{\partial}{\partial q^0} + \sum \frac{\partial}{\partial q^i} \wedge \frac{\partial}{\partial p_j}).
\]

We have on a coordinate neighborhood, \( U_\beta \), the 1-form

\[
\theta_\beta = dq^0_\beta + p_{\beta j} dq^j_\beta.
\]

Consider how this changes under a coordinate transformation, i.e.

\[
\exp(\tau \cup df_{\alpha \beta})^\ast \theta_\beta.
\]
If we write $X_{\alpha\beta} \cong \tau \sqcup df_{\alpha\beta}$ then

$$exp(\tau \sqcup df_{\alpha\beta})^* \theta_\beta = exp(\mathcal{L}_{X_{\alpha\beta}}) \theta_\beta.$$ 

We have (dropping the use of the subscripts $\alpha$ and $\beta$)

$$\mathcal{L}_X \theta = d(X \sqcup \theta) + X \sqcup d\theta$$

$$= d(X \sqcup (dq^0 + p_j dq^i)) + X \sqcup (dp_j \wedge dq^i)$$

$$= d(Xq^0 + p_j Xq^i) + X \sqcup dp_j \wedge dq^i$$

$$= d(Xq^0) + Xq^i dp_j + p_j d(Xq^i) - X(q^i) dp_j + X(p_j) dq^i$$

$$= d(Xq^0) + p_j d(Xq^i) + X(p_j) dq^i$$

$$= d(t \frac{\partial f}{\partial t} + tp_j \frac{\partial f}{\partial p_j}) + p_j d(-t \frac{\partial f}{\partial p_j} + (t \frac{\partial f}{\partial q^0} - tp_j \frac{\partial f}{\partial q^0}) dq^i$$

$$= t \frac{\partial f}{\partial t} dt + td(t \frac{\partial f}{\partial t} + t \frac{\partial f}{\partial p_j} dp_j + t \frac{\partial f}{\partial q^i} dq^i - tp_j \frac{\partial f}{\partial q^0} dq^0 + t \frac{\partial f}{\partial q^0} dq^0 - t \frac{\partial f}{\partial q^0} dq^0.$$ 

Thus

$$\mathcal{L}_X \theta = -t \frac{\partial f}{\partial q^0} \theta + td(f + t \frac{\partial f}{\partial t}).$$ 

We have then:

**Claim 5.3.1** $exp(\mathcal{L}_X) \theta$

$$= \frac{1}{t} (\sum_{k=0}^{N} X^k(t)) \theta + \left(\sum_{k=0}^{N-1} X^k(t) \frac{d}{dt} \left(\sum_{k=1}^{N-1} \frac{X^{k-1}}{k!} (f + t \frac{\partial f}{\partial t})\right) \right) \mod t^{N+1}.$$ 

i.e.

$$exp(\tau \sqcup df)^* \theta = \left(\frac{1}{t} \exp(X)(t)\right) \theta + \exp(X)(t) d(F_+) \mod t^{N+1}$$

where

$$F_+ = \sum_{k=1}^{N-1} \frac{X^{k-1}}{k!} (f + t \frac{\partial f}{\partial t}).$$
Note that if \( f^{(0)} \) has homogeneity zero in \( t \) then \( \frac{L^{(0)}}{t} + t \frac{\partial}{\partial t} (\frac{L^{(0)}}{t}) = 0 \).

To prove the claim, we shall first prove by induction

\[
\mathcal{L}_X^N \theta = \frac{1}{t} X^N(t) \theta + \sum_{k+j=N-1} \frac{X^k(t)}{k!} \frac{dX_j}{(j+1)!} N!
\]

where \( g = f + t \frac{\partial f}{\partial t} \).

**Proof** This statement is clearly true for \( N = 1 \). Assume true for \( N \). We have

\[
\mathcal{L}_X^{N+1} \theta = \mathcal{L}_X (\mathcal{L}_X^N \theta) = X^{-1} \mathcal{L}_X X(t) \theta + \frac{1}{t} X^{N+1}(t) \theta + \frac{1}{t} X^N(t) \mathcal{L}_X \theta
\]

\[
+ \sum_{k+j=N-1} \frac{X^{k+1}(t)}{k!} \frac{dX_j}{(j+1)!} N! + \sum_{k+j=N-1} \frac{X^k(t)}{k!} \frac{dX^{j+1}}{(j+1)!} N!
\]

\[
= \frac{\partial f}{\partial q^0} X^N(t) \theta + \frac{1}{t} X^{N+1}(t) \theta + \frac{1}{t} X^N(t)(-t \frac{\partial f}{\partial q^0} \theta + tdg)
\]

\[
+ \sum_{k+j=N \atop k,j \neq 0, j \neq N} \frac{X^{k}(t)}{(k-1)! (j+1)!} N! + \frac{X^k(t)}{k!} \frac{dX_j}{j!} N! + t \frac{dX^N}{N!} N!
\]

\[
+ \frac{X^N(t)}{(N-1)!} dg N!
\]

\[
= \frac{1}{t} X^{N+1}(t) \theta + X^N(t) dg + \sum_{k+j=N \atop k,j \neq 0, j \neq N} \frac{N!}{(k-1)! (j+1)!} + \frac{N!}{k!j!} X^k(t) dX_j g
\]

\[
+ t dX^N g + N X^N(t) dg
\]

\[
= \frac{1}{t} X^{N+1}(t) \theta + X^N(t) dg + t dX^N g + N X^N(t) dg +
\]

\[
\sum_{k+j=N \atop k,j \neq 0, j \neq N} \frac{N!}{(k-1)! (j+1)!} + \frac{N!}{k!j!} X^k(t) dX_j g
\]

\[
= \frac{1}{t} X^{N+1}(t) \theta + t dX^N g + (N+1) X^N(t) dg
\]

\[
+ \sum_{k+j=N \atop k,j \neq 0, j \neq N} \frac{(N+1)!}{k! (j+1)!} X^k(t) dX_j g
\]
\[
\frac{1}{t} X^{N+1}(t) \theta + \sum_{k+j=N} \frac{(N+1)!}{k!(j+1)!} X^k(t) dX^j g.
\]

This completes our induction proof. We thus see that \(\sum_{k=0}^{N} \frac{1}{k!} L_X^k \theta = \frac{\exp X(t) \theta}{t} + \sum_{j=0}^{N-1} \frac{\exp X(t)}{(l+1)!} \frac{dX^j g}{j!} \mod t^{N+1}.
\]

Hence on an overlap of two open sets \(U_\alpha \cap U_\beta\), we have \((\delta \theta)_{\alpha \beta} = \frac{\exp X(t)}{t} \theta + \frac{\exp X(t)}{(l+1)!} \frac{dX^j g}{j!} \mod t^{N+1}.
\]

Thus \(\delta(t \mathcal{F}_+) = t \delta \mathcal{F}_+ = 0\). We see that

\[
(\delta \mathcal{F}_+)_{\alpha \beta \gamma} \mod t^m = c,
\]

a constant on triple overlaps. We consider the part of this equation with zero homogeneity in \(t\). This constant must be cohomologous to an integer, since the lefthand side is now \((\delta f_+)_{\alpha \beta \gamma}\) where \(\exp(f_{+\alpha \beta})\) are the transition functions of the line bundle \(L_+\). We conclude that \(\exp(\mathcal{F}_{+\alpha \beta})\) form transition functions for a line bundle over \(\mathcal{N}_{(m-1)}\) which is an extention of \(L_+\). There is already a unique extension, \(L_{(m)}\) of \(L_+\) over \(\mathcal{N}(m)\) which gives a unique extension over \(\mathcal{N}_{(m-1)}\). (Recall that \(L_+\) is just notation for \(\mathcal{O}(0,1)\).) Thus we may extend \(\exp(\mathcal{F}_{+\alpha \beta})\) to be transition functions for \(L_{(m)}\).

Let \(\{0_{L_{(m)}^*}\}\) denote the zero section of \(L_{(m)}^*\). One may now check that the twisted one form on \(L_{(m)}^* - \{0_{L_{(m)}^*}\}\), given locally by \(\theta - ts_+^{-1} ds_+\), where
s_+ is the "coordinate along the fiber", gives a contact structure on \( L^*_+(m)_+ - \{ 0_{L^*_+(m)} \} \) with the contact line bundle being the pull back of \( O_{(m)}(1, 1) \) from \( N_{(m)} \). Henceforth we write \( L^*_+(m) \) for \( L^*_+(m)_+ - \{ 0_{L^*_+(m)} \} \).

### 5.4 The Supercontact Structure

We now show how the contact structure constructed in the previous section will "descend" to our supermanifold \( N^{[2m]} \). Consider the superthickening

\[
L^*_+(m)[m] = (L^*_+(m), \wedge^*(O_{(m)}(-1, 0) \otimes T \oplus T^* \otimes O_{(m)}(0, -1)).
\]

Recall that \( O_{(m)}(0, -1) \cong O_{(m)} \) on \( L^*_+(m) \). Choose \( m \) linearly independent sections

\[
e^i \in \Gamma(O_{(m)}(1, 0) \otimes O_{(m)}(-1, 0) \otimes T) \subset \Gamma(O_{(m)[m]}(1, 0))
\]

and \( m \) linearly independent sections dual to the above

\[
e_i \in \Gamma(O_{(m)}(0, 1) \otimes O_{(m)}(0, -1) \otimes T^*) \subset \Gamma(O_{(m)[m]}(0, 1)).
\]

Note that

\[
O_{(m)[m]}(0, 1) \cong O_{(m)[m]}
\]

on \( L^*_+(m)[m] \) so that \( e^i d e_i \) makes sense as a global section of

\[
O_{(m)[m]}(1, 1) \otimes \Omega^1 L^*_+(m)[m].
\]

(Note that \( O_{(m)[m]}(1, 1) \cong O_{(m)[m]}(1, 0) \) on \( L^*_+(m)[m] \).

Let \( s_+ \) be the coordinate along the fiber of \( L^*_+(m) \) and \( s_- \) a local section of \( O_{(m)}(-1, 0) \). Also let \( \phi^i \equiv s_- e^i \) and \( \psi_i \equiv s_+ e_i \) be the odd coordinates on
$\mathcal{L}_+(m)[m]$. Since $\mathcal{L}_+(m)[m]$ is split, $\theta - ts_+^{-1}ds_+$ is a well defined twisted 1-form on it. We have then

$$\theta - ts_+^{-1}ds_+ + s_-(s_-e^i)d(s_+^{-1}s_+e_i)$$

$$= \theta - ts_+^{-1}ds_+ + s_1^{-1}\phi^i d(s_+^{-1}\psi_i)$$

$$= \theta - ts_+^{-1}ds_+ - s_+^{-1}s_+^{-2}\phi^i \psi_i ds_+ + s_1^{-1}\phi^i s_+^{-1}d\psi_i$$

$$= \theta - ts_+^{-1}ds_+ - s_+^{-1}s_+^{-1}\phi^i \psi_i ds_+ + s_1^{-1}s_+^{-1}\phi^i d\psi_i.$$  

When pulled back to $\mathcal{L}_+[m] = \{t + s_+^{-1}s_+^{-1}\phi^i \psi_i = 0\}$ this is $\theta + s_+^{-1}s_+^{-1}\phi^i d\psi_i$ and thus descends to an $\mathcal{O}_+[m](1, 1)$ valued contact 1-form on $\mathcal{N}_+[m]$.  

### 5.5 Extending Conformal Structures

A complex conformal spacetime is said to be civilized if its space of null geodesics forms a complex manifold. It is said to be reflexive if it is the space of normal quadrics for its space of null geodesics.

**Corollary 5.5.1** Let $M^4$ be a complex conformal manifold. Assume $M$ is civilized and reflexive. $M$ then has an extension to a complex superconformal manifold $M^{4|4m}, m \leq 4, t$; if the Bach tensor vanishes $M$ has an extension to a superconformal manifold, $M^{4|20}$; if the Eastwood-Dighton tensor vanishes, $M$ has an extension to a superconformal manifold, $M^{4|24}$.

In general, if the ambitwistor space, $N^5$ has a Poisson thickening of order $m$, then $M^4$ may extended to a superconformal manifold $M^{4|4m}$. 
**Proof** Let $\mathcal{N}$ be the ambitwistor space of $M$. By our assumptions for each $m$ and our previous results, $\mathcal{N}^5$ has an extension to a supercontact manifold $\mathcal{N}^{5|2m}$. Since $M$ is reflexive, it is the reduced space of the space $M^{4|4m}$ of normal quadrics in $\mathcal{N}^{5|2m}$. $M^{4|4m}$ by its construction is a superconformal manifold.

(Note: For $m \leq 4$, there were no special assumptions, beyond civility and reflexivity, on our spacetime $M^4$.)
Chapter 6

$N = 3$ SSYM Equations and Integrability

6.1 Integrability along Super Light Rays

Recall that a superconformal structure is partly given by the exact sequence:

$$0 \to S_+ \otimes E \oplus S_- \otimes E^* \to TM \to S_+ \otimes S_- \to 0.$$ 

Choose a local splitting of this exact sequence so that

$$TM \cong S_+ \otimes S_- \oplus S_+ \otimes E \oplus S_- \otimes E^*.$$ 

We assume that our connection is given (locally) by

$$d + A = d + (A_{a\dot{a}}, \omega_{ai}, \omega^i_{a}).$$

Integrability of this connection along superlight rays is by definition the vanishing of the curvature of this connection when it is restricted to a superlight ray. This implies that the curvature has a special form. Consider the (local) decomposition of $\Omega^2 M$ as

$$\Omega^2 M \cong \bigwedge^2 (S_+^* \otimes E^*) \oplus \bigwedge^2 (S_-^* \otimes E) \oplus \bigwedge^2 (S_+^* \otimes S_-^*).$$
\[ \oplus S_+ \otimes S_- \otimes \mu \otimes E\otimes \nu S_+ \otimes S_- \otimes E \]

\[ \oplus S_+ \otimes S_- \otimes E \]

\[ = \bigwedge^2 S_+ \otimes \bigwedge^2 \pi E \otimes \bigwedge^2 S_+ \otimes \bigwedge^2 \pi E \otimes \bigwedge^2 S_- \otimes \bigwedge^2 \pi E \]

\[ \oplus \bigwedge^2 S_- \otimes S_+ \otimes \bigwedge^2 S_- \otimes E \bigotimes \bigwedge^2 S_- \otimes E \bigotimes \bigwedge^2 S_+ \otimes S_- \otimes E \bigotimes \bigwedge^2 S_+ \otimes S_- \otimes E \bigotimes \bigwedge^2 S_+ \otimes S_- \otimes E . \]

The tangent space of a superlight ray is generated by superlight vectors which
are of the form

\[ \eta^\alpha \otimes \nu^\beta + \theta^\alpha \otimes e^i + \nu^\beta \otimes e_j \]

where the \( \eta^\alpha \) and \( \nu^\beta \) are fixed sections of \( S_+ \) and \( S_- \), (except for scaling), and
the \( e^i \) and \( e_j \) are sections of \( E \) and \( E^* \) that are allowed to vary freely. The
vanishing of the curvature \( F_{AB} \) on the superlight ray implies for example that
\( F_{AB}(\eta^\alpha \otimes e^i, \eta^\beta \otimes e^j) = 0 \), i.e. \( F_{AB} \) has no component in \( \bigwedge^2 S_+ \otimes \bigwedge^2 E^* \), and
similarly for other components.

We thus obtain

\[ F_{AB} \in \bigwedge^2 S_+ \otimes \bigwedge^2 \pi E \otimes \bigwedge^2 S_- \otimes \bigwedge^2 \pi E \otimes \bigwedge^2 S_+ \otimes \bigwedge^2 S_- \otimes \bigwedge^2 S_+ \]

\[ \oplus \bigwedge^2 S_+ \otimes S_- \otimes E \otimes \bigwedge^2 S_- \otimes S_+ \otimes E . \]

Thus

\[ F_{AB} = W_{ij} \epsilon_{\alpha \beta} + W_{ij} \epsilon_{\delta \beta} + f_{\delta \beta} \epsilon_{\alpha \beta} + f_{\alpha \beta} \epsilon_{\delta \beta} + X_{\alpha \alpha} \epsilon_{\delta \beta} + X_{\alpha} \epsilon_{\delta \beta} . \]

(This notation now coincides with Harnad et al.[7])
6.2 Exterior Derivatives and Connections

We shall now define (at least locally) a certain operator on $\Omega^p M$; it is an "exterior derivative", $\Delta$, that is similar to the regular exterior derivative, $d$, but such that $\Delta^2 \neq 0$ in general. The $N=3$ SSYM equations will be written in terms of components of $\Delta$. $\Delta$ actually comes from the nonintegrability of $T_I M \oplus T_r M$.

Once again, consider a local splitting of the exact sequence

$$0 \to \Omega^1_0 M \to \Omega^1 M \to \Omega^1_I M \oplus \Omega^1_r M \to 0$$

so that

$$\Omega^1 M \cong \Omega^1_0 M \oplus \Omega^1_I M \oplus \Omega^1_r M$$

The Frobenius form $\Phi: \Omega^1_0 M \to \Omega^1_I M \otimes \Omega^1_r M$ is then well defined (locally) as a map from $\Omega^1_0 M$ to $\Omega^2 M$. Define $\Delta: \Omega^1_0 M \to \Omega^2 M$ by

$$\Delta = d - \Phi.$$ 

On $\Omega^1_I M \oplus \Omega^1_r M$ define $\Delta: \Omega^1_I M \oplus \Omega^1_r M \to \Omega^2$ to be $\Delta \equiv d$. Also define $\Delta f \equiv df$ for superfunctions $f$.

Now extend $\Delta$ to all of $\Omega^* M$ by the Leibnitz rule:

$$\Delta(\omega_1 \wedge \omega_2) \equiv (\Delta \omega_1) \wedge \omega_2 + (-1)^k \omega_1 \wedge \Delta \omega_2.$$ 

We may consider connections on vector bundles coming from this "exterior differentiation", $D: \Gamma(E \otimes \Omega^p M) \to \Gamma(E \otimes \Omega^{p+1} M)$ where

$$D(\sigma \otimes \omega) = D(\sigma) \wedge \omega + \sigma \otimes \Delta(\omega).$$
for \( \sigma \in \Gamma(E) \) and \( \omega \in \Gamma(\Omega^*M) \).

Let \( \Delta_{\alpha} = \pi_I \circ \Delta, \Delta^j_{\alpha} = \pi_I \circ \Delta \) and \( \Delta_{\alpha \hat{\alpha}} = \pi_0 \circ \Delta \).

**Proposition 6.2.1** \([\Delta_{\alpha}, \Delta^j_{\alpha}] = -\Phi^\beta_{\alpha \alpha I} \Delta_{\beta \hat{\beta}} \).

Consider \( \Phi \) as an operator on \( \Omega^*M \) by \( \Phi \equiv 0 \) on \( \Omega^1_I M \) and \( \Omega^1_\alpha M \), \( \Phi f = 0 \) for \( f \in \Gamma(A) \), a superfunction, and extend to all of \( \Omega^*M \) by the Leibnitz rule.

From this, it is clear that \( d = \Delta + \Phi \) on all of \( \Omega^*M \) and that \( \Phi^2 = 0 \) since \( d^2 = 0 \) we have \((\Delta + \Phi)^2 = 0 \) and thus

\[
\Delta^2 = -\Phi \Delta - \Delta \Phi
\]

or

\[
(\Delta_{\alpha \hat{\alpha}} + \Delta_{\alpha i} + \Delta^j_{\alpha})^2 = -\Phi \Delta - \Delta \Phi.
\]

Let \( \kappa_A \in \Gamma(\Omega^pM) \), \( |A| = p \), where \( A \) is a multi-index, and elements of \( A \) are indices of the form \((\alpha \hat{\alpha})\), \((\alpha i)\), and \((\hat{\alpha} j)\). Consider both sides of

\[
(\Delta_{\alpha \hat{\alpha}} + \Delta_{\alpha i} + \Delta^j_{\alpha})^2 \kappa_A = -(\Phi \Delta + \Delta \Phi) \kappa_A
\]

and the terms in each which have values in \( \Omega^p_A M \cdot \Omega^1_I M \cdot \Omega^1_\alpha M \). We also assume that \( \Phi \) corresponds to convolution so that \( \Phi^{\gamma j}_{\alpha \alpha i} = \delta_{\gamma}^{\alpha} \delta_{\alpha}^{j} \delta_{\alpha i}^{j} \) and thus

\( \Delta_{\alpha \hat{\alpha}}(\Phi^{\gamma j}_{\beta \beta i}) = 0 \). Hence

\[
(\Delta_{\alpha i} \Delta^j_{\alpha} + \Delta^j_{\alpha} \Delta_{\alpha i}) \kappa_A = -\Phi^{\gamma j}_{\alpha \alpha i} \Delta_{\gamma \gamma} \kappa_A + \Delta_{\alpha \hat{\alpha}} \Phi \kappa_A - \Delta_{\alpha \hat{\alpha}} \Phi \kappa_A
\]

\[
= -\Phi^{\gamma j}_{\alpha \alpha i} \Delta_{\gamma \gamma} \kappa_A.
\]

For a connection \( (A_{\alpha \hat{\alpha}}, \omega_{\alpha i}, \omega^j_{\alpha}) \) define

\[
D_{\alpha \hat{\alpha}} \equiv \Delta_{\alpha \hat{\alpha}} + A_{\alpha \hat{\alpha}}
\]
\[ Q_{a i} \equiv \Delta_{a i} + \omega_{a i} \]
\[ Q^i_{\alpha} \equiv \Delta^i_{\alpha} + \omega^i_{\alpha} . \]

For \( v^a \), a section of our vector bundle, we have \( F v^a = \)
\[ (d + (A_{\alpha \dot{\alpha}}, \omega_{a i}, \omega^i_{\alpha})) (d + (A_{\beta \dot{\beta}}, \omega_{\beta k}, \omega^k_{\beta})) v^a \]
\[ = ((D_{\alpha \dot{\alpha}}, Q_{a i}, Q^i_{\alpha}) + \Phi^i_{\alpha a i}) (D_{\beta \dot{\beta}} v^a + Q_{\beta k} v^a + Q^i_{\beta} v^a) \]
\[ = [D_{\alpha \dot{\alpha}}, D_{\beta \dot{\beta}}] v^a + [D_{\alpha \dot{\alpha}}, Q_{\beta}] v^a + [D_{a \dot{\alpha}}, Q^i_{\beta}] v^a \]
\[ + [Q_{a i}, Q_{\beta}] v^a + [Q^i_{\alpha}, Q^j_{\beta}] v^a \]
\[ + [Q_{a i}, Q^j_{\beta}] v^a + \Phi^i_{\alpha a i} D_{\beta \dot{\beta}} v^a . \]

If the connection is integrable along superlight rays, we obtain
\[ [Q_{a i}, Q_{\beta j}] = W^{i j} \epsilon_{a \beta} , \quad [Q^i_{\alpha}, Q^j_{\beta}] = W_{\alpha \beta} \epsilon_{i j} \]
\[ [D_{\alpha \dot{\alpha}}, Q_{\beta j}] = \chi_{a \beta} \epsilon_{a \beta} , \quad [D_{\alpha \dot{\alpha}}, Q^i_{\beta}] = \epsilon^j_{a} \epsilon_{a \beta} \]
and
\[ [Q_{a i}, Q^j_{\beta}] = -\Phi^i_{\alpha a i} D_{\beta \dot{\beta}} . \]

Note that the last equation is true, at first, for only sections of \( E \) and not sections of \( E \otimes \Omega^* M \) but by the previous calculation it can be extended to \( E \otimes \Omega^* M \):

By the above
\[ q_{a j}(\omega^k_{\alpha}) + q^k_{a j}(\omega_{a j}) + [\omega_{a j}, \omega^k_{\alpha}] = -\Phi^{\gamma k}_{\alpha a j} A_{\gamma i} \]
and thus
\[ [\Delta_{a j} + \omega_{a j}, \Delta^k_{\alpha} + \omega^k_{\alpha}] = -\Phi^{\gamma k}_{\alpha a j} D_{\gamma i} - \omega^k_{\alpha} \Delta_{a j} - \omega_{a j} \Delta^k_{\alpha} + \omega_{a j} \Delta^k_{\alpha} + \omega^k_{\alpha} \Delta_{a j} \]
\[-\Phi_{\alpha\dot{\alpha}}^{\gamma\dot{\gamma}} D_{\gamma\dot{\gamma}}\]

on all of \(E \otimes \Omega^* M\). Here we assume that the Frobenius form corresponds to convolution and \(D_{\alpha\dot{\alpha}}, Q_{\alpha i}, Q_{\dot{\alpha} i}\) are written with respect to such a basis. The above equation is just

\[[Q_{\alpha i}, Q_{\dot{\alpha} j}] = -\delta_i^j D_{\alpha\dot{\alpha}}.\]

Using the Bianchi identities one may define \(\lambda_\alpha\) and \(\lambda_{\dot{\alpha}}\) by

\[Q_{\alpha i} W_{jk} = \epsilon_{ijk} \lambda_\alpha\]

and

\[Q_{\dot{\alpha} i} W_{jk} = \epsilon_{ijk} \lambda_{\dot{\alpha}}.\]

### 6.3 The Euler Operator

We define, only locally, the Euler operator by

\[\mathcal{D} = \theta^{\alpha i} \frac{\partial}{\partial \theta^{\alpha i}} + \theta^{\dot{\alpha} i} \frac{\partial}{\partial \theta^{\dot{\alpha} i}}.\]

Recall that

\[Q_{\alpha i} = g_{\alpha i}^{\beta j} \Delta_{\beta j} + \omega_{\alpha i}\]

and

\[Q_{\dot{\alpha} i} = g_{\dot{\alpha} i}^{\dot{\beta} j} \Delta_{\dot{\beta} j} + \omega_{\dot{\alpha} i}.\]

To describe \(\mathcal{D}\) in terms of \(Q_{\alpha i}\) and \(Q_{\dot{\alpha} i}\) we shall need the following:

**Lemma 6.3.1** There are coordinates \(x^a, \theta^{\alpha i}, \theta^{\dot{\alpha} i}\) such that \(g_{\alpha i}^{\beta j} = I_{\alpha i}^{\beta j} \mod (Nil)^2\) and \(g_{\dot{\alpha} i}^{\dot{\beta} j} = I_{\dot{\alpha} i}^{\dot{\beta} j} \mod (Nil)^2\).
Proof. First form new functions

\[ \tilde{g}_{\alpha i}^\beta = g_{\alpha i}(x_i, \theta_r, 0) \]

and

\[ \tilde{g}_{\beta j}^{i \hat{\beta}} = g_{\beta j}^{i \hat{\beta}}(x_r, \theta_r, 0). \]

More specifically, since \( x^i_\hat{r} = x^a + iH^a \),

\[ \tilde{g}_{\alpha i}^\beta(x, \theta_l, \theta_r) = g_{\alpha i}(x + iH, \theta_l, 0) \]

\[ = g(x^a, \theta_l, 0) + i \frac{\partial g}{\partial x^a}(x^a, \theta_l, 0)H^a - \frac{1}{2} \frac{\partial^2 g}{\partial x^a \partial x^b}H^aH^b + \ldots \]

The above sum is finite since \( H^a \) is nilpotent. Define \( \tilde{g}_{\alpha j}^{i \hat{\beta}} \) similarly. Clearly \( q_{k \hat{\beta}} \tilde{g}_{\alpha i}^{k \hat{\beta}} = 0 \) and \( q_{r \hat{\beta}} \tilde{g}_{\alpha j}^{i \hat{\beta}} = 0 \).

Now note that \( \theta^{\beta j} \equiv \tilde{g}_{\alpha i}^{\beta i} \theta^a \) and \( \theta_{\hat{\beta}} \equiv \tilde{g}_{\alpha j}^{i \hat{\beta}} \theta_i \) are well defined odd coordinates such that \( d\theta^{\beta j} \) and \( d\theta_{\hat{\beta}} \) span \( \Omega^1_\eta M \) and \( \Omega^1_\varepsilon M \) respectively. (Recall that \( \Omega^1_\eta M \) are defined as quotient bundles.)

Since

\[ d\theta^{\beta j} = d(\tilde{g}_{\alpha i}^{\beta i}) \theta^a + \tilde{g}_{\alpha i}^{\beta i} d\theta^a = g_{\alpha i}^{\beta i} d\theta^a \mod (\text{Nil})^2 \cdot \Omega^1 M + \Omega^1_0 M, \]

we have

\[ d\theta^{\beta j} = s^\beta_+ \otimes e^j \mod (\text{Nil})^2 \cdot \Omega^1 M. \]

If \( \hat{g} \) is the isomorphism from \( \Omega^1_\eta M \) with basis \( d\theta^{\beta j} \) to \( S^*_+ \otimes E^* \) with basis \( s^a_+ \otimes e^j \)
then it is clear that

\[ \hat{g}_{\alpha i}^{\beta j} = J_{\alpha i}^{\beta j} \mod (\text{Nil})^2. \]

Similiarly

\[ \hat{g}_{\alpha j}^{i \hat{\beta}} = I_{\alpha j}^{i \hat{\beta}} \mod (\text{Nil})^2. \]
Using the coordinates $\theta^{\alpha i}$ and $\theta_{i}^{\dot{\alpha}}$ from the lemma and dropping the use of the primes, we can now write the Euler operator as

$$\mathcal{D} = \theta^{\alpha i} \Delta_{\alpha i} + \theta_{i}^{\dot{\alpha}} \Delta_{\dot{\alpha} i} + U^{\alpha \dot{\alpha}} \Delta_{\alpha \dot{\alpha}} + V^{\alpha i} \Delta_{\alpha i} + V_{i}^{\dot{\alpha}} \Delta_{i}^{\dot{\alpha}}$$

$$+ \theta^{\alpha i} \Gamma_{\alpha i} + \theta_{i}^{\dot{\alpha}} \Gamma_{\dot{\alpha} i}$$

where $U^{\alpha \dot{\alpha}} \in (Nil)^{2}$ and $V^{\alpha i}, V_{i}^{\dot{\alpha}} \in (Nil)^{3}$. The $\Gamma_{\alpha i}$ and $\Gamma_{\dot{\alpha} i}$ are (the "Christoffel symbols" of $\Delta_{\alpha i}$ and $\Delta_{i}^{\dot{\alpha}}$). Also define

$$\hat{\mathcal{D}} = \theta^{\alpha i} \Delta_{\alpha i} + \theta_{i}^{\dot{\alpha}} \Delta_{i}^{\dot{\alpha}}$$

Note that if we impose on a connection the transverse gauge condition

$$\theta^{\alpha i} \omega_{\alpha i} + \theta_{i}^{\dot{\alpha}} \omega_{i}^{\dot{\alpha}} = 0,$$

then

$$\hat{\mathcal{D}} = \theta^{\alpha i} Q_{\alpha i} + \theta_{i}^{\dot{\alpha}} Q_{i}^{\dot{\alpha}}.$$

Also note that $\hat{\mathcal{D}} = \mathcal{D} + T$ where $T$ is an operator which strictly increases nilpotency and is, of course, independent of any particular connection.

### 6.4 Equivalence of Data

We wish to show the equivalence of the following three types of data: (see Harnad et al. [7] or Schnider and Wells [19]). We will be working throughout this section over a neighborhood of $M$ for which we have a choice of supercoordinates and a trivialization of our vector bundle.
i) (Integrability along super light rays)

The superconnection \((A_{\alpha \dot{\alpha}}, \omega_{\alpha i}, \omega_{\dot{\alpha}}^j)\) subject to the constraints:

\[
[Q_{\alpha i}, Q_{\beta j}] + [Q_{\beta i}, Q_{\alpha j}] = 0
\]

\[
[Q_{\dot{\alpha} i}, Q_{\dot{\beta} j}] + [Q_{\dot{\beta} i}, Q_{\dot{\alpha} j}] = 0
\]

\[
[Q_{\alpha i}, Q_{\dot{\beta} j}] = -\delta^i_j D_{\alpha \dot{\beta}}
\]

and the following "transverse" gauge condition:

\[
\theta^{\alpha i} \omega_{\alpha i} + \theta^{\dot{\alpha}}_{\dot{\beta}} \omega_{\dot{\alpha}}^j = 0.
\]

Note that the first two constraints are equivalent to \([Q_{\alpha i}, Q_{\beta j}] = \epsilon_{\alpha \beta} W_{ij}\) and \([Q_{\dot{\alpha} i}, Q_{\dot{\beta} j}] = \epsilon_{\dot{\alpha} \dot{\beta}} W_{ij}\) for some superfields \(W_{ij}\) and \(W_{ij}\). We have thus already shown that a connection with curvature vanishing along superlight rays satisfies these constraints. Likewise the constraints imply, via the Bianchi identity, that the curvature \(F\) has the form written before for integrability along superlight rays.

We also note that the "transverse" gauge condition may always be validly applied, i.e. given a connection, we may always find a second connection gauge equivalent to it which satisfies this condition.

ii) (The superfield equations)

The superfields \(\{A_{\alpha \dot{\alpha}}, \lambda_{\alpha}, \lambda_{\dot{\alpha}}, \chi^i_{\alpha}, \chi_{i \dot{\alpha}}, W_i, W^i\}\) (where \(W_i \equiv \epsilon_{ijk} W^{jk}\) and \(W^i \equiv \epsilon^{ijk} W_{jk}\)), subject to the superfield equations written below, with the \(rd\) dropped. In addition, there is a certain set of relations, called the \(\hat{D}\)-recursions, which are defined in terms of \(\hat{D}\).
The $\hat{D}$-recursions

$$\hat{D}W_{jk} = \epsilon_{ijk}\theta^{i\alpha}\chi_{\alpha} + \theta^{j}_{\beta}\chi_{\beta} - \theta^{i}_{k}\chi_{jk},$$

$$\hat{D}W^{jk} = \epsilon^{ijk}\theta^{i\alpha}_{\hat{\alpha}}\chi_{\alpha} + \theta^{j\alpha}_{\beta}\chi_{\beta} - \theta^{i\alpha}_{k}\chi_{jk},$$

$$\hat{D}\Lambda_{\alpha\beta} = -\epsilon_{\alpha\beta}\theta^{i\alpha}_{\hat{\alpha}}\chi_{i\hat{\alpha}} + \epsilon_{\alpha\beta}\theta^{i\alpha}_{i\hat{\alpha}}\chi_{i\hat{\alpha}},$$

$$\hat{D}\chi_{i\hat{\alpha}} = 2\theta^{i\beta}\epsilon_{\alpha\beta}\chi_{\beta} + 2\theta^{j\beta}\epsilon_{\alpha\beta}[W_{jk}, W_{\alpha\beta}] - \frac{1}{2}\theta^{i\beta}_{k}\epsilon_{\alpha\beta}[W_{jk}, W_{ik}],$$

$$\hat{D}\chi_{i\hat{\alpha}}^{\dagger} = 2\theta^{j\beta}_{i}\epsilon_{\alpha\beta}\chi_{\beta} + 2\theta^{j\beta}_{i}\epsilon_{\alpha\beta}[W_{jk}, W_{\alpha\beta}] - \frac{1}{2}\theta^{i\beta}_{k}\epsilon_{\alpha\beta}[W_{jk}, W_{ik}],$$

$$\hat{D}\lambda_{\alpha} = \frac{1}{2}\theta^{i\beta}_{i}\epsilon_{\alpha\beta}[W_{ij}, W_{\alpha\beta}] + \theta^{j\beta}_{i}\epsilon_{\alpha\beta}D_{\alpha\beta}W_{jk},$$

$$\hat{D}\lambda_{\hat{\alpha}} = \frac{1}{2}\theta^{i\beta}_{i}\epsilon_{\hat{\alpha}\beta}[W_{rij}, W_{\alpha\beta}] + \theta^{j\beta}_{i}\epsilon_{\hat{\alpha}\beta}D_{\alpha\beta}W_{ij},$$

$$\hat{D}f_{\alpha\beta} = \frac{1}{2}\theta^{i\gamma\delta}_{i}\epsilon_{\alpha\beta}[\chi_{i\hat{\alpha}}D_{\alpha\beta}X_{\beta} + \epsilon_{\alpha\gamma}\chi_{i\hat{\alpha}}] + \theta^{i\gamma}_{i}[D_{\alpha\gamma}\chi_{i\hat{\alpha}} + D_{\gamma\hat{\alpha}}\chi_{i\hat{\alpha}}],$$

$$\hat{D}f_{\alpha\hat{\alpha}} = \frac{1}{2}\theta^{i\gamma\delta}_{i}\epsilon_{\alpha\hat{\alpha}}[\chi_{i\hat{\alpha}}D_{\alpha\beta}X_{\beta} + \epsilon_{\alpha\gamma}\chi_{i\hat{\alpha}}] + \frac{1}{2}\theta^{i\gamma}_{i}[D_{\gamma\hat{\alpha}}\chi_{i\hat{\alpha}} + D_{\gamma\hat{\alpha}}\chi_{i\hat{\alpha}}].$$

iii) (The reduced field equations)

The component fields $\{A_{rd\alpha\hat{\alpha}}, \lambda_{rd\alpha\hat{\alpha}}, \lambda_{rd\alpha\hat{\alpha}}, \chi_{rd\alpha\hat{\alpha}}, \lambda_{rd\alpha\hat{\alpha}}, W_{rd\alpha\hat{\alpha}}, W_{rd\alpha\hat{\alpha}}\}$ subject to the (reduced) field equations:

$$\epsilon^{\alpha\beta}D_{rd\alpha\beta}\lambda_{rd\beta} + [\chi_{rd\alpha\hat{\alpha}}, W_{rd\alpha\hat{\alpha}}] = 0,$$

$$e^{\alpha\beta}D_{rd\alpha\hat{\alpha}}\lambda_{rd\hat{\alpha}} + [\chi_{rd\alpha}, W_{rd\alpha}] = 0,$$

$$e^{i\alpha}D_{rd\alpha\hat{\alpha}}X_{ij\hat{\alpha}} + [\chi_{rd\alpha\hat{\alpha}}, W_{rd\alpha\hat{\alpha}}] = 0,$$

$$e^{i\alpha}D_{rd\alpha\hat{\alpha}}X_{rj\hat{\alpha}} + [\chi_{rd\alpha\hat{\alpha}}, W_{rd\alpha\hat{\alpha}}] = 0,$$

$$e^{i\alpha}e^{k\beta}D_{rd\alpha\hat{\alpha}}D_{rd\beta\hat{\alpha}}W_{rd\alpha\hat{\alpha}} + 2[[[W_{rd\alpha\hat{\alpha}}, W_{rd\alpha\hat{\alpha}}], W_{rd\alpha\hat{\alpha}}] - [[W_{rd\alpha\hat{\alpha}}, W_{rd\alpha\hat{\alpha}}], W_{rd\alpha\hat{\alpha}}]]$$
\[ + \epsilon^{\alpha\beta}(\chi_{rd\dot{j}d}, \lambda_{rd\dot{\beta}}) - \frac{1}{2} \epsilon_{ijk} \epsilon^{\alpha\beta}(\chi^{i}_{rd\alpha}, \chi^{k}_{rd\beta}) = 0, \]

\[ \epsilon^{\alpha\beta} \epsilon^{\dot{\lambda}\dot{\beta}} D_{rd\alpha\dot{\alpha}} D_{rd\beta\dot{\beta}} W_{rd}^i + 2[[W_{rdi}, W_{rd}^j], W_{rd}^i] - [[W_{rdi}, W_{rd}^j], W_{rd}^i] \]

\[ + \epsilon^{\alpha\beta}(\chi^{j}_{rd\alpha}, \lambda_{rd\beta}) - \frac{1}{2} \epsilon_{ijk} \epsilon^{\dot{\lambda}\dot{\beta}}(\chi_{rd\dot{i}d}, \chi_{rd\dot{k}\dot{\beta}}) = 0, \]

\[ \epsilon^{\alpha\beta} D_{rd\alpha\dot{\gamma}} f_{rd\gamma\dot{\beta}} + \epsilon^{\dot{\gamma}\dot{\beta}} D_{rd\gamma\dot{\alpha}} f_{rd\gamma\dot{\beta}} + \{\chi^{k}_{rd\gamma}, \chi^{k}_{rd\dot{k}\dot{\beta}}\} + \{\lambda_{rd\gamma}, \lambda_{rd\dot{\beta}}\} \]

\[ + [W_{rd}^i, D_{rd\gamma\dot{\beta}} W_{rd}^i] + [W_{rdi}, D_{rd\gamma\beta} W_{rd}^i] = 0. \]

**Proof.** Obviously, ii) $\Rightarrow$ iii) is just trivially applying reduction. The proof of i) $\Rightarrow$ ii) follows through just as it is done in Harnad et al.[7]. We repeat their argument here.

We first have the superfield curvature tensors $f_{\alpha\beta}$ and $f_{\dot{\alpha}\dot{\beta}}$ defined by

\[ [D_{\alpha\dot{\alpha}}, D_{\beta\dot{\beta}}] = \epsilon_{\dot{\alpha}\dot{\beta}} f_{\alpha\beta} + \epsilon_{\alpha\beta} f_{\dot{\alpha}\dot{\beta}}. \]

Using the constraint equations and the Bianchi identity, we obtain superfields, $\lambda_{\alpha}, \lambda_{\dot{\alpha}}, \chi^{i}_{\beta}, \chi^{i}_{\dot{\beta}}$ satisfying

\[ Q_{\alpha i} W_{jk} = \epsilon_{ijk} \lambda_{\alpha}, \quad (6.1) \]

\[ Q_{\dot{\alpha} i} W^{jk} = \epsilon^{ijk} \lambda_{\dot{\alpha}}, \quad (6.2) \]

\[ [Q_{\alpha i}, D_{\beta j}] = \epsilon_{\alpha\beta} \chi^{i}_{\alpha}, \quad (6.3) \]

\[ [Q_{\dot{\beta} i}, D_{\alpha j}] = \epsilon_{\dot{\beta}\dot{\alpha}} \chi^{i}_{\dot{\alpha}}. \quad (6.4) \]

and also the equations

\[ Q_{\alpha i}^{\dot{\alpha} j} W_{jk} = \delta_{\dot{\alpha}}^{\dot{\beta}} \chi_{k \dot{\alpha}} - \delta_{\dot{\alpha}}^{\dot{\beta}} \chi_{j \dot{\alpha}}, \quad Q_{\alpha k} W^{ij} = \delta_{\dot{\alpha}}^{\dot{\beta}} \chi_{j \dot{\alpha}} - \delta_{\dot{\alpha}}^{\dot{\beta}} \chi_{i \dot{\alpha}}, \quad (6.5) \]

\[ Q_{\alpha i} \chi_{j \dot{\alpha}} = 2 D_{\alpha \dot{\alpha}} W_{ij}, \quad Q_{\alpha i}^{\dot{\alpha} j} = 2 D_{\alpha \dot{\alpha}}^{\dot{\beta} \dot{\gamma}} W^{ij}, \quad (6.6) \]
\[ Q_{\dot{\beta}} \chi_{\dot{\alpha}} = 2 \delta_i^j f_{\dot{\alpha} \dot{\beta}} + 2 \epsilon_{\alpha \dot{\beta}} [W_{ij}, W_{nk}] - \frac{1}{2} \epsilon_{\alpha \dot{\beta}} \delta_i^j [W_{kn}, W_{kn}], \]  
(6.7)  
\[ Q_{\beta i} \chi_{\alpha} = 2 \delta_i^j f_{\alpha \beta} + 2 \epsilon_{\epsilon_{\alpha \beta}} [W_{kj}, W^{kj}] - \frac{1}{2} \epsilon_{\alpha \beta} \delta_i^j [W_{kn}, W_{kn}], \]  
(6.8)  
\[ Q_{\gamma j} f_{\alpha \beta} = \frac{1}{2} \epsilon_{\dot{\alpha} \dot{\beta}} [\epsilon_{\dot{\beta} \gamma} D_{\alpha \dot{\gamma}} X_{i \dot{\gamma}} + \epsilon_{\dot{\gamma} \gamma} D_{\alpha \dot{\gamma}} X_{i \dot{\gamma}}], \]  
(6.9)  
\[ Q_{\gamma j} f_{\dot{\alpha} \dot{\beta}} = \frac{1}{2} [D_{\gamma \alpha} X_{i \dot{\alpha}} + D_{\gamma \dot{\alpha}} X_{i \dot{\alpha}}], \]  
(6.10)  
\[ Q_{\gamma j} f_{\dot{\alpha} \dot{\beta}} = \frac{1}{2} \epsilon_{\dot{\alpha} \dot{\beta}} [\epsilon_{\dot{\beta} \gamma} D_{\alpha \dot{\gamma}} X_{i \dot{\gamma}} + \epsilon_{\dot{\gamma} \gamma} D_{\alpha \dot{\gamma}} X_{i \dot{\gamma}}], \]  
(6.11)  
\[ Q_{\gamma j} f_{\alpha \beta} = \frac{1}{2} [D_{\alpha \dot{\gamma}} X_{i \dot{\gamma}} + D_{\beta \dot{\gamma}} X_{i \dot{\gamma}}]. \]  
(6.12)

Applying \( Q_{\alpha i} \) and \( Q_{\dot{\alpha}}^i \) to equations 6.1 and 6.2 gives

\[ Q_{\alpha i} \lambda_{\dot{\beta}} = \epsilon_{ijk} D_{\alpha \beta} W_{jk}, \]  
(6.13)  
\[ Q_{\alpha i} \lambda_{\beta} = \frac{1}{2} \epsilon_{\alpha \beta} [W_{ij}, W_{kl}] e^{ij}, \]  
(6.14)  
\[ Q_{\dot{a} j} \lambda_{\dot{\beta}} = \frac{1}{2} \epsilon_{\dot{a} \dot{b}} [W_{ij}, W_{ki}] e_{jkl}, \]  
(6.15)  
\[ Q_{\dot{a}}^i \lambda_{\dot{\beta}} = e_{ijk} D_{\beta \dot{a}} W_{jk}. \]  
(6.16)

Applying

\[ D_{\alpha \dot{\alpha}} = \frac{1}{6} (Q_{\alpha i} Q_{\dot{a}}^i + Q_{\dot{a}}^i Q_{\alpha i}) \]

to \( \lambda_{\beta}, \lambda_{\dot{\beta}}, \chi_{\beta}, \chi_{\dot{\beta}} \) and using equations 6.1-6.16 gives the first four superfield equations. Apply \( Q_{\beta i} \) to the second superfield equation, \( Q_{\dot{a}}^i \) to the first superfield equation, and \( Q_{\gamma j} \) to the third superfield equation, to give respectively the last three superfield equations.

Apply \( \hat{D} = \theta^a Q_{a i} + \theta^i Q_{a}^i \) to \( W_{ij}, W_{kl}, \chi_{i \dot{\gamma}}, \chi_{j \dot{\gamma}}, \lambda_{\alpha}, \lambda_{\dot{\alpha}}, f_{\alpha \dot{\beta}}, f_{\dot{a} \dot{b}} \) and use equations 6.1-6.16 to yield the \( \hat{D} \)-recursions. We note that we have

\[ [\Delta_{\beta i}, \Delta_{\alpha \dot{a}}] = [\Delta_{\dot{a}}^i, \Delta_{\alpha \dot{a}}] = 0. \]
(This follows from $\Delta^2 = -\Delta \Phi - \Phi \Delta$ or from a local calculation where the “Christoffel symbols” of $\Delta_{\beta i}$ and $\Delta^i_{\beta}$ respectively cause cancellation of $[q_{\beta i}, \partial_{\alpha \hat{\alpha}}]$ and $[q^i_{\beta}, \partial_{\alpha \hat{\alpha}}]$.) Thus $[\hat{D}, D_{\alpha}] = \hat{D} A_{\alpha \hat{\alpha}}$. This then gives

$$\hat{D} A_{\alpha \hat{\alpha}} = \theta^{\alpha i} \chi_{i \hat{\alpha}} \epsilon_{\beta \alpha} + \theta^i \chi_{\alpha \epsilon_{\beta \hat{\alpha}}}.$$

Applying $\hat{D}$ to $Q_{\alpha i} = \Delta_{\alpha i} + \omega_{\alpha i}$ and $Q^i_{\alpha} = \Delta^i_{\alpha} + \omega^i_{\alpha}$ gives us

$$(1 + \hat{D}) \omega_{\alpha i} = 2 \epsilon_{\alpha \beta \gamma} \theta^{\beta j} W_{i j} + 2 \theta^{\alpha i} A_{\alpha \hat{\alpha}},$$

and

$$(1 + \hat{D}) \omega^i_{\alpha} = 2 \epsilon_{\alpha \beta \gamma} \theta^{\beta j} W^{ij} + 2 \theta^{\alpha i} A_{\alpha \hat{\alpha}}.$$

In proving iii) $\Rightarrow$ ii) we must first take the $\hat{D}$-recursions as defining $A_{\alpha \hat{\alpha}}, \lambda_{\alpha}, \lambda_{\hat{\alpha}}, \chi_{\alpha \hat{\alpha}}, \chi_{i \hat{\alpha}}, W_i, W^i$ inductively on their nilpotency. We note that this is possible since $\hat{D} = D + T$ where $T$ strictly increases nilpotency and is independent of the connection. Next we are trying to show that

$$G = 0,$$

given that $G_{rd} = 0$ where $G$ is the left-hand side of one of the superfield equations. It is actually a system of equations

$$^k \hat{G} = 0$$

where $^k \hat{G} \in (Nil)^k$.

Assume $^0 \hat{G} = \ldots = ^{n-1} \hat{G} = 0$ where $\hat{G} \equiv G_{rd}$. Now

$$\hat{D} ^n \hat{G} = n \hat{G} = (\hat{D} \hat{G}).$$
Also
\[ \hat{(D\hat{G})} = \theta^{\alpha i} Q_\alpha G^{\hat{n}} + \theta^i_{\dot{\alpha}} Q_\dot{\alpha} G^{\hat{n}} + U^{\alpha \dot{\alpha}} \Delta_{\alpha \dot{\alpha}} G^{\hat{n}} + V^\alpha \Delta_{\alpha i} G^n + V^i \Delta^i_{\dot{\alpha}} G^{\hat{n}} \]
\[ + \theta^{\alpha i} \Gamma_{\alpha i} G^n + \theta^i_{\dot{\alpha}} \Gamma^i_{\dot{\alpha}} G^n \]

where \( G^n \) is \( G \) for some \( l < n \), i.e. zero, and \( G^{\hat{n}} \) is just \( G \). Thus
\[ \hat{(D\hat{G})} = (\theta^{\alpha i} Q_\alpha G + \theta^i_{\dot{\alpha}} Q_\dot{\alpha} G) \]

The \( D \)-recursions of Harnad et al.\cite{Harnad} are valid as \( \dot{D} \)-recursions by just replacing \( D \) everywhere with \( \dot{D} \). We can use the \( \dot{D} \)-recursions in exactly the same manner as Harnad et al.\cite{Harnad'} use the \( D \)-recursions, to show recursively that if \( G \) is the left-hand side of one of the \( N = 3 \) SSYM field equations then
\[ n G = \hat{(D\hat{G})} = (\hat{D}G) = 0. \]

This completes iii) \( \Rightarrow \) ii).

Now turn to the proof of ii) \( \Rightarrow \) i). Similiarly as in Harnad et al.\cite{Harnad'} we have assuming i) (integrability along supelight rays):
\[ (1 + \dot{D})\omega_{\alpha i} = 2\epsilon_{\alpha \beta \delta} \theta^{\beta \delta} W_{ij} + 2\theta^i_{\dot{\alpha}} A_{\alpha \dot{\alpha}} \]
and
\[ (1 + \dot{D})\omega_{\dot{\alpha}} = 2\epsilon_{\dot{\alpha} \dot{\beta} \dot{\delta}} W_{ij} + 2\theta^i_{\alpha} A_{\alpha \dot{\alpha}} . \]

One can thus use this to define recursively
\[ \{(1 + \dot{D})\omega_{\alpha i}\} = 2\epsilon_{\alpha \beta \delta} \theta^{\beta \delta} W_{ij} + 2\theta^i_{\dot{\alpha}} A_{\alpha \dot{\alpha}} + \dot{T} \omega_{\alpha i} \]

where $T = \hat{D} - D$. Note that $T^{\beta j}_{\alpha i}$ as an operator, strictly increases the nilpotency since

$$T = U^{\beta \dot{\beta}} \Delta_{\beta \dot{\beta}} + V^{\beta j} \Delta_{\beta j} + V^{\dot{\beta} j}_{\dot{\beta}} \Delta_{\beta j} + \theta^{\beta j} \Gamma_{\beta j} + \theta^{\dot{\beta} j}_{\dot{\beta}} \Gamma^j_{\dot{\beta}}$$

where $U^{\beta \dot{\beta}} \in (Nil)^2, V^{\beta j}, V^{\dot{\beta} j}_{\dot{\beta}} \in (Nil)^3$ and $\Gamma_{\beta j}, \Gamma^j_{\dot{\beta}}$ locally are just matrices or zero. Thus

$$T \omega_{\alpha i} = T(\sum_{i<n} \omega^j_{\alpha i}) .$$

One can similarly define $\omega^j_{\alpha i}$ recursively.

We will want to prove equations 6.1-6.16, just as is done in Harnad et al.[7], which in turn imply the constraint equations for integrability of the connection along superlight rays. As is done there, apply $(1 + D)$ to both sides of the equation we are trying to prove, $G = 0$, and use induction on the nilpotency.

We have $G = 0$ for equations 6.1-6.16, using the $\hat{D}$-recursions. Assume $G = 0$ for $l < n$. Then

$$\begin{align*}
(1 + D)G &= (1 + \hat{D} + T)G \\
&= (1 + \hat{D})G + T(\sum_{l<n} G) \\
&= (1 + \hat{D})G .
\end{align*}$$

One can use the $\hat{D}$-recursions in exactly the same way that Harnad et al.[7]. use the $D$-recursions to show that this last expression is zero for $G = 0$ being one of the equations 6.1-6.16. To show that these equations imply the constraint
equations we apply $2 + \mathcal{D}$ and a recursive argument on the nilpotency to both sides of each of the constraint equations. We refer the reader to [7], p.619 where Harnad et al. show, as an example, that

\[
\frac{n}{(2 + \mathcal{D})(\{Q_{\alpha i}, Q_{\beta j}\} - 2\epsilon_{\alpha\beta} W_{ij})}
\]

\[
= (2 + \mathcal{D})(\{Q_{\alpha i}, Q_{\beta j}\} - 2\epsilon_{\alpha\beta} W_{ij}) = 0,
\]

using equations 6.1- 6.16. This completes the proof of ii) $\Rightarrow$ i) and thus completes our proof of the equivalence of the three sets of data.

We note that i) $\Leftrightarrow$ iii) tells us that the data of the reduced fields determines a unique superconnection (up to gauge equivalence). For if we had two superconnections corresponding to the same set of reduced fields we could then find for each a superconnection which is gauge equivalent and which satisfies the “transverse” gauge condition in a common fixed choice of super coordinates. These two connections would then have to be equal to each other by the equivalence of data proven above.
Chapter 7

Vector Bundles and SSYM fields

It is now a well established procedure to show the equivalence of $N=3$ superconnections integrable along superlight rays and vector bundles over the space of superlight rays which vanish on normal quadrics. The reader may refer to Manin[15] or Schnider and Wells[19]. Recall the double fibration:

\[
\begin{array}{ccc}
\mathcal{N}^{5|6} & \longrightarrow & M^{4|12} \\
\downarrow \rho \downarrow \pi & & \downarrow \pi \\
F & & \\
\end{array}
\]

We present here the argument of Manin[15], pp.73-74, to construct from a connection on $M^{4|12}$ which is integrable along superlight rays, a vector bundle on $\mathcal{N}^{5|6}$ which is trivial on normal quadrics.

Assume the fibres of $\rho$, i.e. the superlight rays of $M$, are connected. Let $(\mathcal{E}_M, \nabla)$ be a vector bundle with connection on $M$, which is integrable along superlight rays and which has zero monodromy along these fibres. Let
\[ TF/N = \text{ker}(\rho_*) \text{ and let } \nabla_{F/N} \text{ be the composition} \]

\[ \pi^* \mathcal{E}_{\mathcal{M}} \xrightarrow{\pi^* \nabla} \pi^* \mathcal{E}_{\mathcal{M}} \otimes \pi^* \Omega^1 M \xrightarrow{\text{id} \otimes \text{res}} \Omega^1 F/N \]

where \( \text{res} \) is the restriction to \( TF/N \). Define \( \mathcal{E}_F' \equiv \text{ker}(\nabla_{F/N}) \). Since \( \nabla_{F/N} \) has no curvature or monodromy and the fibres of \( \rho \) are connected, we have that \( \mathcal{E}_N = \rho_* \mathcal{E}_F' \) is a locally free sheaf of \( \mathcal{A}_N \)-modules on \( \mathcal{N} \). Furthermore, this sheaf will be trivial when restricted to normal quadrics.

Now let \( \mathcal{E}_N \) be a vector bundle over \( \mathcal{N} \) which is trivial over normal quadrics. Let \( \mathcal{E}_F = \rho^*(\mathcal{E}_N) \). Since \( \mathcal{E}_F \) is trivial on the fibres of \( \pi \), we have \( \mathcal{E}_F = \Lambda_F \otimes \mathcal{A}_M \mathcal{E}_0 \) for some sheaf \( \mathcal{E}_0 \), which we can identify with some sheaf \( \mathcal{E}_M \) on \( M \). The vector bundle \( \mathcal{E}_M \) will then, by its construction have zero monodromy along any null geodesic. A connection on \( \mathcal{E}_M \) can be defined by a straightforward generalization of the Sparling-Ward splitting outlined by Schnider and Wells[19], pp. 52-53.

Let \( N^{5|6} \) be a space of superlight rays constructed for a complex conformal space-time \( M^4 \). Assume also that \( M^4 \) is civilized and reflexive and initially that \( M^4 \) is a Stein open set over which our vector bundle \( \mathcal{E}_{\text{rad}} \) is trivial and which is a supercoordinate chart for its extension \( M^{4|12} \). The above establishes the following theorem:

**Theorem 7.0.1** There is a 1-1 correspondence between equivalence classes of

a) Solutions to the N=3 SSYM equations on of a complex conformal space-time \( M^4 \) with no monodromy on any null line \( I \),

and
b) Super vector bundles over the space of superlight rays $N^5|6$, which are trivial over normal embedded $\mathbb{P}_1 \times \mathbb{P}_1$.

We may now piece together the local versions of this theorem to produce a global version in the manner à la LeBrun[12] p.1059. We first cover our spacetime with convex neighborhoods for which the theorem already holds. The theorem will also be true on their overlaps.

Over the image of each of these in the space of super light rays we obtain, via the correspondance a super vector bundle. On an overlap we have uniqueness up to isomorphism and thus an automorphism of the supervector-bundle over it. On the reduced level this automorphism is the identity. But the identity has only a unique extension over our overlap. Thus we may piece together uniquely the super vector bundles over the images to obtain a unique super vector bundle over the entire space of super light rays which is trivial over normal quadrics.
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