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Let $k$ be a finite field, $k_s$ its unique extension of degree $s$, $\overline{k}$ its algebraic closure. If $U \subseteq k^r$ is a set derivable over $k$, let $U_s = U \cap k_s^r$ and $N_s(U) = \# U_s$; then

$$\zeta_U(t) = \exp \sum_{s=1}^{\infty} \frac{N_s(U)}{s} t^s$$

and

$$\tau_U(t) = t \frac{d}{dt} \log \zeta_U(t).$$

Dwork has proved the rationality of $\zeta_U(t)$, hence of $\tau_U(t)$, in case $U$ is a variety. We prove that $\tau_U(t)$ is rational for any derivable set $U$.

The result is achieved using model-theoretic tools: Shoenfield's Quantifier Elimination Theorem is generalized to yield a semantic characterization of the
elimination of quantifiers. This is then applied to:

1) Produce a first-order language in which the elementary theory of \( C((t)) \) admits elimination of quantifiers: the theory discussed is an extension by definitions of the theory of \( C((t)) \) in ordinary valued-field language.

2) Produce an extension by definitions of the elementary theory of finite fields which admits elimination of quantifiers. This yields a simple characterization of sets definable over a finite field, and allows us to obtain our main result.
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List of symbols

Q - rational numbers
Z - rational integers
\mathbb{Z}_a - rational integers greater than a
C - complex numbers
L_\tau - language of type \tau
\text{St}_{L_\tau} - sentences in language of type \tau
\models - G is a model of the theory \Sigma
|G| - domain of the structure G
G_1 \subseteq G_2 - G_1 is a substructure of G_2
G_1 \preceq G_2 - G_1 is an elementary substructure of G_2
G_1 \equiv G_2 - G_1 is elementarily equivalent to G_2
G \models \varphi[a_1, \ldots, a_n] - G satisfies \varphi at (a_1, \ldots, a_n)
L_{\tau,G} - language of type \langle \tau, G \rangle, which means L_\tau with a new constant for every element of G adjoined
\text{Diag } G - set of atomic formulae and negations of atomic formulae in L_{\tau,G} satisfied by G.
G^\tau - interpretation in the structure G of the function, predicate or constant symbol \tau
\mathfrak{G}^* - multiplicative group of units of the field \mathfrak{G}
\mathfrak{F} - residue class field or the valued field \mathfrak{G}
\text{irred}(a, \mathfrak{F}) - minimum polynomial of } a \text{ over } \mathfrak{F}
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I - Introduction

A semantic characterization of the first-order theories admitting elimination of quantifiers is given; this is done by generalizing Shoenfield's Quantifier Elimination Theorem to a necessary and sufficient condition, via ultraproducts. This is then used to prove the possibility of eliminating quantifiers in two cases:

1) The elementary theory of $\mathbb{C}((t))$ (the field of formal power series over the complex numbers); the theory for which the existence of an elimination is established is an extension by definitions of the theory of $\mathbb{C}((t))$ in ordinary valued-field language. The proof involves results found in the Ax-Kochen papers relative to the Artin conjecture.

2) The elementary theory of finite fields; here, the theory for which the existence of a quantifier-elimination is established, is an extension by definitions of the theory of finite fields in ordinary field language; the extension is obtained by adjoining a countable set of predicate symbols $\{\varphi_n | n \in \mathbb{Z}_{>0}\}$, where each $\varphi_n$ is a $n+1$-ary relation symbol; for each $n \in \mathbb{Z}_{>0}$ we introduce a defining axiom which essentially says that for any model $\mathfrak{g}$ of our theory and for all $a_0, \ldots, a_n \in \mathfrak{g}$, we have

$$\mathfrak{g} \models \varphi_n[a_0, \ldots, a_n] \iff \text{the polynomial } a_n x^n + \ldots + a_0 \text{ has a root in } \mathfrak{g}.$$
This theory is then shown to be model-complete and to satisfy a weak isomorphism condition specified in our semantic characterization; this is done using methods contained in Ax's papers on finite fields.

The existence of an elimination of quantifiers as described in 2) is now used to establish the main result:

Let $k$ be a finite field, and $k_s$ its unique extension field such that $[k_s:k]=s$. Let $\varphi$ be a formula with $r$ free variables in ordinary field language and constants in $k$; let $U$ be the set defined over $k$ by $\varphi$. We define

\[ U_s = \{(a_1, \ldots, a_r) \in k_s^r | k_s \models \varphi[a_1, \ldots, a_r]\}, \]

\[ N_s(U) = |U_s|, \]

\[ \zeta_U(t) = \exp \sum_{s=1}^{\infty} \frac{N_s(U)}{s} t^s, \]

\[ \tau_U(t) = (\frac{d}{dt} \log \zeta_U(t)) t. \]

Dwork has proved that if $U$ is a variety, $\zeta_U(t)$ is rational, hence so is $\tau_U(t)$. We prove that $\tau_U(t)$ is rational for any definable set $U$. This is achieved by first eliminating quantifiers from $\varphi$, i.e., considering it reduced to its quantifier-free form in the extended field language; then, after various reductions, the main result boils down to proving that $\tau_U(t)$ is rational in the case where $U$ is defined by the atomic formula

\[ \varphi_n(p_0(x_1, \ldots, x_r), \ldots, p_n(x_1, \ldots, x_r)), \text{ with } p_i \in k[x_1, \ldots, x_r]. \]
The proof involves some moderately involved computations and Dwork's result.

As an illustration, the main result is used to establish the rationality of the Poincare series or the image of a variety under a morphism.

The terminology is standard, at least where not specifically defined in the text. In Chapter III, the terminology and notation is as in [10] and [11].
II - A semantic characterization of the elimination of quantifiers

Let \( \tau \) be a type, \( L_\tau \) the first-order language of type \( \tau \); let \( A \) be a theory in language \( L_\tau \).

**Definition 1:** We say that \( A \) satisfies the **isomorphism condition** if for every two models \( \mathcal{M} \) and \( \mathcal{M}' \) of \( A \) and every isomorphism \( \varphi \) of substructures of \( \mathcal{M} \) and \( \mathcal{M}' \), there is an extension of \( \varphi \) which is an isomorphism of a submodel of \( \mathcal{M} \) and a submodel of \( \mathcal{M}' \).

**Definition 2:** We say that \( A \) satisfies the **submodel condition** if for every model \( \mathcal{M} \) of \( A \), every submodel \( \mathcal{M} \) of \( \mathcal{M} \), and every closed simply existential formula \( \varphi \) of \( L_\tau, \mathcal{M} \), we have

\[
\mathcal{M} \models \varphi \iff \mathcal{M}' \models \varphi
\]

The following theorem is well-known [6, p. 85]:

**Quantifier Elimination Theorem:** If \( A \) satisfies the isomorphism condition and the submodel condition, then \( A \) admits elimination of quantifiers.

The Quantifier Elimination Theorem gives a sufficient condition for a theory to admit elimination of quantifiers. However, this condition is not necessary, as is established by the following counter-example, due to Allan Adler:

**Counter-example:** Let \( \Gamma \) denote the "theory of
independent events", described as follows:

Language of $\Gamma$: no constant symbols
no function symbols
a countable set $\{\rho_n | n \in \mathbb{N}\}$ of unary predicate symbols

Axioms of $\Gamma$: for every ordered pair $(S,T)$ of finite subsets of $\mathbb{N}$ such that $S \cap T$ is empty we have an axiom

$$A(S,T) : (\exists x)(\bigwedge_{n \in S} \rho_n(x) \land \bigwedge_{n \in T} \neg \rho_n(x))$$

$\Gamma$ admits elimination of quantifiers; indeed, by [6, p. 83], it suffices to show that if $\varphi$ is a simply existential formula, $\varphi$ is equivalent in $\Gamma$ to an open formula; so let $\varphi$ be of the form $(\exists x)\psi$, with $\psi$ an open formula. By a standard reduction we may assume that $\psi$ has a conjunctive matrix, i.e.

$\psi$ has the form

$$r \land (\bigwedge_{n \in S} \rho_n(x)) \land (\bigwedge_{n \in T} \neg \rho_n(x))$$

where $y_1, \ldots, y_r$ are the free variables of $\varphi$ and $S, T, S_1, T_1 (i=1, \ldots, r)$ are finite sets of positive integers.

If $S \cap T$ is empty, then by $A(S,T)$ we have

$$\Gamma \vdash \varphi \rightarrow (\bigwedge_{i=1}^r (\bigwedge_{n \in S_1} \rho_n(y_i)) \land (\bigwedge_{n \in T_1} \neg \rho_n(y_i)))$$

If $S \cap T$ is not empty then we have

$$\Gamma \vdash \varphi \rightarrow \rho_1(x) \land \neg \rho_1(x)$$
To establish our counter-example all that remains to be done is to show that \( \Gamma \) does not satisfy the isomorphism condition: indeed, we define two subsets \( M, N \) of \([0,1]\) as follows:

First, we define sequences \( \{ M_n \}_{n \in \omega}, \{ N_n \}_{n \in \omega} \) of finite subsets of \([0,1]\) inductively by:

\[
M_0 = N_0 = \{ 0 \},
\]

If \( M_0, \ldots, M_n, N_0, \ldots, N_n \) are known, choose \( \xi_1, \ldots, \xi_{2^{n+1}}, \eta_1, \ldots, \eta_{2^{n+1}} \) in \([0,1]\) such that all are irrational,

\[
\xi_j, \eta_j \in ([j-1]/2^{n+1}, j/2^{n+1}) \quad (j=1, \ldots, 2^{n+1}),
\]

all are distinct and none are contained in \( M_n \) or \( N_n \).

We put \( M_{n+1} = M_n \cup \{ \xi_1, \ldots, \xi_{2^{n+1}} \} \), \( N_{n+1} = N_n \cup \{ \eta_1, \ldots, \eta_{2^{n+1}} \} \).

We now define \( M = \bigcup_{n \in \omega} M_n \), \( N = \bigcup_{n \in \omega} N_n \).

We make \( M, N \) models of \( \Gamma \) by interpreting \( \rho_n(x) \) to mean that the \( n \)-th binary digit of \( x \) is 1. The axioms then simply require that \( M \) and \( N \) should each have non-empty intersection with each dyadic interval \([j/2^n, (j+1)/2^n]\) and are satisfied by construction.

\( M_0 = N_0 = \{ 0 \} \) are isomorphic substructures of \( M \) and \( N \).

However, any isomorphism of submodels of \( M \) and \( N \) must take an irrational number into itself. Since \( M \cap N = \{ 0 \} \), the isomorphism condition fails.
The Quantifier Elimination Theorem is now going to be extended to a necessary and sufficient condition, therewith yielding a semantic characterization of the elimination of quantifiers. We need

**Definition 3:** We say that $\Lambda$ satisfies the weak isomorphism condition if for every two models $G$ and $G'$ of $\Lambda$ and every isomorphism $\sigma$ of a substructure of $G$ and a substructure of $G'$, there is an elementary extension $G''$ of $G'$ and an extension of $\sigma$ which is an isomorphism of a submodel of $G$ and a submodel of $G''$.

We then have

**Theorem 1:** $\Lambda$ admits elimination of quantifiers if and only if $\Lambda$ is model-complete and $\Lambda$ satisfies the weak isomorphism condition.

For the proof of Theorem 1 we need the following three Lemmas:

**Lemma 1:** Let $\phi$ be a closed formula in $L_\tau$. Suppose that for every two models $G$ and $G'$ of $\Lambda$ such that for every variable-free formula $\psi$ in $L_\tau$ $G \models \psi \iff G' \models \psi$, we have $G \models \phi \iff G' \models \phi$. Then $\phi$ is equivalent in $\Lambda$ to a variable-free formula.

**Proof:** Done in [6, P. 83].
Lemma 2: Let $\Lambda'$ be obtained from $\Lambda$ by adjoining a new constant. If $\Lambda$ satisfies the weak isomorphism condition (is model-complete), then so does (is) $\Lambda$.

**Proof:** immediate.

Lemma 3: If $\Lambda$ is model-complete and satisfies the weak isomorphism condition and contains a constant, then every closed formula in $L_\tau$ is equivalent in $\Lambda$ to a variable-free formula.

**Proof:** Let $\varphi$ be closed. By Lemma 1 it suffices to verify that for any $G_1, G_2 \models \Lambda$ such that for every variable-free formula $\psi$, $G_1 \models \psi \iff G_2 \models \psi$, we have $G_1 \models \varphi \iff G_2 \models \varphi$.

So assume $G_1 \models \Lambda$ and $G_2 \models \Lambda$ and that for any variable-free $\psi$ we have $G_1 \models \psi \iff G_2 \models \psi$. For $i=1,2$, let $\mathfrak{A}_i$ be a minimal substructure of $G_i$, i.e., a substructure obtained by closing up under the functions of $G_i$ the set obtained by interpreting in $G_i$ all the variable-free terms of $L_\tau$; since $\Lambda$ contains a constant, $\mathfrak{A}_1$ is non-empty; by the assumption on $G_1$ and $G_2$, it is clear that we can construct an isomorphism $\theta: \mathfrak{A}_1 \longrightarrow \mathfrak{A}_2$. By the weak isomorphism condition, $\theta$ can be extended to an isomorphism $\theta': C_1 \longrightarrow C_2$ where

$\mathfrak{A}_1 = C_1 \subseteq G_1$, $C_1 \models \Lambda$, $C_2 \models \Lambda$ and $\mathfrak{A}_2 \subseteq C_2 \subseteq C_2'$, with $G_2 \preceq C_2$. 
Because \( \Lambda \) is model-complete
\[
G_1 \models \varphi \Rightarrow c_1 \models \varphi \text{ and } G_2' \models \varphi \Rightarrow c_2 \models \varphi \Rightarrow G_2 \models \varphi
\]
and because \( \varphi' \) is isomorphism \( c_1 \models \varphi \Rightarrow c_2 \models \varphi \)

\[ q.e.d. \]

Proof of Theorem 1:

\[ \Leftarrow : \] We want to show that every formula \( \varphi \) in \( L_T \)
is equivalent in \( \Lambda \) to an open formula. Let \( \varphi' \) be obtained
from \( \varphi \) by replacing each variable free in \( \varphi \) by a new
constant and say \( \Lambda' \) is the theory obtained from \( \Lambda \) by
adjoining these new constants (or by adjoining one new
constant if \( \varphi \) is closed). From Lemmas 2 and 3, \( \varphi' \) is
equivalent in \( \Lambda \) to a variable-free formula; so by a
Theorem on Constants [6, p. 33], \( \varphi \) is equivalent in \( \Lambda \)
to an open formula.

\[ \Rightarrow : \] Let \( G_1, G_2 \models \Lambda, G_1 \models G_2 \);

\[ \text{to prove that } \Lambda \text{ is model-complete, we need } G_1 \models G_2 ; \]
so let \( \varphi \) be a formula in \( L_T \), with free variables \( x_1, \ldots, x_n \);
we must show that given any \( a_1, \ldots, a_n \in |G_1| \),
\[
G_1 \models \varphi[a_1, \ldots, a_n] \Rightarrow G_2 \models \varphi[a_1, \ldots, a_n].
\]

By hypothesis, \( \Lambda \) admits elimination of quantifiers,

hence we can find a quantifier-free formula \( \psi \) equivalent
in \( \Lambda \) to \( \varphi \), i.e., such that

\[ \Lambda \models \forall x_1 \ldots \forall x_n (\varphi \rightarrow \psi) \]
But then
\[ G_i \models (\phi \iff \psi)[a_1, \ldots, a_n] \quad (i=1,2), \]
so
\[ G_1 \models \phi[a_1, \ldots, a_n] \Rightarrow G_1 \models \phi[a_1, \ldots, a_n] \]
and since \( \psi \) is quantifier-free and \( G_1 \subseteq G_2 \),
\[ G_1 \models \psi[a_1, \ldots, a_n] \Rightarrow G_2 \models \psi[a_1, \ldots, a_n] \]
and hence
\[ G_1 \models \phi[a_1, \ldots, a_n] \Rightarrow G_2 \models \phi[a_1, \ldots, a_n] \]
which establishes that \( \Lambda \) is model-complete.

We now show that \( \Lambda \) satisfies the weak isomorphism condition:

Let \( G_1, G_2 \models \Lambda \) and let
\[ \theta : s_1 \rightarrow s_2 \]
be an isomorphism, with \( s_i \subseteq G_i \quad (i=1,2) \)
Let \( \tau' \) be the type obtained from \( \tau \) by adjoining as new constants a set enumerating \( |s_1| \).

Then, if \( |s_1| = \{b_j\}_j \in |s_1| \), and
\[ |s_2| = \{\theta(b_j)\}_j \in |s_1| \]
\[ < G_1, \{b_j\}_j \in |s_1| > \text{ and } < G_2, \{\theta(b_j)\}_j \in |s_1| > \]
are structures of type \( \tau' \).

Claim: \( < G_1, \{b_j\}_j \in |s_1| > = < G_2, \{\theta(b_j)\}_j \in |s_1| > \)

Indeed: let \( \phi \epsilon St_{\tau'} \). Say the new constants
occurring in \( \varphi \) are \( b_{j_1}, \ldots, b_{j_n} \).

Let \( \varphi^* \) be \( \text{Sub}_{b_{j_1}, \ldots, b_{j_n}} \varphi \).

Since \( \Lambda \) admits elimination of quantifiers, we can find

\( \psi(x_1, \ldots, x_n) \) quantifier-free such that

\[
\Lambda \models \varphi^* \iff \psi,
\]

so

\[
G_1 \models \forall x_1 \ldots \forall x_n (\varphi^* \iff \psi) \quad (i=1,2)
\]

In particular,

\[
G_1 \models (\varphi^* \iff \psi)[b_{j_1}, \ldots, b_{j_n}]
\]

and

\[
G_2 \models (\varphi^* \iff \psi)[\theta(b_{j_1}), \ldots, \theta(b_{j_n})]
\]

but \( \mathcal{A}_1 \models G_1 \quad (i=1,2) \), and since \( \psi \) is quantifier free

\[
G_1 \models \psi[b_{j_1}, \ldots, b_{j_n}]
\]

\[
G_2 \models \psi[\theta(b_{j_1}), \ldots, \theta(b_{j_n})]
\]

and so

\[
G_1 \models \varphi^*[b_{j_1}, \ldots, b_{j_n}]
\]

\[
G_2 \models \psi^*[\theta(b_{j_1}), \ldots, \theta(b_{j_n})]
\]

which obviously implies

\[
< G_1, \{ b_j \}_{j \in |\mathcal{A}_1|} > \models \psi \iff < G_2, \{ \theta(b_j) \}_{j \in |\mathcal{A}_1|} > \models \varphi
\]

and so the claim is established.

Now we prove our theorem by applying Frayne's

Lemma [4, p. 161]:
we can find an ultralilter pair \(< I, F >\) such that
\(< G_1, \{ b_j \}_{j \in \mathcal{S}_1} >\) is elementarily embeddable in
\(< G_2, \{ \theta(b_j) \}_{j \in \mathcal{S}_1} >^I / F.\)

But this naturally means that we can embed \(G_1\)
in \(G_2^I / F\) by an embedding extending \(\theta\), and since
\(G_2^I / F\) is an elementary extension of \(G_2\), the theorem
is proved.

q. e.d.
III - A language in which the theory of \( C((t)) \) admits elimination of quantifiers

Let \( \tau \) be a type, \( \Lambda \) a theory in language \( L_\tau \).

**Definition 4:** Let \( \{ \phi_i \}_{i \in \mathbb{A}} \) be a collection of formulae in language \( L_\tau \); let \( n_i \) be the number of free variables of \( \phi_i \) (we assume \( n_i \geq 1 \)). Let \( \tau' \) be obtained from \( \tau \) by adjoining for every \( i \in \mathbb{A} \) an \( n_i \)-ary predicate symbol - say \( p_i \). Let \( \Lambda' \) be the theory in language \( L_{\tau'} \), obtained from \( \Lambda \) by adjoining the set of axioms

\[
[p_i(x_1, \ldots, x_{n_i}) \leftrightarrow \phi_i(x_1, \ldots, x_{n_i})] \quad |i \in \mathbb{A}|
\]

Then \( \Lambda' \) is called an extension by definitions of \( \Lambda \), and the axiom:

\[
p_i(x_1, \ldots, x_{n_i}) \leftrightarrow \phi_i(x_1, \ldots, x_{n_i})
\]

is called the defining axiom for \( p_i \).

**Lemma 4:** Let \( \Lambda' \) be an extension by definitions of \( \Lambda \). Then \( \Lambda \) is complete \( \Leftrightarrow \) \( \Lambda' \) is complete.

**Proof:** Immediate, using an Equivalence Theorem as in [6, p. 34].

Let \( C((t)) \) denote the fields of formal power series (in \( t \)) over the complex numbers. We now describe
a language and theory of \( C((t)) \) in this language which
admits elimination of quantifiers:

\textbf{Language: function symbols:} \( + \) (field addition)
- \( \cdot \) (field multiplication)
- \( - \) (field subtraction)
- \( ^{-1} \) (field multiplicative inversion)

\textbf{Predicate symbols:} \( \phi \) (being an integer with
respect to the valuation -
unary relation)
\[ \phi_n \] (having order \( n \) - unary
relation)

\textbf{Constant symbols:} \( 0 \) (field zero)
- \( 1 \) (field unity)

\textbf{Axioms:} 1) valued field axioms
2) residue class field is algebraically closed
and of characteristic zero
3) Hensel field axioms, i.e.,
- a) value group is \( \mathbb{Z} \)-group [9, p. 612]
- b) Hensel's Lemma
4) Defining axioms for \( \phi_n \) (\( n \in \mathbb{Z}_{>0} \)):
- a) \( \phi_1(x) \iff (x \neq 0 \land \phi(x) \land \neg \phi(x^{-1}) \land \forall y (\phi(y) \land \phi(y^{-1}) \rightarrow \phi(x^{-1}y))) \)
- b) \( \phi_n(x) \iff \forall y (\phi_1(y) \rightarrow \phi(y^{-1}x) \land \phi(x^{-1}y^n)) \quad (n \in \mathbb{Z}_{>1}) \)
It is a known fact that the theory of algebraically closed fields of characteristic zero is complete. It then follows from [3, p. 442, Thm 5] that the theory of Hensel fields whose residue class fields are algebraically closed of characteristic zero is complete; i.e., the theory in the language of valued fields whose axioms are are 1), 2) and 3) above is complete. But the theory we have described above is an extension by definitions of the theory in the language of valued fields whose axioms are 1), 2) and 3) above, hence it also is complete. Let us call it \( \Lambda \).

Since \( C((t)) \models \Lambda \), \( \Lambda \) is the theory of \( C((t)) \) in the described language. Now we can proceed to prove

**Theorem 2**: \( \Lambda \) admits elimination of quantifiers.

**Remark**: Weisspresnking [8] has exhibited an elimination of quantifiers for \( C((t)) \) in another language. However, this language contains a cross-section, which is a function not elementarily definable in the theory of valued fields; hence, his theory is not an extension by definitions of the theory of \( C((t)) \) in the language of valued fields.

Theorem 2 will be an immediate application of the Quantifier Elimination Theorem, once we have proved the following two Propositions:

**Proposition 1**: \( \Lambda \) is model-complete.
Proposition 2: A satisfies the isomorphism condition.

If $\mathfrak{y} \models \Lambda$, $|\mathfrak{y}|$ naturally becomes a Hensel field, which we shall denote $F$, where $\mathcal{O}_\mathfrak{y}$ is the ring of integers; we shall designate by $G$ the value group thus obtained (which is, of course, a $\mathbb{Z}$-group), and by $\text{ord} : F^* \rightarrow G$ the valuation; $\overline{F}$ will denote the residue class field.

For the proof of Proposition 1 we shall use two Lemmas:

Lemma 5: Let $\mathfrak{y} \models \Lambda$; then then $\mathfrak{y}$ admits a cross-section, i.e., there exists a function $\pi : G \rightarrow F^*$ which is a group homomorphism and such that $\text{ord} \circ \pi = \text{id}_G$.

Proof: Let $U$ be the group of units in $F$, i.e.,

$U = \{u \in F | \text{ord} u = 0_G\}$.

Claim: $U$ is divisible as a multiplicative subgroup of $F^*$.

Indeed: let $a \in U$, $n \in \mathbb{Z}_{>0}$; show $x^n - a = 0$ has a solution in $U$: this is an immediate consequence of Hensel's Lemma, since $\overline{F}$ has characteristic zero, and claim is established.

Now consider the short exact sequence

$[1] \rightarrow U \rightarrow F^* \xrightarrow{\text{ord}} G \rightarrow [0]$

Since $U$ is divisible, the sequence splits, and we get a homomorphism $\pi : G \rightarrow F^*$ such that $\text{ord} \circ \pi = \text{id}_G$. 
i.e., we get the required cross-section. q.e.d.

**Lemma 6**: Let $\Lambda$ be a theory without finite models in a language of cardinality $\aleph_0$. Then:

$\Lambda$ is model-complete $\iff$ for any model $G \models \Lambda$ of cardinality $\aleph_0$

the Diagram of $G$ is complete.

**Proof**: = obvious, from one of the current definitions of model-completeness.

$\Leftarrow$: let $\mathfrak{a}_1, \mathfrak{a}_2 \models \Lambda, \mathfrak{a}_1 \subseteq \mathfrak{a}_2$.

By Robinson's test for model-completeness, it suffices to show that if $\varphi$ is a primitive sentence in the language of $\mathfrak{a}_1$ and $\mathfrak{a}_2 \models \varphi$, then $\mathfrak{a}_1 \models \varphi$. Indeed: in $\varphi$ occur only a finite set $S$ of constants designating elements of $|\mathfrak{a}_1|$. By Skolem-Löwenheim, we can extend $S$ to a model $\mathfrak{a}_3 \models \Lambda$ such that $S \leq |\mathfrak{a}_3|$ and $\mathfrak{a}_3 \subseteq \mathfrak{a}_1 \subseteq \mathfrak{a}_2$ and $\text{card} |\mathfrak{a}_3| = \aleph_0$.

By hypothesis, Diag $\mathfrak{a}_3$ is complete. But

$\mathfrak{a}_2 \models \text{Diag } \mathfrak{a}_3$ and $\mathfrak{a}_2 \models \varphi$, so.

$\varphi \in \text{Diag } \mathfrak{a}_3$, i.e., $\mathfrak{a}_3 \models \varphi$ and $\mathfrak{a}_3 \subseteq \mathfrak{a}_1 \Rightarrow \mathfrak{a}_1 \models \varphi$. q.e.d.

**Proof of Proposition 1**: By Lemma 6, it suffices
to show that \( \mathcal{J} \models \Lambda \), card\(|\mathcal{J}|=\aleph_0 \Rightarrow \text{Diag } \mathcal{J} \) complete. So, assume \( \mathcal{J} \models \Lambda \), card\(|\mathcal{J}|=\aleph_0 \). By Loewenheim-Skolem, it suffices to show that

\[ \mathcal{A}_1, \mathcal{A}_2 \models \text{Diag } \mathcal{J}, \text{card }|\mathcal{A}_1|=\text{card }|\mathcal{A}_2|=\aleph_0 \Rightarrow \mathcal{A}_1=\mathcal{A}_2 \]

We may assume \( \mathcal{J} \subseteq \mathcal{A}_i \) \( (i=1,2) \).

Let I be a countable set, D a non-principal ultrafilter (n.p.u.f.) on I; it now suffices to show that

\[ \mathcal{A}_1^I/D = \mathcal{A}_2^I/D \quad \text{(as valued fields)} \]

It is certainly true that \( \mathcal{A}_1^I/D \) and \( \mathcal{A}_2^I/D \) have isomorphic value groups (say by [3, p. 438]); they obviously have isomorphic residue class fields of characteristic zero; then, assuming the Generalized Continuum Hypothesis, our proposition follows from the following version of the theorem in [4, p. 491]:

"Let \( B_1 \) \( (i=1,2) \) be \( \omega \)-pseudo-complete Hensel fields of cardinality \( \aleph_1 \) with isomorphic value groups \( G_1 \) or cardinality \( \aleph_1 \) and isomorphic residue class fields of characteristic zero. Assume there exist normalized cross-sections \( \tau_1 : G_1 \longrightarrow B_1 \). Let \( F \subseteq B_1 \) be a Hensel field with ord\( F \) countable; then there exists an isomorphism \( \theta : B_1 \longrightarrow B_2 \) over \( F \)."

\[ \text{q.e.d.} \]

**Remark:** \( \Lambda \) is thus proved to be model-complete,
and the \( \varphi_n \) are predicates in its language which are elementarily definable in terms of the remaining ones, for the theory of \( C((t)) \); however, this theory is no longer model-complete just in ordinary valued field language (hence does not admit elimination of quantifiers in this language). In our proof of model-completeness we use the presence of the predicate \( \varphi_1 \) when we allow "let \( F \preceq B \) be Hensel fields" to signify that the prime elements of \( F \) must be prime elements of \( B \). Similarly, the existence of the predicates \( \varphi_n \) will be strongly used in the proof that \( A \) satisfies the isomorphism condition. We need some more Lemmas:

**Lemma 7:** Let \( G \) be a \( Z \)-group, \( H \) a subgroup of \( G \) and \( 1 \in H \) (1 is the identity of \( G \)); then
\( H \) is a \( Z \)-group \( \iff H \) is pure in \( G \).

**Proof:** \( \Leftarrow \): want to show \( (H:nH)n = n \):

\[ \theta : H/nH \longrightarrow G/nG \text{ is a well-defined group-homomorphism} \]

and because \( H \) is pure in \( G \), \( \theta \) is injective, hence

\[ (H:nH) \leq (G:nG) = n \]

But the diagram

\[
\begin{array}{c}
H \\ \downarrow \pi_H \end{array} \quad \xymatrix{ \ar[r]^1 & G } \quad \begin{array}{c} \downarrow \pi_G \\ H/nH \ar[r]^-\theta & G/nG \end{array}
\]

commutes, and since \( 1 \in H \), \( k \in H \), for any \( k = 1, \ldots, n \).
But \( \pi_g(j) \neq \pi_g(k) \) for all \( j, k = 1, \ldots, n \), \( j \neq k \)

hence \( \pi_h(j) \neq \pi_h(k) \) for all \( j, k = 1, \ldots, n \), \( j \neq k \)

so \( (H: nH) \geq n \).

\( \Rightarrow \) say \( H \) is a \( Z \)-group, \( 1 \in H \), but \( H \) is not pure in \( G \).

Let \( h \in H \) and \( g \in G-H, \ h = ng \) \((n \in Z \geq 0)\).

We have \( (H: nH) = (G/ng) = n \).

By the Euclidean algorithm, we can find \( h' \in H \) and \( k \in Z \geq 0 \) such that \( h = nh' + k \) with \( 0 \leq k < n \).

But then \( n(g-h') = k \), \( g-h' \in G \);

since \( k < n \), this is only possible with \( k = 0 \), i.e., \( g = h' \), which contradicts \( g \in G-H \).

q.e.d.

**Lemma 8:** If \( \mathfrak{J} \models \Lambda \), \( a \in F \) then \( a \) has \( n \)-th root in \( F \) \( \Rightarrow \) \( n \mid \text{ord} \ a \) in \( \text{ord} \ F^* \).

**Proof:** \( \Rightarrow \): obvious

\( \leftarrow \): take a cross-section \( \pi: \text{ord} \ F^* \longrightarrow F \)

and let \( a' = \pi(\text{ord} \ a) \); we have that \( \text{ord} \ a = n \beta \), for some \( \beta \in \text{ord} \ F^* \); also, \( \text{ord} \ a' = \text{ord} \ a \), so \( a = ua' \), for some \( u \)

such that \( \text{ord} \ u = 0 \). By Hensel's Lemma, \( u \) has an \( n \)-th root, hence it suffices to show that \( a' \) has an \( n \)-th root.

But this is so because \( a' = \pi(n \beta) = (\pi \beta)^n \).

q.e.d.
Corollary: If $\mathfrak{F} \models \Lambda$, $\mathfrak{A} \models \mathfrak{F}$ and $\mathfrak{F} \models \Phi_n[a]$, then $a$ has an $n$-th root in $\mathfrak{F}$.

Remark: If $\mathfrak{F} \models \Lambda$, $\mathfrak{F}$ is "more" than just a field; however, to simplify notation, we shall also denote by $\mathfrak{F}$ the value field which is underlying, by ord the valuation, by $\overline{\mathfrak{F}}$ the residue class field, etc.

Lemma 9: Let $\mathfrak{H} \models \Lambda$, $\mathfrak{F} \models \mathfrak{H}$, and let $\mathfrak{F}$ contain a prime element of $\mathfrak{H}$; then

$\mathfrak{F} \models \Lambda \Rightarrow \mathfrak{F}$ is relatively algebraically closed in $\mathfrak{H}$.

Proof: since $\mathfrak{F}$ is Henselian, it suffices to show that ord $\mathfrak{F}^*$ is pure in ord $\mathfrak{H}^*$, and that $\overline{\mathfrak{F}}$ is relatively algebraically closed in $\overline{\mathfrak{H}}$; the latter is obvious, since $\overline{\mathfrak{F}}$ is algebraically closed. As for ord $\mathfrak{F}^*$ being pure in ord $\mathfrak{H}^*$, this is a direct consequence of Lemma 7.

$\Leftarrow$: $\mathfrak{F}$ is Henselian, $1 \in \text{ord}_{\mathfrak{F}^*}$; so, by Lemma 7, it suffices to show that ord $\mathfrak{F}^*$ is pure in ord $\mathfrak{H}^*$:

assume $\alpha \in \text{ord}_{\mathfrak{F}^*}$, $\beta = n \alpha \in \text{ord}_{\mathfrak{F}^*}$, $n \in \mathbb{Z}_{>0}$;

let $\alpha = \text{ord}_{\mathfrak{F}} a$, $a \in \mathfrak{A}$

$\beta = n\alpha = \text{ord}_{\mathfrak{F}} b$, $b \in \mathfrak{F}$

By Lemma 8, $b$ has an $n$-th root in $\mathfrak{H}$, hence $b$ has an $n$-th root in $\mathfrak{F}$, so $n \mid \text{ord}_{\mathfrak{F}} b$ in ord $\mathfrak{F}^*$.

q.e.d.
Definition 5: Let $\tau$ be the type of our language, let $\mathfrak{J}_1, \mathfrak{J}_2$ be two structures of type $\tau$; a function $\theta : \mathfrak{J}_1 \rightarrow \mathfrak{J}_2$ is defined to be a homo (epi, mono, iso)-morphism in the usual way; $\theta$ will be called a value-homo (epi, mono, iso)-morphism whenever it respects the functions in our structures and the $\sigma$ relation, i.e., takes integers into integers. To be called a value-homomorphism $\theta$ need not take prime elements into prime elements or elements of order $n$ into elements of order $n$, i.e., the concept of value-homomorphism is weaker than the concept of homomorphism. However, a value-ismorphism is the same thing as an isomorphism.

Lemma 10: suppose $\mathfrak{J} \subseteq \mathfrak{J}' \subseteq \mathfrak{H}_1$ and $\mathfrak{J}', \mathfrak{H}_1, \mathfrak{H}_2 \models \Lambda$ and $\theta : \mathfrak{J} \rightarrow \mathfrak{H}_2$ is a monomorphism; then, if we can extend $\theta$ to a value-monomorphism $\theta' : \mathfrak{J}' \rightarrow \mathfrak{H}_2$, which takes at least one prime element of $\mathfrak{J}'$ (or $\mathfrak{H}_1$) into a prime element of $\mathfrak{H}_2$, then $\theta'(\mathfrak{J}') \models \Lambda$, with $\theta'(\mathfrak{J}')$ having the structure induced by $\mathfrak{H}_2$, i.e., $\theta'(\mathfrak{J}')$ is a submodel of $\mathfrak{H}_2$.

Proof: immediate.

Corollary: To establish the isomorphism condition for $\Lambda$, hence prove Proposition 2, we need only prove the following:
Given $\mathfrak{N}_1 \models \Lambda$, $\mathfrak{I}_1 \succeq \mathfrak{N}_1$ (i=1,2) and an isomorphism $\theta : \mathfrak{I}_1 \longrightarrow \mathfrak{I}_2$, we can find $\mathfrak{I}'$ and $\theta'$ such that:

a) $\mathfrak{I}_1 = \mathfrak{I}' \succeq \mathfrak{N}_1$

b) $\mathfrak{I}'$ is relatively algebraically closed in $\mathfrak{N}_1$

c) $\theta' : \mathfrak{I}' \longrightarrow \mathfrak{N}_2$ is a value-monomorphism extending $\theta$ and taking some prime element of $\mathfrak{N}_1$ into a prime element of $\mathfrak{N}_2$.

Proof: Lemmas 9, 10.

We now prove three more Lemmas allowing us to carry out the different steps required to extend $\theta$:

Lemma 11: Let $\mathfrak{I}_1$, $\mathfrak{N}_1$, $\theta$ be as in the Corollary to Lemma 10; then we can extend $\theta$ to a value-monomorphism $\theta' : \mathfrak{I}' \longrightarrow \mathfrak{N}_2$, where $\mathfrak{I}_1 \succeq \mathfrak{I}' \succeq \mathfrak{N}_1$ and where $\theta'$ takes some prime element of $\mathfrak{N}_1$ into a prime element of $\mathfrak{N}_2$.

Proof: $\mathfrak{I}' \succeq \text{ord } \mathfrak{N}_1$.

Let $A_1 = \{ k \in \mathbb{Z}_{\geq 0} \mid k \in \text{ord } \mathfrak{I}_1 \}$ (i=1,2)

Case 1: $A_1 \neq \emptyset$.

Then let $n = \min A_1$ and say $\text{ord } r_1 = n$, with $r_1 \in \mathfrak{I}_1$ and let $r_2 = \theta(r_1)$.

If $n=1$ we are done, since $\theta$ is an isomorphism, not just a value-isomorphism. For the same reason, observe
that \( n = \min A_2 \) and \( \text{ord} \, \theta(r_1) = \text{ord} \, r_2 = n \). So we may assume that \( n > 1 \).

By the Corollary to Lemma 8, \( r_1 \) has an \( n \)-th root in \( \mathcal{H}_1 \), i.e., \( x^n - r_1 = 0 \) has a solution in \( \mathcal{H}_1 \) — say \( a_1 \).

But \( a_1^n = r_1 \) hence \( \text{nord} \, a_1 = n \) hence \( \text{ord} \, a_1 = 1 \), i.e., \( a_1 \) is a prime element of \( \mathcal{H}_1 \).

Also, \( x^n - r_1 \) is irreducible over \( \mathcal{F}_1 \); indeed:

\[
e(\mathcal{F}_1(a_1)/\mathcal{F}_1) = [\mathcal{F}_1(a_1):\mathcal{F}_1] = n,
\]

but also the order of the equivalence class of \( \text{ord} \, a_1 \) in \( \text{ord} \, \mathcal{F}_1(a) \) must be \( n \) (by minimality of \( n \)), hence \( n|e \), i.e., \( n \leq e \leq n \), so \( n = e = [\mathcal{F}_1(a_1):\mathcal{F}_1] \).

But \( \theta \) is an isomorphism, so \( x^n - r_1 \) irreducible over \( \mathcal{F}_1 \) \( \Rightarrow \) \( x^n - r_2 \) irreducible over \( \mathcal{F}_2 \) and because \( \text{ord} \, r_2 = n \), \( x^n - r_2 = 0 \) has a solution in \( \mathcal{F}_2 \) — say \( a_2 \). We can now define

\[
\theta^1 : \mathcal{F}_1(a_1) \longrightarrow \mathcal{H}_2 \quad \text{by}
\theta(a_1) = a_2,
\]

which is obviously an algebraic monomorphism.

It also is a value-monomorphism for the following reason:

let \( b \in \mathcal{F}_1(a_1) : b = \sum_{i=0}^{n-1} g_i a_1^i, \quad g_i \in \mathcal{F}_1 \)

and \( i \neq j \Rightarrow \text{ord} \, (g_i a_1^i) \neq \text{ord} \, (g_j a_1^j) \);

indeed: \( \text{ord} \, (g_i a_1^i) = \text{ord} \, g_i + 1 \) \( \text{ord} \, a_1 = \text{ord} \, g_i + 1 \).
\[ \text{ord } (g_j a_1^j) = \text{ord } g_j + j \] , and

\[ 1 \neq j \Rightarrow 0 < |1 - j| < n \text{ so} \]

\[ \text{ord } (g_1 a_1^1) = \text{ord } (g_j a_1^j) \Rightarrow 1 - j = \text{ord } g_1 - \text{ord } g_j \in \text{ord } \mathfrak{F}_1^* \]

which is a contradiction; hence

\[ \text{ord } b = \min \{ \text{ord } g_1 + 1 \mid 1 = 0, \ldots, n-1 \} \]

and similarly \[ \text{ord } \theta'(b) = \min \{ \text{ord } \theta(g_1^i) + 1 \mid 1 = 0, \ldots, n-1 \} \]

Say \[ \text{ord } b = \text{ord } g_1^{i_0} + 1 \] ; since \( \theta \) is a value-monomorphism,

\[ \text{ord } g_1^{i_0} + 1 > \text{ord } g_1^{i_0} \Rightarrow \text{ord } g_1 - \text{ord } g_1^{i_0} > 1 \]

\[ \Rightarrow \text{ord } (g_1 / g_1^{i_0}) > 1 - 1 \Rightarrow \text{ord } \theta(g_1 / g_1^{i_0}) > 1 - j \]

\[ \Rightarrow \text{ord } \theta(g_1) + 1 > \text{ord } \theta(g_1^{i_0}) + i_0 \text{ so} \]

\[ \text{ord } \theta'(b) = \text{ord } \theta(g_1^{i_0}) + i_0 \]

and since \( \theta \) is a value-monomorphism so is \( \theta' \).

**Case 2:** \( A_1 = \emptyset \).

In this case, because \( \theta \) is a monomorphism , \( A_2 = \emptyset \)

Hence, if \( t_1 \) is a prime element of \( \mathfrak{N}_1 \), \( t_1 \) is transcendental over \( \mathfrak{F}_1 \), and by a reasoning perfectly similar to Case 1 , we get \( \theta' \).

q.e.d.

**Remark:** Let \( \mathfrak{N}_1 = \Lambda , (1=1,2) \), \( \mathfrak{N}_2 \supset \mathfrak{F} \) Henselian,

and \( \theta : \mathfrak{F} \longrightarrow \mathfrak{N}_2 \) a value-monomorphism. Since \( \text{char } \mathfrak{F} = 0 \), we
may assume \( \mathfrak{f} \subset \mathfrak{f} \) by identifying \( \mathfrak{f} \) with a subfield of \( \mathfrak{f} \)
maximal with respect to having trivial valuation. We can extend \( \mathfrak{f} \) to a subfield \( \mathfrak{m}_1 \) or \( \mathfrak{m}_1 \) maximal with respect to the same property in \( \mathfrak{m}_1 \), hence isomorphic to the residue class field of \( \mathfrak{m}_1 \); so, we get

\[
\mathfrak{f} = \mathfrak{f} = \mathfrak{m}_1 , \quad \mathfrak{f} \cong \mathfrak{m}_1
\]

Now \( \theta(\mathfrak{f}) \) will have the trivial valuation, hence may be extended to \( \mathfrak{m}_2 \), i.e., we write

\[
\theta(\mathfrak{f}) \subset \theta(\mathfrak{f}) \subset \mathfrak{m}_2 \subset \mathfrak{m}_2
\]

In this sense, we get

**Lemma 12**: With the above notation, let \( a \in \mathfrak{m}_1 \), a
algebraic over \( \mathfrak{f} \); then we extend \( \theta \) to

\[
\theta' : \mathfrak{f}(a) \longrightarrow \mathfrak{m}_2 , \text{ a value-monomorphism.}
\]

**Proof**: Let \( r = \text{irred}(a, \mathfrak{f}) \)

\[
g = \text{irred}(a, \overline{\mathfrak{f}})
\]

then \( r | g \); let \( r^\theta \) be the transformed polynomial of \( r \) by \( \theta \):

\( r^\theta \) will be irreducible over \( \theta(\mathfrak{f}) \), \( r^\theta | g^\theta \) and

\[
g^\theta \in \theta(\overline{\mathfrak{f}})[x] \subset \overline{\mathfrak{m}_2}[x] \subset \mathfrak{m}_2[x] ;
\]

but \( \overline{\mathfrak{m}_2} \) is algebraically closed, hence \( g^\theta \) splits over \( \overline{\mathfrak{m}_2} \subset \mathfrak{m}_2 \), hence \( r^\theta \), which is irreducible over \( \theta(\mathfrak{f}) \), has

a root in \( \mathfrak{m}_2 \) ; let \( b \in \mathfrak{m}_2 \) be such that \( r^\theta(b) = 0 \). Now we
can define \( \theta' : \mathfrak{F}(a) \longrightarrow \mathbb{H}_2 \) by
\[
\theta'(a) = b
\]
of course, \( \theta' \) is an algebraic monomorphism. It is a value-monomorphism because \( \mathfrak{F} \) is Henselian, hence has the uniqueness property.

q.e.d.

**Lemma 13:** Suppose \( \overline{\mathfrak{F}} \subseteq \mathfrak{F} \subseteq \mathbb{H}_1 \models \Lambda \), \( \mathbb{H}_2 \models \Lambda \), \( \mathfrak{F} \) Henselian, \( \overline{\mathfrak{F}} \) algebraically closed, and \( \theta : \mathfrak{F} \longrightarrow \mathbb{H}_2 \) value-monomorphism. Suppose divisible closure of ord \( \mathfrak{F}^* \) in ord \( \mathbb{H}_1^* \); let \( n \) be the smallest positive integer such that \( n \alpha \in \text{ord} \mathfrak{F}^* \); then we can find \( a \in \mathbb{H}_1 \) and \( \theta' \) such that

\begin{enumerate}
\item[a)] \( a \) is algebraic over \( \mathfrak{F} \)
\item[b)] \( \text{ord } a = \alpha \)
\item[c)] \( \theta' : \mathfrak{F}(a) \longrightarrow \mathbb{H}_2 \) is a value-monomorphism extending \( \theta \).
\end{enumerate}

**Proof:** Say \( \text{ord } b = n \alpha \), \( b \in \mathfrak{F} \)
then \( b \) has \( n \)-th root in \( \mathbb{H}_1 \) - say \( a^n = b \), \( a \in \mathbb{H}_1 \)
then \( \text{ord } a = \alpha \), \( a \) algebraic over \( \mathfrak{F} \).

**Claim:** \( f(x) = x^n - b \) is irreducible over \( \mathfrak{F} \).

Indeed: say \( g = \text{irred}(a, \mathfrak{F}) \), \( \deg g < n \).

Then, since \( \overline{\mathfrak{F}} \) is algebraically closed, the field extension \( \mathfrak{F}(a)/\mathfrak{F} \) is totally ramified and
\[
1 \leq e = e(\mathfrak{F}(a)/\mathfrak{F}) = \deg g < n,
\]
but \( \text{ord } a \in \text{ord } \mathfrak{F}^{*} \), which is a contradiction.

So \( \text{irred}(a, \mathfrak{F}) = x^n - b \), but

\[ x^n - b \text{ irreducible over } \mathfrak{F} \implies x^n - \vartheta(b) \text{ irreducible over } \vartheta(\mathfrak{F}) \]

Claim: \( x^n - \vartheta(b) \) has a solution in \( \mathbb{A}_2 \).

Indeed: \( \text{ord } \vartheta(b) = \mu(\text{ord } b) = \mu(na) = n\mu(a) \),

where \( \mu \) is the ordered group isomorphism induced by \( \vartheta \) between \( \text{ord } \mathfrak{F}^{*} \) and \( \text{ord } \vartheta(\mathfrak{F})^{*} \).

So \( \vartheta(b) \) has \( n \)-th root in \( \mathbb{A}_2 \), say \( c \), and we can extend \( \vartheta \) to \( \vartheta': \mathfrak{F}(a) \to \mathbb{A}_2 \) by

\[ \vartheta'(a) = c. \]

\( \vartheta' \) is obviously an algebraic monomorphism. Again, it is a value-monomorphism because \( \mathfrak{F} \) is Henselian, hence has the uniqueness property.

q.e.d.

We are now ready to start the

**Proof of Proposition 2:** Let \( \mathfrak{F}_1 \subseteq \mathbb{A}_1 \), and let

\[ \vartheta: \mathfrak{F}_1 \to \mathfrak{F}_2 \]

be an isomorphism. By Lemma 11 we can extend \( \vartheta \) to \( \vartheta_\mathbb{A}: \mathbb{A} \to \mathbb{A}_2 \), where \( \mathfrak{F}_1 \subseteq \mathbb{A}_1 \subseteq \mathbb{A}_2 \) and \( \vartheta_\mathbb{A} \) takes some prime element of \( \mathbb{A}_1 \) into a prime element of \( \mathbb{A}_2 \). Since \( \mathbb{A}_1 \) and \( \mathbb{A}_2 \) are Henselian, we may extend \( \vartheta_\mathbb{A} \) to the Henselization of \( \mathbb{A}_1 \), i.e., we get

\[ \vartheta_\mathbb{E}: \mathbb{E} \to \mathbb{A}_2 \],

where \( \vartheta_\mathbb{E} \) extends \( \vartheta \), \( \mathfrak{F}_1 \subseteq \mathbb{E} \subseteq \mathbb{A}_1 \), and \( \vartheta_\mathbb{E} \) takes a prime
element in \( H_1 \) to a prime element in \( H_2 \), and \( \mathfrak{e} \) is Henselian.

Now, as in Lemma 12, we may consider
\[
\overline{\mathfrak{e}} \subseteq \mathfrak{e} \subseteq H_1, \quad \overline{\mathfrak{e}} \subseteq \overline{H_1} = H_1 \quad \text{and let}
\]
\[
\overline{\mathfrak{e}}^r \quad \text{denote the relative algebraic closure of} \ \overline{\mathfrak{e}} \ \text{in} \ \overline{H_1}.
\]

Using Lemma 9, by an easy transfinite induction we can now extend \( \theta_\mathfrak{e} \) to
\[
\theta_\mathfrak{e} : \mathfrak{e} \longrightarrow H_2, \quad \text{where}
\]
\[
\mathfrak{e} = \mathfrak{e} \cdot \overline{\mathfrak{e}}^r \subseteq H_1.
\]

Note that \( \mathfrak{e} \) is algebraic over \( \mathfrak{e} \), hence \( \overline{\mathfrak{e}} \) is algebraic over \( \mathfrak{e} \), and so \( \overline{\mathfrak{e}} \) is algebraically closed in \( \overline{H_1} \); but this implies that \( \mathfrak{e} \) is algebraically closed. We may also assume that \( \mathfrak{e} \) is Henselian (otherwise, we simply take its Henselization).

We are now in a position to apply Lemma 13: well-order the divisible closure of \( \text{ord} \mathfrak{e}^* \) in \( \text{ord} H_1^* \), and by transfinite induction extend \( \theta_\mathfrak{e} \) to
\[
\theta' : \mathfrak{e}' \longrightarrow H_2 \quad \text{such that}
\]
\[
\mathfrak{e} \subseteq \mathfrak{e}' \subseteq H_1, \quad \text{and} \ \mathfrak{e}' \text{ is algebraically closed, and } \text{ord} \mathfrak{e}'^* \text{ is pure in } \text{ord} H_1^*, \text{ and } \mathfrak{e}' \text{ is Henselian, and } \theta' \text{ takes some prime element of } H_1 \text{ into a prime element of } H_2.
\]

But because \( \mathfrak{e}' \) is Henselian, \( \mathfrak{e}'^r \) is algebraically closed and \( \text{ord} \mathfrak{e}'^* \) is pure in \( \text{ord} H_1^* \), \( \mathfrak{e}' \) must be
relatively algebraically closed in $\mathcal{K}_1$. Hence, by the Corollary to Lemma 10, this proves the Proposition.

q.e.d.
A language in which the theory of finite fields admits elimination of quantifiers

We now describe a language and theory of finite fields in this language which admits elimination of quantifiers:

**Language:** function symbols: 
- \(+\) (addition)
- \(\cdot\) (multiplication)
- \(-\) (subtraction)

**Constant symbols:**
- \(0\) (additive identity)
- \(1\) (unity)

**Predicate symbols:** \(=\) (equality)

This language is the ordinary field language; henceforth, we denote it \(L_T\). Now, we introduce for every positive integer \(n\) an \(n+1\)-ary relation symbol: \(\varphi_n\). \(L_T\), denotes the language obtained by adjoining the predicate symbols \(\{\varphi_n \mid n \in \mathbb{Z}_{>0}\}\) to \(L_T\).

We now denote

- \(\Sigma\) - the theory of finite fields in \(L_T\) (i.e., the set of sentences of \(L_T\) satisfied by all finite fields)
- \(\Pi\) - the theory of pseudo-finite fields in \(L_T\) (i.e., the set of sentences of \(L_T\) satisfied
by all the infinite models of $\Sigma$).

In [2, p. 255, Thm 5], we can find a recursive axiomatization for $\pi$.

Naturally, $\Sigma \subseteq \pi$, i.e., $\mathcal{G} \models \pi \Rightarrow \mathcal{G} \models \Sigma$.

Now, we let $\pi'$ and $\Sigma'$ be the theories in the language $L_\pi$, obtained by taking for axioms respectively

$$\pi \cup \{ \forall x_0 \cdots \forall x_n (\phi_n(x_0, \ldots, x_n) \iff \exists y(x_n y^n + \ldots + x_0 = 0)) \mid n \in \mathbb{Z}_{>0} \}$$

and

$$\Sigma \cup \{ \forall x_0 \cdots \forall x_n ((\neg \forall y \cdots \forall y_n (\forall_{i,j=1}^{n} y_i \neq y_j \land \forall y (\lor y = y_1)) \rightarrow$$

$$\neg (\phi_n(x_0, \ldots, x_n) \iff \exists y(x_n y^n + \ldots + x_0 = 0))) \land$$

$$\land (\forall y_1 \cdots \forall y_n (\forall_{i,j=1}^{n} y_i \neq y_j \land \forall y (\lor y = y_1)) \rightarrow$$

$$\neg (\phi_n(x_0, \ldots, x_n) \iff \forall y (y = 0 \lor \lor y = x_0^i))) \mid n \in \mathbb{Z}_{>0} \}$$

Remarks:

a) $\Sigma'$ is an extension by definitions of $\Sigma$;

given $\mathcal{G} \models \Sigma$, $\mathcal{G}$ becomes a model of $\Sigma'$ in a canonical way:

Case 1: $\mathcal{G}$ is infinite - then we define the n+1-ary relation $\phi_n$ by

$$(a_0, \ldots, a_n) \in \phi_n \mathcal{G} \Rightarrow$$

the polynomial $a_n y^n + \ldots + a_0$

has a root in $\mathcal{G}$.
Case 2: \( \mathfrak{F} \) is finite with \( k \) elements - then \( \varphi_n^{\mathfrak{F}} \) is defined as before if \( n \neq k \), and \( \varphi_k^{\mathfrak{F}} \) is defined by

\[
(a_0, \ldots, a_k) \in \varphi_k^{\mathfrak{F}} \iff a_0 \text{ is a generator of } \mathfrak{F}^*.
\]

b) \( \mathfrak{F} \models \pi' \Rightarrow \mathfrak{F} \models \Sigma' \) and \( \mathfrak{F} \) is infinite

c) \( \mathfrak{F} \models \Sigma' \Rightarrow (\mathfrak{F} \text{ finite with } k \text{ elements } \Rightarrow (1,0,\ldots,0,1) \in \varphi_k^{\mathfrak{F}}) \)

Lemma 14: \( \pi' \) admits elimination of quantifiers \( \Rightarrow \Sigma' \) admits elimination of quantifiers.

Proof: \( \Leftarrow \): obvious, since \( \Sigma' \subseteq \pi' \).

\( \Rightarrow \): by Theorem 1, it suffices to show that

1) \( \pi' \) model-complete \( \Rightarrow \Sigma' \) model-complete and

2) \( \pi' \) satisfies weak isomorphism condition \( \Rightarrow \Sigma' \) satisfies weak isomorphism condition.

1) Let \( \mathfrak{F}_j \models \Sigma' \) (\( j=1,2 \)) and \( \mathfrak{F}_1 \subseteq \mathfrak{F}_2 \).

If \( \mathfrak{F}_1 \) is infinite, \( \mathfrak{F}_j \models \pi' \) (\( j=1,2 \)) and \( \mathfrak{F}_1 \subseteq \mathfrak{F}_2 \) follows from hypothesis.

If \( \mathfrak{F}_1 \) is finite with \( k \) elements,

\[
(1,0,\ldots,0,1) \in \varphi_k^{\mathfrak{F}_1} = \emptyset_k^{\mathfrak{F}_2} \cap \mathfrak{F}_1^k = (1,0,\ldots,0,1) \in \varphi_k^{\mathfrak{F}_2} = \mathfrak{F}_2 \text{ finite with } k \text{ elements} \Rightarrow \mathfrak{F}_1 \subseteq \mathfrak{F}_2.
\]

2) Let \( \mathfrak{F}_j \models \Sigma' \) (\( j=1,2 \)) and \( \theta \) an isomorphism of non-empty substructures:

If both \( \mathfrak{F}_1 \) and \( \mathfrak{F}_2 \) are infinite, \( \mathfrak{F}_j \models \pi' \), and \( \theta \) can be extended by hypothesis.
If $\mathfrak{F}_1$ is finite with $k$ elements,

$(1,0,\ldots,0,1) \not\in \mathfrak{F}_k \Rightarrow (1,\ldots,0,1) \not\in \mathfrak{F}_k$ (because $\theta$ is an isomorphism) $\Rightarrow \mathfrak{F}_2$ is finite with $k$ elements.

Hence $\theta$ is an isomorphism of two subrings of two fields with $k$ elements, the subrings containing the prime fields; so, obviously, $\theta$ can be extended to the fields with $k$ elements.

If $\mathfrak{F}_2$ is finite with $k$ elements a similar reasoning holds.

q.e.d.

**Theorem 3:** $\pi'$ admits elimination of quantifiers.

**Proof:** by Theorem 1, this proof is immediately reduced to the proof of the following two Lemmas:

**Lemma 15:** $\pi'$ is model-complete.

**Lemma 16:** $\pi'$ satisfies the weak isomorphism condition.

For the proofs of Lemmas 15 and 16 we need

**Lemma 17:** Let $\mathfrak{F}_1 \models \pi'$ $(i=1,2)$, and assume that $\mathfrak{F}_1$ is a subfield of $\mathfrak{F}_2$; then

$\mathfrak{F}_1 \subset \mathfrak{F}_2$ (i.e., for all $n \in \mathbb{Z}_{>0}$, $\mathfrak{F}_1^n = \mathfrak{F}_2^n \cap \mathfrak{F}_1^{n+1}$) $\Rightarrow$

$\Rightarrow \mathfrak{F}_1$ is relatively algebraically closed in $\mathfrak{F}_2$. 
\textbf{Proof:} \Rightarrow: \text{ say } a \in \mathfrak{S}_2 - \mathfrak{S}_1, \text{ a algebraic over } \mathfrak{S}_1;

let \( r = \text{irred}(a, \mathfrak{S}_1) = x^n + a_{n-1}x^{n-1} + \ldots + a_0 \in \mathfrak{S}_1[x] \quad (n>1) \)

then \((a_0, \ldots, a_{n-1}) \in \mathfrak{S}_n \mathfrak{S}_1 = \mathfrak{S}_n \mathfrak{S}_2 \cap \mathfrak{S}_1^{n+1}\) because \( r \) has no roots in \( \mathfrak{S}_1 \), but since \( r(a) = 0, (a_0, \ldots, a_{n-1}, 1) \in \mathfrak{S}_n \mathfrak{S}_2 \cap \mathfrak{S}_1^{n+1} \)

which is a contradiction.

\( \Leftarrow: (a_0, \ldots, a_n) \in \mathfrak{S}_n \mathfrak{S}_1 \Rightarrow a_n x^n + \ldots + a_0 = r(x) \) has a root in \( \mathfrak{S}_1 \) \( \Rightarrow r(x) \) has a root in \( \mathfrak{S}_2 \) (since \( \mathfrak{S}_1 \) is relatively algebraically closed in \( \mathfrak{S}_2 \) \( \Rightarrow \)

\( (a_0, \ldots, a_n) \in \mathfrak{S}_n \mathfrak{S}_2 \cap \mathfrak{S}_1^{n+1} \)

q.e.d.

\textbf{Proof of Lemma 15:} since \( \pi' \) has no finite models, by Lemma 6, to prove that \( \pi' \) is model-complete it suffices to show that

\( \mathfrak{S} \models \pi' \) and \( \text{card } \mathfrak{S} = \aleph_0 \Rightarrow \pi' \models \text{Diag } \mathfrak{S} \) complete:

Let \( \mathfrak{S}_1, \mathfrak{S}_2 \models \pi' \cup \text{Diag } \mathfrak{S} \); we we want to show that

\( \mathfrak{S}_1 = \mathfrak{S}_2 \) \( \text{ (in language } L_{\pi'} \text{ or } \pi' \cup \text{Diag } \mathfrak{S} \).

We may assume that \( \mathfrak{S} \models \mathfrak{S}_i \) \( (i=1,2) \), and by Loewenheim-Skolem, we may assume card \( \mathfrak{S}_i = \aleph_0 \) \( (i=1,2) \).

Now let \( D \) be a non-principal ultrafilter on the set of positive integers \( I \); let

\( \mathfrak{S}_1 = \mathfrak{S}_1^I_D \quad (i=1,2) \).
Since $\mathcal{E}_1$ is pseudo-finite, $\mathcal{E}_1$ is hyper-finite; so we have

$\mathcal{F} \preceq \mathcal{E}_1 \preceq \mathcal{E}_1$, with $\mathcal{E}_1$ hyper-finite; by Lemma 17, $\mathcal{F}$ is relatively algebraically closed in $\mathcal{E}_1$ (i=1,2); and also card $\mathcal{E}_1 = \text{card } \mathcal{E}_2 > \text{card } \mathcal{F}$. Hence, by [2, p. 247, Thm 1], $\mathcal{E}_1$ and $\mathcal{E}_2$ are isomorphic as fields over $\mathcal{F}$; but this implies that they are isomorphic as structures of type $\tau'$, since the $\phi_n^{\mathcal{E}_1}$ relations are "algebraic", i.e., preserved under field-isomorphisms. Hence

$\mathcal{F}_1 \preceq \mathcal{E}_1 \cong \mathcal{E}_2 \succeq \mathcal{F}_2$, so

$\mathcal{F}_1 \cong \mathcal{F}_2$.

q.e.d.

Proof of Lemma 16: Let $\mathcal{E}_1 \models \tau'$ (i=1,2), $\mathcal{E}_1 \preceq \mathcal{E}_1$ and $\theta : \mathcal{E}_1 \longrightarrow \mathcal{E}_2$ be an isomorphism (of structures of type $\tau'$).

$\mathcal{E}_1$ is a substructure of $\mathcal{E}_1$, hence an integral domain. Let $\mathcal{F}_1$ be the quotient field of $\mathcal{E}_1 : \mathcal{F}_1 \preceq \mathcal{E}_1$, and certainly $\theta$ extends to a field-isomorphism

$\theta : \mathcal{F}_1 \longrightarrow \mathcal{F}_2$.

$\theta$ is also an isomorphism of structures of type $\tau'$, as can be easily checked; so $\theta$ has the following property:

$a_n x^n + \ldots + a_0 \in \mathcal{E}_1[x]$ has a zero in $\mathcal{E}_1 \Rightarrow \theta(a_n) x^n + \ldots + \theta(a_0) \in \mathcal{E}_2[x]$ has a zero in $\mathcal{E}_2$. 


Now let $\mathfrak{F}_1^r$ be the relative algebraic closure of $\mathfrak{F}_1$ in $\mathfrak{E}_1$.

Of course, we again have that
\[ a_n x^n + \ldots + a_0 \in \mathfrak{F}_1 [x] \text{ has a zero in } \mathfrak{F}_1^r \Rightarrow \theta (a_n) x^n + \ldots + \theta (a_0) \in \mathfrak{F}_2 [x] \]
has a zero in $\mathfrak{F}_1^r$.

Hence by [1, p. 172, Lemma 5], we can extend $\theta$ to a field-isomorphism
\[ \theta : \mathfrak{F}_1^r \longrightarrow \mathfrak{F}_2^r \]
$\theta$ is still an isomorphism of structures of type $\tau'$ because now
\[ (a_0, \ldots , a_n) \in \mathfrak{F}_1^r \Rightarrow \mathfrak{F}_n \mathfrak{E}_1 \cap \mathfrak{F}_1^r = a_n x^n + \ldots + a_0 \text{ has a zero in } \mathfrak{F}_1^r \]
\[ \Rightarrow \theta (a_n) x^n + \ldots + \theta (a_0) \text{ has a zero in } \mathfrak{F}_2^r \]
\[ \Rightarrow \theta (a_n) x^n + \ldots + \theta (a_0) \text{ has a zero in } \mathfrak{E}_2 \]
\[ \Rightarrow (\theta (a_0), \ldots , \theta (a_n)) \in \mathfrak{F}_n \mathfrak{E}_2 \cap \mathfrak{F}_2^r = \mathfrak{F}_n^r \]

Let $\alpha = \text{card } \mathfrak{E}_2$. By upward Löwenheim-Skolem,

let $\mathfrak{K}_2$ be such that $\mathfrak{E}_2 \leq \mathfrak{K}_2$ and $\text{card } \mathfrak{K}_2 = \alpha^+$.

Now, let $\mathfrak{K}_2$ be such that $\mathfrak{E}_2 \leq \mathfrak{K}_2 \leq \mathfrak{K}_2$, $\text{card } \mathfrak{K}_2 = \alpha^+$ and $\mathfrak{K}_2$ is saturated.

Then we have that
\[ \mathfrak{E}_2 \leq \mathfrak{K}_2, \mathfrak{K}_2 \text{ is hyperfinite, } \text{card } \mathfrak{K}_2 = \alpha^+ \text{ and } \mathfrak{F}_2^r \text{ is} \]
relatively algebraically closed in $\mathfrak{K}_2$ (because $\mathfrak{E}_2 \leq \mathfrak{K}_2$).
Let $\beta = \text{card } \mathfrak{Y}_1 = \text{card } \mathfrak{Y}_2 \leq \alpha < \alpha^+$.

By downward Loewenheim-Skolem, let $\mathcal{M}_1$ be such that

$\mathfrak{Y}_1 \leq \mathcal{M}_1 \leq \mathcal{Y}_1$ and $\text{card } \mathcal{M}_1 = \beta$. Then we know that

$\mathcal{M}_1$ is quasi-finite (because $\mathcal{M}_1 \leq \mathcal{Y}_1 \Rightarrow \mathcal{M}_1 \models \pi'$), $\text{card } \mathcal{M}_1 < \text{card } \mathcal{M}_2$,

and $\mathfrak{Y}_1$ is relatively algebraically closed in $\mathcal{M}_1$.

So we can extend $\theta$ to a field-monomorphism

$$\theta : \mathcal{M}_1 \longrightarrow \mathcal{M}_2$$

such that

$\theta(\mathcal{M}_1)$ is relatively algebraically closed in $\mathcal{M}_2$.

If we take $\varphi_n^{\theta(\mathcal{M}_1)}$ to be defined on $\theta(\mathcal{M}_1)$ through $\theta$, we get, since $\pi' \models \mathcal{M}_1$, that $\pi' \models \theta(\mathcal{M}_1)$.

But now $\mathcal{M}_2, \theta(\mathcal{M}_1) \models \pi'$, $\theta(\mathcal{M}_1)$ is a subfield of $\mathcal{M}_2$, and is relatively algebraically closed in $\mathcal{M}_2$. Then Lemma 17 applies to show that $\theta(\mathcal{M}_1) \subseteq \mathcal{M}_2$, i.e.,

with $\varphi_n^{\theta(\mathcal{M}_1)}$ defined as above, $\theta(\mathcal{M}_1)$ is a submodel of $\mathcal{M}_2$.

Hence we have proved the weak isomorphism condition.

\textbf{q.e.d.}
V - Sets definable over a finite field: the rationality of their Poincare series

In this chapter, we shall use the following Notation:

$L_T$ - ordinary field language, as described in Chapter IV

$L_{T,\Sigma}$ - ordinary field language with all the $n+1$-ary relations $\varphi_n$ adjoined ($n \in \mathbb{Z}_{>0}$)

$\Sigma$ - theory of finite fields in $L_T$

$\Sigma'$ - theory of finite fields with defining axioms for $\varphi_n$ adjoined (as in Chapter IV)

$k$ - finite field of cardinality $q$

$k_s$ - unique extension of $k$ of degree $s$

$k^s$ - algebraic closure of $k$

Definition 5: Let $U \subseteq k^r$; then $U$ is called a definable $r$-set over $k$ if there exists a formula $\varphi$ in $L_{T,k}$ with $r$ free variables such that $U_s \overset{\text{def}}{=} \{ (a_1, \ldots, a_r) \in k_s^r | k_s \models \varphi[a_1, \ldots, a_r] \}$.

We then say that $U$ is defined by $\varphi$.

Remark: If $U$ is definable over $k$, the formula $\varphi$ defining $U$ is not unique: in fact, every formula representing the same element in the $r$-th Lindenbaum algebra of $\Sigma$ will also define $U$. 
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Definition 6: Say $U \subseteq \mathbb{K}^r$ is derivable, defined by $\varphi$. We have $U_\delta = \{(a_1, \ldots, a_r) \in k_r : k_\delta \models \varphi[a_1, \ldots, a_r]\}$.

The zeta-function of $U$ is defined by
$$\zeta_U(t) = \exp \sum_{s=1}^{\infty} \frac{N_s(U)}{s} t^s,$$

where $N_s(U) = \#U_\delta = \text{cardinality of } U_\delta$.

The Poincare series of $U$ is defined by
$$\pi_U(t) = t \frac{d}{dt} \log \zeta_U(t) = \sum_{s=1}^{\infty} N_s(U) t^s.$$

The main result of this section is Theorem 4: The Poincare series of a derivable set is rational.

To prove it, we first reduce Theorem 4 to Lemma 18: Let $U$ be a derivable set, defined by $\varphi$ over the field $k$ with $q$ elements; let $m = \max \{ n \in \mathbb{Z}_{>0} : \varphi_n \text{ occurs in } \varphi \}$; if $q > m$, then the Poincare series of $U$ is rational.

Theorem 4 is indeed a consequence of Lemma 18: Suppose $U$ is defined by $\varphi$, $m$ is as in Lemma 18, but $q \leq m$; say $q = p^t$, $p$ a prime, and let $t'$ be the smallest positive integer such that $t | t'$ and $q = p^{t'} > m$. Then $q' = p^{t'} = (p^t)t'/t = q't/t$ and
\[ \pi_U(t) = \sum_{s=1}^{\infty} N_s(U) \cdot \frac{t^s}{t^s + \sum_{s=t^s/t+1}^{\infty} N_s(U) \cdot \frac{t^s}{t^s+1}} \]

Now, if \( U' \) is the set defined by \( \phi \) over \( k = k_{t^s/t} \), we naturally have \( s > t^s/t = N_s(U) = N_s(U') \), and by Lemma 18 \( \pi_{U'}(t) \) is rational, i.e.,
\[ \sum_{s=t^s/t+1}^{\infty} N_s(U) \cdot \frac{t^s}{t^s+1} \]
\[ \sum_{s=1}^{t^s/t} N_s(U) \cdot \frac{t^s}{t^s} \]
is rational, being a finite sum; hence, assuming Lemma 18, \( \pi_U(t) \) is rational, for any definable set \( U \).

All our efforts will now be directed towards the proof of Lemma 18. It will be accomplished by successive reductions and one final computation.

**Definition 7:** A definable set \( V \subseteq k^r \) will be called a variety over \( k \) if it can be defined by a formula of type
\[ \wedge_{i=1}^{n} p_i(x_1, \ldots, x_r) = 0 \]
with
\[ p_i(x_1, \ldots, x_r) \in k[x_1, \ldots, x_r] \quad (i=1, \ldots, n) \]

**Definition 8:** A definable set \( P \subseteq k^r \) will be called primitive if it can be defined by a formula of type
\[ \wedge_{i=1}^{n} p_i(x_1, \ldots, x_r) = 0 \wedge \bigwedge_{i=1}^{m} q_j(x_1, \ldots, x_r) \neq 0 \]
with \( p_i(\overline{x}), q_j(\overline{x}) \in k[\overline{x}] \quad (i=1, \ldots, n; j=1, \ldots, m) \).
Definition 9: A definable set will be called constructible if it can be defined by a formula which is quantifier-free in $L_{r,k^r}$.

Lemma 19: If $U \subseteq k^r$ is a constructible set, then $\zeta_U(t)$ is a rational function. Hence, so is $\pi_U(t)$.

Proof: Dwork [5] showed that $\zeta_{V-W}(t)$ is rational, for $V, W$ varieties.

Any primitive set $P$ is a difference of varieties; in fact, if $P$ is defined by $\bigwedge_{i=1}^n p_i(x) = 0 \land \bigwedge_{j=1}^m q_j(x) \neq 0$, we have that $\Sigma(\bigwedge_{i=1}^n p_i(x) \land \bigwedge_{j=1}^m q_j(x) \neq 0) \leftrightarrow (\bigwedge_{i=1}^n p_i(x) = 0 \land \bigwedge_{j=1}^m q_j = 0)$.

So if $V$ is defined by $\bigwedge_{i=1}^n p_i(x) = 0$ and $W$ is defined by $\bigwedge_{j=1}^m q_j(x) = 0$, then $P = V-W$. So the Lemma holds for primitive sets.

Now observe that the intersection of primitive sets is primitive; on the other hand, any constructible set is the union of primitive sets, i.e., if $U$ is constructible, there exist primitive sets $P_1, \ldots, P_n$ such that $U = \bigcup_{i=1}^n P_i$ and so $U^s = \bigcup_{i=1}^n (P_i)^s$.

It is easily verified that
\[ \#( \bigcup_{i=1}^{n} (P_i)_s) = \sum_{B \subseteq [1, \ldots, n]} (-1)^{\#B} \#( \bigcap_{i \in B} (P_i)_s), \text{ i.e.,} \]

\[ N_s(U) = \sum_{B \subseteq [1, \ldots, n]} (-1)^{\#B} N_s(\bigcap_{i \in B} P_i) = \sum_{B \subseteq [1, \ldots, n]} (-1)^{\#B} N_s(P_B), \]

where \( P_B = \bigcap_{i \in B} P_i \), for all \( B \subseteq [1, \ldots, n] \).

But \( P_B \) is a primitive set, hence \( \zeta_{P_B}(t) \) is rational,

and so \( \zeta_U(t) = \prod_{B \subseteq [1, \ldots, n]} \zeta_{P_B}(t)(-1)^{\#B} \) is rational.

q.e.d.

We shall now reduce the proof of Lemma 18 to

**Lemma 20:** Let \( U \subseteq k^r \) be definable, defined by an atomic formula in \( L_{\tau}, k \) of type

\[ \varphi_n(p_0(x_1, \ldots, x_r), \ldots, p_n(x_1, \ldots, x_r)) \]

with \( p_i(x_1, \ldots, x_r) \in k[x_1, \ldots, x_r] \) \((i=1, \ldots, n)\)

(obviously, we mean that \( U \) is defined by a formula of \( L_{\tau}, k \)
equivalent to \( \varphi_n(p_0(\overline{x}), \ldots, p_n(\overline{x})) \)). Suppose \( n > q = \#k \);
then \( \pi_U(t) \) is rational.

We state the reduction of Lemma 18 to Lemma 20 as

**Lemma 21:** Lemma 20 \( \Rightarrow \) Lemma 18.

**Proof:** Let \( U \) be a definable set; it has been proved in Chapter IV that \( \Sigma' \) admits elimination of
quantifiers, hence we may assume U defined by a quantifier-
-free formula \( \varphi \) in the language \( L_{\tau, k} \), i.e., \( U \) is the
union of sets defined by formulae of type

\[
(*): \quad \bigwedge_{i=1}^{\mu} p_{i}(\overline{x}) = 0 \land \bigwedge_{j=1}^{\nu} \varphi_{j}(p_{n_{j}, 0}(\overline{x}), \ldots, p_{n_{j}, n_{j}}(\overline{x})) \land \\
\bigwedge_{k=1}^{\xi} q_{k}(\overline{x}) \neq 0 \land \bigwedge_{m=1}^{\eta} \neg \varphi_{m}(p_{n_{m}, 0}(\overline{x}), \ldots, p_{n_{m}, n_{m}}(\overline{x}))
\]

Again, since intersections of sets defined by formulae of type (*) are again defined by formulae of type (*), it will suffice to prove that the \( \xi \)-functions of sets defined by formulae of type (*) have the required property.

As before, we may assume \( \xi \leq 1 \) by replacing

\[
\bigwedge_{k=1}^{\xi} q_{k}(\overline{x}) \neq 0 \quad \text{by} \quad \bigwedge_{k=1}^{\xi} q_{k}(\overline{x}) \neq 0; \text{ similarly, we may}
\]
assume \( \eta \leq 1 \); indeed:

\[
\Sigma \vdash \bigwedge_{m=1}^{\eta} \exists z(p_{n_{m}, 0}(\overline{x}) + \ldots + p_{n_{m}, n_{m}}(\overline{x}) z^{n_{m}}) = 0
\]

Furthermore, we can always assume \( \xi = 0 \):

\[
\Sigma \vdash q(\overline{x}) \neq 0 \land \neg \varphi_{n}(p_{0}(\overline{x}), \ldots, p_{n}(\overline{x})) \leftrightarrow q(\overline{x}) \neq 0 \land \neg \exists z(p_{0}(\overline{x}) + \ldots + p_{n}(\overline{x}) z^{n} = 0),
\]

\[
\Sigma \vdash q(\overline{x}) \neq 0 \land \neg \exists z(p_{0}(\overline{x}) + \ldots + p_{n}(\overline{x}) z^{n} = 0) \leftrightarrow \neg \exists z(q(\overline{x})(p_{n}(\overline{x}) z^{n} + \ldots + p_{0}(\overline{x}) = 0),
\]

\[ \Sigma \vdash \neg z(q(x)(p(x)x^n + \ldots + p_0(x))) = 0 \iff \neg \varphi_{n+1}(q(x)p_0(x), \ldots, q(x)p_n(x)) \cdot \]

Should \( \eta = 0 \), we can always introduce the conjunct \( \neg \varphi_1(1,0) \).

So, we may assume \( \xi = 0 \), \( \eta \leq 1 \). We are now reduced to showing our result for sets defined by formulae of type

\[ (**): \quad \bigwedge_{i=1}^{\mu} p_i(x) = 0 \land \bigwedge_{j=\mu+1}^{\nu} \varphi_{n_j}(p_{n_j,0}(x), \ldots, p_{n_j,n_j}(x)) \cdot \]

Indeed, if we get it for this case, then if we consider the set \( U \) defined by

\[ \bigwedge_{i=1}^{\mu} p_i(x) = 0 \land \bigwedge_{j=1}^{\nu} \varphi_{n}(\ldots) \land \neg \varphi_{n}(\ldots) \cdot \]

that \( U = V \cap W \), where \( V \) is defined by a formula of type (**), and \( W \) by \( \varphi_n(\ldots) \), so

\[ N_s(U) = N_s(V) - N_s(V \cap W) \cdot \]

where \( V \cap W \) is again defined by a formula of type (**).

Now to prove the result for a set \( U \) defined by (**), it will suffice to show the following:

Claim: Let \( V_i \) be defined by \( p_i(x) = 0 \) (\( i = 1, \ldots, \nu \)).

Then for all \( B \subseteq \{1, \ldots, \nu\} \), \( V_B = \bigcup_{1 \in B} V_i \) is a set such that

\[ \frac{d}{dt} \log \zeta_V(t) \]

is rational.

Indeed: suppose we have proved the Claim; then

\[ N_s(U) = \# \bigwedge_{i=1}^{\nu} (V_i)_B = \Sigma_{B \subseteq \{1, \ldots, \nu\}} (-1)^B \#B \cdot (V_B)_s \cdot \]
$$\sum_{B \subseteq \{1, \ldots, \nu\}} (-1)^{\#B} N_B(V_B)$$

Now to prove the claim:

Let $B_1 = B \cap \{1, \ldots, \mu\}$

$$B_2 = B \cap \{\mu+1, \ldots, \nu\} : V_B = U_{i \in B_1} V_i U_{i \in B_2}$$

but $U_{i \in B_1} V_i$ can be defined by $\tau \ p_i(\overline{x}) = 0$, and

$U_{j \in B_2} V_j$ can be defined by $\exists z ( \tau \ (p_{n_j}, n_j z^{n_j+\cdots+p_{n_j}}, 0 = 0)$,

i.e., by $\phi_n(q_0(\overline{x}), \ldots, q_n(\overline{x}))$, where $n = \sum_{j \in B_2} n_j$ and the $q_j(\overline{x})$ are adequately computed.

Hence $V_B$ is defined by

$\tau \ p_i(\overline{x}) = 0 \lor \phi_n(q_0(\overline{x}), \ldots, q_n(\overline{x}))$, hence by

$\exists z (\tau p_i(\overline{x}) q_n(\overline{x}) z^{n_i+\cdots+p_{i}(\overline{x})} q_0(\overline{x}) = 0)$ hence by

$\phi_n(\tau p_i(\overline{x}) q_0(\overline{x}), \ldots, \tau p_i(\overline{x}) q_n(\overline{x}))$,

and Lemma 21 is established.

q.e.d.

Proof of Lemma 20: Let $U$ be defined by

$\phi_n(p_0(x_1, \ldots, x_r), \ldots, p_n(x_1, \ldots, x_r))$ :

$$U_s = \{ (a_1, \ldots, a_r) \in k^r_s : \text{there exists } b \in k_s \text{ such that } p_n(\overline{a}) b^{n_i} + \cdots + p_0(\overline{a}) = 0 \}.$$
Let \( f(x_1, \ldots, x_r, z) = p_0(x_1, \ldots, x_r) + \cdots + p_n(x_1, \ldots, x_r)z^n \in k[x_1, \ldots, x_r, z] \nabla k^{r+1} \) be the variety defined by \( f(\overline{x}, z) = 0 \).

Let \( V_s = \{ (\overline{a}, b) \in k_s^{r+1} | f(\overline{a}, b) = 0 \} \).

Let \( V_s,i = \{ (\overline{a}, b) \in k_s^{r+1} | p_n(\overline{a}) z^n + \cdots + p_0(\overline{a}) \text{ has } i \text{ distinct roots in } k_s \text{ and } b \text{ is one of them} \} \) \((i = 1, \ldots, n)\).

Obviously, we have
\[
\bigcup_{i=1}^n V_s,i = V_s \quad \text{and we observe that}
\]
\[
N_s(U) = \#U_s = \sum_{i=1}^n \frac{\#V_s,i}{i}.
\]

Now let \( H_{i \perp} \) be the constructible set in \( r+i \)-space defined by
\[
r(\overline{x}, z_{\perp}) = 0 \land \ldots \land r(\overline{x}, z_{\perp}) = 0 \land \bigwedge_{k,m=1}^i \bigwedge_{k \neq m} z_k - z_m \neq 0.
\]

By Lemma 19, \( \xi_{H_{i \perp}}(t) \) is rational. We also have
\[
(H_{i \perp})_s = \{ (\overline{a}, b) \in k_s^{r+1} | f(\overline{a}, b_k) = 0 \text{ for } k = 1, \ldots, i \text{ and } b_k \neq b_m \text{ if } k \neq m \}.
\]

Our aim is to compute \( \#V_{s,i} \) from \( N_s(H_{i \perp}) \). For this purpose,
let \( E_{s,i} = \{ (\overline{a}, b) \in (H_{i \perp})_s | f(\overline{a}, z) \text{ has exactly } i \text{ distinct roots in } k_s \} \)
and \( F_{s,i} = \{ (\overline{a}, b) \in (H_{i \perp})_s | f(\overline{a}, z) \text{ has } \geq i \text{ distinct roots in } k_s \} \).

Of course,
\[
(H_{i \perp})_s = E_{s,i} \cup F_{s,i}
\]
and also
\( \# \{ \sigma \in k_s \mid r(\sigma, z) \text{ has exactly } i \text{ roots in } k_s \} = \frac{1}{i!} \#_{E_s,i} \#_{V_s,i} \)


hence \( \#_{V_s,i} = \frac{1}{(i-1)!} \#_{E_s,i} \) and if we can compute 

\( \#_{E_s,i} = N_{s}(H_1) - \#_{F_s,i} \) adequately, we are through.

Indeed, consider the map

\[
\tau_i : \bigcup_{k=i+1}^n E_s,k \rightarrow F_s,i \\
(\bar{a}, b_1, \ldots, b_k) \mapsto (\bar{a}, b_1, \ldots, b_i)
\]

\( \tau_i \) is certainly surjective and also 

\[
k \neq k' \Rightarrow \tau_i(E_s,k) \cap \tau_i(E_s,k') = \emptyset
\]

(indeed: \( (\bar{a}, b_1, \ldots, b_i) \in \tau_i(E_s,k) \Rightarrow r(\bar{a}, z) \text{ has exactly } k \text{ roots} \))

So 

\[
F_s,i = \bigcup_{k=i+1}^n \tau_i(E_s,k)
\]

\[
\#_{F_s,i} = \sum_{k=i+1}^n \#_{\tau_i(E_s,k)}
\]

But for \( k=i+1, \ldots, n \) 

\[
\frac{1}{(k-1)!} \#_{E_s,k} = \#_{\tau_i(E_s,k)}
\]

hence 

\[
\#_{E_s,i} = N_{s}(H_1) - \#_{F_s,i} = N_{s}(H_1) - \sum_{j=i+1}^n \frac{1}{(j-1)!} \#_{E_s,j}
\]

but we also know that \( \#_{E_s,n} = N_{s}(H_n) \) (from the definitions)

and so we get

\[
\#_{V_s,n} = \frac{1}{(n-1)!} N_{s}(H_n)
\]

\[
\#_{V_s,i} = \frac{1}{(i-1)!} \#_{E_s,i} \frac{1}{(i-1)!} (N_{s}(H_1) - \sum_{j=i+1}^n (j-1)! \#_{V_s,j})
\]

\( (i=1, \ldots, n-1) \)
This certainly determines each \( \#V_{s,i} \) as a linear combination of the \( N_s(H_j) \) (j=1, \ldots, n) with rational coefficients (independent of \( s \)); hence

\[
N_s(U) = \sum_{i=1}^{n} \#V_{s,i} \quad \text{is given by a linear combination of the } N_s(H_j) \text{ with rational coefficients, independent of } s, \text{ hence the rationality of } \sum N_s(U)t^s \text{ follows from the rationality of } \sum N_s(H_j)t^s. 
\]

q.e.d.

Remark: This proof yields that \( \tau_U(t) \) is rational for any definable set \( U \). Certainly, \( \zeta_U(t) \) may not be rational. However, this proof also shows that \( \zeta_U(t) \) is always "algebraic" in the sense that it can be written as the radical of a rational function.

Example: Let us consider the following:

Definition 10: Let \( \Theta: \mathbb{K}^r \rightarrow \mathbb{K}^t \) be a function; suppose we can find a t-tuple of polynomials

\( f_1, \ldots, f_t \in k[x_1, \ldots, x_r] \) such that for all \( (a_1, \ldots, a_r) \in \mathbb{K}^r \),

\( \Theta(a_1, \ldots, a_r) = (f_1(a_1, \ldots, a_r), \ldots, f_t(a_1, \ldots, a_r)) \); then \( \Theta \) is called an \( r \)-t - morphism over \( k \), and the t-tuple \( (f_1, \ldots, f_t) \) is said to define \( \Theta \).

We can now state the following

Lemma 22: If \( U \subset \mathbb{K}^r \) is a definable \( r \)-set over \( k \),
and @ is an r-t - morphism over k, then @U is a definable t-set over k.

**Proof**: Say U is defined by the formula \( \varphi(x_1, \ldots, x_r) \)
of \( L_{r,k} \) and @ by the t-tuple \((f_1(x_1, \ldots, x_r), \ldots, f_t(x_1, \ldots, x_r))\).
Then it is trivial to check that @U can be defined by the formula
\[ \psi(y_1, \ldots, y_t) \]
given by
\[ \exists x_1 \ldots \exists x_r (y_1 = f_1(x_1, \ldots, x_r) \wedge \ldots \wedge y_t = f_t(x_1, \ldots, x_r) \wedge \varphi(x_1, \ldots, x_r)). \]

q.e.d.

In particular, we get the following generalization
of Dwork's result:

The logarithmic derivative of the zeta-function
of the image of a variety by a morphism is rational.
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