MAT561: Physics for

Mathematicians Il (Spring
2008)

Instructor

William D. Linch, 111

Coordinates:

MAT561 meets Mondays and Wednesdays at 15:50-17:10 in the
Light Engineering Lab 154.

Outline

This is the second part of an ambitious two-part course in
theoretical physics aimed at the graduate mathematics student. It
is a fundamental part of the RTG Program in Geometry and
Physics with the purpose of introducing many of the basic
concepts, theories, and principles which form the basis of our
current understanding of the Universe. The topics covered in the
MAT 560 included the classical (non-)relativistic dynamics of
particles and fields.

Prerequisite

The prerequisite for MAT 561 is MAT 560 or permission from
the instructor.

In the second semester we will attempt to cover as much as
possible from the following outline of topics:

o Classical field theory (continued):
o Classical spinor fields
o Sigma models
o Supersymmetry
o Classical Mechanics:
o Hamiltonian formalism
e Quantum Mechanics:
o Heisenberg mechanics
o Schrédinger mechanics


http://www.math.sunysb.edu/~wdlinch3/
http://www.math.sunysb.edu/html/rtgrtg.shtml
http://www.math.sunysb.edu/html/rtgrtg.shtml
http://www.math.sunysb.edu/~wdlinch3/NewPages-Pages/MAT560.html
http://www.math.sunysb.edu/~wdlinch3/NewPages-Pages/MAT560.html

Dirac notation

o Spinors

o Feynmann Path Integral
Quantum Fields I:

o Canonical quantization

o Path integral quantization
Quantum Fields II:

o Review of gauge systems

o Gauge fixing and ghosts: Fadeev-Popov method

o BRST method

o BV method
String theory I:

o Bosonic string

o Fermionic strings

o Green-Schwarz string
String theory II:

o Covariant quantization

o Backgrounds

As was the case in the first semester, the course will be taught
from a physical perspective (mathematical rigor is not
emphasized). The aim is to gain familiarity with and intuition
for many of the concepts usually taught to a student of
theoretical physics over the course of his/her undergraduate and
graduate training.

Textbooks

The unorthodox nature of this program makes it impossible to
follow a textbook. Nevertheless, | have assigned Theodore
Frankel's "The Geometry of Physics: An Introduction™ as a text.
This book, as many others, is written to teach physicists
mathematics and not the other way around. We will try to
reverse-engineer and follow various sections of this book
throughout the semester.

Due to the vast amount of material and the lack of centralized
supporting literature, a lot of work will be required on the
students' part to keep up. Besides the completion of regularly
assigned homework sets, the student should read up on the
topics being presented in the class.

Announcements

e The MAT 560 page has been updated to include all the old
homework assignments.

Assignments

1. If you did not take MAT 560 you might want to look over
the homework assignments from last semester.


http://www.math.sunysb.edu/~wdlinch3/NewPages-Pages/MAT560.html
http://www.math.sunysb.edu/~wdlinch3/NewPages-Pages/MAT560.html

2. Homework 1 due Wednesday March 5 in class: Do all the

problems in this (PDF) set.
3. Homework 2 due Wednesday March 26 in class: Do all the

problems in this (PDF) set.

Resources

This is a list of resources/references from MAT 560 to which we
will add this semester:

e Inclass | recommended taking a look at V.I1. Arnold's
"Mathematical Methods of Classical Mechanics. | will try
to remember to put it on reserve in the library.

Matt Young reminded me of the notes on Classical Field

Theory and Supersymmetry by Daniel S. Freed in the
1996-1997 1AS program in Quantum Field Theory. As

Matt points out, there is quite a bit of overlap with what
we are/will be doing in class from a pure math
perspective.

Thanks go out again to Matt Young for pointing out this
article on how to derive the Euler-Lagrange equation in a
coordinate invariant manner.

Some of the material on special relativity | am presenting
in class is based on Bernard Schutz' book "A first course
in general relativity" [Spires]

Matt Young has sent me a copy of the "Toronto Lectures
on Physics" by Shlomo Sternberg on various topics
covered in MAT 560. He recommends the first 5 chapters.
The rest of the lectures also have some nice stuff which
we will see in the coming weeks.



http://www.math.sunysb.edu/~wdlinch3/NewPages-Pages/MAT560.html
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MAT561 Homework 1

Due Wednesday, March 5th

Abstract

As usual, you may not skip any exercises and your solutions must
show that you have understood the solution to the problem. The last
2 problems use concepts from last semester’s course. It is important
for you to understand them so if you are having difficulty, please come
see me.

1 Reading

Chapters 19 in Frankel [1].

2 Spinors in various dimensions

This problem is taken from the appendix of [2]. Consider the Clifford
algebra relation

{744} =21 (1)

where a,b =1, ..., d are d-dimensional spinor indices, 7 is the Minkowski
metric in the “mostly plus” convention and the I's and 1 are matrices
in GL(n,C) for some n. Suppose d = 2k + 2 is everEI and group the
matrices into k + 1 matrices

0+

7E = (i7°+'yl),7ii=%(V”iivzi“),izl,--.,k- (2)

N =

'If d is odd, we proceed with the construction as if we were in d — 1 dimensions. The
missing Dirac matrix is then taken to be the chirality matrix (c.f. equation @



Compute their anti-commutators. Conclude that (v*7)2 = 0 for all
1 =0,...,k. This implies that in the representation space C™ there is
a vector ¢ which is annihilated by all these “lowering operators”

Y =0 Vi=0,... k. (3)

From this vector we may construct others (), s = (so,---,Sk) by act-
ing in all ways with the “raising operators” v**. Argue from the anti-
commutation relations that we get an n = 2¢+!-dimensional represen-
tation this way. We could label these representations by Os and 1s but
let us instead shift this by —% resulting in a labeling s = (:l:%7 el :l:%)
and

C(S) _ (/yk—i—)sk—&—% o (’YO+)SO+%<' (4)

Starting in k = 1 and using ¢(® as a basis, derive the explicit form
of the Dirac matrices T'® and T''. Do the same for k = 28 Give an
inductive prescription to generate an explicit set of Dirac matrices for
general k.

We know that the Lorentz generators L% = %[7“,’%’] satisfy the
s0(d — 1,1) relations. Use this to show that the operator

Si = i6i’0_122i72i+1 (5)

commute with each other. Show that the eigenvalues of these opera-
tors are the {s'}.
Define the chirality matrix

v = i_kyofyl Loyt (6)

and show that it anti-commutes with the Dirac matrices, commutes

with the Lorentz generators, and squares to 1. By writing - in terms of

the S* operators, show that v = +1 on spinors ¢(®) with even numbers
1

of st = —% and v = —1 on those with an odd number of s* = .t

2Due to the definition of I'** the basis you get will not agree with the basis used in
class. The various explicit representations are equivalent (they are related by similar-
ity transformations which preserve the Clifford algebra relations) but some have special
properties. The Weyl basis used in class gave a nice block-diagonal form for the Lorentz
generators. There is also the Majorana basis in which the Dirac matrices are all real. In
the Dirac basis the representation of the physical degrees of freedom in a spinor is nice. In
this problem Polchinski is using a basis (I don’t know of a name but we can call it a Fock
basis) which the spinor is built up by acting on the ground state by raising operators in a
nice way.

3The annoying factor of i%:0 is just there to remove the factor of —i in S°.



Argue from the construction of the Dirac matrices above that the
irreducible spinor representations are unique up to a change of basis.
Since the complex conjugate matrices +(v%)* satisfy the same Clifford
algebra relations, they are related to the s by a similarity transfor-
mation. Noting that in Polchinski’s basis ¢(®) the matrices v are
real, v* is imaginary for a = 3,5,7,. ... Define the matrices

By =~%y° ... 4! and By =~B (7)
and show that
Bl’YaBl_l _ (_1)k,ya* and BQ'YGB2_1 — (_1)k+1,ya* (8)

What does a similarity transformation of the Lorentz generators by
these matrices do to the generators? Use this to construct from ¢* and
the Bs a spinor which transforms like {, that is, construct the charge
conjugate of (. Square the charge conjugation operation to determine
in which dimensions the Majorana condition can be imposed.

Compute the effect on the chirality matrix of a similarity trans-
formation by the Bs. Use this to determine in which dimensions the
Majorana condition can be imposed on a Weyl spinor. Such spinors
are simply called Majorana-Weyl.

3 Solutions to the Dirac equation

This problem is from §3 of [3]. Suppose a Dirac spinor ¥ solves the
massive Dirac equation. Recall that the components of ¥ satisfy the
Klein-Gordon equation and argue that any such ¥ can be written as
a linear combination of plane waved’]

u(k)e’™ 9)

with wave number k,. What is the dispersion relation k*(m)? Plug
this anzats into the Dirac equation to get an algebraic equation. Now
perform a standard trick: Argue physically or mathematically that
if kK% > 0, you can always go to a frame in which the wave number
is (kq) = (—m,0,0,0). Solve the Dirac equation for ¥ in this “rest
frame” in terms of a 2-component spinor &.

Now boost this solution to a frame with rapidity n in the 3-
direction: (kg) = (—mcothn,0,0,msinhn). In this frame, a good

4This is Fourier’s decomposition.



basis for the £ is the o3 eigen-basis £° with s = 1,2 with

51:((1))and§2:<(1)>. (10)

Supposing a the boost is highly relativistic, what form does the Dirac
spinor take for s = 1 and s = 27 Define the “helicity” operator

1., .
h=_kit . 11
; (1)

where k is the unit wave number indicating the direction of motion of
the plane wave and the ¢/ = %eijkEjk are the spacial rotation gener-
ators. The helicity is the projection of the spinor’s “angular momen-
tum” or “spin” onto it’s direction of motion. Argue that the helicity
of a massless spinor is well-defined meaning that it does not depend
on the reference frame.

The choices about reference frames made above may look ad hoc
but, as usual by Lorentz covariance, any other frame is equivalent
to this one. In particular we have found that any spinor with £ > 0
satisfying the Dirac equation describes 2 real degrees of freedom which,
in the case of m # 0 we may think of as “spin up” and “spin down”
along some spacial axis or or in the case m = 0 helicity i%.

4 Coupling to gauge fields

The Lagrangian of a free Dirac spinor is invariant under a global U(1)
action ¥ — e!®W. Gauge this global symmetry thereby constructing
the coupling of Dirac spinors to gauge fields. What is the conserved
current?

References

[1] T.Frankel, “The geometry of physics: An introduction,” SPIRES
entry Cambridge, UK: Univ. Pr. (1997) 654 p

[2] J. Polchinski, “String theory. Vol. 2: Superstring theory and be-
yond,” SPIRES entry Cambridge, UK: Univ. Pr. (1998) 531 p

[3] M. E. Peskin and D. V. Schroeder, “An Introduction To Quantum
Field Theory,” SPIRES entry| Reading, USA: Addison-Wesley
(1995) 842 p


http://www.slac.stanford.edu/spires/find/hep/www?irn=4678117
http://www.slac.stanford.edu/spires/find/hep/www?irn=4678117
http://www.slac.stanford.edu/spires/find/hep/www?irn=4634802
http://www.slac.stanford.edu/spires/find/hep/www?irn=3485960

MAT561 Homework 2

Due Wednesday, March 26th,

Abstract

As usual, you may not skip any exercises and your solutions must
show that you have understood the solution to the problem.

1 Superspace conventions

In class I tried to keep Frankel’s [2] conventions and really screwed the
whole thing up. In this exercise we will work through a consistent set
of conventions I lifted from the very clear and careful book [I] by Buch-
binder and Kuzenko. Their choice is very clever: They use “mostly-
plus” conventions for the Minkowski metric n = diag(—1,+1,+1,+1)
which is the popular choice for geometers and relativists but they
define the Clifford algebra relation with an extra sign, that is, they
take {7%,7%} = —2n?1. The result is that in the discussion of spinors
the conventions closely resemble the “mostly-minus” choice favored by
practitioners of quantum field theory and pretty much every book ever
written on the subject and the only cost is an extra factor of i = v/—1
in front of all your Dirac matrices (and of course all consequences
thereof).

A left-handed Weyl spinor representation (also known as the 2)will
be taken to have its SL(2,C) index down t,. The “metric” tensor
£ is normalized by €'? = 41 and its inverse is defined by aaﬁem =
5. An index on a left-handed Weyl spinor is raised according to the
convention Y® = 5“51&5 Show that this implies that v, = 504[37#5-
The complex conjugate representation 2 has index structure given by
Xa- Indices are raised and lowered with the conjugate €, 4 and £ with

'Note that there is no factor of i here contrary to the conventions in class.



the same conventions as above. Define the pairing of co- and contra-
variant spinors 1, and x® and their conjugates by (x1) = x*¢, and
[XY] = Xa¥®. Compute (x) and [¢y] in terms of these. We usually
drop the bracket notation when there can be no confusion. Show that
VYaXs = YaXa + Eapx and YaX g = VgXa — €45UX-

The Pauli matrices are extended to a 4-covector (note the place-
ment of the spacetime index!) of matrices by (o,) = (1,5) where

() (05 e (3 4)

and their index structure is defined to be (04)q4- Define the associated
matrices (7,)% = saﬁsdﬁ(aa)ﬁﬁ and show that (6,) = (1, —7). These
index structures define a natural matrix multiplication exempli gratia
(096%) 0% = (0%)aa(6°)%P. Verify the formulse

(0% + Ub(}a)o/g = 72nab5§

(6% + &ba“)f 5 = —Qnabag
(0)aa(00)™ = ~2070; (2)
Define the combinations (%),” = —1(5%6" — 6°5%),” and (&“b)dﬁ- =

—1 (5’“01’—5170“)0"/6. Show that (0%) a5 = (0%) g and similarly for 5.

Furthermore, verify that as 2-forms, o is self-dual and & is anti-self-
dual. Show that this, together with the equations above, means that
a symmetric spin-tensor S,3 = Sg, is equivalent to a self-dual 2-form
and analogously for S& .. Take the results you have derived so far to
conclude that in all we have that an anti-symmetric spin-tensor A,g
is a scalar, a symmetric one (Sé B) Sap is a(n anti-)self-dual 2-form,
and one with mixed indices V4 is a vector. In terms of irreducible
representations of the 4-dimensional Lorentz group these statements
are condensed into the decomposition rules

202=1®3,2®2=1®3, and2®2=4 (3)

where 1,2,2,3,3,4 are, respectively, the scalar, spinor, conjugate
spinor, self-dual tensor, anti-self-dual tensor, and vector (a.k.a. defin-
ing) representations labelled by their dimensions. Note that the ad-
joint 6 = 3 @ 3 is irreducible as a real representation.

Show that the matrices

V= ( 5(.](1 an ) (4)



satisfy the Clifford algebra relations (with the extra sign). Explain
why this implies that a Dirac spinor must have the form

)= (7). 5)

XOL
The rotation generators are defined by 2% = —%[’ya, 7*] and a Dirac
spinor is defined to transform as d¥ = %wabZ“b\P.

Moving on to superspace, we take R4* to have coordinates (z4) =
(2%, 0,,0%). Differentiation proceeds as defined in class. Conjugation,
however, is taken to reverse the order of monomials. For example
(6%0°)* = 689, Go back and look at the definition of the contraction
of dotted spinors. Show that (¢x)* = [x¢¥]. In particular note that
(62)* = 62. Carefully analyzing what this implies for derivatives, one
finds that for a general superfunction f with parity |f| the conjugate
of the derivative is (9af)* = — (=)0, f.

The global supersymmetry transformation with constant spinor
parameter € is defined to act on the coordinates as

60% = €%, 60% =&, 62 = i(Ao"E — e0F) . (6)
We can write this as 0z = —i(eQ + éQ)xz” with the supercharges
defined by

Qo = 104 + (Uaé)aaa R Qd = —iéd — (90'(1)@8,1 (7)

Show that the only non-vanishing bracket (ignoring rotations) is

{Qou Qd} = 2(Ua)adPa (8)

where P, = —i0,. By taking into consideration that a scalar superfield
V(z,0,0) is invariant under supersymmetry V'(2/,6',0") = V(x,0,0)
(tensor transformation law) show that §V (z, 0, 0) = V'(z,0,0)—V (x,0,0)
where by definition we keep only the linear part, is given by

oV (z,0, 5) =i(eQ + EQ)V(x, 0, 5) . 9)
Introduce the covariant derivatives
Da = 6a + i(Uaé)aaa , Dd = —6d — i(@o—“)éﬁa (10)

and show that they commute with the supercharges. Show that the
only non-vanishing commutator of the Ds is

{Dy, Dg} = —2i(0%) 0604 - (11)



Define the squares D? = (DD) and D = [DD] and show that]

[D? D4] = —4i006D* and [D?, D, = +4idaa D% . (12)
Now show that

D*D?D, = Dy D*D* . (13)
Using these equations show thaﬂ

D?D? + D?*D? - 2D*D?D,, = 160 (14)
and

[D?, D?| = —4id,4|D*, DY) . (15)

2 Non-linear o-model

If you do not know what a Kahler manifold is, find out. Consider the
action of n chiral fields ®* and their anti-chiral conjugates ®*

S[o!, &7 = / d*z d*0 K[®°, @7 (16)

for K a general real function of ® and ®. Show that this action has
as a symmetry any (holomorphic) field transformation

- f(P) (17)
which takes

K[®,®] — K[®,®] + A(P) + A(D) . (18)

Note that (A) A is (anti-)chiral. Define the components

o= @] U = D] FF = D] (19)
and similarly for the conjugates. Find the component form of the
action. In particular, put the kinetic term for the scalars in the the
form — [ d%x gi;(¢, §) 9°@704¢". A theory with such a scalar kinetic
term is called a non-linear o-model. Why is it appropriate to refer to
K as the Kahler potential?

2Hint: Start with Dg D? and move the D to the right using the basic rule (11]). Do the
same for the other case.
#You shouldn’t have to do much at this point but remember D, DgD., = 0 identically.

4



Study the transformation of the component fields under the
holomorphic transformation . Observe that F' is not transforming
covariantly, that is, if we interpret ¢’ as a coordinate and the trans-
formation as a reparameterization, ¢’ is transforming as a tensor but
F' is not. Fix this by introducing the Christoffel symbols

1
Iy = 59” (0s9KL +OkgsL — OLgIK) (20)

and defining the combinations

To= F T i)

S [ (21)

Check that the Christoffel symbols not used here all vanish. Show
that the component action can be put into the form

s = - / d*z gi; (aaciﬂaaqﬂ — FF 4+ <yio" T, W)
L [ qte e pigigkgl (22

where we have introduced the covariant derivatives

aq/)a = a@Di +Fi 1(0a j)¢_la
Vave = 0+ T(0a9)0s (23)
and R 57 = Ky — 9 sznngl in terms of derivatives of the Kahler

potential. Show that this is the IJK L = i7kl component of the Rie-
mann tensor

R ykr =0kl — Ol + Tkplly — TLpTRy (24)

with the I index lowered.
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Daniel S. Freed

Introduction

These notes are expanded versions of seven lectures given at the TAS/Park
City Mathematics Institute. I had the impossible task of beginning with some
basic formal structure of mechanics and ending with sufficient background about
supersymmetric field theory for Ronan Plesser’s lectures on mirror symmetry. As a
result the details may be hard to follow, but hopefully some useful pictures emerge
nonetheless. My goal is to explain some parts of field theory which only require
fairly standard differential geometry and representation theory. (I also rely on basics
of supermanifolds to treat fermionic fields; see the lectures by John Morgan.)

The formal aspects of lagrangian mechanics and field theory, including sym-
metries, are treated in Lectures 1 and 2; fermionic fields and supersymmetries are
introduced in Lecture 4. The key examples and some basic concepts are discussed
in Lecture 3. In some sense the heart of the material occurs in Lecture 5. It
includes the relation between classical free fields and quantum particles, and also
a discussion of free approximations to nonfree lagrangian theories. Physicists use
these ideas without comment, so they are important for the mathematician to mas-
ter. The final two lectures introduce some supersymmetric field theories in low
dimensions. Each lecture concludes with exercises for the industrious reader.

I have written about this material elsewhere, most completely in joint articles
with Pierre Deligne in Quantum Fields and Strings: A Course for Mathematicians,
Volume 1, American Mathematics Society, 1999. My briefer Five Lectures on Su-
persymmetry, also published by the American Mathematics Society in 1999, pro-
vides a lighter introduction to some of the topics covered here. I have shamelessly
lifted text from these other writings. At the same time I have given shamefully few
references. The volumes Quantum Fields and Strings: A Course for Mathemati-
cians have plenty of material for the mathematician who would like to pursue this
subject further. Standard physics texts on quantum field theory and supersymme-
try cover much of this material, but from a somewhat different point of view.

1Department of Mathematics, University of Texas, Austin, TX 78712
E-mail address: dafr@math.utexas.edu

(©2001 American Mathematical Society



LECTURE 1
Classical Mechanics

Particle motion

We begin with the most basic example of a mechanical system, a single particle
moving in space. Mathematically we model this by a function

(1.1) x: time — space;

x(t) is the position of the particle at time ¢. Time is usually taken to be the real
line R, but we will take a moment to discuss what precise structure on R we use.
For example, it does not make physical sense to add times, so we do not want to
use the vector space structure of the reals. Nor do we have a distinguished time, a
zero of time, unless perhaps we consider some particular cosmological or religious
model. Rather, the measurements one makes are of differences of time. Further-
more, time is homogeneous in the sense that measurements of time differences are
independent of the absolute time. Finally, time differences are given by a single real
number. Mathematically we model this by asking that time be a torsor® for a one-
dimensional vector space V; that is, an affine space M' whose underlying vector
space is V. There is one more piece of structure to include, as we have not yet spec-
ified the choice of units—seconds, hours, etc.—in which to measure time. For that
we ask that M?' carry a translation-invariant Riemannian metric, or equivalently
that V be an inner product space. Then the interval between t,¢’ € M is given by
the distance from ¢ to ¢'. Of course, we identify V' = R by choosing a unit vector
in V', but notice that there are two choices, corresponding to two distinct “arrows
of time.” The superscript ‘1’ reminds us that time is one-dimensional, but also
indicates that soon we will encounter a generalization: Minkowski spacetime M™
of dimension n. We fix an affine coordinate ¢ on M so that |dt| = 1.

In general one benefit of specifying a geometric structure carefully, for example
without arbitrary choices, is that the group of symmetries is then defined. The
group of symmetries of M = M" is the Euclidean group Euc(M) in one dimension,
i.e., the group of affine transformations which preserve the metric. An affine trans-
formation induces a linear transformation of the underlying vector space, and this
leads to an exact sequence

(1.2) 11—V — Euc(M) — O(V) — 1.

2A torsor for a group G is a space T on which G acts simply transitively. In other words, given
t,t’ € T there is a unique g € G so that g acting on t gives t’. We could call T' a principal G-bundle
over a point.
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The kernel V' consists of time translations. Of course, O(V) = {£1}, and corre-
spondingly the Euclidean group is divided into two components: symmetries which
project to —1 are time-reversing. Some systems are not invariant under such time-
reversing symmetries; some are not invariant under time translations. Notice that
the metric eliminates scalings of time, which would correspond to a change of units.

We take the space X in which our particle (1.1) moves to be a smooth manifold.
One could wonder about the smoothness condition, and indeed there are situations
in which this is relaxed, but in order that we may express mechanics and field
theory using calculus we will always assume that spaces and maps are smooth (C).
Again we want a Riemannian metric in order that we may measure distances, and
the precise scale of that metric reflects our choice of units (inches, centimeters,
etc.). Usually that metric is taken to be complete; otherwise the particle might
fall off the space. Physically an incomplete metric would mean that an incomplete
description of the system, perhaps only a local one. Often we will take space to be
the Euclidean space Ed, that is, standard d-dimensional affine space together with
the standard translation-invariant metric.

There is one more piece of data we need to specify particle motion on X: a
potential energy function

(1.3) V:X —R.

Hopefully, you have some experience with potential energy in simple mechanics
problems where it appears for example as the energy stored in a spring (V(z) =
kz? /2, where z is the displacement from equilibrium and % is the spring constant),
or the potential energy due to gravity (V(z) = mgz, where m is the mass, g is the
gravitational constant, and z is the height).

There is much to say from a physics point of view about time, length, and energy
(see [F], for example), but in these lectures we move forward with our mathematical
formulation. For the point particle we need to specify one more piece of data: the
mass of the particle, which is a real number m > 0 whose value depends on the
choice of units. Note that whereas the units of mass (M), length (L), and time
(T') are fundamental, the units of energy (M L? / T2) may be expressed in terms of
these.

So far we have described all potential particle motions in X as the infinite-
dimensional function space F = Map(M", X) of smooth maps (1.1). Actual particle
trajectories are those which satisfy the differential equation

(1.4) mi(t) = —V' (x(t)).

The dots over x denote time derivatives. As written the equation makes sense
for X = E'; on a general Riemannian manifold the second time derivative is re-
placed by a covariant derivative and the spatial derivative of V' by the Riemannian
gradient; see (1.32). Equation (1.4) is Newton’s second law: mass times accelera-
tion equals force. Notice that we do not describe force as a fundamental quantity,
but rather express Newton’s law in terms of energy. This is an approach which
generalizes to more complicated systems. Let M denote the space of all solutions
to (1.4). It is the space of states of our classical system, often called the phase
space. What structure does it have? First, it is a smooth manifold. Again, we will
always treat this state space as if it is smooth, and write formulas with calculus,
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even though in some examples smoothness fails. Next, symmetries (1.2) of time act
on M by composition on the right. For example, the time translation 7,, s € R
acts by

(1.5) (T,z)(t) =z(t—s), aeM.

You should check that (1.4) is invariant under time-reversing symmetries. (Veloc-
ity & changes sign under such a symmetry, but acceleration & is preserved.) We
could consider a particle moving in a time-varying potential, which would break?®
these symmetries. Also, isometries of X act as symmetries via composition on the
left. For a particle moving in Euclidean space, there is a large group of such isome-
tries and they play an important role, as we describe shortly. On the other hand,
a general Riemannian manifold may have no isometries. These global symmetries
are not required in the structure of a “classical mechanical system.”

So far, then, the state space M is a smooth manifold with an action of time
translations (and possible global symmetries). There is one more piece of data,
and it is not apparent from Newton’s law: M carries a symplectic structure for
which time translations act as symplectic diffeomorphisms. We can describe it by
choosing a particular time ¢,, thus breaking the time-translation invariance, and
consider the map

M—TX
€T+ (x(to)vi"(to))

If X is a complete Riemannian manifold, then this map is a diffeomorphism. Now
the Riemannian structure gives an isomorphism of vector bundles TX = T*X,
so composing with (1.6) a diffeomorphism M — T*X. The symplectic structure
on M is the pullback of the natural symplectic structure on 7" X. When we turn
to the lagrangian description below, we will give a more intrinsic description of this
symplectic structure.

There is an abstract framework for mathematical descriptions of physical sys-
tems in which the basic objects are states and observables. (See [Fa] for one ac-
count.) These spaces are in duality in that we can evaluate observables on states.
Both classical and quantum systems—including statistical systems—fit into this
general framework. We have already indicated that in classical mechanics the
space M of states is a symplectic manifold, and that motion is described by a
particular one-parameter group of symplectic diffeomorphisms called time transla-
tion. What are the observables? The observables of our classical system are simply
functions on M. The pairing of observables and states is then the evaluation of
functions. We term this pairing “the expectation value of an observable” in a given
state, though the classical theory is deterministic and the expectation value is the
actual value. A typical family of real-valued observables O, ;) is parametrized by

(1.6)

pairs (t, f) consisting of a time ¢ € M and a function f: X — R; then

For example, if X = E? we can take f to be the i'" coordinate function. Then Ou.p)

is the i'" coordinate of the particle at time ¢. Sums and products of real-valued

3That is, the system would not have symmetries induced from (1.2).
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observables are also observables. In the classical theory we can consider observables
with values in other spaces.* The observables (1.7) are local in time.

This basic structure persists in classical field theory, with the understanding
that the space M is typically infinite-dimensional.

Some differential geometry

We quickly review some standard notions, in part to set notation and sign
conventions.

Let Y be a smooth manifold. The set of differential forms on Y is a graded
algebra with a differential, called the de Rham complex:

(1.8) 0—-W) L o'y) L o*y)%L ...

A vector field £ induces a contraction, or interior product
(1.9) (€): QUY) — QITH(Y)
and also a Lie derivative

(1.10) Lie(§): Q1Y) — QI(Y).

The exterior derivative d, interior product ¢, and Lie derivative are related by
Cartan’s formula

(1.11) Lie(§) = du(§) + ¢(£)d.

Now if E — Y is a vector bundle with connection (covariant derivative) V, then
there is an extension of the de Rham complex to differential forms with coefficients
in E:

(1.12) Q°(v; B) ==Y ol(v; B) 2% 0*(v; B) 45 ..
It is not a complex in general, but rather
(1.13) ds =Ry € Q*Y;EndE),

where Ry is the curvature of V.

All of this applies to appropriate infinite-dimensional manifolds as well as finite-
dimensional manifolds. In these notes we do not discuss the differential topology
of infinite-dimensional manifolds. The function spaces we use are assumed to con-
sist of smooth functions, though in a more detailed treatment we would often use
completions of smooth functions.

Next, if ¢: Y — X is a map between manifolds, then d¢ is a section of
Hom(TY,¢$*TX) — Y, ie., dp € Q(Y;¢*TX). If now TX has a connection V,
then

(1.14) dedp = ¢*Tg € Q*(Y;6"TX),

4In the quantum theory the values should lie in a fixed space, since the observables are integrated
over the space of fields.
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where Ty, is the torsion of the connection V. Often V is the Levi-Civita connection
of a Riemannian manifold, in which case the torsion vanishes. More concretely,
it ¢: (—¢,€), X (—€,€), — X is a smooth two-parameter map, then the partial
derivatives ¢, and ¢, are sections of the pullback bundle ¢*T'X. In the case of
vanishing torsion equation (1.14) asserts

(1.15) Vg, 00 = Vg, 00

The complex of differential forms on a product manifold Y = Y” x Y’ is nat-
urally bigraded, and the exterior derivative d on Y is the sum of the exterior
derivative d” on Y and the exterior derivative d’ on Y’. In computations we use
the usual sign conventions for differential forms: if @ = o’ Ao’ for @ € 0"’ (Y")
and o’ € Qq/(Y’), then

(1.16) da=d"a" Na+ (—l)q”a" Ad'a.

We often apply this for Y a function space.

We follow the standard convention in geometry that symmetry groups act on
the left. For example, if Y = Map(M, X) and ¢: M — M is a diffeomorphism,
then the induced diffeomorphism of Y acts on # € Y by 2 — 20~ ', On the other
hand, if ¢¥: X — X is a diffeomorphism, then the induced diffeomorphism of Y is
x +— 1pox. There is an unfortunate sign to remember when working with left group
actions. If G — Diff(Y) is such an action, then the induced map on Lie algebras
g — X(Y) is an antthomomorphisms. In other words, if &¢ 1s the vector field which
corresponds to ¢ € g, then

(1.17) [€er €l = =Eeen-

Hamiltonian mechanics

We begin by recalling a basic piece of symplectic geometry. Namely, if M is a
symplectic manifold with symplectic form (2, then there is an exact sequence

grad
—_

(1.18) 0 — H°(M;R) — Q°(M) Xo(M) — H'(M;R) — 0.

Here X (X) is the space of vector fields £ on X which (infinitesimally) preserve €:
Lie(£)2 = 0. The symplectic gradient “grad” of a function O is the unique vector
field &, such that

(1.19) dO = —1(E5)Q.

Thus any observable determines an infinitesimal group of symplectic automorphisms
(so in good cases a one-parameter group of symplectic diffeomorphisms), and con-
versely an infinitesimal group of symplectic automorphisms which satisfies a certain
cohomological constraint determines a set of observables any two elements of which
differ by a locally constant function.

Now in a classical mechanical system the state space M carries a one-parameter
group of time translations, which we assume defines a vanishing cohomology class
in Q*(M), i.e., if € is the infinitesimal generator, we assume that +(£)Q is exact. A
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choice of corresponding observable is the negative of a quantity we call the energy
or Hamiltonian of the system. Put differently, the total energy generates a motion
which is the minus time translation. For example, the energy H of a particle
x: M — X satisfying (1.4) with the symplectic structure defined after (1.6) is®

(1.20) H(z) = %u(t)ﬁ +V ().
The right hand side is independent of ¢, so in fact defines a function of x € M. It
is the sum of the kinetic and potential energy of the particle.

A classical system (M, H) consisting of a symplectic manifold M and a Hamil-
tonian H is free if M is a symplectic affine space and the motion generated by H
is a one-parameter group of affine symplectic transformations, or equivalently H is
at most quadratic.

Another general piece of symplectic geometry may also be expressed in terms of
the exact sequence (1.18). Namely, there is a Lie algebra structure on Q°(M) so that
the symplectic gradient is a Lie algebra homomorphism to the Lie algebra of vector
fields (with Lie bracket). In other words, this Poisson bracket on functions O, O’
satisfies

(1.21) ool = €00

Because the symplectic gradient has a kernel, (1.21) does not quite determine the
Poisson bracket; rather we define it by the formula

(1.22) {0,0'} =¢,0'".

We note that any physical system has a similar bracket on observables; e.g., in
quantum mechanics it is the commutator of operators on Hilbert space.

Let M be a classical state space with Hamiltonian H. A global symmetry of the
system is a symplectic diffeomorphism of M which preserves H. An infinitesimal
symmetry is a vector field £ on M which preserves both the symplectic form (2
and the Hamiltonian H: Lie(£)Q2 = Lie(§)H = 0. Then the observable ) which

corresponds to an infinitesimal symmetry satisfies

(1.23) {H,Q} =0.

Quite generally, the time-translation flow on M induces a flow on observables which
may be expressed by®

(1.24) O ={H,0},

so that (1.23) is equivalent to a conservation law for Q:

(1.25) Q=0.

5We compute this in Lecture 2. Here m is the mass of the particle.

6To understand the sign, recall that a diffeomorphism of M induces an action of functions on M
using pullback by the inverse. On the infinitesimal level this introduces a minus sign, and it
cancels the minus sign which relates H to infinitesimal time translation.
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For this reason the observable @ is called the conserved charge associated to an
infinitesimal symmetry. Again: Symmetries lead to conservation laws.

The symplectic point of view is fundamental in classical mechanics, but we
do not emphasize it in these lectures. Rather, many of the most interesting field
theories—including most of those of interest in geometry and topology—have a
lagrangian description. From a lagrangian description one recovers the symplectic
story, but the lagrangian description can be used in field theory when there is
no distinguished time direction (which is usually the situation in geometry: an
arbitrary manifold does not come equipped with a time function).

Lagrangian mechanics

Recall our description of the point particle. Its state space M is defined to be
the submanifold of the function space F = Map(M", X) cut out by equation (1.4).
Ideally, we would like to describe this submanifold as the critical manifold of a
function

(1.26) S: F—R.

In that ideal world M would be the space of solutions to dS = 0. Such a function
would be called the action of the theory, and the critical point equation the Euler-
Lagrange equation. This is a typical situation in geometry, where we often derive
interesting differential equations from variational principles, especially on compact
manifolds. In our situation the function S we would like to write down is infinite on
typical elements of F, including elements of M, due to the noncompactness of M*.
Rather, the more basic object is the lagrangian density, or simply lagrangian,

(1.27) L: F — Densities(M")

which attaches to each potential particle motion z € Map(M', X) a density” L(z)
on the line M*. The lagrangian density is well-defined on all of F, but its integral
over the whole line may well be infinite. In this section we study its integrals over
finite intervals of time, which are finite, and derive appropriate Euler-Lagrange
equations. We will see that these equations can be deduced from L without con-
sideration of S. In addition, we will construct the symplectic structure on M. In
Lecture 2 we systematize these constructions in the context of general field theories.
The lagrangian for the particle is

(1.28) L(z) = [%u(t)ﬁ — V(2(t))] latl

It is the difference of kinetic energy and potential energy. Also, the dependence
of the lagrangian on the path x is local in the time variable t. (We formalize the
notion of locality in the next lecture.) For each z: M* — X the right hand side is
a density on M'. For (finite) times t, < t, the action

(1.29) S () = /t L)

7A density on M has the form g(t) |dt| for some function g: M — R. Densities have a transfor-
mation law which corresponds to the change of variables formula for integrals.
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is well-defined, whereas the integral over the whole line may be infinite. Nonetheless,
we may deduce Euler-Lagrange by asking that S be stationary to first order for
variations of = which are compactly supported in time.® Thus we choose tg,t; so
that a particular variation has support in [t,,?;]. Now a “variation of z” simply
means a tangent vector to F at . We have

(1.30) T,F = C™(M";z*TX),

i.e., a tangent vector to F is a section over M of the pullback via z of the tangent
bundle TX. To see this, consider a small curve z,,, —e <u <€, in F with z; = z.
It is simply a map z: (—¢,€) X M' — X, and differentiating with respect to u
at u = 0 we obtain precisely an element ¢ of the right hand side of (1.30). For the
moment do not impose any support condition on ¢, plug = = z,, into (1.29), and
differentiate at © = 0. We find

(1.31)
d d b
il Stn@d = ol [ [FOF =V (u0)] ot

_ / (1), V(1) — {arad V (a(0)), < (0)] I

to

= [ [0, Vi 60  (erad V (x(0), 0] It

to

:/t1—<mVi(t)x'(t)+gradV(x(t)),((t)> dt]
+m{a(ty), C(ty)) — m{a(ty), C(tg))-

In the last step we integrate by parts, and in the third we use the fact that the
Levi-Civita connection V is torsionfree (in the form of (1.15)). If we impose the
condition that the support of ¢ is compactly contained in [t,, t;], then the boundary
terms on the last line vanish. The integral that remains vanishes for all such ( if
and only if the Euler-Lagrange equation

(1.32) mV gy (t) + grad V (z(t)) = 0

is satisfied. Thus we have recovered Newton’s law (1.4), here written for maps into
a Riemannian manifold. Now let us work on-shell, that is, on the space M C F
of solutions to the Euler-Lagrange equations. Denote the differential on F, and so
the differential on the submanifold M, as ‘6’. For each t € M* define the 1-form
Ve € Ql(M) by

(1.33) 7(C) = m(&(t), ¢ (t))-
Then equation (1.31) implies that the differential of the action on-shell is
(1.34) 0Si0.t1] = Vir — Vo on M.

8This has an analog in the quantum theory. Quantization is done around a classical solution g,
which may or may not have finite action, but the path integral is done over field configurations x
for which the “difference” of the lagrangians L(x) — L(x) has a finite integral over M. The same
remark applies in general field theories.



LECTURE 1. CLASSICAL MECHANICS 13

We draw two conclusions from this equation:

e The 2-form on M
(1.35) Q, := 0y,

is independent of ¢.
e The 1-forms v, determine a principal R-bundle P — M with connection
whose curvature is €2,.

The first statement follows simply by differentiating (1.34). Turning to the second,
for each t € M' we define P, — M to be the trivial principal R-bundle with
connection 1-form ~,. Then given ¢, < t; equation (1.34) asserts that addition of
—5S[44,,] 18 an isomorphism P, — P, which preserves the connection. The crucial
property of S which makes these trivializations consistent is its locality in time: for
ty < t; <ty we have

(1.36) Stto.ta] = Sttoutr] + St ta]-

Finally, we remark that one can see from (1.33) that the symplectic form (1.35) has
the description given after (1.6).

The Euler-Lagrange equations (1.32), the connection form (1.33), and the sym-
plectic form (1.35) may all be defined directly in terms of the lagrangian density L;
the action (1.29) is not needed. In the next lecture we develop a systematic calculus
for these manipulations. In particular, we will develop formulas to compute the con-
served charges associated to infinitesimal symmetries. Thus a single quantity—the
lagrangian density—contains all of the information of the classical system. That is
one reason why the lagrangian formulation of a classical system, if it exists, is so
powerful. At a less formal level, the lagrangian formulation is a practical way to
encode the physics of a complicated system. For example, it is not difficult to write
the lagrangian corresponding to a mechanical system with pendulums, springs, etc:
it is the total kinetic energy minus the total potential energy. (See the exercises at
the end of the lecture.) Lagrangians are also practical for systems which include
other physical objects: strings, membranes, fields, etc. In these lectures we focus
mainly on fields.

Classical electromagnetism

Let space X be an oriented 3-dimensional Riemannian manifold. For example,
we might consider X = E3. Then X has a star operator which in particular gives
an isomorphism

(1.37) xy: QN(X) — Q*(X)

whose square is the identity map. Also, we can use the metric and orientation to
identify each of these spaces with the space of vector fields on X. For example,
on E? with standard coordinates z, Y, z we have the identifications

(1.38) aaﬁ—i—bag—i—ca2 ——adr+bdy+cdz «— adyNdz—bdxNdz+cdx Ndy
x Yy z

for any functions a, b, c.



14 D. S. FREED, CLASSICAL FIELD THEORY AND SUPERSYMMETRY

The electric field F is usually taken to be a time-varying vector field on X,
but using (1.38) we take it instead to be a time-varying 1-form. Similarly, the
magnetic field B, which is usually a time-varying vector field on X, is taken to
be a time-varying 2-form instead. From one point of view these fields are maps
of time M" into an infinite-dimensional function space, so comprise an infinite-
dimensional mechanical system. A better point of view is that they are fields
defined on the spacetime M' x X, and map this space into a finite-dimensional
one.” However we view this, Maxwell’s law in empty space asserts that

dB =0 dE = —%—B
(1.39) 8tE
dxyE =0 c2d*XB:>kXa

where c is the speed of light. One can think of the right hand equations as evolution
equations, analogous to Newton’s law, and the left-hand equations as telling that
we are really studying motion in a subspace of Q'(X) @ Q?(X). (Note that the
right hand equations preserve the subspaces defined by the left-hand equations.)
To complete the description of a mechanical system we should specify a symplectic
structure on the (infinite-dimensional) space of solutions M to (1.39).

The question arises as to whether or not there is a lagrangian description of
this system. In fact, there is. Why would we like to have one? As explained
earlier, the lagrangian encodes not only Maxwell’s equations (1.39), but also the
symplectic structure on the space of solutions. But in addition we could now try
to study the combined system consisting of a particle together with an electric and
magnetic field. In the combined system there is an interaction, which is encoded as
a potential energy term in the action. Once this total lagrangian is described, we
are off to the races. For example, we can fix an electric and/or magnetic field and
study the motion of a charged particle in that background. The resulting equation
of motion is called the Lorentz force law. On the other hand, one could deduce
the equation for the electric and magnetic fields created by a charged particle, or
system of charged particles. At a more sophisticated level one can determine the
energy, momentum, etc. of the electric and magnetic fields. It is clear that lots of
physics is summarized by the lagrangian! We will give the lagrangian formulation of
Maxwell’s equations in Lecture 3, and now conclude this first lecture by introducing
a more natural setting for field theory: spacetime.

Minkowski spacetime

The electric and magnetic fields are naturally functions of four variables: E =
E(t,z,y,z) and B = B(t,z,y,z). The domain of that function is spacetime™.
See Clifford Johnson’s lectures on general relativity for the physics behind the
geometrization of spacetime; here we content ourselves with a mathematical de-
scription.

So far we have modeled time as the one-dimensional Euclidean space M' and
space as a complete Riemannian manifold X. At first glance it would be natural,

then, to consider spacetime as the product M x X with a “partial metric” and an

9More precisely, they are sections of a finite-dimensional vector bundle over M1 x X.
100r perhaps timespace, since we write the time coordinate first.
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isometric action of the additive group R. (By “partial metric” we mean that we
know the inner product of two vectors tangent to X or two vectors tangent to M 1,
but we do not say anything about other inner products.) But partial metrics do not
pull back under diffeomorphisms to partial metrics, so it not a very good geometric
structure. A more physical problem is that the units are mixed: along M' we use
time but along X we use length. We now describe two alternatives.

For a nonrelativistic spacetime we replace the metric along M ! with a 1-form d¢
(or density |dt|) on M* x X which evaluates to 1 on the vector field generating the
R action and vanishes on tangents to X. Note that dt determines a codimension one
foliation of simultaneous events in spacetime. Putting dt as part of the structure
requires that symmetries preserve this notion of simultaneity. The other piece of
structure is a metric on the foliation, which is simply the Riemannian metric on X.
In case X = E""! we obtain the Galilean spacetime of dimension n; its group of
symmetries is the Galilean group.

We will focus instead on relativistic theories, in which case we extend the
metrics on M and X to a metric on the spacetime M' x X. To do this we need
to reconcile the disparity in units. This is accomplished by a universal constant ¢
with units of length/time, i.e., a speed. Physically it is the speed of light. However,
the spacetime metric is not positive definite; rather it is the Lorentz metric

(1.40) Adsiy — dsy.

If dim X = n— 1, then the metric has signature (1,n—1). For X = E"~! we obtain
Minkowski spacetime M™.

So Minkowski spacetime M™ is a real n-dimensional affine space with underly-
ing translation group V a vector space endowed with a nondegenerate symmetric
bilinear form of signature (1,n — 1). To compute we often fix an affine coordinate
system 2%zt ..., 2" with respect to which the metric is

(141) g= (d$0)2 _ (dml)z L (d.]?n_l)2.

Note that 2° = ¢t for ¢ the standard time coordinate. Minkowski spacetime carries
a positive density defined from the metric

(1.42) |d"z| = | dz® Adxt Ao Ada™ T,

0

and each time slice - = constant also carries a canonical positive density

(1.43) |d" | = |dzt Ao Ada™ T

The vector space V has a distinguished cone, called the lightcone, consisting of
vectors with norm zero. For n = 1 it degenerates to the origin, for n = 2 it is the
union of two lines, and for n > 2 the set of nonzero elements on the lightcone has
two components.

The group Iso(M) of isometries of M™ is a subgroup of the affine group, and
it contains all translations by vectors in V. It maps onto the group O(V) of linear
transformations of V' which preserve the Lorentz inner product:

(1.44) 1—V —Iso(M) — O(V) — 1.
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The group O(V) has four components if n > 2. (For n = 1 it is cyclic of order
two.) To determine which component a transformation 7' € O(V) lies in we ask two
questions: Is T orientation-preserving? Does T' preserve or exchange the compo-
nents of the nonzero elements on the lightcone? (This question needs to be refined
for n = 2.) For elements in the identity component the answer to both questions
is “yes”. There is a nontrivial double cover of the identity component, called the
Lorentz group Spin(V'), and correspondingly a double cover of the identity compo-
nent of the isometry group of M™ called the Poincaré group P":

(1.45) 1—V — P" — Spin(V) — 1.

The Lorentz spin groups have some beautiful properties, some of which we will
explore when we study supersymmetry. In any case this double cover is not relevant
until when we introduce fermionic fields in Lecture 4.

Exercises

. In this problem use standard affine coordinates z°,z',...,2" ' on Minkowski
spacetime M" and on Euclidean space E”. Set the speed of light to be one, so that
in the Minkowski case we can identify 2° with a time coordinate ¢. Let 9, =0/0x"
be the coordinate vector field. It is the infinitesimal generator of a translation.

(a) Write a basis of infinitesimal generators for the orthogonal group of isometries
of E™ which fix the origin (0,0, ...,0). Compute the Lie brackets.

(b) Similarly, write a basis of infinitesimal generators for the orthogonal group of
isometries of M" which fix the origin (0,0,...,0). Compute the Lie brackets.
Write your formulas with ‘¢’ in place of ‘z°’, and use Roman letters 7, j, ... for
spatial indices (which run from 1 to n — 1).

. In this problem we review some standard facts in symplectic geometry. Let M be
a symplectic manifold.

(a) Verify that (1.19) determines a unique vector field £.. Prove that (1.18) is an
exact sequence.

(b) Using (1.22) as the definition of the Poisson bracket, verify (1.21). Also, prove
the Jacobi identity:

{(97 {OI’ O//}} + {OH7 {Ov OI}} + {0/7 {ON7 O}} =0.

(¢) On a symplectic manifold of dimension 2m one can always find local coordi-
nates ¢*,p;, i,j = 1,...,m, such that

w = dp; Adq".

(We use the summation convention.) Compute the Poisson brackets of the
coordinate functions. Verify that on a symplectic affine space (define) functions
of degree < 2 form a Lie algebra under the Poisson bracket. Identify this
Lie algebra. (Hint: Consider the image under the symplectic gradient.) Start
with m = 1.
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3. Let M be a smooth manifold of dimension m.

(a) Define a canonical 1-form 6 on the cotangent bundle w: T*M — M as follows.
Let « € T*M,, and £ € T, (T*M). Then 6,(¢) = a(m,&). Check that w := df
is a symplectic form.

(b) Local coordinates ¢*, ..., ¢™ on M induce local coordinates qi,pj on T"M (the

indices runs from 1 to m) by writing an element o € T*X as o = pidqi. Make
sense of this procedure, then write # and w in this coordinate system.

4. (a) Check that (1.13) reproduces any other definition of curvature you may have
learned. For example, if &, 7, ( are vector fields on Y, show that

Ry (&,m)¢ = ngn ¢— anf ¢— V[Ew] ¢

(b) Demonstrate that (1.14) and (1.15) are equivalent (in the case of vanishing
torsion).

5. Let G be a Lie group. Consider the action of G on itself by left multiplication.
Verify (1.17) in this case. What happens for right multiplication?

6. Let V be a finite-dimensional real vector space endowed with a nondegenerate
symmetric real-valued bilinear form. We denote the pairing of vectors v, w as (v, w).
Let n =dim V.

(a) Define an induced nondegenerate symmetric form on the dual V* and on all
exterior powers of both V' and V*.

(b) The highest exterior power of a vector space is one-dimensional, and is called
the determinant line of the vector space. An element in Det V™ is a wvolume
form on V. There are precisely two such forms w such that (w,w) = +1; they
are opposite. Choose one. This amounts to fixing an orientation of V', which
is a choice of component of Det V' \ {0}. Then the Hodge * operator, which is
a map

w: NV — NIV
is defined implicitly by the equation
a0 = {a,B)w, a,Be NV
Verify that the % operator is well-defined.

(c) Compute **x. The answer depends on the signature of the quadratic form and
the degree q.

(d) Compute * on a 3 dimensional vector space with a positive definite inner product
(choose a basis!) and on a 4 dimensional vector space with a Lorentz inner
product.

7. (a) Determine all particle motions on X = E' which lead to free mechanical sys-
tems. (What are the possible potential energy functions?) For each deter-
mine the state space and one-parameter group of time translations. Generalize

to X =E".
(b) A coupled system of n one-dimensional harmonic oscillators may be modeled as
motion in an n-dimensional inner product space X with potential V(z) = %|x\2

Investigate the equations of motion of this system. Find the state space and
one-parameter group of time translations. Is this system free?
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8. Write the lagrangians for the following mechanical systems with one or more par-
ticles. These systems are placed in a uniform gravitational field. The potential
energy (determined only up to a constant) for a particle of mass m at height h in
the gravitational field is mgh for some universal constant g. These problems are
taken from Mechanics, by Landau and Lifshitz, a highly recommended text.

(a) A simple pendulum of mass m and length ¢.

(b) A coplanar double pendulum.

(c) A simple pendulum of mass m,, with a mass m, at the point of support which
can move on a horizontal line lying in the plain in which m, moves.

9. Rewrite equations (1.39) in terms of vector fields F, B, instead of forms, and verify
that you get the standard version of Maxwell’s equations.



LECTURE 2
Lagrangian Field Theory and Symmetries

The differential geometry of function spaces

We begin with a word about densities. Recall from Lecture 1 that the particle
lagrangian gives a density on the affine time line M for each path of the particle,
and we investigated integrals of that density, called the action. Our motivation for
using densities, rather than 1-forms, is that the many systems are invariant under
time-reversing symmetries. In general, a density on a finite-dimensional manifold M
is a tensor field which in a local coordinate system {x"} is represented by

(2.1) ((z) |dat - - - da™|

for some function ¢. It transforms under change of coordinates by the absolute
value of the Jacobian of the coordinate change. In other words, it is a twisted
n-form—the twisting is by the orientation bundle. We denote the set of densities
by Q% (M). Then we define Q/79(M) to be the set of twisted (n — ¢)-forms. A
twisted (n — g)-form is the tensor product of a section of AYT'M and a density. For
example, an element of Q-1 (M) in local coordinates looks like

0
i () —— Lo dg™
(2.2) 7" (x) oy ® |dx” -+ - da”|.

The twisted forms are graded as indicated; a twisted (n— g)-form, or | —g|-form, has
degree —q. On the graded vector space of twisted forms Qlel (M) we have the usual
operations of exterior differentiation d, Lie derivative Lie(§) by a vector field &,
and interior product ¢(£), with the Cartan formula (1.11) relating them. However,
twisted forms do not form a ring; rather, twisted forms are a graded module over
untwisted forms. Just as we can integrate densities over manifolds, we can integrate
| —g|-forms over codimension g submanifolds whose normal bundle is oriented.

Continuing with a manifold M, consider the mapping space F = Map(M, X)
of smooth maps ¢: M — X into a manifold X. Everything we say generalizes to
the case where we replace the single copy of X with a fiber bundle E — M (whose
typical fiber is diffeomorphic to X, say) and F with its space of sections. First,
note that the tangent space at ¢ to the mapping space F = Map(M, X) is

(2.3) T,F = Q°(M;¢*TX).

19
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To see this, consider a path ¢,,, —e < u < ¢, in F such that ¢, is the given map ¢.
Then the derivative in v at v = 0 is naturally a section of the pullback tangent
bundle Q°(M; ¢*TX). A crucial piece of structure is the evaluation map

e: FxM-—X

@4 (6,m) — $(m).

What distinguishes function spaces from arbitrary infinite-dimensional manifolds is
this evaluation map. We obtain real-valued functions on F x M by composing (2.4)
with a real-valued function on X.

We express lagrangian field theory in terms of differential forms on F x M,
except that we twist by the orientation bundle to use densities on M instead of
forms. So we work in a double complex 2*/*! (F x M) whose homogeneous subspace
QP1=9(F x M) is the space of p-forms on F with values in the space of twisted
(n—q)-forms on M. Let § be the exterior derivative on F, d the exterior derivative'*
of forms on M, and D = § + d the total exterior derivative. We have

(2.6) D*=d>=6"=0, dé=—dd.
We will use the following picture to depict elements in the double complex:

0 1

f
0|

a7

-1 -

M

For example, a lagrangian (1.27), which to each point of F attaches a density on M,
is an element in Q%% (F x M).
There is an important subcomplex 91:)!.|(7: x M) of local forms. The value

of a form a € QP!*(F x M) at a point m € M and a field ¢ € F on tangent
vectors &p,..., &, to F is a twisted form at m. The form « is local if this twisted
form depends only on the k-jet at m of ¢ and the ;. For example, let (;,(, be
fixed vector fields on M and consider X = R, so that F is the space of real-valued
functions on M. Then the (0, |0])-form

(2.7) L = ¢iG¢(m) - ¢(m) |d"z|

is local: L € Ql(c))’clo‘(f x M). We explain the notation in detail. First, L is the
product of a function ¢ = {;(;,¢(m) - ¢(m) with the standard density |d"z|. Now

1 Our sign convention is that for a € QP(F) and B € Q"|(M),

(2.5) d(aAB) = (=1)Pa A dB.
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the function ¢ may be written in terms of the evaluation function e (2.4), which is
local: ¢ = (;(,e-e. Finite derivatives of local functions are local, as are products of
local functions, so £ is local as claimed. In terms of the definition, at a point m € M,
the form L depends on the 2-jet of ¢. On the other hand, if m; € M is fixed, then
the function ¢ = ¢(m) - ¢p(my) is not local: its value at (¢, m) depends on the value
of ¢ at m,. Expressions similar to (2.7) are what appear in field theories; at first
it is useful to rewrite them in terms of the evaluation map.

There is one nontrivial mathematical theorem which we use in our formal de-
velopment. This theorem, due to F. Takens [T], asserts the vanishing of certain
cohomology groups in the double complex of local forms with respect to the vertical
differential d.

Theorem 2.8 (Takens). For p > 0 the complex (Qﬁ;‘l;‘(]—" x M),d) of local dif-
ferential forms is exact except in the top degree |o| = 0.

A proof of this result may be found in [DF].

Basic notions

We study fields on a smooth finite-dimensional manifold M, which we usually
think of as spacetime. For the most part we will specialize to M = M"™ Minkowski
spacetime, but for the general discussion it can be arbitrary. Often the spacetime M
is equipped with topological or geometric structures—an orientation, spin structure,
metric, etc.—which are fixed throughout. Attached to M is a space of fields F which
are the variables for the field theory.

What is a field? We will not try to pin down a definition which works in every
situation. Roughly a field is some kind of “function” on M, and many types of
fields are in fact sections of some fiber bundle over M. Thus a scalar field is a
map ¢: M — X for some manifold X. We also have tensor fields, spinor fields,
metrics, and so on. The only real requirement is that a field be local in the sense
that it can be cut and pasted. So, as an example of fields somewhat different than
those we will encounter, fix a finite group G and consider the category of principal
G-bundles over M. (This is more interesting when M has nontrivial fundamental
group.) Since these bundles (Galois covering spaces) can be cut and pasted, they
are valid fields.'> Connections on principal bundles for a fixed structure group also
form a category—morphisms are equivalences of connections—and these are the
basic fields of gauge theory for arbitrary gauge groups. In setting up the general
theory we will treat fields as maps ¢: M — X to a fixed manifold X, though the
reader can easily generalize to fields which are sections of a fiber bundle £ — M
(and to gauge fields as well). This covers most of the examples in these lectures.

In classical mechanics one meets systems with constraints. For example a par-
ticle moving in E* may be constrained to lie on the surface of a sphere. Such
holonomic constraints are easily dealt with in our setup: simply change the mani-
fold X to accommodate the constraint. On the other hand, our formalism does not
apply as presented to nonholonomic constraints. In supersymmetric gauge theories
we meet such constraints (in the superspacetime formulation).

12That is, the objects in the category are the fields. All morphisms in the category are invertible—
the category is a groupoid—and ultimately one is interested in the set of equivalence classes.
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Fix a spacetime M and a space of fields F. A classical field theory is specified
by two pieces of data: a lagrangian density

(2.9) L eQXl(F x M)

loc

and a variational 1-form

(2.10) v e QLT(E x M.

loc

These fit into the diagram:

~ | ©

0]

|—1] ¥
M

It is natural to define the total lagrangian as the sum of the lagrangian and the
variational 1-form:

(2.11) L=L+~eQ%FxM).

There is a compatibility condition for L and -y, which we specify shortly, and we
will see that in many cases of interest L determines . But first we recast the point
particle of Lecture 1 in this language.

Example 2.12 (point particle). Take “spacetime” to be simply time M = M*;
the space of fields to be the mapping space F = Map(M, X) of paths in a fixed
Riemannian manifold X equipped with a potential energy function V: X — R;
the lagrangian to be the particle lagrangian (1.28), now written as an element

of Q2N (F x M):

loc
(2.13) L= [2il - V(@) |t

and the variational 1-form to be the expression (1.33), now written as an element
of QUI(F % M):

v ={(z,0z) 0, ® |dt
o1 (@.02) 9, @ |d1
= (1(0,)dx, éx) 0, ® |dt|.
In these expressions z: F x M — X is the evaluation map, so that dx and dx are
one-forms on F x M with values in the pullback of T'X via . The reader may prefer
to consider first X = Ed, in which case there are simplifications: the covariant de-
rivative is the ordinary derivative and dx, dx are 1-forms with values in the constant

vector space RY. Nothing essential to our discussion is lost in this specialization.
The reader should check that (2.13) is indeed local and agrees with (1.28). In both
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expressions we use the standard density |dt| on M ! determined by the Riemann-
ian metric, and we have chosen a unit length translation-invariant vector field 0,
on M*'; it is determined up to sign. Then & = 0,x changes sign if we change 0, for
its opposite. Since 0, appears twice in both expressions, they are invariant under
this change, hence well-defined.

Though we haven’t developed the theory yet, as an illustration of calculus on
function spaces let us compute the differential DL of the total lagrangian £ = L++.
First, we consider the component in degree (1, 0|):

(2.15) (DLYYON = 5L + d.

It is convenient for computation to (finally!) fix an orientation of M ! and using
it identify the density |dt| with the 1-form dt. Since we have already expressed
everything without the choice of orientation, the results of the computation are
necessarily independent of this choice. The orientation allows us to identify

(2.16) dx = & dt = & |dt|.
Then the variation of the lagrangian is

5L = m(bgi, &) Aldt| — dV o 5z A |dt|

(2.17)
= m(dgdx, &) — (grad V, oz) A dt.

Here, as explained in Lecture 1 (see the text preceding (1.14)), the first derivative dx

is a section of 2T X, so the second derivative uses the pullback of the Levi-Civita

connection. Using (2.16) we write v = m(z, éx), and so

25) dy = m(dg® A dx) + m(E, dydx)
. = —m(V,&,0x) Adt +m(,dydx).

The minus sign in the second line comes from commuting the 1-form dt past the
1-form dz. Since the Levi-Civita connection has no torsion, it follows from (1.14)
(applied to the total differential D), and the fact that d and J anticommute, that
dgdr = —dy 0z, so there is a cancellation in the sum

(DL)MN = 6L + dy

(2.18) )
= —m(V, & + grad V, dz) A dt.

Newton’s equation (1.32) is embedded in this formula. We also compute

DLy*I" =
(2.19) (L) K
=m(dg A 0x),

where we use the vanishing of torsion again: dgdx = 0. This last expression is a
2-form on F; it restricts to the symplectic form on the space M of solutions to
Newton’s law.
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The formulas simplify for X = E'. Then we write

L= %x do — V() dt,

and so
SL= mzddr —V'(z)dx Adt
= —maddz — V'(x) sz A dt.
We then set
v =midzx,
so that

dy = madt N\ dx + mi dox.

Newton’s law is contained in the equation

6L +dy = — [mi + V'(z)] dz A dt.

The reader will recognize the computation of (DE)I’lo‘ as a version of the compu-
tation (1.31) in Lecture 1. It encodes the integration by parts we did there. This
is precisely the role of the variational 1-form ~.

For a general lagrangian £ = L + v we encode the integration by parts in the
following relationship between L and ~.

Definition 2.20. A lagrangian field theory on a spacetime M with fields F is a
1(2)’!0‘ (F x M) and a variational 1-form v € Qllo’l_ll (Fx M)

such that if £ = L+ is the total lagrangian, then (Dﬁ)l"o‘ is linear over functions
on M.

To explain “linear over functions,” note first that T, = QY (M; ¢*TX) (see (2.3))
is a module over Q°(M), the algebra of smooth functions on M. A form § €
QUI*l(F x M) is linear over functions if for all (¢,m) € F x M we have

(2.21) Blom) (FE) = F(M)Bym (&), FEQY, E€T,F.

The reader can verify that (2.18) satisfies this condition. More plainly: dz is linear
over functions, whereas dydx is not. The variational 1-form 7 is chosen precisely to
cancel all terms where ddx appears. This is what the usual integration by parts
accomplishes; it isolates dx in the variation of the action.

A few comments about the variational 1-form ~:

lagrangian density L € Q2

o If the lagrangian L depends only on the 1-jet of the fields, then there is a
canonical choice for v which is characterized as being linear over functions.
We always choose this . For such systems, then, we need only specify the
lagrangian. This is the case for all examples we will meet in this course.

e If the lagrangian depends on higher derivatives, then there is more than one
choice for v, but for local lagrangians the difference between any two choices
is d-exact (by Takens’ Theorem 2.8). In this sense the choice of 7 is not
crucial.

e In many mechanics texts you will find this canonical v written as ‘pidqi’.
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Given a classical field theory—a total lagrangian £ = L4y such that (Dﬁ)l’lo‘
is linear over functions—we define the space of classical solutions M C F to be the
space of ¢ € F such that the restriction of (DL)%!°! to {¢} x M vanishes:

(2.22) DLV = 6L +dy=0  on M x M.

This definition is motivated by the usual integration by parts manipulation in the
calculus of variations. For the point particle we read off Newton’s law (1.32) directly
from (2.18). Notice in general that since (DL£)"!? lies in the subcomplex of local
forms, the Euler-Lagrange equations are local. Physicists term fields in M C F
on-shell, whereas the complement of M—or sometimes all of F—is referred to as
off-shell.

For field theory on a general manifold M there is no Hamiltonian interpretation.
The Hamiltonian story requires that we write spacetime M as time x space. In that
case it is appropriate to call M the state space or phase space.

Definition 2.23. Let £ = L + ~ define a lagrangian field theory. Then the asso-
ciated local symplectic form is

(2.24) w =6y € Q2ITN(F x M.

loc

On-shell we have

(2.25) w=DL on M x M,
and so
(2.26) Dw =0 on M x M.

We represent the on-shell data in the diagram:

0
|O| L —

1
0
T
|—1] v

— W

M

In mechanics (n = 1) for each time ¢ the form w(t) is a closed 2-form on the space of
classical solutions M, since dw = 0. It is independent of ¢, since dw = 0. A theory is
nondegenerate if w is a symplectic form. In classical mechanics texts the nondegen-
eracy amounts to the nondegeneracy of the Hessian matrix with entries §*L / g o¢’
the symplectic form w is usually denoted ‘dp;, /\clqi7 in appropriate coordinates. For
field theories in higher dimensions, we obtain a symplectic structure on M only in
the Hamiltonian situation where spacetime = time x space. We discuss that later
in this lecture.
The symplectic form for the point particle was computed in (2.19):

(2.27) w=m(0gT Adx).

We conclude this general discussion with an example which involves fields. We
write it quite explicitly in 2 dimensions; the reader can easily generalize to higher
dimensions.



26 D. S. FREED, CLASSICAL FIELD THEORY AND SUPERSYMMETRY

Example 2.28 (scalar field). Let M = M? denote two-dimensional Minkowski
spacetime with coordinates z°,z!. Here z° is the speed of light times a standard
time coordinate. For convenience fix the orientation {z°,z'} and use it to identify
twisted forms with forms. Note'® that xdz® = da' and *dz' = da®. Let F =
{¢: M™' — R} be the set of real scalar fields. We use the notation 0, = 0/ox".
The free (massless) lagrangian is

L= %dqﬁ A *xd¢
1
(2.29) = 5|al¢|2 dz® A da!

_ %{(3@)2 — (916)?} d2® A da?
From this we derive

(2.30) v =090 8 Ndx' + 0,6 ¢ A da”
(2.31) w=0y00 Ndp Adx' + 0,60 Ao A dx®

and the equation of motion

(2.32) o —0ip=0.

It is important to identify the equation of motion in this scalar field theory as a
second order wave equation. Just as with particle motion, we can solve the wave
equation—at least locally—by specifying an initial value for the field and its time
derivative. The signature of the Lorentz metric manifests itself directly in this
equation.

Symmetries and Noether’s theorem

In lagrangian field theory there is a local version of the relationship one has in
symplectic geometry between infinitesimal symmetries and conserved charges (see
the text preceding (1.23)). We distinguish two types of symmetries: manifest and
nonmanifest. To each symmetry we attach a local Noether current, and on-shell it
satisfies a local version of the conservation law (1.25) in symplectic geometry. In
mechanics the Noether current s the conserved (Noether) charge, but for general
field theories we must work in the Hamiltonian framework and integrate over space
to construct a conserved charge. What is important here is that we can write ex-
plicit and computable formulas for the conserved currents attached to infinitesimal
symmetries.

We continue with our general setup: spacetime M, fields F = Map(M, X), total
lagrangian £ = L + -y, local symplectic form w, and space of classical solutions M.
As a preliminary we extend the notion of locality to vector fields: a vector field é
on F is local if for some k the value of é¢ € QO(M, ¢*TX) at m € M depends only
on the k-jet of ¢ at m. A vector field £ on F x M is said to be decomposable and
local if it is the sum of a local vector field € on F and of a vector field  on M. Such
vector fields preserve the bigrading on differential forms, and the Lie derivative by
such vector fields commutes with both d and §.

13See the problem sets for information about the Hodge * operator.
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Definition 2.33. (i) A local vector field f on F is a generalized infinitesimal sym-
metry of L if there exists

(2.34) og € QN (F x M)
such that
(2.35) Lie()L =da;  on Fx M

(ii) A decomposable and local vector field £ on F x M is a manifest infinitesimal
symmetry if

(2.36) Lie(§)L =0 on F x M.

The definition of a manifest symmetry is the usual functorial notion—a symmetry
of a mathematical structure is an automorphism which preserves all the data. A
generalized symmetry is nonmanifest if we must choose a; in (2.3) nonzero; it only
preserves the lagrangian up to an exact term. Note that there is an indeterminacy
for nonmanifest symmetries: we can add any closed local form to .

Definition 2.33 encodes the notion of an infinitesimal symmetry; there is also
a definition of a symmetry such that the generator of a one-parameter group of
symmetries is an infinitesimal symmetry. We leave the precise formulation to the
reader.

We illustrate these definitions with some examples from mechanics.

Example 2.37 (time translation: manifest). Consider the point particle as
defined in Example 2.12. Time translation is the action of'* R on M': translation
by s € Ris T,(t) = t + s. This induces an action of R on Map(M"', X) x M*:
T,(z,t) = (v o T, ", T,(t)). Differentiating with respect to s we obtain the desired
vector field £ on F x M. We specify it by giving its action on the “coordinate
functions”, which for function space is the evaluation map:

W(&dt =1

(2:38) (&)or = —1.

Note the minus sign here, which easily causes confusion. The vector field £ is local,
since (2.38) only depends on the 1-jet of = at ¢. It is clear that 7, is a preserves
the total lagrangian, since T, preserves the evaluation map and density |dt|, and
the lagrangian and variational 1-form are expressed in terms of these. It follows by
differentiation that (2.36) is satisfied.

Example 2.39 (time translation: nonmanifest). We take f to be the compo-
nent of the manifest infinitesimal symmetry £ along the space of fields F. (Since
¢ is decomposable, this makes sense.) In other words,

(2.40) (&)dx = —i.

14 As in previous computations we orient time.
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Then é is a nonmanifest symmetry of the lagrangian (2.28) with

(2.41)

ag = —(%W —V(x)) +C.

We put in a constant C' to emphasize the indeterminacy which exists for nonmanifest
symmetries. Equation (2.35) follows from the fact that £ is a manifest symmetry.
For writing & = £ + 1, where n = 9,, we have Lie(§)L = 0, from which

(2.42)

Lie(€)L = — Lie(n)L = —du(n)L = —d(%m? ~V(z)).

A few remarks about the definition:

(2.43)

As we mentioned above, there is ambiguity in the definition of ag for a
nonmanifest symmetry—we can add any d-exact form.
In the definition of a generalized infinitesimal symmetry we have said noth-

ing about Lie(¢)y. In fact, an argument based on Takens’ theorem and its
close cousins implies that for some f; € Ql’|72|(]—' x M), the identity

loc

Lie(§)y = dag + dpf; on M x M

holds on shell. We use this identity below to see that the Noether current
is a local version of the conserved charge in symplectic geometry.

In the manifest case it is awkward to have to compute that Lie(§)y = 0.
In good cases this follows from Lie(¢)L = 0, which is much easier to check.
Namely, set E = M x X and suppose each element in a one-parameter group
of manifest symmetries is induced from a bundle automorphism of £ — M
which covers a diffeomorphism of M. (This is the case in Example 2.37.) If
the lagrangian L depends only on the 1-jet of the fields, and if it is preserved
by the diffeomorphism of F x M, then it follows that ~ is also preserved
and we have a manifest symmetry. We use this implicitly in what follows.

For a generalized infinitesimal symmetry, we summarize (2.35) and (2.43) in an
off-shell diagram and an on-shell diagram:

| 0o, 0 L,
0] Lie(§)L 0] Lie(§) L
T
|—1] % |—1] ag  — Lie()y
o T
|—2] Be
M

It is easy to check that for a generalized infinitesimal symmetry é , we have

(2.44)

Lie(§)w = d(—08;)  in Q> (M x M).
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This is a local version of the condition to be a Hamiltonian vector field. (Note that in
mechanics—dim M = 1—the right hand side vanishes.j) For a manifest infinitesimal
symmetry £, the local symplectic form is preserved on the nose: Lie(§)w = 0.

We are ready to define the Noether current associated to an infinitesimal sym-
metry. Consider first the manifest case. Suppose £ = é + 7 is a decomposable and
local vector field on F x M which is a manifest infinitesimal symmetry: Lie(§)L = 0.
Define the Noether current

0,01 _ /¢

(2.45) Je = [t(€)L] &)y + u(n)L (manifest symmetry).

Then one can verify that on-shell we have

(2.46) dje =0 on M x M,

(2.47) 0je = —u(§)w — du(n)y on M x M,

Equation (2.46) is the assertion that the Noether current je is conserved. Equa-
tion (2.47) is the local version of the correspondence (1.19) in symplectic geometry
between an infinitesimal symmetry and its associated charge. The exact term dis-
appears upon integration over a slice at fixed time.

In the nonmanifest case there are somewhat different formulae. Thus suppose
é is a vector field on F which is a generalized infinitesimal symmetry with associ-
ated a; € QO"_”(}" x M). Then the Noether current is defined as

loc

(2.48) Je =€)y —ag (nonmanifest symmetry).

It is easy to verify from (2.35), (2.43), and the Cartan formula that in this case
(2.46) and (2.47) are replaced by

(2.49) djg =0 on M x M,

(2.50) 0jg = —u(§w + df on M x M,

Example 2.51 (time translation: manifest). Continuing Example 2.37, we
compute the Noether current from (2.45) using (2.38):

jg =L
0(€) [{%W —V(a)}|dt] + m@,ax)}
= Sl = V() - mlif

—(Gle* + V().

(2.52)

Of course, this is minus the total energy, or Hamiltonian, of the point particle.
Note that the sign agrees with our convention in Lecture 1: the Hamiltonian is the
conserved charge associated to the negative of infinitesimal time translation.
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Example 2.53 (time translation: nonmanifest). Continuing Example 2.39 we
define the Noether current jg associated to (2.40) and (2.41) using (2.48). A short
computation gives

(2.54) je= —(%|£|2+V(9L‘)+0).

The energy is defined only up to a constant C' in this picture.

Example 2.55 (linear momentum). Continuing with the point particle, we
consider the special case X = E? and translation in the jth coordinate direction.
This is an isometry of E?, and if it preserves the potential V', then it is manifestly a
symmetry of L, as L depends only on the target metric and V. The corresponding
infinitesimal symmetry is a vector field ¢; defined by:

UE)dt =0

2.56 . )
( ) L(fj)él'z = 5;7

where (5; has its usual meaning. One can check directly that this is a manifest
symmetry in case 9;V = 0. The associated Noether current is a component of the
linear momentum:

(2.57) Je, = mi’.

Finally, we give an example from field theory.

Example 2.58 (energy for a scalar field). We continue the notation of Exam-
ple 2.28. Consider infinitesimal translation in the z° (time) direction. (We work in
units where ¢ = 1.) It defines a vector field £ on F x M by

U&)éd = —9y9
(2.59) ((€)dz® =1
L(€)dz' = 0.

Then a routine computation shows that £ is a manifest symmetry: Lie(§)L = 0
on F x M. The associated Noether current is

(2:60) e = 3 {(@06 + (210)°) da' — (0,00,0) da”

The reader should check that this current is conserved, i.e., dj. = 0 on-shell. The

equations of motion must be used. The coefficient of dz' is minus the energy density
of the field—the time derivative is the kinetic energy and the spatial derivative the
potential energy. The global energy is the integral of —j, over a time-slice ¥ =

constant, and then the coefficient of dz° drops out. It is there, so to speak, to
guarantee that dj. = 0.

We can also regard infinitesimal time translation as a nonmanifest symmetry é
by letting it operate only along F:

L(é)(5¢ = —0y¢
(2.61) W(€)dx® =0
W(€)da' = 0.
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Then we compute

(2.62) Lie(§)L = da on F x M,
(2.63) Lie(§)y = o + df3 on M x M,
where

loc ’

(2:64) o= 3 [(00) ~ (0,0)] dr' € Q2L

1,]-2
B =08,60¢ SN
We leave the reader to compute the Noether current from this point of view.

Hamiltonian structures

We can study lagrangian field theory on any spacetime M, and indeed this is
common in field theory, string theory, and beyond. For example, we can consider
electromagnetism in a nontrivial “gravitational background”, that is, on a spacetime
(other than Minkowski spacetime) which satisfies Einstein’s equations. In quantum
field theory one often “Wick rotates” the theory on Minkowski spacetime to a
theory on Euclidean space, and then generalizes M to be any Riemannian manifold.
Perturbative string theory is defined in terms of correlation functions on Riemann
surfaces (with Riemannian metric). In these cases there is no interpretation in
terms of classical physics; the quantities of interest are the correlation functions of
the quantum theory. Nonetheless, many of the concepts we discussed carry over. Of
course, in differential geometry we use the calculus of variations in settings which
involve no physics. All this is to emphasize that we recover a classical system—
symplectic manifold of states with a distinguished one-parameter group—only in
the following case.

Definition 2.65. A Hamiltonian structure on a lagrangian field theory is an isom-
etry M = M*' x N of spacetime to time x space, where N is a Riemannian manifold
and M' x N has the Lorentz metric c*ds3;, — dsa. Also, if fields are sections of
a fiber bundle £ — M, then we require an isomorphism of F with a fiber bundle
over M' x N which is pulled back from a fiber bundle Ey — N.

This last condition means that fields take their values in a manifold which is in-
dependent of time, so it makes sense to compare fields at different times. In fact,
we identify the space of fields F as the space of paths in a space Fy of fields
on N. (Fy is the space of sections of Ey — N, or in the case of a product
Fn = Map(N, X).) In that sense the Hamiltonian picture is the study of a particle
moving in the infinite dimensional space Fy.

The basic idea is to take local on-shell quantities of degree (e,| — 1]) in the
lagrangian theory and integrate over a time slice {t} x N to obtain global quantities
on M. Note that the integration is vacuous in mechanics, which is the case N = pt.

Definition 2.66. In a lagrangian field theory with Hamiltonian structure, the
symplectic form on the phase space M is

(2.67) Q:/{t} Lo € Q*(M).
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Typically N is noncompact and so to ensure convergence we only evaluate {2 on
tangent vectors to M with compact support in spatial directions, or at least with
sufficient decay at spatial infinity. The hyperbolicity of the classical equations of
motion implies finite propagation speed of the classical solutions, and so the decay
conditions are uniform in time. From (2.26) and Stokes’ theorem, it follows that
the right hand side of (2.58) is independent of t € M' and also Q is a closed 2-form
on M. In good cases this form is nondegenerate.

Similarly, if j € ng’l_ll(f x M) is a conserved current—that is, dj = 0—then
the associated charge @Q); is

(2.68) Q= J;
{t}xN

it is a function on the space of fields F. Noether currents are conserved currents
by (2.46) and (2.49); in that case the associated charge is called a Noether charge. If
we restrict @; to M, then since dj = 0 the right hand side is independent of ¢. This
is a global conservation law. Local conservation laws are obtained by considering
a domain U C N. For simplicity assume the closure of U is compact with smooth
boundary OU. Let

(2.60) G = / j
{t}xU

be the total charge contained in U at time t. Write

where j;, j, do not involve dt. Stokes’ theorem applied to integration over the fibers
of the projection M' x U — M" implies

d
(2.71) S +/ jy = 0.
dt {tyxoU

This says that the rate of change of the total charge in U is minus the flux through
the boundary.

Exercises

. Recall the * operator from the previous problem set. Now we define it for V is
a finite-dimensional real vector space with a nondegenerate bilinear form, but no
choice of orientation. First, define a real line | Det V| of densities on V. (Hint:
A choice of orientation gives an isomorphism |Det V*| = Det V.) Then define a
| — g|-form on V to be an element of the vector space AV @ |Det V*|. Finally,
construct a * operator

x: NV — AV @ | Det V.

Compute formulas in a basis in some low-dimensional examples.
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2. (a) (Stokes’ theorem) Recall that for a single manifold X, assumed oriented and
compact with boundary, that Stokes’ theorem asserts that for any differential

form o € Q°(X) we have
/ da = / o.
b'e X

Now suppose we have a family of manifolds with boundary parametrized by a
smooth manifold T, i.e., a fiber bundle 7: X — T'. Here X is a manifold with
boundary, but T' is a manifold without boundary. Assume first that the relative
tangent bundle is oriented. Then integration along the fibers is defined as a
map

| o — ),
x/T

assuming the fibers to have dimension n. To fix the signs, we remark that
on a product family X = T x X, for a form o = ap A ax we set fX/Ta =

{fX aX} - ap. If you are not familiar with this map, then construct it. Let
0X — T be the family of boundaries of the fibers. Then verify Stokes’ theorem,
at least in the case of a product family X =T x X: For a € Q9(X),

df a=f dasiy [ a
x/T X/T oxX/T

(b) Extend to the case when the tangent bundle along the fibers is not oriented.
Then integration maps twisted forms on X to untwisted forms on 7. Formulate
Stokes’ theorem. Be careful of the signs!

(¢) Verify (2.71). You may choose not to use the generalities explained in the
previous parts of this exercise.

3. A system of harmonic oscillators is described as a particle moving on a finite-
dimensional real inner product space X with potential V(z) = %|;v|2 Let A be a
skew-symmetric endomorphism of X and B a symmetric endomorphism. Consider
the vector field on F defined by

1(&)ox = Ax + Bz

Verify that é is a nonmanifest infinitesimal symmetry. What is the corresponding
Noether current? Can you identify these symmetries and currents physically? Are
the £ closed under Lie bracket on F? What about on M?

4. (a) Consider a complez scalar field on Minkowski spacetime. This is a map ®: M"™ —
C with lagrangian
L ={|d®]* —m?|®*} |d"z|

Here m is a real parameter, and | - | is the usual norm of complex numbers.
Compute the variational 1-form v and the equations of motion. Verify that
multiplication by unit complex numbers acts as a manifest symmetry of the
theory. Write down the corresponding manifest infinitesimal symmetry é and
the associated Noether current.
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(b) More generally, consider a scalar field ¢: M"™ — X with values in a Riemannian
manifold X with potential function V: X — R. Suppose ( is an infinitesimal
isometry (Killing vector field) on X such that Lie(()V = 0. Construct an
induced manifest infinitesimal symmetry f and the corresponding Noether cur-
rent.

(c) As a special case of the previous, consider a free particle on E? (n =1 and
V = 0) and derive the formulas for linear and angular momentum, the conserved
charges associated to the Lie algebra of the Euclidean group.

. (a) For time translation as a nonmanifest symmetry of the real scalar field in 2 di-
mensions (see (2.61) in Example 2.58), compute the Lie derivative of the local
symplectic form.

(b) Treat infinitesimal translation in the 2 (space) direction both as a manifest and
nonmanifest symmetry. Compute the associated Noether current and Noether
charge. The latter is the momentum of the field.

. (Energy-momentum tensor) In this problem we define the energy-momentum ten-
sor. We caution, however, that there is another definition for fields coupled to a
metric (defined more or less by differentiating with respect to the metric), and that
the two do not always agree. The latter is always symmetric, whereas the one
considered here is not.

(a) Consider a Poincaré-invariant lagrangian field theory £ = L + v on Minkowski
spacetime M™. We use the usual coordinates and the Lorentz metric with
components g, and inverse metric with components g*. As a consequence of
Poincaré invariance we have that infinitesimal translation 9, = 9/0x" induces
a manifest infinitesimal symmetry of the theory. Let minus the associated
Noether current be

0, xdx" =06 g 1(0,,)]d" x|

7 Iz

for some functions
(S} ' Fx M —R.

The tensor whose components are © = (0,,,,) is called the energy-momentum

tensor. Verify the conservation law
> 9,8,,=0.
v

Prove that ©,, = ©,,, if and only if the current

/u/)

n-0=0,n"xds”

is conserved for every infinitesimal Lorentz transformation 7.

(b) Compute the energy-momentum tensor for the real scalar field (in two or more
dimensions, as you prefer). Is it symmetric?



LECTURE 3
Classical Bosonic Theories on Minkowski Spacetime

Physical lagrangians; scalar field theories

In this lecture we consider theories defined on Minkowski spacetime M". As
usual we let F denote the space of fields, L the lagrangian, ~ the variational 1-
form, M the space of classical solutions, and w the local symplectic form. (In the
theories we consider 7 is determined canonically from L; see the first comment
following (2.21).)

We first remark that our main interest in the lagrangians we write is for their
use in quantum field theory, not classical field theory. The classical theory makes
sense, certainly, and as explained in previous lectures the lagrangian encodes a clas-
sical Hamiltonian system, once a particular time is chosen (thus breaking Poincaré
invariance). In the quantum theory, the exponential ¢S of the action S = I} wn L
is formally integrated over'® F with respect to formal measure on F. We will not
discuss the quantum theory from this path integral point of view at all, but simply
mention it again to remind the reader of the context for our discussion. Also, the
path integrals are “Wick rotated” to integrals over fields on Euclidean space E".
There is a “Wick rotation” of lagrangians to Euclidean lagrangians, and we em-
phasize that they do not satisfy all of the requirements of physical lagrangians on
Minkowski spacetime. We will not treat Wick rotation in these lectures either.

A word about units. We already used the universal constant ¢ in relativistic
theories; it has units of velocity, so converts times to lengths. In quantum theories
there is a universal constant &, called Planck’s constant, which has units of action:
mass x length? /time. So using both ¢ and A we can convert times and lengths
to masses. This is typically done in relativistic quantum field theory. Physicists
usually works in units where ¢ = A = 1, so the conversions are not evident.

The first requirement of a physical lagrangian is that it be real. We have
already encoded that implicitly in our notation L € Ql?)’lo‘ (F x M), since we always
use real (twisted) forms. But we could extend the formalism to complex (twisted)
forms, and indeed we often must when writing Euclidean lagrangians. Also, we have
assumed that F is a real manifold, but sometimes it presents itself more naturally
as a complex manifold. Still, our point remains that the lagrangian is real when
evaluated on fields (viewed as a real manifold).

15 As remarked in a footnote in Lecture 1, the integral is taken over fields satisfying a certain finite
action condition.

35
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The second requirement is that the lagrangian be local. We have already built
that into our formalism, and this property remains after Wick rotating to a Eu-
clidean lagrangian. Locality holds for fundamental lagrangians, that is, lagrangians
which are meant to describe nature at the smallest microscopic distance scales. Ef-
fective lagrangians describe nature at a larger distance scale, and these are often
nonlocal, though usually only local approximations are written. In any case these
lectures deal only with fundamental lagrangians. In fact, typically only first deriva-
tives of the fields occur in the lagrangian. That constraint comes from the quantum
theory and is beyond the scope of this course.

A final requirement is that the lagrangian be manifestly Poincaré-invariant.
This ensures that the Poincaré group P"™ acts on M. The Poincaré group is a
subgroup of the (global) symmetry group of the theory, and the entire symmetry
group in a quantum theory is usually the product of P™ and a compact Lie group.
(Under certain hypotheses this is guaranteed by the Coleman-Mandula theorem.)
As explained in Lecture 2, symmetries give rise to conserved quantities. The con-
served quantities associated to the Poincaré group include energy and momentum,;
conserved quantities associated to an external compact Lie group include electric
charges and other “quantum numbers.”

In these lectures we only write lagrangians which satisfy the conditions outlined
here. In many cases they are the most general lagrangians which satisfy them, but
we will not analyze the uniqueness question.

We begin with a real-valued scalar field ¢: M™ — R. Note that in this
case F is an infinite-dimensional vector space. We work with standard coordi-
nates z°,..., 2" ! as in (1.41), and set 9, = 0/0x". The “kinetic energy” term for
a real scalar field is

1
Lygn = §d¢ A *dg

1
5ol ||

1 v mn
59" 0,00, |d"|
n—1

= {00 ~ Y_(0,0)°} la"al

i=1

The honest kinetic term is the first term in the last expression, the one involving the
time derivative dy; the terms with a minus sign are really potential energy terms.
The signs are in accord with what we saw in mechanics: the lagrangian is kinetic
minus potential. The various expressions make clear that Ly;, is Poincaré-invariant,
and in fact it is the Poincaré-invariant extension of the first term in (3.1), the usual
kinetic energy. For this reason one often calls the entire L, the “kinetic term.”
If we break Poincaré invariance and write M™ = M' x E" ! as time x space,
then we can regard F as the space of paths in the vector space QO(E"_l). One
can compute in this case that the symplectic structure on the space M of classical
solutions is translation-invariant and the Hamiltonian is quadratic. Therefore, this
is a free system: a free real scalar field. It is natural to ask what potential energy
terms we can add to (3.1) to still have a free system. As we might expect, we can
add a polynomial V: R — R of degree < 2. We assume that V is bounded from
below (see the discussion of energy below), so that the coefficient of the quadratic
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term is positive. We eliminate the linear and constant terms by assuming the
minimum of V occurs at the origin and has value zero. Then the total lagrangian
is

1 m? n
(3:2) L ={3lde* = %67} |a"al

As written the constant m has units of inverse length. In a relativistic quantum
theory it may be converted to a mass by replacing m with mc/h, since h has units
of action: mass times length squared divided by time. For this reason the potential
term is called a mass term. The constant m is the mass of ¢. This terminology is
apparent from the quantization of the theory, as we discuss in Lecture 5. Finally,
note that the lagrangian depends only on the 1-jet of ¢, so as promised there is a
canonical variational 1-form . We leave for the exercises a detailed computation
of the variation of the lagrangian

(3.3) 6L = —6¢ N{dxdop+m’¢|d"z|} — d{d¢ A xdo},

the variational 1-form

(3.4) v =08¢ A *xdo,

and the local symplectic form

(3.5) w = *xddp A .

From this one derives the classical field equation, or Euler-Lagrange equation,
(3.6) (O +m?)¢ = 0.

Here

0= (71)”_1 xdx*d

(3.7) = —dd
. :83_812_"'—62—1
=4""0,0,

is the wave operator. We will analyze the solutions M in an exercise and again in
Lecture 5. For now we can simply say that M is a real symplectic vector space
which carries a representation of the Poincaré group P".

In nonfree theories, which of course are of greater interest than free theories,
the potential is not quadratic. For example, later in the lecture we will consider a
scalar field with a quartic potential. The most general model of this kind, called a
nonlinear o-model, starts with the data

X Riemannian manifold
(3.8)

ViX—R potential energy function
As usual, the space of fields is the mapping space F = Map(M", X). The lagrangian
of this model is

(3.9) L= {%|d¢|2—¢*v} "],

Equations (3.4)—(3.6) generalize in a straightforward manner which incorporates
the Riemannian structure of X. The special case n = 1 is the mechanical system
we studied in Lecture 2—a particle moving on X—and we recover the equations
we discussed there.
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Hamiltonian field theory

To get a Hamiltonian interpretation of a Poincaré-invariant field theory, we
break Poincaré invariance and choose an isomorphism M™ = M' x N for N =
E"!. (See Definition 2.66.) Of course, once we choose an affine coordinate sys-

tem 2%, 2',..., 2" !, as we have been doing, then this splitting into time x space
is determined; 2% = ¢t is a time coordinate and 331, .. .,m"71 are coordinates on
space. (We usually work in units where ¢ = 1.) We consider a scalar field

F = Map(M", X) with values in a Riemannian manifold X, but what we say
applies to other fields as well. In the Hamiltonian approach we view F as the space
of paths in a space Fp = Map(N, X) of fields on N:

(3.10) F = Map(M", Fy).

A static field ¢ € F is one which corresponds to a constant path under this isomor-
phism, and it is natural to identify F as the space of static fields.

Recall that in a mechanical system the energy is minus the Noether charge
associated to infinitesimal time translation. More generally, in a lagrangian field
theory £ = L + v we define the energy density to be minus the Noether current
associated to infinitesimal time translation:

(3.11) © = —u(&)L,

where ¢, is infinitesimal time translation as a manifest infinitesimal symmetry. The
energy at time t of a field ¢ is the integral of the energy density over the spatial
slice:

(3.12) Ey(t) = /{t}XN@(qs).

For a static field the energy is constant in time. Just as typical fields in spacetime
have infinite action, typical static fields have infinite energy. Define FEy C Fp to
be the space of static fields of finite energy. An important point is that whereas
Fn may have fairly trivial topology, imposing finite energy often gives a space FEy
of nontrivial topology.

For the scalar field the energy density is

1 —1 .
(3.13) 0(9) = {51006 + > 5106 + V() } |a* "z,
i=1
where
(3.14) |d" x| = |dat - da" .

The first term is the kinetic energy; the remaining terms are potential energy terms.
Note that the kinetic term vanishes for a static field. We usually assume that the
energy is bounded below, which for a scalar field means that the function V is
bounded below. From (3.13) it is easy to see that fields of minimum energy are
static and constant in space, i.e., constant in spacetime, and furthermore that
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constant must be a minimum of the potential V. Such static field configurations
comprise a manifold

(3.15) Mo C FEx

vac
called the moduli space of vacua. For a real scalar field with potential V' we usually
assume that 0 is the minimum value of V', so

(3.16) M,,. =V H0).

For example, if X = R and V' = 0 we have the theory of a massless real scalar field;
in that case M,,, = R. For a massive real scalar field we have V(¢) = %d)z, so
M., is a single point ¢ = 0. For a quartic potential

vac

(3.17) V(g) = %(QSZ —a?)?

(with A, @ positive real numbers), M, consists of two points ¢ = +a.

The notions of static fields, energy density, and vacuum solution extend to
general field theories. Quite generally, on the space of static fields F, we have the
formula

(3.18) © =—u(0,)L on Fy.

Also, any critical point of energy on Fy is in fact a finite energy solution to the
classical equations of motion. In particular, M,,, C M. Finally, a vacuum solution
is usually Poincaré-invariant. This is indeed true for the constant scalar fields.
When we come to more complicated tensor fields, it is often true that Poincaré
invariance already determines a unique field, which is then a unique vacuum.

A soliton is a static solution which is a critical point of energy, but not a
minimum. Often the space FEy of finite energy static fields is not connected, and
a soliton is a minimum energy configuration in a component where the minimum
is not achieved. The two-dimensional real scalar field with quartic potential (3.17)
provides an example. The space F&, has 4 components. The vacua are contained in
two distinct components; in the other components we find solitons which minimize
energy in that component.

Lagrangian formulation of Maxwell’s equations

We first reformulate Maxwell’s equations (1.39) in Minkowski spacetime M.
Recall that in our previous formulation the electric field E is a time-varying 1-form
on space IV and the magnetic field B a time-varying 2-form on N. Now define the
2-form F' on spacetime M 4 by
(3.19) F=B-dtNE.

Let * be the * operator on Minkowski spacetime and * the * operator on IV; then

1
(3.20) *F:E*NE—i—cdt/\*NB.
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Maxwell’s equations then simply reduce to the equations

dF =0

(3:21) dxF =0

These equations are Poincaré-invariant, as the * operator on Minkowski spacetime
is.

These equations are Maxwell’s equations “in a vacuum”; the true Maxwell
equations allow a current j € Q3(M ), which is constrained to have compact spatial
support and satisfy dj = 0. Then the second Maxwell equation is d x F' = j. For
now, though, we concentrate on the case j = 0.

Note that (3.21) are first-order equations, whereas the Euler-Lagrange equa-
tions we have seen have been second-order. In fact, to construct a lagrangian
formulation we introduce a 1-form A € Q'(M*) and define F' as a function of A:

(3.22) F, = dA.

Note that dFy = 0 for all A, so that the first Maxwell equation is immediately
satisfied. Now the second Maxwell equation has second order in A,

(3.23) d«Fy=dxdA=0,

and we can expect to derive it from an action principle in a similar manner to
our previous examples. (Note that there are action principles which lead to first-
order Euler-Lagrange equations.) Some readers will recognize these equations as
analogous to the equations of Hodge theory, and the lagrangian we introduce is
also analogous to the one used in Hodge theory. Namely, introduce the following
lagrangian, which is a function of A:

1

Note that the lagrangian—and Maxwell’s equations (3.22) and (3.23)—do not
change if we change A by an exact 1-form: A — A +df, f € Q°(M*). So for
our space of fields we take the quotient of 1-forms by exact 1-forms:

(3.25) F=QY(M*d0l (Mm*).

Notice that the differential d identifies the space of fields with the space of exact
2-forms; it maps an equivalence class of gauge fields A to the exact 2-form F,. We
leave the reader to compute 0L, «, and to derive the Euler-Lagrange equation (3.23)
from this lagrangian. Also, write the lagrangian in coordinates to see that it has the
form kinetic energy (time derivatives) minus potential energy (spatial derivatives).
We will write more general formulas later when we discuss gauge theories.

We remark that the lagrangian formulation we have just given works as well in
n-dimensional Minkowski spacetime for arbitrary n.

Principal bundles and connections

To formulate gauge theory as used in lagrangians for quantum field theory, we
quickly review some more differential geometry. The account we give here is very
brief.
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Let M be a manifold. Fix a Lie group G. A principal G bundle P — M is
a manifold P on which G acts freely on the right with quotient P/G = M such
that there exist local sections. If P’, P are principal G bundles over M, then an
isomorphism of principal bundles ¢: P’ — P is a smooth diffeomorphism which
commutes with G and induces the identity map on M. In case P = P’ such
automorphisms are called gauge transformations of P. For each M there is a
category of principal G bundles and isomorphisms.

A connection on a principal G bundle 7: P — M is a G-invariant distribution
in TP which is transverse to the vertical distribution kerdr. In other words, at
each p € P there is a subspace V, C T,P of vectors tangent to the fiber at p.
A connection gives, at each p, a complementary subspace H, C T,P with the
restriction that the distribution H be G-invariant. The infinitesimal version of the
G action identifies each V, with the Lie algebra g of G. We can express a connection
as the 1-form A € Q'(P;g) whose value at p is the projection T,P—V, =g
with kernel H,,. The G-invariance translates into an equation on A which we
do not write here. Connections, being differential forms on P, pull back under
isomorphisms ¢: P — P. Connections form a category, and there is a set of
equivalence classes under isomorphisms.

A connection A has a curvature Fy = dA + 3[A A A], which is a 2-form on P
with values in g. Its transformation law under GG, which again we omit, indicates
that F'y is a 2-form on the base M with values in the adjoint bundle, the vector
bundle of Lie algebras associated to P via the adjoint representation of G.

We can reformulate the lagrangian picture of Maxwell’s equations in terms of
connections. Namely, fix the Lie group G = R of translations. Then the space
of equivalence classes of R connections on M may be identified with the space of
fields (3.25). In fact, applying d we identify the quotient of 1-forms by exact 1-
forms with the space of exact 2-forms. On the other hand, an R connection has
a curvature which is an exact 2-form, any exact 2-form can occur, and equivalent
connections have equal curvatures. From this point of view the space of fields is a
category,'® but the field theory is formulated on the set of equivalence classes. If
we interpret A as an R-connection, then F, is its curvature. The lagrangian (3.24)
depends only on F,, so makes sense in this new formulation.

Gauge theory

The picture of Maxwell’s equations given above is adequate for the classical
theory. In quantum theory, however, we encounter a new ingredient: Dirac’s charge
quantization law. The charge in the previous story is the spatial integral of the
current j (which we set to zero for simplicity). In that theory the charge can
be any value, but in the quantum theory it must be an integer multiple of some
fundamental value—that’s what we mean by “quantization”. In these lectures we
will not have time to explain the hows and whys of charge quantization. Suffice it
to say that there is an interesting geometric and topological story lurking behind.
We simply use the formulation of Maxwell theory in terms of R connections and
state that in the quantum theory charge quantization is achieved by replacing the
group R by the compact group R/27Z. (The ‘27’ is put in for convenience.)

16in fact, a groupoid
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Once we have phrased Maxwell theory and charge quantization in these terms—
this is certainly not how it was done historically!—it is easy to imagine a general-
ization in which the group R/27Z is replaced by any compact Lie group G. This
bold step was taken by Yang and Mills in 1954 much before the connection to
connections was established. Therefore, we are led to formulate a lagrangian field
theory based on the following data:

G compact Lie group with Lie algebra g
(3.26)

() bi-invariant inner product on g

The theory we formulate is called pure gauge theory. We emphasize that in physics
gauge theories with compact structure group are used in quantum field theory, not
classical field theory. The choice of inner product incorporates coupling constants
of the theory. For example, if G is a simple group then there is a 1-dimensional
vector space of invariant inner products, any two of which are proportional. In the
classical Maxwell theory, G = R and (-, -) is the standard inner product on the Lie
algebra R. We assume that (-, -) is nondegenerate; this amounts to a nondegeneracy
assumption on the lagrangian (3.27) below. The space of fields is, as said above, the
category of G connections over spacetime M"™, and everything we write is invariant
under isomorphisms of connections. The lagrangian is

1

We leave the reader to compute dL and so derive the equation of motion—the
Yang-Mills equation

(3.28) dyxF, =0,
the variational 1-form

(3.29) v =—(0AN*F,),
and the local symplectic form

(3.30) w=(0AANx*d, 0A).

Here d 4 is the differential in the extension of the de Rham complex to forms with
values in the adjoint bundle (using the connection A); see (1.12).

If G is abelian, then the equations of motion are linear and the associated
Hamiltonian system is free. If G is nonabelian, then the equations of motion are
nonlinear. Geometers are familiar with the Yang-Mills equations (3.28) on Rie-
mannian manifolds, where after dividing out by isomorphisms they are essentially
elliptic. Here, on spacetime with a metric of Lorentz signature, the Yang-Mills
equations are wave equations.

The energy density of the field A is

(3.31) o(4) = {3 SR} 1)

n<v
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where p,v = 0,...,n — 1 run over all spacetime indices and
1 ”w v
(3.32) F,= §F,wd:17 Adx
is the curvature of A. So the minimum energy is achieved when F),, = 0 for

all u,v; i.e., when the curvature of A vanishes. On Minkowski spacetime all such
connections are isomorphic, whence the moduli space of vacua consists of a single
point:

(3.33) M. =Dpt.
As mentioned before, we work on the space of equivalence classes of connections.

Gauged o-models

The most general bosonic field theory we consider on M" combines the pure
gauge theory of the previous section with the o-models considered earlier.!” Again,
these are models used in quantum theory. The data we need to specify the model
is the following:

G Lie group with Lie algebra g
() bi-invariant scalar product on g

(3.34) X Riemannian manifold on which G acts by isometries
V:X—R potential function invariant under G

An important special case has X a real vector space with positive definite inner
product and G acting by orthogonal transformations. The space F of fields in the
theory consists of pairs

A connection on a principal G-bundle P — M

(3.35) 0] section of the associated bundle P xo X — M
In the linear case the associated bundle P x X is a vector bundle over M. In all
cases it is often convenient to view ¢ as an equivariant map ¢: P — X. The space
of fields is again best seen as a category—an isomorphism ¢: P’ — P of principal
bundles induces an isomorphism of fields (A, ¢') — (A, ¢). As usual, we consider
fields up to isomorphism. The global symmetry group of the theory is the subgroup
of isometries of X which commute with the G action and preserve the potential
function V.

Physicists call models with this field content a gauged (linear or nonlinear)
o-model.

The lagrangian we consider combines (3.27) and (3.9):

_ _1 2 1 2 % n
(3.36) L= {=5IFaP +5ldael? = ¢"V } |d"al.

7For dimensions n < 4 this is all that is usually encountered in models without gravity. However,
in higher dimensions—especially in supergravity—there may be other fields which locally are
differential forms of degree > 1, just as connections with structure group R or R/27Z are locally
1-forms.
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Note that the covariant derivative d 4 replaces the ordinary derivative d encountered
in the pure o-model (3.9). This term “couples” the fields A and ¢. Quite generally,
if L = L(¢y,¢,) is a lagrangian which depends on fields ¢, ¢, then we say that
the fields are uncoupled if we can write L(¢pq, dy) = Li(¢y) + Ly(d,). Again, we
leave the reader to derive the equations of motion, variational 1-form, etc.

The energy density of the pair (4, ¢) works out to be

1 1
(3.37) O(4,¢) = {Z §|FHV|2+Z§|(6A)M¢|2 +¢*v} .
I

pu<v

We seek vacuum solutions assuming that V' has a minimum at 0, so that the energy
is bounded below by 0. Thus we seek solutions of zero energy. The first term
implies that for a zero-energy solution A is flat, so up to equivalence is the trivial
connection with zero curvature. Then we can identify covariant derivatives with
ordinary derivatives, and the second term implies that ¢ must be constant for a
zero-energy solution. Finally, the last term implies that the constant is in the
set V1(0). Now recall that we consider pairs (4, ¢) up to equivalence. A trivial
connection A has a group of automorphisms isomorphic to G. This is the group of
global gauge transformations. Now for a vacuum solution ¢ is a constant function
into V"1(0), and the G-action of ¢ is simply the G-action on V~'(0). Thus the
moduli space of vacua is then a subquotient space of X:

(3.38) M =VH0) /G

In certain supersymmetric field theories the manifold X is restricted to be Kéahler or
hyperkahler and the potential is the norm square of an appropriate moment map.
In those cases M., is the Kéhler or hyperkahler quotient. (It was in this context
that the latter was in fact invented.)

We mention that specific examples of these models have solitons, which recall
are static solutions not of minimal energy. For example, in n = 4 dimensions the
linear o-model with G = SO(3), X the standard real 3-dimensional representation,
and V a quartic potential (3.17) has static monopole solutions.

Exercises

The lecture skipped many computations and verifications, so several of the
problems ask you to fill in those gaps.

. (a) Derive formula (3.3) for the variation of the free scalar field lagrangian.

(b) What is the corresponding formula for the nonlinear o-model (3.9)? What are
the generalizations of (3.4) and (3.5)? Check your formulas against the formulas
in Lecture 2 for the particle moving on X.

(¢) Verify formula (3.13) for the energy density of a scalar field.

- Recall the (components of the) energy-momentum tensor ©,,, from Problem Set 2.
Note that the energy density may be expressed as O * dz°, and so the energy-
momentum tensor is the Poincaré-invariant generalization of the energy density.
Compute the energy-momentum tensor for the scalar field, and then recover (3.13).
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3. In this problem you will find the solutions to the equations of motion of simple free
systems, both for particles and for fields. The field in all cases is amap ¢: M" — R
with potential V(¢) = $ke?.

(a) First, consider n = 1. Write the Euler-Lagrange equations. What are the
solutions for k = 07 For k # 07 (The latter is a harmonic oscillator, and is not
usually called “free”.)

(b) If you didn’t already do it, solve the previous problem using the 1-dimensional
Fourier transform. My convention for the Fourier transform are as follows—
you’re welcome to use your own. Let V' be an n-dimensional real vector space
and ¢: V — C a complex-valued function. Its Fourier transform ngS: V* - Cis
a function on the dual space. The functions ¢ and qAS are related by the integrals

n 1 —V=1(k,x) n *
604) = Gy [ Vo) el ke v

I~ 1 +\/7(kw n 2
8(w) = Gryire / S(k) K, zeV.

In analysis one analyzes carefully the class of functions for which these formulas
make sense; we work formally here.

(c) Now consider both k£ = 0 and k # 0 for the case of fields (arbitrary n). What is
the support of the Fourier transform of the solution to the wave equation (3.6)?
The reality of the field ¢ induces a reality condition on the Fourier transform (ﬁ;
what is it? The equations are Poincaré-invariant, so the Poincaré group acts on
the space of solutions. What can you say about the action?

4. We study the motion of a particle on an interval [a,b] € E' with no potential
energy. As a classical system this is only a local system, since a particle moving
at constant velocity—a motion which solves Newton’s laws—runs off the end of
space in finite time. Let’s describe this system instead as particle motion on the
line E' with a potential function V which vanishes on [a, b] and is positively infinite
otherwise. Study this system as the C' — oo limit of a system whose potential
outside [a,b] is C. You may want to smooth out the potential at the points a,b.
What happens to the particle as it gets close to the endpoints of the interval?
What is the moduli space of vacua M,,. in this model? I recommend that you
study the quantum mechanics of this system as well. This includes the moduli
space of vacua, correlation functions, their Wick rotation to Euclidean time, etc.
Everything is computable and the computations illustrate features present in more
complicated quantum field theories.

5. Consider a real scalar field in n = 2 dimensions with the quartic potential (3.17).
A static field is a real-valued function on space E'. The space of all such is a vector
space. Demonstrate that the space of finite energy static fields has 4 components.
How are they distinguished? Find vacuum solutions. Find the soliton solutions
mentioned in the lecture by writing the formula for energy and computing the
critical point equation.

6. (a) Write Maxwell’s equations (3.24) as a wave equation in A.
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(b) Analyze the solutions using the Fourier transform. Remember that the space
of fields is a quotient (3.25). This is not a particularly easy problem the first
time around. Can you identify the (real) representation of the Poincaré group
obtained?

. Write the gauged o-model for G = R and X = E' with G acting by translations.
What possible potentials V' can we use? Write the equations of motion for this
system. What modification to Maxwell’s equations do you find?

. (a) Write the lagrangians for gauge theory and for the gauged o-model in coordi-
nates so you can see what they really look like.

(b) Fill in missing computations in the lecture: the equations of motion, local
symplectic form, energy density etc. for pure gauge theory and for the gauged
o-model.



LECTURE 4
Fermions and the Supersymmetric Particle

In classical—that is, nonquantum—relativistic physics the objects which one
considers are of two sorts: either particles, strings, and other extended objects
moving in Minkowski spacetime M™; or the electromagnetic field. Perhaps there
are also sensible models with scalar fields. But as far as I know, there is not a
good notion of a “classical fermionic field”. Nonetheless, the remaining lectures
incorporate fermionic fields, and in particular develop “classical supersymmetric
field theory”. As I have said repeatedly in these notes, although what we discuss
uses the formalism of classical field theory, it is in the end used as the input into
the (formal) path integral of the quantum field theory.

To write classical fermionic fields we need to bring in a new piece of differential
geometry: supermanifolds. We refer the reader to John Morgan’s lectures in this
volume for an introduction, but recall a few key points here. The linear algebra
underlying supermanifolds concerns Z/2Z-graded vector spaces V = V'@ V1! The
homogeneous summand VY is called even; V! is termed odd. The parity-reversed
vector space IIV = V' @ V? has the even and odd summands interchanged. The
sign rule extends many notions of algebra to the Z/2Z-graded world by introducing
a sign when odd elements are interchanged. For example, one of the axioms of a
Lie bracket (on a Z/2Z-graded Lie algebra) is that [a,b] = F[b, a], the plus sign
occuring only if both a and b are odd. To understand fermionic fields, though, we
have to come to grips with an odd vector space V6asa space, not just as an alge-
braic object, and for that we define it in terms of its functions. Namely, the ring of
functions on V' is the Z/2Z-graded exterior algebra A®(V')*. (Compare: The al-
gebraic functions on an even vector space V? is the symmetric algebra Sym®(V°)*.)
Since the exterior algebra contains nilpotents, we use intuition and techniques from
algebraic geometry—specifically the functor of points—to understand the space V.

The supersymmetric particle

Fix a Riemannian manifold X. In the discussion of an ordinary, nonsupersym-
metric particle moving on X we also have a potential energy function V: X — R.
The supersymmetric version we consider forces V' = 0. For the ordinary particle
moving on X, as considered in Lecture 1, “spacetime” is simply time M®, the field
is amap z: M' — X, and the lagrangian is

(4.1) Ly = {312} Jat),

47
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where ¢ is a coordinate on M*. We now want to add a second field to the theory,
and it is a fermionic field. For simplicity we do this first in case X = E', ie.,
for a particle moving on a line. Then the fermionic field is a map ¥: M ' r?
from time to a fixed one-dimensional odd vector space. So the space of fields is the
product

(4.2) F = Map(M",E") x Map(M", TIR").

The lagrangian for this theory is a function of the pair (z,v), and it is in fact the
sum of the lagrangian L for z and a lagrangian for 1):

(4.3) L= {%W + %zpw} \dt].

The fields x and @ are uncoupled in this model. Note that whereas the bosonic
kinetic term is the square of the first derivative of the field, the fermionic kinetic
term—the second term in (4.3)—is the field times its first derivative. This is typ-
ical of kinetic terms in higher dimensional field theories as well as in this particle
example.

It is fruitful to consider the fermionic theory on its own. Then the space of
fields is

(4.4) F, = Map(M*, TIR")

and the lagrangian is

(4.3) Ly = { 3w} larl.

To illustrate computations with fermionic fields, we compute carefully the variation
of the lagrangian §L,. As with our previous mechanics computations, we fix an
orientation of time, so identify |d¢| = dt. Then

6L, = (%&M} + %w 8) A dt

1 1
= SOUAdY + v ddy

1 1
(4.5) = SOWAdY — Svdsy

1 1 1
= 50U A dY —d(S¥ oY) + Sdib Aoy

=0 Adp — d(%zﬁ 51).

The first line is the Leibnitz rule, but already one could raise an objection. Since
0 is odd and % is odd, why don’t we pick up a sign in the second term after
commuting § past ¥? In fact, it is perfectly consistent to employ sign rules based
on parity + cohomological degree. But instead, we use sign rules based on the pair
(parity, cohomological degree). In this notation § has bidegree (0,1) and ¢ has
bidegree (1,0). In general when commuting elements of bidegrees (p, q) and (p’,¢),

we pick up a sign of (—1)ppl+qql. The second equation of (4.5) follows simply from
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¢ dt = dip. The third uses dd = —dd. In the fourth we commute d past ¢ and again
there is no sign. Finally, in the last equation we use diy A dv = §¢ A di, which
holds since the bidegrees of di and 1 are both equal to (1,1). So define

1

and the equation of motion is the vanishing of 6L, + dvy, = d¢Y Ady = —a) &) A dit:

(4.7) b =0.

So the classical space of solutions M is identified with constant values of 1, i.e.
with the odd vector space IIR'. The symplectic form is

(4.8) wy =0y, = 0P A 0.

Since dv has bidegree (1,1)—that is, ¢ has odd parity and cohomological de-
gree 1)—there is no sign commuting ¢ past itself. Indeed this symplectic form is
a nondegenerate form on the odd vector space IIR', and can be identified with the
usual inner product on R

In the full model (4.3) the fields = and 1) are completely decoupled: L = Ly+L;.
It follows that

. 1
(4.9) 7:’70+’Y1:I5$+§1/)5¢»

and the symplectic form is similarly a sum from the free particle and (4.6). The
equations of motion are the simultaneous equations

(4.10) i =1 =0.

The space of solutions is a Z/2Z-graded vector space whose even part has dimen-
sion 2 and whose odd part has dimension 1. (We remark that odd vector spaces have
a nice quantization only when the dimension is even, but as we are not quantizing
now we will not let that worry us unduly.)

Life is much more interesting when we consider a particle moving in a Rie-
mannian manifold X, and then introduce the correct fermionic “partner” field .
In fact,

(4.11) Y e QMY 2 ITX),

a section of the pullback odd tangent bundle. Note again the space of fermionic
fields is an (infinite-dimensional) odd vector space. The entire space of fields F
consists of pairs (z,%). It is not a product, but rather the projection (z,¢) — x
is well-defined, so the space of fields F is an odd vector bundle over the space of
bosonic fields F, = Map(M', X). The important feature is that now the fields
z: M* — X and ¢ are coupled in the Lagrangian:

1

(4.12) L= {%W b3 0 (@ 9)50) )t
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The second term uses the covariant derivative on z*IITX induced from the Levi-
Civita connection. It is an instructive exercise, not at all trivial, to analyze this
model in detail: compute the variational 1-form ~, the symplectic form w, the
equations of motion, and the Hamiltonian (energy). We simply state the answers
here:

7= (8,82) + 5 (0, 60v)
(4.13)

= (0 A32) + 2 (5 A o) + {9, R(6w A 62)0),

where R is the curvature of X (pulled back to M' using z: M' — X). The
equations of motion are

v, = 0.

(4.14)

Finally, the Hamiltonian is the same as for the ordinary particle:
1
(4.15) H= 5\:'c|2.

The new feature of this model is a nonmanifest symmetry which exchanges x
and 1. In fact, there is a one-parameter family of such, and its infinitesimal genera-
tor is therefore an odd vector field on F. We describe it by introducing an auziliary
odd parameter n, which is best understood in the “functors of points” paradigm,
and then writing formulas for the even vector field é which is the product of n and
the odd vector field just mentioned:

(4.16) 00 ==

L(C)og ¥ = +n.
Both sides of the second equation are odd sections of the pullback tangent bun-
dle z*TX. This infinitesimal symmetry is not manifest; rather

(4.17) Lie(¢)L = dog

for

(4.18) ag = d(uO)y +n(, 7).
The corresponding Noether charge is then

(4.19) je = U — ag = —n(w, ).
Now define

(4.20) Q= (Y, &);

we use the opposite sign as in (4.19) just as the Hamiltonian is the opposite of
the conserved charge associated to infinitesimal time translation. On the space of
solutions to (4.14), or state space M, the odd function @ is conserved under time
evolution, just as the Hamiltonian H is. In fact, M is a symplectic supermanifold,
and we have the Poisson bracket

(4.21) {Q,Q} = —2H.
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A brief word about supersymmetric quantum mechanics

For the ordinary point particle moving on X, say with no potential, then by fix-
ing a time we identify the state space M, with the tangent bundle TX (see (1.6)).
This is the statement that a solution to Newton’s law, a second order ordinary differ-
ential equation, is determined by an initial position and velocity. Now the equation
of motion of the fermionic field ¥—the second equation in (4.14)—is first-order, so
the solution is determined by an initial value. It follows, if X is complete, that by
fixing a time we may identify the state space M of solutions to the simultaneous
equations (4.14) as the total space of the bundle

(4.22) T ITX — TX,

where 7: T X — X is the ordinary tangent bundle. This is a symplectic superman-
ifold. The symplectic form on each (odd) fiber of (4.22) is really the Riemannian
metric on the corresponding ordinary tangent space.

Quantization—often said to be an art rather than a functor—is meant to con-
vert symplectic (super)manifolds into (graded) Hilbert spaces and map the Pois-
son algebra of functions—classical observables—into the Lie algebra of self-adjoint
operators—quantum observables. For the particle moving on X, whose state space
is My = TX, there is a standard answer: The Hilbert space H° is the space
of L? functions on X and the quadratic Hamiltonian maps'® to the second-order
Laplace operator A. We approach the quantization of (4.22) in two steps: first
quantize the fibers and then the base. Now each fiber is an odd symplectic vec-
tor space, which can be viewed as an ordinary vector space with a nondegenerate
symmetric bilinear form. In fact, the bilinear form is positive definite. The Poisson
algebra of functions may be identified with the Clifford algebra of that inner prod-
uct. So what we seek is a representation of the Clifford algebra—a Clifford module.
As we work in the super world, we take the Clifford module to be Z/2Z-graded.
This works more naturally for even dimensional odd vector spaces, in which case the
unique irreducible Clifford module'? is the graded spinor representation ST & S~ .
To do that fiberwise over all of T X requires that X be a spin manifold. The classical
system makes sense for any Riemannian manifold X, whereas for the quantization
we need a spin structure on X. This is a typical situation in quantization: there is
often an obstruction—or anomaly—which prevents the quantization. In this case
the anomaly is the obstruction to putting a spin structure on X. If there is a
spin structure, then combining the quantization of T'X discussed earlier with the
quantization of the fibers, we see that the appropriate graded Hilbert space for the
supersymmetric particle is

(4.23) H=L*X;ST) e L*(X;5),

the graded Hilbert space of L? spinor fields on X.
What are the operators corresponding to the classical observables @ and H?
As before, H is the Laplace operator, but now acting on spinor fields. In the

181n fact, there is an indeterminacy; we can map the Hamiltonian to A 4 C for any constant C.
19Recall that in ordinary quantization we also take irreducible representations: the quantization
of the symplectic (p, q)-plane is, for example, the set of L? functions of g, not L? functions of
both g and p.
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quantization of the odd fibers, ¥ becomes Clifford multiplication, and so it is not
unreasonable to believe from (4.20) that @ becomes the Dirac operator. Note that
the Dirac operator is odd: it exchanges even and odd elements of H.

A study of the path integral in this model leads to a physicists’ proof of the
Atiyah-Singer index theorem for Dirac operators, which was discovered in the early
"80s.

Superspacetime approach

Roughly speaking, the supersymmetry (4.16) is a square root of infinitesimal
time translation. Namely, if we let Q be the odd vector field such that C = nQ, and
let { be infinitesimal time translation, then

(4.24) Q.Q) = 2.

we are led to wonder if there is a square root of infinitesimal time translation whose
action on fields induces Q, just as infinitesimal time translation on M ! induces é
Of course, this cannot happen on M*, nor on any ordinary manifold. The “square”
of a vector field—one-half its bracket with itself—vanishes for even vector fields,
since the Lie bracket is skew-symmetric. So we replace M' by a supermanifold
and seek an odd vector field as the square root. Then we write the fields in our
theory as functions on that supermanifold so that such an odd vector field induces
an action on fields.

Such a construction exists and it leads to a formulation of the superparticle in
which the supersymmetry is manifest. The supermanifold we seek goes under the
name superspacetime. (Of course, ‘superspacetime’ is usually rendered ‘superspace’.
In this example, ‘supertime’ would be even more appropriate.) The superspacetime
formulation of supersymmetric theories goes back to the mid ’70s when it was in-
troduced by Salam and Strathdee. Be warned that not all supersymmetric theories
have a superspacetime formulation. We give a general construction of superspace-
time in Lecture 6. Here we simply introduce the superspacetime relevant to the
superparticle.

Let M denote the affine space whose ring of functions is

Co (M) = C*(M")[6]
for an odd variable 6. Note:

e 0 is not an auxiliary odd variable—it is a bona fide odd function on M

e In our component formulation of the superparticle we had fields x, ¥ which
map an ordinary manifold into a supermanifold. Now we consider a super-
field formulation in which the field ® maps a supermanifold into an ordinary
manifold, as sketched in the nonartist’s rendering below.

It is instructive to work out the space of maps M ', X into a manifold X by
considering the induced algebra homomorphism C®(X) — C=(M"'). A single
map reduces simply to a path = z(¢) in X, but things become more interest-
ing if we introduce an auxiliary odd parameter 1. In other words, we consider
a one-parameter family of maps with parameter n. This is equivalent to an al-
gebra homomorphism C*(X) — SpecR[y] x C>(M'"). Then the pullback of a



LECTURE 4. FERMIONS AND THE SUPERSYMMETRIC PARTICLE 53

function f € C°°(X) may be written as a,(f) + 0nb,(f). Using the fact that the
pullback is an algebra homomorphism, one can deduce that a,(f) = f(z(t)) for
some path x(t) € X, and b,(f) = V,f for some path of tangent vectors V, € T;,,) X.
The fermionic component field 9 (t) = nV,.

Let ¢ be a standard affine coordinate on M?, so that t,6 are global coordinates
on M. Let

(4.25) i MY — M
be the inclusion defined by

it=t

4.26
( ) "0 =0.

We introduce a global framing of M 1 by the vector fields

o2
(4.27) t 5
D=9, 09, = 55— 00,.

Here 9, is even and D is odd. It is unfortunate that the vector field ‘D’ has the
same symbol as the total differential considered in earlier parts of the lecture. Tant

pis, there just aren’t enough dees in the world! We also introduce the odd vector
field

(4.28) 7o = Oy + 00,

In fact, M U s the supermanifold underlying a Lie group on which {9,, D} is a
basis of left invariant vector fields and {0;, 75} a basis of right invariant vector
fields. They satisfy the bracket relations

[D, D] = —20,
(4.29) [T, o) = +20,

[D, TQ] - 0.
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The vector field 9, commutes with both D and 7.
We now formulate a field theory with spacetime M 1 and space of fields

(4.30) F={®: M'" — X},

where X is our fixed Riemannian manifold. As we saw above, ® leads to component
fields z, ¢ which are a path in X and an odd tangent vector field along the path We
recover these component fields from ® by restricting D-derivatives of the superfield
to the underlying Minkowski spacetime:

z:=1d

(431) Y= i*Dd.

The vector fields d;, 7, act on the field ® directly by differentiation, and it is not
hard to work out the action on component fields. For 0, it is simply differentia-
tion in ¢, and for T We use the one parameter group ¢, = exp(unTQ) generated

by (f = n7¢ for an odd parameter 1. Recall that the action of a diffeomorphism
of (super)spacetime on fields uses pullback by the inverse (see Example 2.37, for
example):

2 2 d
UQdz =Cra= -] (9, )07 ®

d Sk —1\*
= %|u:02 (S%l) ¢

= —ni*To®
= —ni*D®
=

(4.32)

Similarly, we compute
L({)dY = i*Dyr,®
= —ni"1oD®
(4.33) = —ni*D*®
=i 0,®
= ni-

The lagrangian density in superspacetime is
1
(4.34) L= |dt| b {—§<D<I>, atq>>} — |dt| d6 ¢.

Here |dt| df is a bi-invariant density on M'*—it is invariant under 0y, D, 7.

Before integrating we pause to point out that we have now made the supersym-
metry manifest. Namely, the lagrangian £ is invariant under the vector fields {¢, ¢}
on F x M'" induced by {n7g,0,}. Explicitly, we have

L(¢)dt =nb (&dt =1

(4.35) ((¢)dd =n (&)df =0
L(()0P = —nT® 1(&)0® = —0,9.
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The invariance of L follows a priori from the fact that 75,9, commute with D, 9,
and the fact that the density |dt| d is invariant.

Now to the integration. We define the component lagrangian L from the super-
spacetime lagrangian £ by “integrating out” the odd variable 6. This is the Berezin
integral which in this case amounts to

(4.36) L = (i*De) dt.

(This is a definite finesse: We simply introduce this definition without more expla-
nation!) So we compute

1
i"Dl = —3i" D(D2,0,2)

_ _li*{<vDD<1>,at¢>> - (D@,VDatd)}}
(4.37) :
_ 7§i*{f|8t<1>\2 - (D(I),VatD@}

1 1
= Slil* + (. V).
Hence we recover the superparticle component lagrangian (4.12).

The reader would do well to compute that other features of the superspacetime
model match the component formulation. For example, compute the action of 7,
on the component fields using the definition (4.31) of the component fields to re-
cover (4.16). This computation is a bit tricky, but can be viewed as a problem in
ordinary differential geometry—the odd variables cause no additional difficulties.
Also, you can do the classical mechanics directly on M 1, Compute v, w, the equa-
tions of motion, the supercharge, etc. This is a nontrivial exercise in calculus on
supermanifolds; the component formulas in the text may be used as a check.

Exercises

. The idea here is to analyze the lagrangian (4.12) for the supersymmetric particle.

You can do it from several points of view.

(a) First, start out working in local coordinates. That is, choose local coordi-
nates z', 2%, . .. 7xd on X, and write the Riemannian metric in these coordinates

as gijdmidxj . The ordinary particle lagrangian is

1
Ly = {igijx’xj} |dt].
Write the supersymmetric particle lagrangian L (4.12) in this notation. Note
that the Christoffel symbols depend on the map =x.

(b) Now compute §L. You can explicitly take a 1-parameter family of fields z,,, ¥,
and differentiate with respect to u. Deduce the classical equations (4.14).

(c) Do the same computation without introducing coordinates. Be careful to use 0y
when covariant derivatives are needed and be mindful of (1.13).

(d) In your computations the variational 1-form ~ (4.13) should be staring at you.
Compute the symplectic form w.
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. (a) Do the computations of the same quantities in superspacetime, as suggested at
the end of the lecture.

(b) Recover the formulas in components from these computations.

. Check that f , as defined in (4.16), is a nonmanifest symmetry. In other words,

compute Lie(¢)L.

. (a) Verify (4.24).
(b) Verify (4.21).

. Show that there is no way to add a potential term —z*V to the lagrangian L (4.3)
in such a way that supersymmetry is maintained. You are allowed to add terms
to (4.16)—change the supersymmetry transformation laws of the fields—but even
allowing this it is not possible.



LECTURE 5
Free Theories, Quantization, and Approximation

Quantization of free theories: general theory

Recall that a Hamiltonian system consists of three ingredients: states, observ-
ables, and a one-parameter family of motions. In general the observables have a
Lie-type bracket on them. In Lecture 1 we saw that for a classical Hamiltonian
system the state space is a symplectic manifold (M, ), the space of observables
is (M) with its Poisson bracket, and the motion is by a one-parameter family of
symplectic diffeomorphisms generated by a Hamiltonian function H: M — R. We
saw in Lecture 4 that to accommodate fermions, we should allow M to be a super-
manifold with an appropriate symplectic structure; observables may then be even
or odd, but the Hamiltonian is necessarily even. Also, we saw in Lecture 3 that for
field theories on Minkowski spacetime the one-parameter family of time-translations
is embedded in an action of the Poincaré group on M. In Lecture 4 we saw the
first glimpses of an extension of the Poincaré group which acts in supersymmetric
systems.

In a quantum mechanical system from this Hamiltonian point of view, the state
space is a complex (separable) Hilbert space H, the observables are self-adjoint
operators on H with bracket the usual commutator of operators, and there is a
Hamiltonian operator H which generates a one-parameter group of unitary trans-
formations which represent time translation. The extension which accommodates
fermions is algebraic: the state space H = HoH isaZ /2Z-graded Hilbert space
and there is a Z/2Z-grading on the operators—even operators preserve the grading
and odd operators exchange H" and H*. The unitary time-translations are required
to be even. In a relativistic quantum mechanical system the unitary representation
of time-translations is extended to a unitary representation of the Poincaré group.
(We review the structure of the physically relevant representations later in this
lecture.) In supersymmetric systems there is a larger super Poincaré group which
acts.

The last paragraph is not quite right: The state space is the complex projective
space PH formed from a Hilbert space H. For the free theories discussed below,
we will explicitly see that appropriate groups of symmetries are only represented
projectively.

In general there is no canonical way to pass back and forth between a clas-
sical system and a quantum system. Rather, there are usually parameters in a
theory—whether or not it be classical or quantum—and only for certain limits of
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the parameters is there a reasonable correspondence. The basis for this is a precise
correspondence for free theories. Recall that a classical system (M, Q, H) is free if
(M, Q) is a symplectic affine space and H is quadratic (so generates a one-parameter
family of symplectic affine transformations.)20 We allow a “super” version of this:
the affine space is a supermanifold whose underlying vector space of translations is
Z/2Z-graded. For free classical systems there is a canonically associated quantum
system. This has been studied in great detail mathematically, both in case M is
finite dimensional and M is infinite dimensional. (Quantization in the latter case
requires an additional choice.) We give a brief overview here.

Consider first the bosonic case where (M°, Q°) is an “ordinary” (even) symplec-
tic affine space. The subspace of affine observables is closed under Poisson bracket;
it forms a Heisenberg Lie algebra, a nontrivial central extension of the commutative
algebra of translations. As well, the subspace of quadratic observables is closed un-
der Poisson bracket; it is a central extension of the Lie algebra of affine symplectic
transformations. Now what we might hope for in (free) quantization is a map

(5.1) (classical observables), {+,-} — (quantum observables, [-, -])

which is a homomorphisms of Lie algebras. That turns out to be impossible (unless
the quantization is trivial). In fact, we only demand (5.1) be a homomorphism on
affine functions; it follows that it is a homomorphism on quadratic functions as well.
In other words, we would like a representation of the Heisenberg algebra by self-
adjoint operators, or, by exponentiation, a unitary representation of the Heisenberg
group. Physicists call this a representation of the canonical commutation relations.
It is a basic theorem that a unitary irreducible representation is unique, up to
isomorphism.?! In fact, the infinitesimal representation extends to a representation
of quadratic observables, and on the group level we obtain a representation of a
cover of the affine symplectic group. This describes the quantization in general
terms.

We now give an algebraic description. It depends from the beginning on a
choice: We choose both an origin for the affine space M"Y and a polarization of the
vector space U° of translations of M, i.e., a decomposition

(5.2) U'~Lel

of the symplectic vector space U as a sum of complementary lagrangian subspaces.
It is important that we allow a complex polarization, that is, L, L' ¢ U°®C. Using
the choice of origin we identify M" = U°, and then polynomial functions on M°
as elements of Sym*® ((UO)*). With these choices we take

(5.3) H = Sym*(L*) ® C,

the Hilbert space completion of the polynomial functions on one of the lagrangian
subspaces. The representation on linear observables—that is, elements of (U 0)*—
into operators on Sym®(L*) is defined by

¢* — multiplication by £*
(5.4)

¢* — contraction with ¢,

20This definition—which I allow may not be standard—has the strange consequence that a har-
monic oscillator is a free system.

21In the infinite dimensional case we need to specify a class of polarizations to fix the representa-
tion. We will do so in our examples by requiring that energy be nonnegative.
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where (* € L*, ¢* € L'*, and the contraction uses the nondegenerate pairing of L*
and L' induced by the symplectic form. In the lingo of physics, £* acts as a creation
operator and ¢ acts as an annihilation operator. The vacuum is the element 1 €
Sym®(L*). In field theory the 1-particle Hilbert space is Sym' (), the 2-particle
Hilbert space Sym? (H), etc. One can easily check that the operator bracket matches
the Poisson bracket of linear functions, so we have a representation of the Heisenberg
algebra. This is a purely algebraic description of the representation on a dense
subspace of Hilbert space.

The odd case is exactly parallel if we work in the language of supermanifolds.
So suppose (Ul,Ql) is an odd symplectic vector space; that is, an odd vector
space equipped with a nondegenerate symmetric bilinear form, which we assume
is positive definite. In short, we have a Euclidean space, viewed as being odd.
Recall that the algebra of functions on U is Sym((Ul)*); i.e., it is the exterior
algebra on the dual to the U' viewed as an ordinary vector space. Again it is a
Poisson algebra, and the affine (linear + constant) and functions of degree < 2 are
each closed under Poisson brackets. The affine functions form a nontrivial central
extensions of the odd vector space of linear functions with trivial bracket, by analogy
with the Heisenberg algebra in the even case. The purely quadratic functions are
even and under Poisson bracket form a Lie algebra isomorphic to the algebra of
skew-symmetric endomorphisms of the ordinary vector space underlying U'. As
before, we ask to represent the affine functions by a homomorphism into self-adjoint
operators on some Z/27Z-graded Hilbert space H = H® & H'; it follows that the
representation extends to a homomorphism of quadratic functions as well.

It is useful to describe this situation as follows. If f and g are linear functions,
and O(f), O(g) the corresponding odd linear operators, then®?

(5.6) [0(f), 0(9)] = i(f, 9),

where (-,-) is the symplectic form, and ¢ = v/—1. The factor of i is there since
O(f) is self-adjoint, in the appropriate graded sense.?® Better to take skew-adjoint
operators ¢(f) = i/20(f), in which case we obtain the usual Clifford algebra
relation

(5.7) [e(f):c(g)] = —(f. 9)-

Then H is a graded module for the Clifford algebra generated by the linear functions.
Note that since H is complex, we may as well take the complex Clifford algebra.
Again: The associative algebra generated by the affine functions with the relation
that the commutator be the Poisson bracket is a Clifford algebra, and the quantum
Hilbert space is an irreducible graded Clifford module for this Clifford algebra.

221 follow the sign rule, so that the commutator of two homogeneous elements a, b in a Z/2Z-graded
algebra is

(5.5) [a,b] = ab — (—1)lelPlpg,

23The usual equation (Tv,v') = (v, T*v') which defines the adjoint picks up a sign if both T and v
are odd.
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If dim U™ is even (or infinite), we can describe this Clifford module, the quantum
Hilbert space, in terms of polarizations as before. But here we necessarily use
complex polarizations, since there are no real isotropic subspaces. Thus we write

(5.8) U'@C=Le®Le
for a totally isotropic L. We take
(5.9) H = Sym*(L{)

as in the even case (5.3), but since L¢ is odd this is the exterior algebra on the
ordinary vector space underlying Lg. If U ! is finite dimensional, for example, then
‘H is finite dimensional and there is no Hilbert space completion necessary. In any
case it is a Z/2Z-graded Hilbert space. The 1-particle subspace Sym® (Lg) is odd,
the 2-particle subspace Sme(L?{:) is even, etc. The formulas for the action of linear
operators are exactly the same as in (5.4). In the finite dimensional case, this is a
standard construction of the Clifford module in even dimensions.

As stated above, the representation of the Poisson algebra of linear and constant
functions extends to a representation of the Poisson algebra of purely quadratic
functions, which recall is isomorphic to the Lie algebra of the orthogonal group.
Exponentiating we obtain a representation of the double cover of the orthogonal
group, called the Pin group, which should be viewed as Z/2Z-graded. The identity
component is the Spin group, which operates by even unitary transformations. So
the Hilbert space in this case is the Hilbert space underlying the spin representation.

Quantization of free theories: free fields

We now apply these general remarks to the case of a free scalar field, as dis-
cussed in Lecture 3. We work on Minkowski spacetime M", the field is a real-valued
function ¢: M™ — R, and the classical field equation (3.6) is the linear wave equa-
tion (3.7):

(5.10) 3= - =02 +mP)p=0,

where m > 0 is the mass of the field. (We work in units where i = ¢ = 1.) The
space of solutions to this wave equation is an infinite dimensional symplectic vector
space M; the symplectic form is the integral of (3.5) over a spacelike hypersurface
in M". We analyze (5.10) using the Fourier transform. Fix an origin in M",
so identify ¢ as a function ¢: V' — R. Its Fourier transform gzgz V* — R is the
coefficient function in an expansion of ¢ as a linear combination of plane waves.
Namely,

1 .
_ i(z,a) | gn
(511) o) = Gy | Gl = (i,
where (-,-) is the pairing between V and V* and |d"«| is the density associated

to the inverse Lorentz metric on V*. The Fourier transform qAS is a complez-valued
function, but because ¢ is real ¢ satisfies the reality condition

(5.12) $(—a) = é(a).
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Under Fourier transform derivatives become multiplication operators, so the second-
order differential operator (5.10) becomes the quadratic equation

(5.13) (laf* = m*)d(a) = 0.

In other words, the support of the Fourier transform of a solution ¢ lies on the
mass shell

(5.14) O, ={acV*: o> =m?} CcV*

In case m > 0 this is a hyperbola; if m = 0 it is the dual lightcone. We have
not specified what class of functions ¢ and gf) lie in, but at least the Fourier trans-
form must exist. Since equation (5.10) is Poincaré-invariant, the vector space of
solutions M is a real representation of the Poincaré group P".

According to the general discussion above, the quantization is determined by a
polarization of the symplectic vector space M. Here we use a complex polarization,
a decomposition of M ® C into a sum of lagrangians. Now M ® C is the space of
complex-valued functions on O,, with no reality condition. For m > 0 there is a
decomposition

(5.15) 0,,=0U0,  (disjoint),

where O = O,, N {a, > 0} is the subset of covectors of positive energy and
0,, = 0,, N {ay < 0} the subset of covectors of negative energy. (We use lin-
ear coordinates z°,z',..., 2" ! on V and dual linear coordinates Qg Oy v ey
on V*. In appropriate units the first coordinate « is energy and the remaining
coordinates «, are momenta. The norm square of « is the mass square, which
is energy square minus momentum square.) The subspace L,, of M consisting
of QAS supported on Oj'n is lagrangian, as is the subspace L,, of M consisting of (,ZAS
supported on O,,. Thus we take the Hilbert space of the massive particle to be

(5.16) H = Sym*®(Lz,).

The subspace Sym®(L;,) is called the Fock space; the Hilbert space is a completion.
The 1-particle Hilbert space Sym'(LZ,) is an irreducible (complex) unitary repre-
sentation of the Poincaré group. In the massless case the decomposition (5.15) has

an additional piece:
(5.15) Oy =05 U0, U{0}  (disjoint).

We would like to take the lagrangian decomposition as before, so that L, consists
of Fourier transforms supported on (98' and L, of Fourier transforms supported
on Oy, but we have the bothersome 0 to worry about. In fact, it is not a problem
in dimensions n > 3, but does manifest itself in two-dimensional field theory (and
in quantum mechanics).

There is a similar story for other free fields. In general the Fourier transform of
a solution to the linear classical equation of motion has support on a mass hyperbola
or lightcone, but rather than simply being a complex-valued function it is a section
of a complex vector bundle (which satisfies a reality condition). There is again a
complex polarization, determined by the positive energy condition, and a similar
picture of the quantum Hilbert space.



62 D. S. FREED, CLASSICAL FIELD THEORY AND SUPERSYMMETRY

Representations of the Poincaré group

A relativistic quantum particle is defined to be an irreducible unitary positive
energy representation H of the Poincaré group P". (Recall the definition (1.45)
at the end of Lecture 1.) Such representations were classified by Wigner long ago,
and we quickly review the construction. First, we restrict the representation to
the translation subgroup V. Since V is abelian, the representation decomposes as
a direct sum (really direct integral) of one-dimensional representations on which
V' acts by a character

v — multiplication by e'*(")/" ae V™

The set of infinitesimal characters « which occur are permuted by the action of
the identity component of O(V) on V*. Since the representation H is irreducible,
these infinitesimal characters form an orbit of the action. There are two types
of orbits which have positive energy. These are indicated in the figure below.
Notice that the axes are labeled E for energy and p; for momentum. The mass
square m? = E*/c¢* — 3 p7/c? is constant on an orbit and so is an invariant of an
irreducible representation. The two orbit types correspond to massless (m = 0)
and massive (m > 0) representations.

In the two-dimensional case (n = 2) the massless orbit breaks up into two
distinct orbits along the two rays of the positive lightcone, as indicated in the
next figure. We call them right movers and left movers since the corresponding
characters are functions of ¢t —x and ct + x respectively. So there is a more refined
classification of massless particles in two dimensions.

Now the representation H of P" is obtained by constructing a homogeneous
complex hermitian vector bundle over the orbit. More precisely, the total space of
the bundle carries an action of Spin(V') covering the action (of its quotient by {£1})
on the orbit. Such bundles may be constructed by fixing a point on the orbit and
constructing a finite dimensional unitary representation of the stabilizer subgroup
of that point, whose reductive part is called the little group. (Any finite dimensional
representation factors through the reductive part.)

Consider first the massive case and fix the mass to be m. For convenience we
set ¢ = 1 and take as basepoint (m,0,...,0). Then the stabilizer subgroup, or
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little group, is easily seen to be isomorphic to Spin(n — 1). Thus a massive particle
corresponds to a representation of Spin(n — 1).

In the massless case we consider the basepoint (1,1,0,...,0). The stabilizer
subgroup in this case is a double cover of the Euclidean group of orientation-
preserving isometries of an (n — 2)-dimensional Euclidean space. We can see this as
follows. The group O(V) is the group of conformal transformations of the (n — 2)-
dimensional sphere. We can view the sphere as the set of rays in the forward
lightcone. An element in the identity component of O(V') acts on the forward light-
cone, and the subgroup H of transformations which fix a ray R is isomorphic to
the identity component of the Euclidean group of the complement plus dilations.
The action on points of R is given by the dilation factor at the corresponding
point of the sphere, whence the claimed stabilizer subgroup. Massless particles
correspond to finite dimensional unitary representations of the corresponding sub-
group H of Spin(V). Such representations are necessarily trivial on the lift to H of
the subgroup of H consisting of translations. In other words, they factor through
representations of a group isomorphic to Spin(n — 2).

Representations of the little group are classified by their spin, (which is called
helicity in the massless case). What do we mean by the “spin” of a representation
of Spin(m)? Suppose W is such a representation. Fix a 2-plane in R™ and consider
the subgroup SO(2) C SO(m) of rotations in that plane which fix the perpendicular
plane. We work with the double cover Spin(2) C Spin(m). Restricted to Spin(2) the
representation W decomposes as a sum of one-dimensional complex representations,
on each of which Spin(2) acts by A — A%/, where X € Spin(2) and j is a half-integer.
(We use half-integers so that the two-dimensional tautological representation of the
SO(2) subgroup of SO(m) is the sum of the representations j = 1 and j = —1.) The
spin of the representation W is the largest |j| which occurs in the decomposition.
For example, the trivial representation has spin 0. It represents a scalar particle.
The m-dimensional defining representation of SO(m) has spin 1; the corresponding
particle is sometimes called the wvector particle. The reader can check that all
exterior powers of this representation (except A™) also have spin 1. The spin
representations of Spin(m) have spin 1/2. One obtains higher spin by looking at
the symmetric powers of the defining representation.

There are physical reasons why in interacting local quantum field theories one
only sees massless particles of low spin. More precisely, in theories without gravity
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only massless particles of spin 0, spin 1/2, and spin 1 occur. Massless spin 1 particles
only occur in gauge theories; a theory whose only massless particles have spin 0 and
spin 1/2 is a o-model. The graviton—the particle which mediates the gravitational
force—is a massless particle of spin 2 and in theories of supergravity there are also
massless particles of spin 3/2. That’s it! There are no massless particles of higher
spin in realistic theories.

Given a homogeneous vector bundle, we take H to be the space of L? sections
of the bundle over the orbit. (There is an invariant measure on the orbit.)

e Recall that the Poincaré group P" projects onto the identity component
of O(V'), which consists of transformations which preserve both orientation
and the splitting of the lightcone into forwards and backwards. In a local
quantum field theory the CPT theorem states that the representation of P"
extends to a (projective) representation of the larger group which allows
for orientation reversal (but still preserves the splitting of the lightcone).
Elements in the new component are represented by antilinear maps. The
condition that the representation extend can be stated in terms of the little
group; the precise statement depends on the parity of n. For n even it says
that the representation of the little group is self-conjugate, i.e., either real
or quaternionic. The statement for n odd is more complicated and we omit
it.

e To incorporate fermions we consider representations of the little group on
Z./2Z-graded vector spaces. The even part corresponds to bosons, the odd
to fermions.

e In unitary local quantum field theories there is a connection between the
spin of a particle and its statistics—whether it is a boson or a fermion.
A particle of integral spin is a boson and a particle of half-integral spin
is a fermion. This spin-statistics connection is often violated in nonuni-
tary theories, and in particular in the topological field theories which have
mathematical applications.

Free fermionic fields

Given a particle representation of P" we can ask for a free field theory whose
1-particle Hilbert space is the given representation. We saw earlier that a real
scalar field gives a spin 0 particle. The spin 1 particle is the 1-particle Hilbert
space associated to the lagrangian (3.24) on a quotient (3.25) of 1-forms. (This is
a nice exercise.) Thus it remains for us to construct the spin 1/2 representation
of Poincaré as the quantization of a free field. The spin-statistics theorem implies
that it should be a fermionic field. We will not carry out the quantization in these
notes—that is left for the exercises (or references)—but we will describe the theory.

Let S be any real spin representation of Spin(V). We build a theory whose
space of fields is

(5.17) F = Map(M™,115),

a space of spinor fields on M™. The fermionic field is odd—it is a map into the odd
vector space IIS—and so the space F is an infinite dimensional odd vector space.
One remarkable fact about the spin group in Lorentz signature, not true in other
signatures, is that the symmetric square of any real spinor representation contains
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a copy of the vector representation, except for n = 2. In fact, there always exists a
symmetric Spin(V')-equivariant pairing

(5.18) r:sS@s—1V.

We will not prove these facts about the spin group, but rather illustrate them in a
few cases.

For n = 2 the identity component SOT (V) of O(V) is isomorphic to the mul-
tiplicative group R”°, so Spin(V) = R”? x Z/2Z. In any spinor representation the
nontrivial element in Z/27Z acts by —1. There are two inequivalent irreducible real
spinor representations S * on which A € R>? acts as A™!. The vector representation
V (S+)®2 o (Sf)®2.

For n = 3 we have Spin(V) 2 SL(2;R). There is a unique irreducible spinor
representation S of dimension 2, the standard representation of SL(2; R), and V =
Sym?(S).

For n = 4 we have Spin(V) & SL(2;C). There is again a unique real spinor
representation S, the real 4-dimensional representation underlying the standard 2-
dimensional representation S’ of SL(2;C). Let S” be the conjugate to S’; then
VeCx2sws".

The exceptional isomorphisms for orthogonal groups continue up to dimen-
sion n = 6; in that case Spin(V') = SL(2; H). It is significant that dimensions 3,4,6
have Lorentz spin groups isomorphic to SL(2;F) over F = R, C,H. There is even
a sense in which the Lorentz spin group in n = 10 dimensions is SL(2) over the
octonions!

In any dimension either there is a unique irreducible real spinor representation S
and any real spinor representation has the form S®N for some N, or there are two
distinct irreducible real spinor representations S, S and any spinor representation
has the form STV @ S®V for some N, N. The latter occurs in dimensions n = 2,6
(mod B).

In general, given S and the pairing (5.18) we write a kinetic lagrangian

(5.19) Ligneie = {570, 00) } 1d"2].

Choose a basis {e,} for V and a basis {f*} of S. Then we can expand a spinor
field v as

(5.20) (x) =, (x) .
Write
(5.21) L(fe, f7) = T,

Then the kinetic term may be written

(5.22) T (1, 00) = T#*, 0,1, = I,

the last expression being the most common. Note that it has the same general form
as the fermionic term we used in (4.3); it is a product of the fermionic field with
its first derivative.
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For a given spinor representation S there may or may not be a mass term
possible. A mass term is specified by a quadratic function ILS — R, that is, by a
skew-symmetric pairing

(5.23) M: \*S —R.

A nonzero pairing may or may not exist. Then the full lagrangian is

(5.24) L= {% b — %wsz} |d"z].

The 1-particle Hilbert space of this free fermionic field is a spin 1/2 representation
of P™ which is the space of sections of a vector bundle of rank dim S/2 over the
appropriate mass shell. There is an exception to this last description in n = 2, where
it is possible to have the Fourier transform of a massless spinor field supported on
half of the lightcone; then it is a section of a vector bundle of rank dim S.

The general free theory

To specify a free theory of scalar, spinor, and 1-form fields we need to give
the precise field content and the masses of the fields. Since we have not developed
the theory of Lorentz spinors in detail, we will be somewhat schematic about the
spin 1/2 fields.

Fix a dimension n. Let S, 5'0 be the irreducible real spinor representations,
with fixed pairings (5.18); if there is only one real representation, then set S =0.
The kinetic data for the free theory is a set of even real®* vector spaces each equipped
with positive definite inner product:

(5.25) Wo, Wi /s, w, /2: Wi positive definite inner product spaces
The spinor fields take values in the odd vector space
(5.26) Wrs =115, @ W,y @ TS, @ W 5.

In a free theory we can have quadratic potential functions, which are mass
terms and are specified by mass matrices. These are nonnegative quadratic forms

M, € Sym*(Wy)
(5.27) M, € Sym® (Wy5)")
M, € Sym*(Wy).

The fields in the theory all live in linear spaces, as expected for a free theory. A
field is a triple ® = (¢, 1, a) where

¢: Mn E— WO
(5.28) P M — WY
a € QN M™; W) /dQ°(M™; W)

24In some dimensions we take Sp, So and Wy/2, Wl/Q to be complex conjugate vector spaces.
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Recall the gauge equivalence we have on 1-forms, which is the reason to divide by
exact 1-forms. The free field lagrangian is quadratic. The fields are completely
decoupled. For each field there is a kinetic term and a mass term:

(65290 L= {gldof + (. ) — laf?
— SMy(6) — £ Mya(a8) — M () } |,

There is an associated quantum field theory, which may be specified by its 1-
particle (Z/2Z-graded) Hilbert space. The even part is a sum of spin 0 and spin 1
representations; the odd part a sum of spin 1/2 representations. To describe it we
need to compute the (nonnegative real number) masses which occur and describe a
vector space of particles with that mass. For the bosons ¢, « this is straightforward:
using the inner products on W, W; we may express the mass forms M, M, as
nonnegative symmetric matrices and then decompose W, W, according to their
eigenvalues and eigenspaces. The eigenvalues are the masses and the eigenspaces
encode the multiplicity of particles with a particular mass. For the spinor field the
computation of masses involves a bit more algebra of spinors.

General theory

The theories of interest are not free, of course, and there is a wide variety of
physically interesting lagrangians which satisfy the basic criteria outlined at the
beginning of Lecture 3. We extract a general class of lagrangians which covers
many examples, just as we described a general class of bosonic theories (gauged
o-models) at the end of Lecture 3. These are theories with fields of spins 0, 1/2,
and 1.

The data we need to write the fields and kinetic terms is:

G Lie group with Lie algebra g
) bi-invariant scalar product on g

(5.30) X Riemannian manifold on which G acts by isometries
W, W — X real vector bundles with metrics,

connections, and orthogonal G action

Consider T1S,, I1S, as constant vector bundles over X, and define
(5.31) WM TS, @ W @ 1S, @ W — X.
A field is then a triple ® = (¢, v, A), where

A connection on a principal G-bundle P — M
(5.32) 0] G-equivariant map P — X
) G-equivariant lift of ¢ to W4

The collection of fields is a category F, in fact, a groupoid—all the morphisms in
the category are equivalences (invertible). If we divide by these equivalences (think
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of them as gauge transformations), we obtain the space F of equivalence classes of
fields. The kinetic lagrangian is:

1 1 1
(5.33) Lisnetie = { 31dadl” + 506, Pa o) = 3P4} ld"al.

In this formula d 4 is computed using the connection A and the Dirac operator D, ,

on M uses the connection A as well as the pullback of the connections on W, W
via the map ¢. Note that for fixed ¢ the field v is a spinor field on M coupled to
a vector bundle over M whose connection depends on both A and ¢.

While the kinetic terms always look this way, there is a variety of possible
potential terms. Certainly the basic one is a potential for ¢ and :

(5.34) V=vOy® .. G-invariant section of Symeven((WOdd)*)
Then the lagrangian of the theory is
(535) L= Lkinetic - V((b’w) |dn‘r‘

The scalar potential vO. X — R is the component of V' whose value lies in
Symo((WOdd)*). Mass terms for spinor fields are included in V(2), as are Yukawa

couplings. The “4-fermi term” V) occurs in supersymmetric o-models (as in (7.31))
and also in supergravity theories. One can view the total potential V' as an even
function on the supermanifold determined by the vector bundle wedd _ x.

There are additional possible potential terms. For example, in dimension n = 2
the data

(5.36) ) Ad-invariant linear form on g
determines a term
(5.37) (Fa)

in the lagrangian. This term is a 2-form, not a density, so a theory with this term
in it is not invariant under isometries of M? which reverse the orientation; we need
to fix an orientation to integrate (5.37) so to define the action.

The theory we have defined is Poincaré-invariant. There is also a commuting
compact Lie group of global manifest symmetries—it is the group which preserves
all of the given data. It acts by isometries on X and WOdd, commutes with the
G action, and preserves the potentials.

A vacuum solution of the general theory has A trivial, ¢ = 0, and ¢ constant.
(Compare with the discussion of bosonic models in Lecture 3.) Note that any
vacuum solution is Poincaré-invariant. So the moduli space of vacua is

(5.38) M. =VH0)/G.
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Perturbation theory

In a general lagrangian field theory we can consider “small fluctuations” of the
fields around any fixed ®, € F. The space of these small fluctuations is simply
the tangent space T JF. The idea is to construct a new lagrangian field theory
whose space of fields is Ty F and whose lagrangian is an approximation to the
lagrangian L of the original theory. More precisely, the approximate lagrangian
is the N*™ order Taylor series of L at ®,. The quadratic approximation gives
a free field theory. It is typical to consider such an approximation at a vacuum
solution @, rather than at an arbitrary point of field space. The free field theory
approximation may be quantized, as discussed earlier in this lecture, and that is
the first step in understanding the perturbative quantum theory at the particular
vacuum in question. The information in the free quantum field theory—the vector
spaces (5.25) and the mass matrices (5.27)—may be read off from the geometric
data. This is an exercise in differential geometry; Feynman diagrams (and more
subtle quantum reasoning) enter only when we keep higher order terms in the
approximate lagrangian.

We work with a general theory, as described in the previous section. Fix &, =
(Ap, Pgs V), which we assume to be a vacuum solution. So A, is a trivial connection,
1y = 0, and fixing a trivialization ¢ is a constant map to X. Recall that the fields F
form a category, and we work essentially on the space F of equivalence classes. The
tangent space at the equivalence class [®,] of ®, may be described by expressed
by specifying the vector spaces (5.25). To that end, note that the infinitesimal
G action on X induces a linear map

(5.39) Pyt 8 — Ty X.
Then the vector spaces are

W, = coker p,,
(5.40) W, 9, W, o = fibers of W, W at ¢,

We leave it as an exercise for reader to write the lagrangian to second order at ®, =
(Ag, ¢¢,0) and so to derive the mass matrices

M, = Hess, v
(5'41) M1/2 = V(z)(d’o)
M, = pullback of metric on T, X under action

This completely specifies the free field approximation at the vacuum ®,,.
There is some terminology associated to the free field approximation:

1. Let G,, C G be the stabilizer group of the G action at ¢, € X. Physicists
say, “The gauge group G is broken to G, .” The 1-forms with values in
its Lie algebra g, C g, which is the kernel of p, , are the the massless
1-form fields in the free field approximation. The remaining 1-form fields
are massive. The fact that these fields have a mass is called the Higgs
mechanism.
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2. Let [p,] denote the equivalence class of ¢, in M. = V"'(0). Assume
that [¢y] is a smooth point. Then the massless scalar fields in the free field
approximation are maps into Ty 1 M.,

3. The global symmetry group H is broken to the subgroup H, which fixes ¢j.
The quotient of the Lie algebras /b o 18 a subspace of T [%]M Massless
scalar fields in this subspace are called Goldstone bosons.

vac*

Supersymmetric theories put restrictions on the data which defines a theory.
The restrictions depend on the dimension n and on the particular supersymmetry.
In various cases it constrains X to be Kahler, hyperkéhler, etc. It is useful to view
theories in terms of this geometric data to keep track of the zoo of examples.

Exercises

. In this problem consider a two-dimensional symplectic affine space, which we take
to have affine coordinates p, ¢ and symplectic form dp A dgq.

(a) Compute the Lie algebra of functions at most quadratic in p,q. What are the
symplectic gradients? Do the same for affine functions.

(b) Quantize this space: Choose a lagrangian decomposition, build the symmetric
algebra, etc.

(¢) Quantize the free particle on E' and the harmonic oscillator, described as a
particle moving on E* subject to the potential V(z) = (k/2) 2? for some k > 0.

. (a) Quantize a 2n-dimensional symplectic affine space explicitly. Choose coordinate
functions p;, ¢’, 1 <i,j <n, so that the symplectic form is dp; N dq'. Choose
L to be the span of the 9/ dq¢’, etc. You should see creation and annihilation
operators explicitly.

(b) Repeat for the odd case.

. Verify that the subspaces in the lagrangian decomposition we used to quantize
scalar fields are indeed isotropic.

. (a) Quantize a free 1-form field. This is a bit tricky because of the gauge invariance.
You need to Fourier transform solutions to the wave equation and identify them
as sections of a bundle over some mass shell.

(b) Quantize a free fermion field. The story in general requires more algebra of
spinors than I have given here. So you should try some examples in 2 and
3 dimensions.

. (a) Write the lagrangian for the general theory (5.35) as explicitly as you can.
Surely you’ll want to consider special cases. For example, start with no fermions.
You may take X to be a vector space, and perhaps start with an abelian gauge
group, or no gauge group at all. Then take the vector bundle W to be a constant
vector space.

(b) Recover all lagrangians considered in these lectures as special cases of the general
theory.
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6. Write the quadratic approximation to the general theory at a vacuum. Verify that
you get the vector spaces and mass matrices given in (5.40) and (5.41).

7. Translate the following description of theories to the geometric data (5.30) and (5.34).

What are the global symmetry groups of these models?

(a) “A theory with gauge group SU(2), a massless adjoint scalar, and a massive
spinor in the vector representation.”

(b) “A nonlinear o-model with target S™ and a circle subgroup of SO(n + 1)
gauged.”

(c¢) “A theory with gauge group SU(3) x SU(2) x U(1) with fermions in the (3,2,1)
representation, fermions in the (1,2,1) representation, and scalar fields in the
(1,2,1) representation.”

8. Compute the moduli space of vacua and the particle content (and masses) at the
vacua for each of the following theories.

(a) Gauge group U(1) and with charged complex scalar fields, i.e., X = C with the
standard action of U(1).

(b) The same theory with potential
V(o) = llol* (1 — llglI*)*.

(c) Let T denote the circle group of unit norm complex numbers. Then G =T x T
with standard inner product (-,-) on the Lie algebra gv/—1R x /—1R. Take
X = C with the G-action (A, \y) - z = A\, 2)\; " and the G-invariant potential
as above.

(d) Add spinor fields to these theories. You may work in low dimensions if necessary.






LECTURE 6
Supersymmetric Field Theories

Introductory remarks and overview

We continue to work with a Poincaré-invariant quantum field theory defined
on Minkowski Spacetim625 M™, and restrict to theories of the general type outlined
in the last lecture. In particular, they are theories of scalar fields, spinor fields,
and gauge fields. Earlier we remarked that under certain hypotheses there is a
theorem of Coleman-Mandula which asserts that the group of global symmetries
of the theory has the form P"™ x H, where P" is the Poincaré group and H a
commuting compact Lie group. Given a theory in terms of geometric data we can
read off the group H. Turning this around, we can specify H in advance and then
ask for a theory with symmetry group H. For example, a free theory is determined
by a set of vector spaces (5.25) and mass matrices (5.26), and imposing a symmetry
group H means that the vector spaces carry a representation of H which fix the
mass matrices. A similar constraint holds on the nonlinear data (5.30) for nonfree
theories.

The Coleman-Mandula theorem seemed to rule out other possible symmetry
groups, but in the 1970s another possibility was discovered. Namely, in each dimen-
sion n there are extensions of the Poincaré group P™ to super Poincaré groups Pnls,
and quantum field theories may admit these super Lie groups as symmetry groups.
Furthermore, a generalization of the Coleman-Mandula theorem, due to Haag-
Lopuszanski—Sohnius, states that the only allowed super Lie groups are the product
of a super Poincaré group P™* and a compact Lie group H. In this lecture we in-
troduce these super Lie groups.

A super Lie group is, naturally, the marriage of a supermanifold and a Lie
group, or, in street lingo, “a group object in the category of supermanifolds.” We
do not treat supermanifolds systematically, though, and in any case will only really
use the infinitesimal version. A super Lie algebra is a Z/2Z-graded vector space

(6.1) g=g'ag
equipped with a bracket operation

(6.2) [,]:90g—9g

25As in previous lectures, we take M"™ to be an affine space with underlying vector space of
translations V.
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which is skew-symmetric and satisfies the Jacobi identity. The skew-symmetry and
Jacobi must be written using the sign rule, and it is understood that the bracket has
degree 0. Thus [gl7 gl] C g° and this operation is symmetric as a map of ungraded
vector spaces.

We use the notation p"‘s for a supersymmetric extension of the Poincaré al-
gebra p" = Lie(P™) whose odd part has dimension s. The corresponding super
Poincaré group is denoted P"°. A theory with symmetry group P™* is said to
have s supersymmetries. As we see below, the odd part of p”ls is a real spinor
representation of the Lorentz group Spin(V) in dimension n, so its dimension s is
bounded below by a number which increases exponentially with n, roughly 2n/2,

We saw the simplest super Poincaré algebra pm in Lecture 4, e.g., equa-
tion (4.24).

Suppose now we specify a super Poincaré group P"* and ask for a theory
with symmetry group P™*. For free theories this determines a restriction on the
possible vector spaces (5.25) (particle content) and masses (5.26) which can oc-
cur. Free classical theories give rise to quantum theories and in particular to the
unitary representation of the Poincaré group P" on the 1-particle Hilbert space.
The restrictions on particle content and masses may be seen by requiring that this
representation extend to a representation of P"% 1t is not too difficult to catalog
representations of a given P™* which correspond only to free scalar fields, spinor
fields, and 1-form fields. Recall that an irreducible representation of P™ may be
realized on a Hilbert space of sections of a homogeneous vector bundle over a mass
shell. The rank of that vector bundle is the number of physical degrees of freedom.
An irreducible representation of prls may be realized as the space of sections of a
homogeneous Z/27Z-graded vector bundle over a mass shell. One important feature
is that the number of bosonic degrees of freedom equals the number of fermionic
degrees of freedom, except in special two-dimensional cases (which we will not meet
in these lectures).

Possible nonfree classical field theories with super Poincaré symmetry are sim-
ilarly constrained. In fact, the free approximation at any vacuum gives rise to a
representation of P"l* as above, and so the constraints on free theories give rise to
constraints on nonfree theories. Furthermore, the existence of a given free theory
suggests the existence of a corresponding nonfree theory. This logic was used by
Nahm in the late '70s for theories with gravity to predict the existence of certain
supergravity theories, which were then constructed quite rapidly.

# SUSY maximal dimension o-model gauge theory
1 2 S S
2 3 S S
4 4 S (Kéhler) S
8 6 v (hyperkéhler) S
16 10 v

Supersymmetric theories



LECTURE 6. SUPERSYMMETRIC FIELD THEORIES 75

The chart gives an overview of supersymmetric field theories. The first column
shows the number of supersymmetries, which is a power of 2. The second column
shows the maximum dimension of spacetime in which that number of supersymme-
tries may occur. Given a theory in n spacetime dimensions with s supersymmetries,
there are corresponding theories in all dimensions n’ < n by a process called dimen-
stonal reduction. Namely, if we have a theory on M"™, and we pick a subspace U C V
of spatial translations—the induced metric on U is negative definite—then given a
theory with space of fields F and lagrangian density L, we can restrict the theory
to the subspace of fields invariant under translations in U. That subspace of fields
can be identified with a space of fields on a lower dimensional Minkowski spacetime.

A few remarks on this table:

e In Lecture 3 we discussed two formulations of the supersymmetric particle.
First, we described the theory in components, that is, in terms of ordinary
fields. Then we gave a super(space)time formulation in terms of superfields.
All theories with a superspacetime formulation (marked ‘S’ in the table)
may be described in terms of either superfields or in terms of component
fields. Theories with no superspacetime formulation only have a description
in terms of “component fields”, though these fields are not the components
of anything—they are just fields on ordinary Minkowski spacetime. The
component formulation of theories which have a superspacetime formulation
often includes auxiliary fields which enter the lagrangian algebraically.

e An ‘S’in the table indicates that there is a superspacetime formulation; a ‘v’
indicates that the theory exists, but there is no adequate superspacetime
formulation (off-shell); and a blank spot in the table means that there is no
theory. The blank spot can be predicted from the representation theory of
the supersymmetry group.

e In a o-model with 4 supersymmetries the target manifold X is constrained
to be Kahler; in a model with 8 supersymmetries it must be hyperkahler.

e There are special theories not obtained by dimensional reduction, and even
in theories which are dimensional reductions there are sometimes terms one
can add to the lagrangian which do not come from the higher dimensional
theory.

e Theories with a superspacetime formulation have manifest supersymmetry
in the superspacetime formulation. The supersymmetry algebra closes off-
shell. In the component formulation of such theories the supersymmetry
is not manifest, but the algebra still closes off-shell. (For that we need to
include the auxiliary fields if there are any.) If there is no superspacetime
formulation, then the supersymmetry algebra does not close off-shell. (The
coupled harmonic oscillators in the exercises for Lecture 2 provide an analog
of these phenomena in ordinary classical mechanics.)

e The superspacetime formulations are most useful for understanding the su-
persymmetry, since in this way it is manifest. However, to see the physics
of the theory it is often best to work in components. Some computations
are easier in superspacetime, some easier in components. If there is a su-
perspacetime formulation, then it is useful in the quantum theory to give
a priort constraints on the possible quantum corrections. Such corrections
must respect the supersymmetry, and the constraints imposed are more eas-
ily seen in superspacetime.
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e The most commonly used superspacetimes are those in dimensions n < 4
with s < 4 supersymmetries. For theories with more supersymmetry in
dimensions n < 4, we can still use the s = 4 superspacetime to keep part
of the supersymmetry manifest. Nevertheless, superspacetimes with s > 4
have striking applications.

e We indicated that there is a superspacetime formulation of supersymmetric
gauge theories with 8 supersymmetries, but this only applies to pure gauge
theories. The superspacetime formulation in 6 dimensions is a bit deficient
in some ways; the reduction to 4 dimensions is better.

e There are superspacetime formulations of o-models with 8 supersymmetries
for special kinds of hyperkéhler manifolds, but as far as I know none which
works in general.

Super Minkowski spacetime and the super Poincaré group

Recall that Minkowski spacetime M™ is an affine space whose underlying vector
space V of translations has a Lorentz metric, and that the Poincaré group P" is a
cover of the component of affine symmetries of M™ which preserve the metric and
contains the identity. The constructions in this section provide a generalization to
supermanifolds with nontrivial odd part.

Fix a dimension n. We give a general description for any n, and then describe
things more explicitly for small n. To define a superspacetime we need to fix a real
spin representation S, which we assume has dimension s. Recall that this is the
data which we used in Lecture 5 to define the fermion field. The important extra
ingredient is the symmetric pairing (5.18)

(6.3) r:sS@s—1V.

It was used in (5.19) to write the kinetic lagrangian for the spinor field. The
supersymmetry algebra depends on a related pairing

(6.4) r:s"@s*—V,

which is used, as we will see, to write “square roots” of translations. Both I' and
I" are positive definite in the sense that once we choose a positive cone C' C V' of
timelike vectors, then

(6.5) [(s*,s*),0(s,s) € C

for all s € S, s* € S*, and these quantities vanish only when the input vanishes.
Furthermore, there is a Clifford relation between I' and T' which is specified most
easily in terms of bases. Let {P,} be a basis of V and {Q"} a basis of S, with dual
basis {Q,} of S*. Then we write

Q.. Q,)=r*p
(6:5) o
Q"% Q") =1""F,.

Let g, be the coefficients of the Lorentz metric with respect to the basis {P,},
and g"” the coefficients of the inverse metric on V*. Then the Clifford relation is

(6.7) Il B 4 T, P — 295,
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where § is the usual Kronecker §-function. The theory of spin representations in
Lorentz signature guarantees the existence of I',I" with these properties; in fact,
I determines T’ uniquely.

As mentioned we construct a Lie algebra in which elements of S* act as square
roots of infinitesimal translations, which are elements of V. Thus introduce the
7. /2Z-graded Lie algebra

(6.8) L=V]S
with V central and the nontrivial odd bracket

(6.9) [Qu, Qp) = =21, P,

There is a corresponding super Lie group whose underlying supermanifold is super
Minkowski spacetime

(6.10) M™M= M™% TS,

Corresponding to the given bases on V and S* are linear coordinates z" on V
and 6% on the odd supermanifold I1S*. So altogether z*, 6% are global coordinates
on M™*. The coordinate vector fields are d,,0/00%. Now the action of the Lie
algebra £ on M™* gives rise to a basis {0,,, D, } of left-invariant vector fields and a
commuting basis {0,,, 75} of right invariant vector fields. Note that 9, is both left
and right invariant since V is central. Also, as usual right invariant vector fields
give rise to left actions, so that the T, are part of the infinitesimal left action

of P"*. The vector fields D, and 7 are given by the formulas

9 b
D, = 500 o 9,
(6.11) ’
b
0. = 204 JngbF) ﬁu.

as the reader may check. The nontrivial brackets are
[D,, D] = —2I'", 9
(6.12) ’ w
[To.:To,] = T210,0,.-

The brackets of the left invariant D, are as in the Lie algebra L; brackets of the
right invariant 7, ~are opposite. (This is a general feature of right and left actions,
as explained in the text preceding (1.17).) Also

(6.13) [D,,7q,] =0

since left invariant vector fields commute with right invariant vector fields.
The super Poincaré algebra is the graded Lie algebra

(6.14) Pl = (Vaso(V)) @ 5.

Its even part is the usual Poincaré algebra. It also contains the super Lie alge-
bra (6.8) of translations as a subalgebra. The bracket of elements of so(V') and S*
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is by the infinitesimal spin representation. The super Poincaré group is the semi-
direct product Spin(V) x exp(L), expressed by the split exact sequence

(6.15) 1 — exp(L) — P"* — Spin(V) — 1.

We mention briefly two more concepts connected with the super Poincaré al-
gebra and illustrate them below. First, it may happen that Sym? $* contains some
copies of the trivial representation, i.e., that there is a symmetric pairing

(6.16) S*® 8" — R°.

Then we can form new super Lie algebras by adding R to the even part of (6.14)
for any ¢ < ¢

(6.17) il = (VeRY @so(V)) @ S*.

The subspace R is central; its elements are called central charges. Second, there
may be outer automorphisms of pn‘s which fix the Poincaré algebra. These are
called infinitesimal R-symmetries; the connected group we obtain by exponentiation
is the R-symmetry group. The R-symmetry group is compact, since the pairing I"
is positive definite.

The central charges already arise in classical field theories. This is a general
feature of symplectic geometry, which is encoded in the exact sequence (1.18).
Namely, if p"‘s is a Lie algebra of symmetries of some theory, then the corresponding
Lie algebra of observables is in general a central extension. In the quantum theory
it is the Lie algebra of classical observables which gives rise to a Lie algebra of
quantum observables—self-adjoint operators.

The infinitesimal R-symmetries, which act in a quantum theory as automor-
phisms of the symmetry algebra, are represented (projectively) on the Hilbert space
of the theory.

Examples of super Poincaré groups

We already met plll when we discussed the supersymmetric particle. There
is a single even infinitesimal translation P, which is infinitesimal time translation,
and a single odd infinitesimal translation @; the nontrivial bracket is

(6.18) [Q.Q] = —2P

as above. The Lie algebra of the Lorentz group is trivial, but the Lorentz group
is cyclic of order 2; its action on ) is nontrivial. (The nonidentity element of
the Lorentz group maps @ to —Q.) There are no nontrivial R-symmetries. More
conceptually, the basic real spin representation of the Lorentz group Spin(V) =
7,27 is a one-dimensional space S, and we identify?® V = (§)®(=2),

There is a simple extension of this example to pl‘s for any s > 0. Namely, let @,
be a basis for an s-dimensional vector space of odd infinitesimal translations, and

then {P,Q,} is a basis of p'l*. The nontrivial brackets are

(619) [Qa7 Qa] =—2P

26The dual of a one-dimensional vector space S is often denoted S®(—1).
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for all a. More abstractly, the @, span a vector space S™ and the bracket is defined
from a positive definite symmetric pairing

(6.20) IS ®s* —R-P.

The R-symmetry algebra is the orthogonal algebra of the pairing, and the corre-
sponding R-symmetry group is isomorphic to Spin(s). For some values of s this
algebra arises by dimensional reduction, as we see below.

Jump now to n = 3 spacetime dimensions. The Lorentz group is isomor-
phic to SL(2;R) and so the basic real spin representation S has dimension 2. We
identify V' = Sym(S™). In other words, the pairing I': S*zS* — V induces an
isomorphism Sym(S*) 2 V. (This was also the case in our first example p'l*, but
the induced map is not usually an isomorphism.)

It is natural to label basis vectors of V' as P,, where the subscript is symmetric
in the indices and all indices run from 1 to 2. The bracketing relations in the

supersymmetry algebra are

(6'21) [Qa?Qb] = —2P,.

Corresponding to the basis elements P,, of V are the coordinate vector fields 0,,
which are related to the previous 9, = 9/9z" by

0 7]
O =9u0 * g
0 0
(622 2= 500
0
12= 58

Notice that 0;; and 0,y are lightlike vectors, whereas 0, is spacelike. In this case
there are no possible central charges and the R-symmetry group is trivial. The
super Poincaré algebra is denoted p3|2
is P32,

Now we consider the dimensional reduction to n = 2 spacetime dimensions. If
we imagine a classical field theory with an action of this algebra, then we want to
restrict it to the subspace of fields on which a one-dimensional subspace T of spatial
translations acts trivially. For a quantum field theory dimensional reduction means
restriction to the Hilbert subspace on which the operators corresponding to elements
of T act trivially. Either way, the abstract supersymmetry algebra is obtained by
setting a single infinitesimal translation to zero. For p3‘2 it is convenient to pick
the spatial translation 0,5 and set it to zero. This gives a supersymmetry algebra

and the corresponding super Poincaré group

in 2 dimensions which is denoted pzl(l’l). We explain the notation now.

The Lorentz group in n = 2 is RO x Z/27Z. In any spin representation
Z,/27 acts nontrivially, and as pointed out in Lecture 5 there are two inequiva-
lent one-dimensional real spin representations S*,S~. The group of infinitesimal
translations is identified as

V= (S+)®(72) ® (Sf)®(72)

6.23
(6.23) = vt e V7.
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This makes clear that the superspacetime corresponding the spinor representa-
tion ST @ S~ is globally a product:

(6.24) M2 ittt

This splitting corresponds to the splitting of the lightcone in two dimensions. For
any sT,s~ > 0 there is a superspacetime M2ETT) and a corresponding super
Poincaré group; they are constructed starting with the spin representation S =
(SJF)SJr @® (S7)* . The existence of two distinct real spin representations explains
the notation s = (s*,s7). Similar notation is used for all n = 2,6 (mod 8).

In terms of the bases written above it is customary to use ‘+’ for the index ‘1’
and ‘—’ for the index ‘2’. Set d, = d;; and 0_ = 0,,. Waves which are functions
of ™ are left-moving, and waves which are functions of 2~ are right-moving. The
entire picture splits as the Cartesian product of left- and right-movers.

There is a new feature of P21 not encountered in P*1?: the possibility of
central charges. Namely, the symmetric square of S* in this case is

(6.25) Sym*((ST) @ (7)) =VvieV oR.

The centrally extended algebra ﬁzl(l’l) has a single central charge Z, and the non-
trivial brackets are

[Q+7Q+] = _284.
(6.26) Q_,Q_]=—20_
[Q+> Q,] =2Z.

Note that pQ‘(l’l) is obtained by setting Z = 0.

The further dimensional reduction to n = 1 is obtained by setting the spatial
translation 8, — d_ to zero. This recovers the algebra p1|2 constructed above. In
this case there is an R-symmetry group Spin(2) which we may understand from
the original 3 dimensional picture. Namely, we have now set a two-dimensional
space of infinitesimal translations to zero, so broken the original Lorentz group in
3 dimensions down to a Lorentz group in 1 dimension. The infinitesimal rotations
of that 2-dimensional plane, which are part of the Lorentz group in 3 dimensions,
are the R-symmetries of the dimensionally reduced algebra.

Representations of the super Poincaré group

Recall that in any relativistic quantum mechanical system particles are irre-
ducible representations of the Poincaré group P". In a supersymmetric theory this
representation extends to a unitary representation of P™* for some s depending
on the amount of supersymmetry. The irreducible representations of P"% are gen-
erally not irreducible when restricted to the subgroup P", but rather break up as
a finite sum. Such collections of particles are called supersymmetric multiplets.
The particle content of a supersymmetric theory is organized into such multiplets.
There is a general story, but to understand supersymmetric quantum field theories
one needs to learn the taxonomy of multiplets in various dimensions with various
amounts of supersymmetry. Here we outline the general theory and then illustrate
with a few low dimensional examples.
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Consider the supersymmetry group P™*. (We sue the notation s = (sT,s7)if
n = 2,6 (mod 8).) As for the Poincaré group we isolate the subgroup of ordinary
translations:

(6.27) 1—V — P = Spin(V) x IS* — 1

Suppose we are given an irreducible nonnegative energy representation of pls,
Restrict to V' to obtain an irreducible orbit of infinitesimal characters of some
mass m > 0 in V*. The supersymmetric little groups

m>0: Spin(n — 1) x I1S*
(6.28) | ,
m=0: Spin(n — 2) x ILS
are super groups; the underlying ordinary group is the little group of the Poincaré
group, but there are odd parts as well. (Recall that the little group is defined to
be the reductive part of the stabilizer; a finite dimensional unitary representation
of the stabilizer factors through the little group.) The representation of Pl g
induced from a projective graded finite dimensional unitary representation of the
little group—as before, we form a homogeneous graded hermitian vector bundle over
the orbit and take the Hilbert space of sections. The fact that the representation is
projective is due to the nontrivial bracket on S*. More precisely, at A € V™ we seek
a representation of the central extension constructed using the quadratic form ¢,
on S* given by

0 (Q1, Q) = A([Q1,Q2])~

Recall the positivity condition on the pairing (6.4). Since A is in the closure of
the positive dual lightcone, we conclude that ¢, is negative semidefinite. In the
massive case the form is negative definite, whereas in the massless case it has
a kernel. Except for the exceptional case s = 1 this kernel has dimension s/2.
(This follows by splitting V into the sum of a two-dimensional Lorentz space and a
negative definite complement, thus reducing to the n = 2-dimensional case and an
explicit computation.) In the massless case we work with the quotient of S* by the
kernel, and then in both cases we obtain a negative definite space. The projective
representations of (3.15) we want are then graded Clifford modules

(6.29) w=w'ew!

for S* (modulo the kernel in the massless case) together with an intertwining action
of the appropriate Spin group.
Some remarks:

e In this construction we end up considering spinors of spinors—a Clifford
module for the vector space of spinors. Also, keep in mind that S is a
real space, whereas the representation of the little group we construct—the
spinors of spinors—is complex. The space S is a representation of Spin(n—1)
or Spin(n — 2) by restriction of the Spin(V') action.

e Usually dim S is even and we construct the unique irreducible graded Clif-
ford module by complexifying S and choosing a lagrangian splitting, as
described in (5.8).
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e The irreducible massless representations tend to be smaller than the irre-
ducible massive representations because of the drop in dimension. This does
not hold in low dimensions, however.

e The representation theory of the supersymmetry groups with central charges
is similar. The important concept of a BPS particle is introduced there. We
will not give details here, but remark that we will meet an analog for fields
in the next lecture.

e Allowable representations in a local quantum field theory are constrained to
be CPT invariant, as mentioned in Lecture 5.

e We choose the grading of W—which piece is even and which piece odd—
according to the spin-statistics principle.

e The even and odd pieces of a Clifford module have equal dimensions. This
means that a supersymmetry multiplet has an equal number of bosonic de-
grees of freedom and fermionic degrees of freedom. (The number of degrees
of freedom is the dimension of the representation of the little group.) There
is an exception for chiral theories in n = 2, however. For example, there
exists a theory with symmetry group P2% with one (chiral) fermion and

no bosonic degrees of freedom.

Now some examples.

Example 1 (P3|2). We first review the representations of the Poincaré group P°.
For massive representations the little group is Spin(2), and its irreducible complex
representations are one-dimensional and labeled by the spin j. All of the represen-
tations are CPT invariant. The spin j = 0 representation is called a massive scalar

particle, the spin j = 1/2, j = —1/2 representations massive spinor particles, and
the spin j = 1, j = —1 representations massive half-vector particles. (The massive
vector particle is the sum of the j = 1 and j = —1 representations.) In the massless

case the little group is Spin(1) 2 Z/2. There are two irreducible complex represen-
tations, each of dimension one. The trivial one is the massless scalar particle and
the nontrivial one is the massless spinor particle.

Now we turn to the supersymmetry group P?2. In the massive case we have
in addition to the little group Spin(2) a negative definite Clifford algebra gen-
erated by S*, which here has dimension 2. After complexification we choose a
basis {Q_,Q_} where Spin(2) acts on Q4 by j = £1/2. A physicist describes the
Clifford module in the following notation. Fix a vacuum vector |0) and postulate

Q_10) = 0.
Then the Clifford module is
W=C-|0) & C-Q,|0).

To define the action of Spin(2) we need to specify a spin j for |0); then the spin
of Q,10) is j +1/2.

To summarize: A massive multiplet for P32 ig a pair of particles of adjacent
spins j and j + 1/2.

We show some possibilities in the table above, which indicates the number of
representations with a given spin j which occur in each multiplet. We only list
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-1 -1/2 0 1/2 1

massive scalar multiplet 1 1
massive scalar multiplet 1 1
massive vector multiplet 1 1 1 1

Massive multiplets for P32

multiplets with spin at most 1; they are the relevant multiplets for supersymmetric
theories without gravity. The multiplets are usually named after the highest spin
boson. There are two massive scalar multiplets because of the two different pos-
sibilities for a massive spinor. In addition to the massive vector multiplet shown,
there are also massive half-vector multiplets.

Recall that free classical theories can be quantized, and the 1-particle Hilbert
space is a sum of particle representations. It is instructive to see how the two
different spinor particles arise from free fields—the difference comes from the sign
in the mass term in the lagrangian. We will not consider massive vectors in these
lectures, but it is amusing to see how the massive half-vectors can be written in
terms of fields—the 3-dimensional Chern-Simons term enters.

Now we consider the massless multiplets. In this case the quadratic form
on S* is degenerate, and the quotient by the kernel is one-dimensional. The ir-
reducible complex Clifford module W = W% & W' is still two-dimensional. The
little group Spin(1) = Z/2 acts trivially on W° and nontrivially on W*'. So there
is a unique massless multiplet, the massless scalar multiplet, which contains one
scalar particle and one spinor particle.

Example 2 (PZKI’U). This example illustrates the representation theory for a
centrally extended supersymmetry group. We refer to (6.26) for the bracketing
relations in the central extension ]52‘(171) A,

these brackets we easily compute

of the symmetry algebra p From

1
(6.30) 10 0 @ +Q)=-0,+7
where
(6.31) 20, =0, +0_

is infinitesimal time translation. Note that the left hand side of (6.30) is the square
of an odd element. Thus the quantum operators H + Z corresponding to the right
hand side of (6.30) are nonnegative; in other words,

(6.32) H>|Z|.

Here H is the quantum hamiltonian. In an irreducible supersymmetry representa-
tion the operator Z is a constant since Z is central. For Z = 0 the inequality (6.32)
is a special case of the general argument that the quantum hamiltonian in a super-
symmetric theory is nonnegative. But with the central charge we have a stronger
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bound. The Poincaré invariant statement is the BPS bound: the mass is bounded
below by one-half the absolute value of the central charge. Furthermore, if we have
equality—the mass equal to one-half the absolute value of the central charge—then
the quadratic form on the odd part of the little group has a half-dimensional ker-
nel, just as for massless representations. (In this case that is evident in (6.30).) So
we obtain special irreducible massive multiplets—BPS multiplets—which typically
have fewer degrees of freedom than the usual massive multiplets. If this is the case,
then they are stable under perturbations. Hence these BPS representations are an
important source of stable particles in supersymmetric theories.

The states in a BPS representation are annihilated by 1/2 of the supersymme-
try, in this example by Q | +@Q _ or Q, —Q_. There are more complicated situations
where a different fraction of the supersymmetry annihilates a representation, which
is also termed BPS.

In Lecture 7 we will see a classical field configuration which satisfies a classical
version of the BPS condition for the supersymmetry group P it solves the
equations of motion and is annihilated by half of the classical supersymmetry.

Exercises

. (Clifford algebras) Let U be a real vector space with a positive definite inner prod-
uct (-, ). The Clifford algebra Cliff (U) is the quotient of the tensor algebra by the
ideal generated by

u@u + 2{u,u’) -1
for all u,u' € U.

(a) What algebra do you get for dimU = 1,2,3? (Hint: Choose an orthonormal
basis for U and write everything explicitly in terms of that basis.)

(b) Prove that Cliff(U) is finite dimensional if U is finite dimensional.

(¢) So far we have viewed Cliff(U) as an ordinary algebra. Show how it may be
viewed as a Z/2Z-graded superalgebra. Is it (super)commutative?

(d) Find irreducible Z/2Z-graded modules for Cliff(U) in low dimensions.

. (super Lie algebras) Let
g=g’@g'
be a super Lie algebra.

(a) Show that the (Z/2Z-graded) skew-symmetric bracket on g
[]re®ag—g
is equivalent to a bracket on go, an map go ® g1 — gl, and a symmetric pairing
1 1 0
g ®g —g.

(b) Show that the Jacobi identity for g is equivalent to verifying that g’ is a Lie
algebra, the map g° ® g' — g' is an action, and [Q, [Q,Q]] = 0 for all Q € g'.

(¢) Show that p"l* as defined in the lecture is a super Lie algebra.
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3. (a) Using (6.11), verify (6.12) and (6.13).

(b) Use the “functor of points” point of view explained in John Morgan’s lecture to
construct exp £ as a super Lie group. In other words, for every supercommu-
tative ring (think of R = Rn;,ny,...,ny] with 1, odd and mutually commut-
ing) construct an ordinary Lie group over Spec R. (Hint: Use the Campbell-
Hausdorff formula, which terminates quickly in this case.)

(c) Show that (6.11) are indeed left- and right-invariant vector fields on exp L.
4. Construct a basis for the entire super Lie algebra p3|2 and compute all brackets.

5. In this problem you’ll learn about dimensional reduction. Begin on Minkowski M™
with coordinates z°,z',..., 2" ! as usual. We dimensionally reduce fields by de-
manding that they be translation-invariant in the 2"~ " direction. The idea is to

identify translation-invariant fields with fields on M™ .

(a) Just to be sure you understand what we're talking about, show that a scalar
field in n dimensions dimensionally reduces to a scalar field in n — 1 dimensions.

(b) A 1-form field in n dimensions is given by n functions of n variables. Demanding
that the 1-form be translation-invariant gives n functions of n — 1 variables.
What fields do we obtain in M™ '? In other words, what fields do we get by
dimensionally reducing a 1-form field on M"? (The n functions of n—1 variables
organize into fields according to their transformation law under the Poincaré
group P"~!. What are these fields?)

(c) What fields do we obtain if we dimensionally reduce a connection A on M™ for
some compact gauge group A?

(d) In both of the previous examples we have gauge symmetries. Translations act
on the space F of equivalence classes of all fields F. Think through dimensional
reduction in this way: identify the subspace of F of equivalence classes invariant
under translation in the "' direction with the space of equivalence classes of
some fields on M™ L.

e) What happens when you dimensionally reduce a spinor field? Try some low
pp y y p y
dimensional examples, e.g. starting in n = 3.

6. Let H be the Hilbert space underlying some nonnegative energy unitary represen-
tation of the Poincaré group P". Let H' C H be the subspace annihilated by
the infinitesimal translation operator P, ;. Show that the Poincaré group P™ acts
on H'. What representation do you get? The answer depends, of course, on the rep-
resentation you begin with. Recall that representations are characterized by a mass
and finite-dimensional unitary representation of the little group. So the dimensional
reduction should be expressed as a map (mass, rep of little group in n dimensions)
to (mass, rep of little group in n — 1 dimensions).

7. Obtain M as a dimensional reduction of M9
8. The lectures on mirror symmetry concern P22 " This problem is meant to

familiarize you with this super Poincaré group and the underlying superspace-
time M2(32),
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(a) What is the real spin representation out of which M 222 5 constructed?

(b) It is usual to take a basis of complex left-invariant vector fields. The even
elements are the real vector fields d,,0_ as in the lecture. The odd vector
fields are D, D, D_, D_ with nontrivial brackets

ID,,D,]=-0,

Verify that this is the super Poincaré algebra as defined in the text. What is
the pairing I'?

(c) What are the possible central extensions of this algebra by adjoining central
charges?

(d) What is the Lie algebra of R-symmetries? Write the action on pAE2),

9. Discuss the representation theory of PQ‘(Z’Q)7 without and with the possible central
charges.



LECTURE 7
Supersymmetric c-Models

In this lecture we consider one of the simplest supersymmetric field theories.
Initially we consider it in dimension n = 3, which is the maximal dimension in
which it is defined. Its dimensional reductions to n = 1 and n = 1 dimensions
relate to interesting topics in geometry: Morse theory and index theory. We will
see some indications of this in the classical theory, but the real power comes after
quantization (which we do not discuss in these lectures).

3-dimensional theory

The supersymmetric o-model has fields of spin 0 and spin 1/2, but no spin 1
fields. Recall from (5.30) that in general a spin 0 field is specified by a Riemannian
manifold X and a spin 1/2 field by a real vector bundle W — X with metric and
connection. We may also add potential terms (5.34). Theories constructed from this
data are invariant under the Poincaré group P>. Now we ask for a theory which is
supersymmetric with 2 supersymmetries.?” In other words, we ask that the larger
supergroup P32 act by symmetries on the theory. We expect that this leads to
constraints on this basic data. In fact, we will find that W = T'X (where we do not
include any auxiliary fields in what we mean by ‘X’) and that the potential (5.34)
is constructed from a single real function h: X — R. Rather than begin with the
general theory and attempt to derive these constraints, we simply construct the
supersymmetric theory directly. There is a superspacetime formulation on M 312
which makes the supersymmetry manifest, and we use it to derive the theory in
terms of component fields on M>

Recall that in 3 dimensions Spin(V) & SL(2;R); we take the spin representa-
tion S to be the standard 2-dimensional representation. In Lecture 7 we defined
the framing 9,,, D, of M?3? by left-invariant vector fields. The indices a,b, ... run
from 1 to 2, and the index ab is symmetric in a and b. We now additionally make
note of the skew-symmetric form

(7.1) €e:S®S — R,

27There is a supersymmetric o-model with a single supersymmetry in one dimension, which we
constructed in Lecture 4 as the supersymmetric particle. There are also supersymmetric o-models
with 4 supersymmetries, where the target X is K&hler, and o-models with 8 supersymmetries,
where the target X is hyperkahler. These models exist classically in dimensions 4 and 6 respec-
tively, so by dimensional reduction in smaller dimensions as well.

87



88 D. S. FREED, CLASSICAL FIELD THEORY AND SUPERSYMMETRY

which in terms of SL(2;R) is simply the volume form, and its dual form® on S*.
We choose the bases so that €'? = ¢, = 1.

Fix a Riemannian manifold X. The field ® in the superspacetime formulation
is a scalar field on superspacetime with values in X:

o: M2 s X,

Fields on superspacetime are usually called superfields. The left action of the
super Poincaré group P12 on M?1? induces an action on superfields by pullback.
The corresponding infinitesimal action is by right-invariant vector fields, which we
call 7 .

Just as we did for the supersymmetric particle (see (4.31)) we define component
fields on Minkowski spacetime M? by restricting normal derivatives of the superfield
to M> c M2, Since the 6% are nilpotent, a small number of normal derivatives
determines the superfield completely. In the case of the supersymmetric particle
on M there is a single odd direction, so we only needed one first derivative. In
M?? we have two odd directions, so have two first derivatives and one (mixed)
second derivative; all others vanish because of the oddness of the derivatives. The
complete list of component fields is:

¢ =i"d

r2) V=D,

1
F = fie“bz‘*Danfb
Several remarks are in order:

e The leading bosonic component ¢ is a scalar field on M 3 with values in X,
namely

(7.3) 6: M3 — X.

o The field ¢, is odd, since the vector field D, is odd. It is an odd section of the
pullback tangent bundle ¢*T'X. Together the two fields v, 1, transform as
a spinor field on Minkowski spacetime, since D, correspond to basis elements
of S*, so we can combine them into

(7.4) P e QY (M 1S ® ¢"T'X)).
e The field F' is even and is also a section of the pullback tangent bundle:
(7.5) F e QYM? ¢*TX).

e The outer (leftmost) derivative in the definition of F is a covariant derivative
using the Levi-Civita connection, and in detailed computations we meet

28 Any nondegenerate symmetric or skew-symmetric bilinear form on a vector space S induces a
nondegenerate bilinear form on the dual space, called the dual form. Note that in the skew case
the form determines an isomorphism S — S* only up to a sign, but that isomorphism enters twice
in transferring the bilinear form to the dual, so the sign ambiguity disappears. Be warned that
physicists in this circumstance often use minus the dual form.
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multiple covariant derivatives of ®. The fact that Levi-Civita is torsion-free
means the first two derivatives acting on ® commute, but when commuting
further derivatives we pick up curvature terms. This explains why curvature
terms enter the component lagrangian below.

e In case X = R, the fields ¢, comprise precisely the field content of a
massless or massive scalar multiplet in n = 3 dimensions. (Recall the dis-
cussion of representations of P12 in Lecture 6.) That is, if we write the free
massless or massive lagrangian for these fields, then upon quantization the
one-particle Hilbert space is that irreducible supersymmetry multiplet. So
we are led to inquire: What is F' doing here? We will see that F' is an auwil-
iary field in the sense that it does not contribute physical degrees of freedom
in the quantization. In fact, F' enters the lagrangian only algebraically—mno
derivatives—so the equations of motion determine F' algebraically in terms
of the other fields. We will eliminate F' using this algebraic equation.

e Still, the presence of F' allows us to write down supersymmetry transforma-
tion laws (see (7.7) below) for the component fields which close off-shell. In
other words, we have an action of p3|2 on the entire space of fields F (off-
shell), not just on the solutions M C F to the equation of motion. If we use
the (algebraic) equation of motion to substitute for F' in the transformation
laws, then the algebra no longer closes off-shell.

e The component fields {¢, %, F'} are often referred to as a multiplet, in this
case a scalar multiplet.

e The statement that we have a complete list of component fields is the state-
ment that the supermanifold of superfields Fg is isomorphic to the super-
manifold of component fields F¢y ). In each case we must use the “functor
of points” point of view to make sense of the statement. Also, the statement
implicitly assumes that the space of maps between supermanifolds is itself
an infinite dimensional supermanifold.

e We can do the classical field theory in superspacetime M 312 with the su-
perfield ® or in ordinary spacetime M?® with the component fields ¢, 1, F.
In the first case we do calculus on Fg x M 312. in the second calculus on
Fiouw,ry X M 3. The supersymmetry is manifest in the superfield formula-
tion but not in the component formulation.

Next, we write down the supersymmetry transformation law for the component
fields. In superspacetime the infinitesimal supersymmetry is the induced action
on ¢ of —7, , where we use a minus sign to obtain a left action. Introduce odd
parameters 7“ and consider the action of the even vector field —n“7, . This induces
a vector field C on the space of component fields F, {a,F}- Quite generally, a
component field f (see (7.2)) is defined by a formula

(7.6) f=i"D"®,

where ‘D"’ denotes a sum of products of D,. Then a short argument shows that
under the infinitesimal supersymmetry transformation ¢, the field f transforms as

(7.7) (f =—-n%"D,D"®.

The right hand side can be rewritten in terms of component fields. This formula
works in any model with a superfield formulation, not just in the 3|2 supersymmetric
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o-model. In the case at hand we find
(=",
(7.8) Ve, 1 (Oap® — €0 F)
VeE = ot (), + 5RO, v,

where R is the Riemann curvature tensor of X and the Dirac operator is

(79) (W)a = _ebcaabwc'

Note the appearance of the covariant derivatives in the action of the vector field é
on sections of the (pulled back) tangent bundle. For this reason when checking
commutators of the supersymmetry transformations (7.8) for vector fields é , f’ we
encounter curvature terms.

This computation shows off the advantages of the superspacetime formulation—
the supersymmetry transformation laws of the component fields are determined a
priort.

The lagrangian density for the supersymmetric o-model is

1
(7.10) L= |d*z|d*0 Ze“b<Daq>,Db¢>>.

We have not given a detailed discussion of densities and integration on superman-
ifolds, and as before we finesse that point. Suffice it to say that |d3x\ d?0 is a
P32 invariant density on M 312 The lagrangian function ¢ which appears after it
in the lagrangian density (7.10) is obviously P2 invariant, since P%? acts on the
left and the D, are left-invariant. So £ is manifestly supersymmetric—invariant
under P?12. Tt is also worth mentioning that the lagrangian is constrained by ask-
ing that the kinetic term for the bosonic field be quadratic in first derivatives,
as in (3.1). From this point of view each df counts as half of a bosonic deriva-
tive (see (7.13) below), as does each D,. Thus (7.10) has a total of two bosonic
derivatives, as it should.

We need to “integrate out the 0s” to define a component lagrangian L. Quite
generally, for a superspacetime model on M "% the superspacetime lagrangian den-
sity is
(7.11) L=|d"z|d°6 ¢

There is a standard notion of (Berezin) integration to integrate out the odd vari-
ables. Let

(7.12) e MM — M

be the projection given by our construction of superspacetime and 7, the corre-
sponding integration. Then the integral over the odd variables amounts to differ-
entiation:

9 a 9
905 902 901

(7.13) T, =i

29To write this we need to choose an orientation on S to order the basis elements 6. That choice
appears again in (7.13) below, so cancels out.
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Rather than integrate, our approach is to find in each case a certain sum of products
of D,, which we denote ‘D®’, such that

(7.14) 7L = (i*D*0 + Ai*0) |d"z)|

for some Poincaré invariant differential operator A on M™. Then instead of us-
ing w, L as the component lagrangian, we define the component lagrangian to be

(7.15) L = (i*D*0) |d"a).

A few brief remarks:

e In general this differs from the straight integration of the odd variables, as
indicated by the presence of A. The particular D® that we use is chosen so
that the component lagrangian density L involves only first derivatives of
the fields.

e In this lecture we have A = 0. Examples with A # 0 occur in superspace-
times with s = 4 odd directions, as we indicate in the exercises.

e Formula (7.15) is effective in that we find strings of D, acting on superfields
which we then express in terms of component fields using the commutation
relations.

e The component lagrangian is supersymmetric, but the supersymmetry is
not manifest. There is an explicit formula to determine the exact term by
which it changes under a supersymmetry transformation. Recall from (2.48)
that this term appears in the Noether current for the supersymmetry trans-
formation, often called the supercurrent.

For M®? we define the component lagrangian to be

(7.16) L=i" (—%e“bDan)Z |d3x|.

As remarked above, this agrees with the definition using the Berezinian integral
[d*0. For the o-model lagrangian (7.10) we have

1
(7.17) L= —ge“beCdi*Dan<DC(I), D,®).

To illustrate the manipulations, consider a typical term in (7.17), omitting the
numerical factor:

(7.18) (D, DyD,®, D,®).

We emphasize that the outer two derivatives are covariant derivatives. When we
commute them we pick up a curvature term:

(7.19) (D, D,D,®, D,®) = —(D,D,D,®, D,®)
—2(012 D19, Dy @) + (R(D®, Dy @)D, @, Dy ®).

Since D} = —,, and [9,,, D,] = 0, we have

(7.20) D,D, D, ® = —D,0,,® = —8,, D, ®.
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Restricting to M 3 we obtain

(721) Z‘*<‘D1‘D2‘D1q)7 D2q)> = <8117/’2a1/’2> - 2<812¢17¢2> + <R(¢17¢2)w1»¢2>~

Of course, there are systematic algebraic shortcuts one can develop for these manip-
ulations. In any case, at the end of the day one obtains the component lagrangian
for the supersymmetric o-model:

1 1 1 1
(7:22) L= {F1do] + S (WP) + e e, Ry )0} + 51F P} |2al.
Some remarks:
e As promised, F' appears only algebraically in the lagrangian; it is an auxil-
iary field. Its equation of motion is simply

(7.23) F=0.

e The spinor field ¢ depends on ¢ (see (7.4)), as does the Dirac form. Also,
the Dirac form is defined using a covariant derivative.

e There is a quartic potential V*) = lee“bedea, Ry, 1.)1,) for the fermionic
field .

e The bosonic lagrangian is obtained by setting the fermion v to zero:

1
(724) Lbos = §|d¢|2 |d3£E|

after eliminating the auxiliary field F. This is the nonlinear o-model la-
grangian (3.9) with zero potential. So we have indeed obtained a super-
symmetric extension of the nonlinear o-model with two supersymmetries in
three dimensions.
e There is not much to say about this classical field theory: the moduli space
of vacua is X and the global symmetry group is the group of isometries
of X.
We need the formula for the supercurrent j,, which is minus the Noether
current corresponding to the supersymmetry 7, . Here we write the full |—1]-

form on M?:
(7.25) o = UOua) [d%2] {e e (0,00,0) — U0, ) }.

We are only interested in this on-shell, in which case we could set F' = 0, but we
need the formula later in cases where F' # 0. The supercharges are obtained by
integrating j, over a fixed time slice:

Q1 :/ {<811¢a Y1) + <312¢,¢2>} |d$1d$2|
(726) x9=const

Qy = /07 t{@zz‘ba Vo) + <812¢a¢1>} |d$1d$2|

In these last formulas we did set F' = 0.
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A supersymmetric potential

The theory is more fun when we add a potential term, which of course we must do
in a supersymmetric way. This is easy in superspacetime. Let

(7.27) h: X —R
be a real-valued function on X. It is not the potential function V of the model; we

compute V in terms of h below. Simply add the pullback of A by the superfield ®
to the superspacetime lagrangian (7.10):

1
(7.28) £ =|d3z| d%6 {Ze“bwa@, D,®) + <I>*(h)}.
It is easy to work out the contribution of the new term to the component lagrangian:

(7.29) [(F, 0" arad h) + 6" (Hess h) () } |d]

So the new component lagrangian is the sum of (7.22) and (7.29). Now the equation
of motion of F is more interesting than before:

(7.30) F = —¢"gradh.

So upon eliminating F' from the component lagrangian we obtain

, 1 1 1, L ab s
L= {5H0° + 50 Pa) — 50" | grad h? + 56" (Hess h) (1)

1
+ E€ab60d<wa7 R(wba wc)wd>} |d3$|

(7.31)

The presence of h leads to two new terms:
e A potential energy

1
(7.32) VO = 5| grad h|?

for the scalar field ¢. Note that the potential is nonnegative, as it must be
in a supersymmetric theory.
e A mass term

(7.33) Ve = %eabﬂé*(HeSS h) (1)

for the fermions.
The bosonic lagrangian in this case is

_ 1 2 1 * 2 3
(7.34) Lios = { 5140 = 5| grad h|*} |d%a),

a nonlinear o-model with nonzero potential.
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We also record the on-shell supersymmetry transformation laws for the physical
fields ¢, from (7.8), using the equation of motion for F:

(735) <¢ = _b’r’ wa .
Véz/)a =0 (6ab¢ + 6abq5 grad h)

The supercharges are given by the formulas

Q= / {(811¢,1/’1> + (0120, 1y) — (9" grad h, %)} | da?|
(736) z9=const

Q2= /07 t{<622¢,¢2> + (0120, ¢1) + (9" grad b, ¢1>} |dat da?|

Now we investigate the classical vacuum states—the minimal energy field con-
figurations. As we discussed in Lecture 3 these occur when ¢ = 0 and ¢ = ¢, is
constant. If ¢ is at a minimum of the potential V—in other words, V(¢,) = 0—
then ¢, is a critical point of h. So the moduli space of vacua is the critical point
set of h. A vacuum is invariant under supersymmetry, i.e., the vector field é van-
ishes at a vacuum, as is obvious from (7.35). Thus we say that supersymmetry is
unbroken in these vacua. It is natural to assume that h is a Morse function, or
perhaps a generalized Morse function in the sense of Bott. Then we might have
critical manifolds, and at vacua which lie on such manifolds there are massless
scalars and massless fermions. The fact that supersymmetry is unbroken means
that these come in supersymmetric pairs, i.e., in multiplets. More generally, the
masses of the scalar fields and of the fermions agree at such a vacuum. This is
easily verified by computing the masses directly from the lagrangian (7.31). Or,
recall our formulas (5.41). For the scalar field ¢, the squares of the masses are the
eigenvalues of the Hessian of the potential V', which at a critical point of h are the
squares of the eigenvalues of Hessh. On the other hand, the mass matrix M for
the fermions is Hess h, and so the fermion mass squares are again the squares of
the eigenvalues of the Hessian.

We can also consider a vacuum which is a local minimum of V', but not a global
minimum. (A critical point of V' which is not a local minimum is unstable.) For
such a local minimum ¢, we need to shift the energy by —V(¢,) in order to have
zero energy for the vacuum. Since

dV = (grad h, V grad h),

such critical points of V' occur when grad h is nonzero but in the kernel of Hess h.
Such a point could be isolated, and at such a vacuum we might have no massless
scalar fields. But there is a massless fermion since the fermion mass matrix Hess h
has a kernel. In fact, this massless fermion can be predicted from the supersym-
metry. Notice that this vacuum is not supersymmetric—the vector field f in (7.35)
does not vanish there. So we say that supersymmetry is broken in this vacuum.
Notice that the Poincaré symmetry is always assumed to be unbroken in a vacuum,
but as we see this is not true for the super Poincaré symmetry. Now just as broken
(even) global symmetries lead to massless bosons—Goldstone bosons—so too do
broken odd symmetries lead to massless fermions: Goldstone fermions.
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Dimensional reduction to n = 2 dimensions

We dimensionally reduce the model in components, though we could dimension-
ally reduce the superspacetime formulation to obtain a superspacetime formulation
in n = 2 dimensions.

Let’s begin by collecting the formulas we need. Restrict to fields f which
satisfy 0;5f = 0. (Recall from (6.22) that 0,5 is infinitesimal translation along a
spatial direction.) As in Lecture 6 we use a basis of lightlike vector fields 0,,0_.
Also, for spinors recall that we use ‘+’ for the index ‘1’ and ‘-’ for the index ‘2’.
Then from (7.35) we find the supersymmetry transformations

(o=~ +n )
(7.37) Y =nto,6+n ¢ gradh
(Y. =n"0_¢—nT¢" gradh

and from (7.36) the supercharges

Q= [ {000~ (6 sradhov )} lao
(738) z0=const

@ = [ {0 0w+ @ mdny} ot

Field theory in n = 2 dimensions is special for many reasons, among them the
fact that spatial infinity is disconnected. This has the following consequence. Let
F&os denote the space of static bosonic field configurations of finite energy. Now
the energy density of a field ¢(z') on space is (see (3.13))

1 1
0= {51016 + 5 6" grad h*} |d'|
(7.39) )
=500+ ¢* grad h|? |dz'| F do*(h).

If a field ¢(z") on space has finite energy, then the integral of the first term is finite,
in which case ¢(z') has limits as ' — oo which are critical points of k. The
integral over space of the topological term is plus or minus the difference

(7.40) Z = h(¢(c0)) — h(¢(~00))

of the limiting values. So the space F&, . of finite energy field configurations splits
into a disjoint union according to the limiting values at plus or minus infinity. The
parameter space for the components is the Cartesian square 7, Crit(h)*? of the set
of components of the critical point set. The central charge Z is constant on each
component.

Example. A typical example is X = R with

3
(7.41) h(¢) = % — a9, aeR.
Then we have a quartic potential
O L2 20
(7.42) ViT(9) = (¢ —a”)
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with nondegenerate zeros at ¢ = £a®. So in the n = 2-dimensional theory F. Epos Nas
four components.

In a “diagonal” component of Fé&, ., where h(co) = h(—00), there are field
configurations of zero energy: constant fields with values in the critical point set.
(For an isolated critical point there is a unique such field.) These are the classical
vacua. But in components where h(oo) # h(—o0) there are no vacua. In any
component the energy E, which is the spatial integral of the energy density © (7.39),
is bounded below by the absolute value of the central charge:

(7.43) E>|Z|

From (7.39) we see that a field configuration of minimal energy satisfies the first
order differential equation for a flow line:

(7.44) 0,0 £ ¢* grad h = 0.

It is easy to verify that a solution to (7.44) necessarily satisfies the second order
Euler-Lagrange equation of motion.

In general, recall that nonvacuum field configurations of locally minimal energy
are called solitons. Physically a classical soliton represents a stable localized lump
of energy sitting still in space. Upon quantization we might expect that it gives a
particle, and because of the inequality (4.34) we can expect it to be massive. In more
detail: When we quantize the theory we need to quantize the space M of all finite
energy classical solutions to the field equations. This space divides into components
as indicated above. The lowest energy state in a diagonal component is a vacuum of
zero energy. The free approximation around the vacuum give massless and massive
particles according to the Hessian of V', at least in perturbation theory. Nondiagonal
components have no state of zero mass. Rather, the states of smallest mass saturate
the inequality (7.43) (where we replace energy by mass) and form a symplectic
manifold on which the Poincaré group acts. The free approximation now involves
quantization of this symplectic manifold as well as quantization of the quadratic
approximation in its infinite dimensional normal bundle. What we expect, then,
is a collection of quantum solitons. They are massive, and in perturbation theory
their mass is very large compared to the masses of the particles constructed from
small fluctuations. Of course, this story obtains quantum corrections as we move
away from the free approximation.

The discussion so far has ignored the fermion and the supersymmetry. In
fact, the central charge Z appears in the supersymmetry algebra as was antic-
ipated in (6.26), where we discussed a central extension of the supersymmetry
algebra p2‘(1’1). Now we realize the central extension classically by computing the
Poisson bracket {Q,,Q_} of the supersymmetry charges. The Poisson bracket
of Noether charges can be computed in different ways, and is in fact the spa-
tial integral of a Poisson bracket of Noether currents. We use the explicit for-
mulas (7.38) and note that the nontrivial contributions come from the brack-
ets {¢,7, } and {¢»_,¢_}. Note that we compute on-shell, that is, assuming



LECTURE 7. SUPERSYMMETRIC o-MODELS 97

the equations of motion to be satisfied. The result is

(7.45)
1

1
31000 =5 [ {0:0.0"rdh) ~ (06,0 rad )} o'

[ 10,6.6 guadn) i’
z9=const

— [ am st
z9=const
=Z.

So we obtain a central extension of the supersymmetry algebra, as promised. The
energy inequality (7.43) is the classical version of (6.32), and it follows from the su-
persymmetry algebra as in (6.30). Field configurations which saturate this classical
BPS inequality are annihilated by the supersymmetry TQ, tTg_orby g, —7q_ .
This provides an alternative derivation—using supersymmetry—of the first order
equation (7.44) for minimal energy bosonic field configurations. Namely, we look
at the supersymmetry transformation (7.37) and ask that the vector field é van-
ish. Inspecting the variation of the fermions 1,4 _ we learn that such BPS field
configurations satisfy

D 0+ ¢ gradh =0

(7.46) +0_¢ — ¢* gradh = 0.

These equations are equivalent to the equations
0y =0

(7.47) 0,9 F ¢" gradh =0,

which are the equations for a static flow line. We also obtain an equation on
fermions by requiring that the variation of the boson ¢ vanish in (7.37):

(7.48) ¢, +p_ =0.

To analyze this we must also bring in the equations of motion for the fermions,
which are

0,0 = RO, ), + 67 (Veradh)(v,)
O, = —R(b_w, ) + 6" (Vgrad b)(w).

Combining (7.47) and (7.48) we see that the curvature terms vanish by the Bianchi
identity and we are left with equations for a single fermion ¢, :

Ity =0
oY, F ¢ (Veradh)(v,) = 0.

Equations (7.50) are the variations of equations (7.46) in the direction . Thus
the BPS fermion field ¢, is an odd tangent vector to the manifold of flow lines.

Recapping: The BPS condition leads to a first order equation on bosons which
implies the second order equation of motion. This demonstrates that classical
fermionic fields, which are difficult to visualize in a geometric manner, can impact
classical bosonic fields.

(7.49)

(7.50)
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Dimensional reduction to n =1

Classically, we reduce to a mechanical model by requiring the fields in the
n = 3-dimensional model to be invariant under all spatial translations. We ob-
tain a model with supersymmetry group P'2. It has a superspacetime formulation
on M 1|2, which is the dimensional reduction of the superspacetime formulation in
n = 3 dimensions. This theory has twice the minimal amount of supersymmetry.
In particular, it has twice as much supersymmetry as the superparticle model con-
sidered in Lecture 4. There we indicated that the quantum Hilbert space of that
model is the space of spinor fields on X. With twice as much supersymmetry we
obtain instead the space of differential forms on X as the quantum Hilbert space;
the Z/2-grading is by the parity of the degree. In the minimal superparticle there
is a single supercharge, and its quantization is the Dirac operator. Here there are
two supercharges (7.38) and the corresponding quantum operators are, up to fac-
tors, the first order differential operators d + d* and /—1(d — d*). This is if we
have no potential term. In case there is a potential term, then the second term in
the supercharges (7.38) gives an additional term which is a combination of exterior
and interior multiplication by dh. In this way we obtain the modification of the
de Rham complex used by Witten in his study of Morse theory. The hamiltonian
in this model is the Hodge laplacian on differential forms modified by lower order
terms involving dh. The solitons we discussed in n = 2 dimensions are instantons
in n = 1 dimension, and they enter into the Morse theory discussion.

The dimensional reduction from n = 3 dimensions to n = 1 has a global
SO(2) symmetry from spatial rotations. From the n = 3-dimensional point of view
these symmetries are part of the Poincaré group; from the n = 1-dimensional point
of view they are an example of an R-symmetry. In the quantum mechanical theory
this global SO(2) symmetry gives a Z-grading on the quantum Hilbert space; it is
simply the usual Z-grading on differential forms.

Exercises

. The Lorentz group in dimension 4 is isomorphic to SL(2;C), so there are two
. . . . . !/ 1/

complex conjugate two-dimensional spin representations S, S”. The vector repre-

sentation V' has complexification

Ve S oS8

There is a unique minimal real spinor representation, which is the underlying real
representation of S’ (or of S”); its complexification is S’ & S”. Each of §’, 5"
has a skew form e. Let M be the super Minkowski spacetime built on the spin
representation S.

(a) Take Q,,Q, as a (complex) basis of S’ and then the complex conjugate ba-
sis Qi, @ for S”. The corresponding left-invariant complex odd vector fields
on M** are denoted D, and D,. The odd coordinates on M 44 corresponding
to the basis are denoted #',6%; the complex conjugates 6',6% Use the nota-
tion d_; for the complex even vector fields, using the isomorphism above. Write
formulas for the D, and their complex conjugates in terms of the coordinate
vector fields. Write all of the brackets of the odd vector fields.
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(b) Is there an infinitesimal R-symmetry?
(c) Write the vector fields d,; in terms of the standard vector fields 0/0z" (for some
nice choice of basis; recall similar formulas (6.22) in the 3-dimensional case).

(d) Write the kinetic term for a spinor field with values in S. (Schematically the

kinetic term, ignoring the factor 1/2, is 1/).) Your answer should involve

ab

indices, the symbols eab, "’ ete.

(e) Integration over all four odd coordinates is defined by the first line of the for-
mula:
Joro—v 2o
002 901 002 001
i* {D;DiDsDy + DyD5D{ D, } — i*

N = DN =

i* {Dzﬁ2 + ﬁQDQ} + 0.
Verify the equality of the first line with the remaining two. Here [ is the
wave operator (3.7), which is Poincaré-invariant. Finally, D? = %eabDan and

=2 s S .
D = %e“bDan is the complex conjugate.

(f) How does all of this reduce to 3 dimensions?

(g) How does it reduce to 2 dimensions? (You should recover what you did in
Problem Set 6.)

2. (a) Write the geometric data (5.30) and (5.34) which leads to the supersymmetric
o-model lagrangian (7.31).
(b) What happens in case X = R and the superpotential h is quadratic? Do we get
a free theory? What is the particle content (masses and spins)?

(c) Consider the previous questions in the dimensionally reduced models as well.

3. (a) Derive (7.7). To do so let exp(—tn7, ) be the one-parameter group of diffeo-
morphisms of M "% induced from the vector field —1NTq,» and consider its action
by pullback on (7.6). Note that it preserves the left-invariant vector fields D".
Now differentiate at ¢ = 0, use the fact that right-invariant and left-invariant
vector fields commute, and the fact that 7, and D, agree on M" C M nls,

(b) Apply (7.7) to compute the supersymmetry transformation laws (7.8).

(¢) Compute the commutator of infinitesimal supersymmetry transformations ¢
Explain why the curvature terms enter and why they are expected.

4. (a) Complete the derivation of the component lagrangian (7.22) from the super-
spacetime lagrangian (7.10).

(b) Compute the equations of motion.

(c¢) Compute the supercurrent (7.25).

(d) Fill in the details of the computation (7.45). Compute the Poisson bracket as
the action of the vector field corresponding to @, on @_. That vector field
can be read off from (7.37), though to obtain its action on ¢* grad h it is easier
to use the dimensional reduction of the last equation in (7.8), supplemented
by (7.30). You'll need the Bianchi identity and the equations of motion as well.
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Invariant derivation of the Euler—Lagrange equation

James M Nester
Department of Physics, National Central University, Chung-Li, Taiwan 32054

Received 3 August 1988

Abstract. The tangent bundle geometry is used to obtain a coordinate-free derivation of
the Euler-Lagrange equation.

The Lagrangian formulation of classical mechanics is the most fundamental approach
to dynamics. Nevertheless, the usual practice is to transform to the Hamiltonian form.
An underlying mathematical reason is that phase space T*Q (the cotangent bundle
of configuration space Q) is canonically a symplectic manifold [1] whereas TQ (the
tangent bundle) is not. It is this symplectic structure on phases space which gives rise
to the elegant simplicity of the Hamiltonian formalism.

Although not as well known, there is also a rich geometric structure on 7Q which
has been studied, in particular, by Klein [2, 3] (see also Godbillion [4]). Using this
structure, the Euler-Lagrange equations may be given an invariant geometric formula-
tion directly in terms of the (pre)-symplectic geometry determined by a Lagrangian
function [5] without any reference to the symplectic structure on T*Q. This is
sometimes necessary since not all Lagrangians L lead to a nice Legendre transformation
(fibre derivative FL) from TQ to T*Q. In that case there is no Hamiltonian form [5, 6].

The geometry obtained from a degenerate Lagrangian on TQ is pre-symplectic
without any natural symplectic extension. The Dirac constraint algorithm [7, 8] (just
as on the cotangent bundle [9-12]) can be invariantly formulated directly on TQ in
terms of this presymplectic geometry [5]. A central role is played by the second-order
vector field condition (i.e. ¢ =v) [13-15].

While there are geometric coordinate-free studies of these Lagrangian equations
we know of no coordinate-free derivation of the Euler-Lagrange equation. Our aim
is to present such an invariant derivation of the Euler-Lagrange equation from the
usual starting point in physics: extremising the action determined by a Lagrangian
function.

Some results, in particular the Euler-Lagrange equation, are most easily obtained
by first using a coordinate system and then demonstrating suitable covariant transforma-
tion laws. Modern work, however, has shown the value of coordinate-free geometric
Sormulations. Likewise there is also a value in geometrically invariant derivations. Not
only do they directly show that the result is coordinate independent they also serve to
clarify certain assumptions.

First we establish some notation and recall the basic definitions necessary for the
geometric structures we will use on the tangent bundle. For more details see [2-4].
For any manifold M let ), denote the projection from the tangent bundle TM. A

0305-4470/88/211013+05%802.50 (© 1988 IOP Publishing Ltd L1013



L1014 Letter to the Editor

differentiable map f: M - Q induces the tangent map Tf: TM - TQ. In particular,
from 75: TQ - Q we obtain Tro: T(TQ) > TQ such that the diagram

T(TQ) —2— TQ

commutes. This diagram is the foundation for several structures. The vertical sub-
bundle V(TQ) of the second tangent bundle T(7TQ) is defined by V(TQ):=ker Tro.
The vertical lift ¢,: T,Q » V,(TQ) is defined by

d
£, (w) :=a (y+Aw)

where g = 7o(y) = 7o(w). From ¢ we can construct the almost tangent structure
J,i=§,0Tro: T,(TQ)~> T,(TQ)
which has the properties Im J =ker J = V(TQ), hence J*> =0, and the Liouville canoni-
cal vector field V on TQ, which is defined by
V,i=g(y)  foryeTQ.

A curve C:[a, b]— Q prolongs to sections C’ of TQ and C” of T(TQ). The vector
field X := C" on T(TQ) is special in that it is second order. A second-order vector
field is characterised by the property TroX = 770X, A direct application of the above
definitions leads to the alternate characterisation

JX=V (1)

which is more convenient for our purposes.

We recall that a linear endomorphism A:TM -> TM induces a derivation (with
grading rank 0) the interior product is : A’M - A°M on differential forms on M defined
by

(iaB)(Xy, ..., X,) 1= kZi:lB(Xl,...,AXk,...,X,,)

where X; € TM, with isf =0 for any function. Further derivations may be obtained

from the graded commutators with the basic derivations: the exterior derivative d and

the interior product with a vector field ix of grading rank+1 and —1 respectively.
On TQ this construction naturally leads to the vertical derivative

d, =[i,,d]=1i,d —dij.
It is easy to verify that

[d,d;]=dd;+d,d=0

[d), ivli=djivt+ivd, =i,

Lix, i) =ixi; —ijix = i)x
and that d5 = 0. The remaining basic graded commutator [i, d]=i»d + di, is just the
Lie derivative %.
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For completeness we include the purely tangent space definition of the fibre
derivative Fg: TQ->T*Q of g: TQ~>R:

Fg(y)=dg(y)°§,: T,Q~>R.

Remark. The fibre derivative may be used to relate the structures on 7Q and T*(Q, in
particular d,g = Fg*8 where 6 is the canonical 1-form on T*Q. In general dd,g = Fg*w
is only presymplectic whereas w = d@ is the natural symplectic structure on the cotangent
bundle.
To each path C:[q, b]—> Q a Lagrangian function L: TQ - R associates an action
b

S[C]:=Jl LoC'dt. (2)

We wish to show the following proposition.
Proposition. For paths with fixed endpoints the action (2) is stationary for the path C
iff the Euler-Lagrange equation

€'=ixdd,L+dE =0 (3)
is satisfied, where X := C” is the Lagrangian vector field on 7Q and E; =i,dL— L is
the energy.

Proof. Consider a one-parameter set of paths C,(¢) in Q with fixed endpoints. They
determine two vector fields on TQ, the Lagrangian vector field X = C” which satisfies
the second-order equation condition (1) and the deviation vector field Z = (3/0A)C}
which is characterised by JZ vanishing at the endpoints and the properties

[X,Z]=0=[Z, V-JX]. (4)

We wish to find the necessary and sufficient conditions for the action S to be
stationary:

ds
dA
(i) Forall Z
(dL|Z) = Z(dL|Vy—{dE,|Z)= Z{dL|V)-(&|Z)+(dd;L| X, Z)
= Z(dLIV)~(8|2Z)+ X(d,L|1Z) ~ Z(d,LIX) — (d,LI[X, Z])
=—(&|Z)+ X(dL{JZ)+ Z{dL|V - JX)—{(dL|J[ X, Z])
=—(&|Z)+ X{dL|JZ)+(LdL|V - JX)+(dL|[Z, V- IX])—(dL{J[ X, Z]).
(5)

Hence the vanishing of € is sufficient for dS/dA =0, since under the conditions (1)
and (4) imposed on Z and X all of the terms vanish except

= 'f (dL|Z) dt =0.

a

X(dLlJZ) = ’;7 (dLlJZ)

which integrates to an evaluation at the endpoints where JZ vanishes.

(ii) The above calculation does not show that % =0 is necessary since Z is not
arbitrary. In particular we have the restrictions (4). To obtain an arbitrary vector field
we add JW for any W to Z, then

(8|1Z) =(B|Z+IW)~(B|IW) = (8| Z + IW)— (i, 8| W). (6)
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Lemma.
;€ =iy _,xdd;L.
Proof.
ijixdd;L = [i,, ix]dd,L+ ixi,dd,L
= —iyxdd, L+ ixd’ L+ ixdi,d,L = ~i,xdd,L
and

i_[dEL = d_]EL = d]lvdL_ dJL
= [d_[, iv]dL“ djL_ lvdeL
= —'lvdjdL = ivdd_]L.

Consequently (6) becomes
(8| Z)=(E&|Z+TW)—(iy_;xdd,L| W)
=(&|Z+IW)+{indd,L|V - JX).
Using this result (5) may be writteh in the form
(dL|Z)= —(&|Z + W)+ {indd,L|V — JX)+{(FdL|V - IX)—(dL|J[ X, Z])
+{dL|[Z, V- IX])+ X(dL|JZ)
for all W, Z. With the restrictions that V-JX =0,[X, Z]=0,[Z, V-JX]=0and JZ
vanishes at the endpoints, we have
ds
da

Although Z is not completely arbitrary, Z+JW is. Consequently, dS/dA|,=0 with
V—JX =0 implies € =0 and conversely €=0= V—JX implies dS/dA|,=0.

b b
-_-J (dL|Z)dt = —J (8|1Z+JW)dt.

0 a a

In general the second-order condition plays an essential and independent role.
Although the Euler-Lagrange equation & = 0, via the lemma, does impose a restriction:

i_/g = iV_ded_,L=0

it is not always strong enough to assure that V—JX vanishes, since dd,L is only
presymplectic if L is degenerate. Consequently, to guarantee that the action S be
stationary we must supplement €=0 in general with V—-JX =0. Together these
conditions are necessary and sufficient.

The form of the Euler-Lagrange equation used here corresponds to Hamilton’s
equations on the cotangent bundle. This form of the equation can be transcribed into

which, along with the second-order condition V —JX, is equivalent to
g’ = gdeL - dL.

This latter form is less convenient geometrically (it depends differentially on the
Lagrangian vector field) but is more recognisable to physicists.
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This idea was first considered while at the University of Saskatchewan. Discussions
with Mark Gotay were most helpful. This present work has been supported by the
National Science Council of the Republic of China under contract NSC77-0298-M008-
20.
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I have been invited by the mathematicians here at Toronto to give three
talks describing my joint work with the late Prof. Yuval Ne’eman in elementary
particle physics. This work uses some mathematical ideas such as super Lie
algebras and their representations, and the Quillen theory of superconnections.
But the work is in physics, and this puts me in a quandary as to the amount of
physics background that I can assume.

In order not to chase away any physicists in the audience, I will start by
listing the physics problems that our approach tries to partially address. This
will involve some words that may not be familiar to mathematicians, to whom I
apologize. I hope to elucidate the meaning of most of these words in the course
of the lectures. All of the results in these lectures are contained in the review



article I wrote with Prof. Ne’eman, and which appeared in Physics Reports 406
2005, 303 -377.

I include here some expository material (mainly for mathematicians) which
I did not have time to include in the lectures; for example a review of classical
electromagnetism and material on the Dirac operator.

I thank Yael Karshon for helpful comments on this text and the associated
slides.

1 The “Standard Model” and some of its ills.

The “Standard Model” of the physics of particles and fields (assumed to include
all known fundamental interactions except for gravity) is enormously success-
ful, with its predictions validated by all experimental tests. In particular, the
electroweak interactions seem to be correctly described by the su(2) xu(1) spon-
taneously broken local gauge symmetry. Although the full implementation of
this (Weinberg-Salam) theory requires quantum field theory, much of its basic
structure can be phrased in terms of classical field theory, see for example, Kane
Modern Elementary Particle Physics , or, for the more mathematically inclined
reader, Derdzinski Geometry of the Standard Model of Elementary Particles.
Note that a comprehensive review intended for particle (or high energy) physi-
cists appeared in E.S. Abers and B.W. Lee, “Gauge Theories”, Physics Reports,
9C no. 1 1973. So this theory has been successfully around for a long time.

The very success of this theory prompted a number of questions relating to
its structure, hypotheses and input. The unresolved issues include

e The large number of free parameters which must be experimentally deter-
mined to serve as input into the theory such as the various gauge coupling
constants (including the Weinberg angle), the parameters of Higgs poten-
tial, the coupling constants of the matter fields, the eigenvalues of the
weak isospin and weak hypercharge for the chiral leptons and fermions
etc.

e As a result, the theory is unable to predict the value of the mass of the
Higgs particle. This meson has therefore been searched for all over the
accelerator-available spectrum, from a few GeV to the 115 GeV reached
at Cern in October 2000, when 9 “events” were reported at the limit
of the accelerator’s energy range. (These “events” constituted 2.6 stan-
dard deviations above background level, whereas 5 standard deviations are
considered necessary for an accepted result that could be interpreted as
evidence for the Higgs particle.) All this was before the planned closure of
the machine. However when the accelerator was granted another month of
operation, no further evidence was found. Several machines are expected
to renew the search in the next 1- 3 years, reaching into the 100-500 GeV
range.

e The lack of correlation between the quantum numbers of left and right
chiral leptons and fermions.



e The ad hoc introduction of Higgs fields to implement spontaneous sym-
metry breaking.

e The fact that these Higgs fields constitute a weak isospin doublet.

e No explanation of the origin of the Higgs potential needed to achieve
Goldstone-Higgs spontaneous symmetry breaking.

e No explanation of the absence of right handed neutrinos. In fact, since we
now know that the neutrino is massive, we know that right handed neu-
trinos do exist. So we can reformulate the question as follows: Why don’t
the right handed neutrinos participate in the Weinberg-Salam theory?

I wish to show in these lectures how using superconnections allows an answer
to some of these difficulties.

2 Problems of translation between mathematics
and physics.

There are several communications difficulties between mathematicians and physi-
cists, some more serious than others. I want to get a few of these out into the
open before one group or the other disappears:

2.1 Is there an ¢ in the structure constants of a Lie alge-
bra?

The first barrier between the mathematics literature and most of the physics
literature is the ubiquitous factor of i: The mathematical definition of a Lie
algebra is that it is a vector space ¢ with a bilinear map

Ext— ¢

which is anti-symmetric and satisfies Jacobi’s identity.

So the set of self-adjoint matrices under commutator bracket is not a Lie
algebra. Indeed the commutator of two self adjoint matrices is skew adjoint. So
the Lie algebra of u(n) is not the space of self-adjoint matrices but rather the
space of skew adjoint matrices. Indeed, if A is a skew adjoint matrix then exptA
is a one parameter group of unitary matrices. The physicists prefer to write
exp it H where H is self adjoint. This is of course due to the fact that self adjoint
operators are the observables of quantum mechanics, and Noether’s theorem
suggests that elements of the Lie algebra should correspond to observables. But
the price to pay for this is to put an 4 in front of all brackets.

For example, the three dimensional real vector space consisting of self adjoint
two by two matrices of trace zero has, as a basis, 7, ¢ = 1,2,3 the “Pauli
matrices”, where, to be absolutely sure of the factors 1/2 etc.,

(0 1 (0 — (1 0
T1 :— 1 0 , To 1= i 0 , T3 1= 0 —-1)°



The physicists like to think of these as “generators” of SU(2), i.e. as ele-
ments of the Lie algebra su(2). Of course, we mathematicians would say that
multiplying each of these three matrices by i gives a basis of su(2). This dis-
tinction is relatively harmless, but is a nuisance for a mathematician reading a
physics book or paper.

2.2 Ad invariant metrics on u(2).

If we use the scalar product
(A,B) =2tr AB

then the elements éTi form an orthonormal basis of our three dimensional space
of self-adjoint matrices of trace zero. Since the algebra su(2) is simple, the
most general Ad invariant scalar product on our three dimensional space of self-
adjoint matrices of trace zero must be a positive multiple of the above scalar
product.

We will want to consider the four dimensional space of all two by two self
adjoint matrices. (After multiplication by ¢ this would yield the Lie algebra of
U(2).) So we must add the two by two identity matrix I to get a basis of this
four dimensional real space. The algebra u(2) ~ su(2) @ u(1) is not simple, but
decomposes into the sum of two ideals consisting of su(2) and all (real) multiples
of iI. These ideals must be orthogonal under any Ad invariant metric. So there
is a two parameter family of Ad invariant metrics on u(2).

2.3 Ad invariant metrics, coupling constants, and the Wein-
berg angle.

Indeed, the most general Ad invariant metric on our four dimensional space of
all self-adjoint two by two matrices can be written as

2 1 1 1
—Qtr(A—i(trA)I)(B—§(trB)I)+—2trAtrB. (1)
92 91

Relative to this scalar product the elements

%7’17 %TQ, %Tg,%] (2)
form an orthonormal basis.

Notice that for traceless matrices the second term in (1) vanishes, and the
first term reduces to a multiple of 2 tr AB; similarly, for multiples of I, the first
term vanishes.

For mathematicians, the question is “why this strange notation, with the
g2 and g occurring in the denominator?”. The answer is that, in the physics
literature, these constants are not regarded as parametrizing metrics on u(2),
but rather as “universal coupling constants”. I will spend a chunk of today’s



lecture explaining why choosing a metric on a Lie algebra is important, and
what is its physical significance.

In any event, however you want to interpret these parameters, the Weinberg
angle Oy is defined by

2
% = tan2 0W
93

It plays an important role in the theory.

2.4 What are classical fields?

A third difference between the mathematical literature and the physics litera-
ture is that in the physics literature all (classical) fields are regarded as scalar
valued functions (or vector fields) or n-tuplets of scalar valued functions (or
vector fields) . One must then discuss the “field transformations” under which,
for example, the Lagrangian is invariant. The mathematical literature prefers
a “basis free” formulation where many of the invariance properties of the La-
grangian are obvious - they are built into the formulation. The price to pay
is that the fields are no longer scalar functions or n-tuplets of scalar functions
but vector valued functions, or, more generally, sections of a vector bundle, or
differential forms with values in a vector bundle.

This means that in the physics literature a basis of the vector space (or a
basis of sections of the vector bundle) is chosen. Thus, for example, if we choose
a basis vy, ..., v, of a Lie algebra £ then the Lie bracket can be given in terms
of the Cartan structure constants cﬁ . Where

[vj,v] = Z cﬁ’-kw.
¢

As explained above, in the physics literature there will be an additional factor
of 4 in front of the structure constants as understood by the mathematicians.
For example, if we take the orthonormal basis of the space of traceless two by
two self adjoint matrices consisting of the first three elements of (2), we find by
direct computation that

g . .
|:§7—17 77—2:| =15T73 =19;73, 9 =92,

with a similar formula for the brackets of the remaining two elements. So relative
to this basis, the structure constants are

Cike = ig€je-

Up to an overall sign arising from slightly different conventions this is the state-
ment about the structure constants of SU(2), found in S. Weinberg, The Quan-
tum Theory of Fields, Cambridge U. Press (1996), vol. 2. page 307 just after
equation (21.3.11) giving the expression of the Lagrangian of the Yang-Mills
field. So whereas for mathematicians the parameter g describes the scalar prod-
uct on su(2), for physicists, who write out the fields in terms of an orthonormal



basis, the g appears in the structure constants and is interpreted as a “coupling
constant” , measuring the “strength of the interaction between the fields”.

3 The permittivity of space-time is a metric on
u(1).

In order to bolster my contention that the metric on a Lie algebra has important
physical significance, I want to review Maxwell’s classical theory of electromag-
netism, with special attention to units.

I will begin with two non-relativistic regimes:

3.1 Electrostatics.

The objects are:

3.1.1 The electric field.

This is a linear differential form, F, called the electric field strength. A point
charge e experiences the force eE. The integral of E along any path gives the
voltage drop along that path. The units of E are

voltage energy

length  charge - length’

Remember that force has the units energy/length and voltage has units en-
ergy/charge.
The fundamental law satisfied by F is

dE = 0.

In simply connected regions this implies the existence of a function u called the
potential such that
FE = —du.

3.1.2 The dielectric displacement.

This is a two form D on R3. Its physical significance is as follows. To determine
the value of D on a (small) oriented plane element, insert two small metal plates
of the shape of this plane element, touch them together and then separate them.
Charges £@Q are acquired on the plates. The orientation of the plane together
with the orientation of R® determines which of these two separated plates is the
“top” plate and the value of D is (the limit of)

charge on the top plate

area of the plates

So the units of D are
charge

area



Notice that this definition makes no mention of the electric field.
The fundamental law satisfied by D is Gauss’s law which asserts that for
any region U

D:47r/pdx/\dy/\dz
U U

where p is the electric charge density.
Stokes’ theorem gives the infinitesimal version of Gauss’s law as

dD = 4mpdz A dy A dz.

If E is an electric field strength and D is a dielectric displacement then EA D
is a three form which we may integrate over R? if it is of compact support or if
it vanishes sufficiently rapidly at infinity. Then we can form

(D,E>::/RSE/\D

which we can consider as a sort of pairing between the space of electric fields
and the space of dielectric displacements. The value of this pairing has units

force charge

volume - = force - length = energy.

charge area

3.1.3 The dielectric operator and the dielectric coefficient.

This is a map C from the space of electric fields to the space of dielectric
displacements. Later on we shall be more specific as to the form of C' in terms
of the three dimensional x operator. At the moment we can do with the following
mild assumptions:

e (C is linear.
e (C islocal in the sense that it F vanishes on an open set U so does C(E).

e (' is symmetric in the sense that
(C(E), E) = (C(E), E)
when both sides are defined. When both sides are defined, we set
(E,E) = (C(E), E).
We can then define the energy of an electric field as

%(E, E).



3.1.4 The dielectric coefficient.

A more specific choice of the dielectric operator is to take
CE)=¢xE

where x is the three dimensional star operator mapping one forms into two
forms and € is a function. Even more specifically, in many cases (such as for the
vacuum) € is a constant - called the dielectric constant. We will postpone
the issue of units for the moment, assume that € is indeed constant, and then
choose our units of length so that it is absorbed into the star operator. Then
the equations of electrostatics becomes

E = —du
D = xE

dD = A4mpdx ANdy Adz
SO

0%u  0%u  O%u

@“r@"‘@ = —47Tp.

If p = 0 in some region, then in that region the last equation becomes Laplace’s
equation which we can write in coordinate free notation as

d*du=0.
3.1.5 Rotationally invariant solutions of Laplace’s equation.
In polar coordinates we have
*xdr = 12 sin 0df A dé.

So if f = f(r) is defined for r > 0 we have

daf = f'(r)dr
xdf = (r?f'(r))sin0do A de
dxdf = (r2f'(r)) dr Asin6d A do
S0
dxdf =0 = (r2f'(r))/:0
= r2f'(r) = —c (a constant)
=
fo) = 44

where ¢ and A are constants.
The inverse square law of high-school physics drops out.

10



Exactly the same computation yields the Yukawa potential as the static
fundamental solution of the Klein-Gordon equation: Indeed

d(e‘ )Z_e_mrmr+1dr

r2

SO

*d (e ) =—e """ (mr +1)sin0df A do

and hence

dxd <er ) = mZre=™ sin Odr A d6 A d

=m? (e) r2sinOdr A df A dep.
r

Thus if we think of a solution of the Klein-Gordon equation or of the Proca
equation as a “transmitter” of a “force”, then the value of m determines the
range of this force.

3.2 Magnetoquasistatics.
3.2.1 Objects: The magnetic induction and the magnetic excitation.

The magnetic induction is a two form B on R3, which exerts a force on a current
according to the following rule: if a charge e moves past the point P with velocity
v then the force exerted on that charge is the covector

€i(V)Bp.

At each point of space the form B if # 0 will determine a direction in space:
the line determined by the equation

i(w)B = 0.

Iron filings free to rotate but not to move will align themselves in these direc-
tions, producing the “magnetic lines of force” favored by Faraday. These are
precisely the directions in which a current will feel no force.

The second item is a one form H known as the magnetic excitation. The
second of Ampere’s laws says that if S is any surface bounded by a curve v, and
if J is the two form representing the current flow, then

/H:47T/J.
0% S

11



3.2.2 The laws. 1: Faraday’s law of induction.

This says that if S is a surface bounded by a curve v then

i/SB—LE. (3)

By Stokes the differential version of this law is

oB
& = ~dE. (4)

If S is a closed surface bounding a region (so with no boundary curves) then
Faraday’s law implies that

d

— / B =0.

dt Jg

In fact, a stronger law holds (Hertz), not only does the derivative of the integral
of B over a closed surface vanish, but the integral itself does:

3.2.3 The laws. 2: There are no magnetic poles.

This says that
/ B =0 for any closed surface S.
s

By Stokes, the differential version of this law is
dB = 0.

3.2.4 The laws. 3: Ampere’s law.

Recall that this says that if .S is any surface bounded by a curve v, and if J is
the two form representing the current flow, then

/H:47T/J.
o S

By Stokes’ theorem, the differential version of this law is

dH =4rJ.

3.2.5 The force on a moving charge.

The force exerted by a magnetic field B on a moving charge I = ev is

i(I)B.

12



3.2.6 The permeability.
There is a relation between H and B given by
B=puxH
where x is the three dimensional star operator and p is known as the perme-
ability.
3.2.7 The units of [, B.

By Faradays’ law of induction, the time derivative of this integral over a surface
bounded by a curve is equal to the negative of the integral of E around that
curve which has units of voltage which is energy/charge. So

units of [ [¢ B energy

time charge’

In “natural units”, where i = 1, energy has units of inverse time. This implies
that the integral of B over a surface has units of inverse charge.

3.3 The Maxwell equations.

The laws of quasi-magnetostatics take on a very suggestive form when written
in four dimensions rather than three, and when an important modification to
Ampere’s law is made. This modification was introduced by Maxwell.

3.3.1 The equation dF = 0.

We can combine the laws
dB = 0 (Hertz)
o5
ot

into the single law

= —dE (Faraday’s law of induction)

dF =0 (5)

if we set
F =B+ E Adt.

In (5) the operator d means the four dimensional (space-time) d. The coefficient
of dz A dy A dz in (5) says that
dspace B =0 (Hertz)

while the coefficient of dt in (5) gives Faraday’s law of induction.
The equation dF = 0 implies that locally we can find a one form A (called
the four potential) such that
dA =F. (6)
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3.3.2 The equation dG = 4mj.

In electrostatics we assumed that J = 0 and that the charge density p did not
depend on t. In quasi-magnetostatics we ignored p. For the full equations of
electromagnetism one assumes that there is a charge density and a current, and
so consider the three form

ji=pdr ANdyNdz—JAdt
on space time. “Conservation of charge” then demands that
dj = 0.
Locally this says that there is two form G such that
dG = 4mj. (7)
(The 4 is conventional.) If we write
G=D—HAdt, (8)
then the dt component of (7) is

0D
dspaceH = E + 4 J.

So we recover Ampere’s law with the modification that the “displacement cur-
rent”

oD
ot
is added to the right hand side of Ampere’s original law. The “space component”
of (7) is
dspace D = 4mpdx N dy N dz

as in electrostatics.

3.4 Units.

Let us work in natural units where 7~ = 1 so that energy has units of inverse
time.

3.4.1 The units of the integral of F' over a surface.

We have already observed that the integral of B over a surface has units of
inverse charge. The integral of E over a curve has units of (energy)/(charge),
so the integral of E' A dt over a surface in space time has units of

(energy) x (time) 1

(charge) ~ (charge)’

In short, the integral of F' over a surface in space time has units of inverse
charge.
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3.4.2 The units of the integral of G over a surface.

From its definition, or from Gauss’s law dD = 4wpdz A dy A dz we see that the
units of the integral of D over a surface are charge. Ampere’s law
oD
d H=—+4nJ

space ot
together with Stokes’ theorem says that the integral of H over a curve has
the same units as the flux of current through a surface and this has units
(charge)/(time). So the integral of H A dt over a surface in space time also
has the units of (charge). In short, the integral of G over a surface in space time
has units of charge.

3.4.3 The integral of FFAG over a four dimensional region is a scalar.

This follows from the preceding two results. In particular, this means that G
is in a sense “dual” to F, the duality being given by exterior multiplication
followed by integration. Of course we can not expect that the integral over
all of space time will converge. We will examine this“duality” in more detail
further on.

Notice that until now we have not used the metric structure of space time.

3.4.4 The units of the permittivity.

The units D are (charge)/(area). The units of F are (energy)/(charge) x (length).
If there is a point-wise matrix which expresses the coeflicients of D in terms of
those of F its entries will have units

charge " (charge) x (length) (charge)?

area energy (energy) x (length)
Indeed, the permittivity of free space is a scalar ¢y given by

1012 Farad

€0 = 8.854187...
meter
where the Farad is a unit of capacitance:
1
1 Farad := 1M
volt
Since ol
joule
lvolt=1 ———
Vo coulomb

has units of (energy)/(charge) we see that €y has units of

(charge)”

(energy) x (length)
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3.4.5 The units of the permeability.

According to Ampere’s law the units of H are (charge)/(length)x (time).

According to Faraday’s law the units of B are (energy) x (time) / (charge) x (length?.
If there is a point-wise matrix which expresses the coefficients of B in terms of
those of H its entries will have units

L2
energy x (time)
(charge)® x (length)’

Indeed, the permeability of free space is a scalar ug given by

joul
1o = 12.566370 x 107 Jone .

(amp)® x (meter)

Since one amp = one (coulomb)/(second) we see that po does have the above
stated units.

3.4.6 ¢y X pg=1/c2.

This was of course another of the great discoveries of Maxwell and verified by
Hertz. We can see that the product of the units of the permittivity with those
of the permeabilty yield units of 1/(velocity)?, and doing the multiplication for
the values of free space give the velocity of light, implying that light consists of
electromagnetic propagation.

As a consequence, we can choose units in which ¢ = 1 and lengths and times
are measured in the same units. Special relativity with its Minkowski metric
dt? — dx? — dy® — dz? is then an immediate consequence.

3.4.7 The permittivity and the permeability in natural units.

If we choose natural units so that 7 = 1 and ¢ = 1 then length has the same
units as time and so energy has units of inverse length and the expression
in the denominator for the units of the permeability is just a scalar. So the
permittiviity has units of (charge)?.

Similarly, the units of the permeability become (charge)~2.

3.4.8 The fine structure constant.

The expression
(charge of the electron)”

47eq
is a pure number in terms of our natural units where 4 = 1 and ¢ = 1 and is

equal to
1

137.0359..."
In terms of conventional units we would write

62

“= dreghc’
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4 Gauge theories.

Hermann Weyl had suggested that the true objects of general relativity should
not be (semi-)Riemann metrics, but rather the associated Levi-Civita connec-
tion. And if we generalize this connection to be a conformal connection (i.e.
if we enlarge the group from O(1,3) to R x O(1,3)) then we can incorporate
electromagnetism.(See his classic Raum Zeit Materie, Springer, Berlin (1918)).
The word “gauge” derives from Weyl’s theory in which the length is changed
by a conformal transformation.

Finstein rejected Weyl’s proposal of considering a conformal connection as
the underlying physical field, although Einstein himself considered the possibil-
ity that Riemannian geometry be replaced by conformal geometry as a basis
for unified theories - see his article in Preuss Akad. 261 (1921) as well as the
following notes on the “unified field theory”: loc. cit. (1925) p. 414, (1928) p.
3, (1929) p. 3.

After the advent of quantum mechanics, Fritz London, in a short note in early
1927(F. London, “Die Theorie von Weyl und die Quantenmechanik”, Natur-
wiss. 15 187. and soon after in a longer paper, “Quantenmechanische Deutung
der Theorie von Weyl,” Zeit. fiir Physik 42, 375-389 (1927), proposed a quan-
tum mechanical interpretation of Weyl’s attempt to unify electromagnetism and
gravitation. The essential idea is to replace Weyl’s R* by U(1) acting as phase
transformations of the quantum mechanical state vector. The group U(1) does
not act on the tangent space of space time. It is “internal”. The London theory
for U(1) was generalized to SU(2) by Yang and Mills in 1954, C.N. Yang and R.
Mills, “Conservation of isotopic spin and isospin gauge invariance,” Phys. Rev.
96 191-195 (1954).

The “field” in a Yang-Mills theory on space time is a connection on a prin-
cipal bundle P.

Giving a connection on a principal bundle is the same as giving (consistently)
the notion of covariant derivative on any associated bundle. The covariant
derivative language is more popular in the standard physics texts. I will give
a self contained review of the notions of connection and curvature in the more
general setting of superconnections and supercurvature later on.

If G is the structure group of the bundle P and g, is the Lie algebra of G,
the curvature of such a connection is a 2-form on space-time with values in the
vector bundle go(P) associated to the adjoint representation of G. If F' is such
a curvature form, and if * denotes the Hodge star operator of space time, then
*F is another 2-form with values in go(P), so

F AXF

is a 4-form with values in go(P) ® go(P). In order to get a numerical valued
4-form which we can consider as a Lagrangian density, we need an Ad invariant
scalar product on gg.

For example, we have seen that the electromagnetic field F' is a two form
whose integral over any surface has units of inverse charge. So F'AxF'is a 4-form
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with units of 1/(charge)?. In order to get the correct Lagrangian density, we
must multiply by €, the permittivity of empty space which (in natural units)
has units of (charge)?, so that

1
§€0F A xF

is the Lagrangian density for the electromagnetic field in empty space. If we
want to consider F' (strictly speaking ¢F') as the curvature of a connection on a
U(1) bundle, we see that we must consider ¢y as determining a metric on (1)
(different from the “natural” one regarding u(1l) as iR), and this metric has
deep physical significance.

In the Standard Model of the electroweak theory, the group under consid-
eration is U(2) or SU(2) x U(1) with Lie algebra go = u(2). As we have seen,
there is a two parameter family of invariant metrics on u(2) given by (1).

We repeat that we are regarding g7 and go as parameters describing possible
Ad invariant scalar products on the Lie algebra u(2). As such they have physical
significance similar to that of the permittivity of free space in electromagnetic
theory and are necessary to be able to formulate a Yang-Mills functional. In a
general relativistic theory one would expect them to have a space time depen-
dence just as the metric of space time does. The interpretation of g; and go as
“universal coupling constants” then derives from the interpretation as defining
a metric.

5 The Higgs mechanism.

5.1 The Higgs mechanism in a nutshell.

The Higgs mechanism in the Standard Model of electroweak interactions is a
device for breaking the u(2) = su(2) ®u(1) symmetry of a U(2) gauge theory in
such a way that the three of the four components of a connection form (originally
massless in a pure Yang-Mills theory) become differential forms with values in
a vector bundle associated to U(1) and which enter into a Lagrangian whose
quadratic terms correspond to particles with positive mass. In mathematical
terms this corresponds to a reduction of a principal U(2) bundle to a U(1)
bundle.

The ingredients that go into this mechanism and into the computation of
the acquired masses are the following:

e An Ad invariant positive definite metric on u(2). This is needed for the
original (unbroken) Yang-Mills theory. We have argued that the “universal
coupling constants” that enter into the general formulation of this theory
are in fact parameters which describe the possible Ad invariant metrics on
u(2). In general there is a two parameter family of such metrics. They are
related by a certain angle fy, known as the Weinberg angle. Our internal
supersymmetry proposal will determine this angle as 30°, or sin® Oy =
0.25, which is not too far from the measured value of 0.2312 4+ 0.003.
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e A two dimensional Hermitian vector bundle associated to the principal
U(2) bundle. In the general presentation of the Standard Model this vector
bundle is an extraneous ingredient put in “by hand”. In our theory this
vector bundle is g;, the odd component of a Lie super algebra bundle. The
sections of this bundle are regarded as the exterior degree zero components
of a superconnection. More details on this later.

e A degree-four polynomial on this vector bundle. In the general presenta-
tion this must also be provided by hand. In our theory, the quartic term
of this polynomial is the super-Yang-Mills functional.

e The vector bundle g; is associated to the original U(2) bundle, so U(2)
invariance determines the Hermitian metric up to a scalar factor. We pro-
posed to fix this scalar by relating it to the choice of scale entering into
the metric on su(2). This is done by using the concept of a Hermitian
Lie algebra, see S. Sternberg, J. Wolf, “Hermitian Lie algebras and meta-
plectic representations”, Trans. Amer. Math. Soc. 231 1 (1978) which
relates certain Lie superalgebras to ordinary Lie algebras. Once the met-
ric has been fixed, we can write the most general (invariant) degree four

polynomial as
all || * = ol - %

The next three steps are part of the standard Higgs mechanism, cf. for example
A. Derdzinski, Geometry of the standard model Section 11. We summarize them
here for the reader’s convenience. Additional details will be given below.

e If ¢ and b are both positive, then the quadratic polynomial

az? — bz
achieves its minimum at b
Z0 = —
07 24
and hence any section ¥ of our vector bundle lying on the three-sphere
bundle
141> = 2o

is a global minimum. Any such section is called a vacuum state. The
reduction of the principal U(2) bundle is achieved by fixing one such vac-
uum. For example, if the bundle is trivial and is given a trivialization
which identifies it with the trivial C? bundle then we may choose v of the

form
7/}:1% = (O>7U>0

v

SO

b

Ioll = 1/ -
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e The mass of the W particle is then given as

[0l

771 [|u(2)

(01
7'1—10.

See the discussion in Section 5.2 below. In terms of the parameter go
entering into the definition of the metric on su(2) (see (1)) this becomes

m(W) =

where

b

1 1
m(W) = 592”1/10“ = 592 %" (10)

e The mass of the Higgs field (see Section 5.3 below) is given by
m(Higgs) = 2v/b. (11)

This gives the value of the Higgs mass in terms of parameters entering
into the Higgs model. Notice that only the coefficient of the quadratic
term (b) enters into this formula, but if we know the coefficient a of the
quartic term, then we can get b from ||¢o] = \/b/2a.

As indicated above, we will derive the value of a from the supercurvature
and the metric on the superalgebra coming from a corresponding Lie alge-
bra, see equation (15) below. Thus we are able to predict the Higgs mass
from the observed experimental value of the W mass using (10) and (11)
and the value of a. We will find that m(Higgs)=2m(W).

To reiterate - we make no predictions about b. We do make a prediction of a
coming from the interpretation of the quartic term in the Higgs field as arising
from a super-Yang-Mills Lagrangian (to be explained below). No matter what
b is, the knowledge of a determines the ratio of the mass of the Higgs to the
mass of the W.

5.1.1 The Weinberg angle, again.

We return to equation (1) which gives the most general ad-invariant scalar
product on u(2). The Weinberg angle is then defined by

2
% = tan® Oyy.
92

Thus, for example, any choice of g; and g which leads to a value of
2
91
= =1/3
93 /
will yield a Weinberg angle of 30 degrees.
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5.1.2 Scalar products from representations.

Any faithful unitary representation r of u(2) will yield a positive definite scalar
product by letting the scalar product of A and B be

—trr(A)r(B).

Under our identification of u(2) with self adjoint rather than skew adjoint ma-
trices, which involves multiplication by i, we can forget about the minus sign.
But we do want to allow for an overall scale factor and so consider the metric

A g%tr (r(4)2) (12)

as being associated to the representation r. Of course the Weinberg angle will
be independent of the factor g.

So any theory which singles out a preferred faithful representation of u(2)
will give a prediction of the Weinberg angle. Our proposal is to regard u(2) as
the even part of the superalgebra su(2/1) C si(2/1). See Section 8.1 for the
definition of the Lie superalgebras sl(m/n). Each of these Lie superalgebras
has a fundamental (defining) representation as described in Section 8.1. In
particular, this picks out a preferred faithful representation of u(2) and hence
gives a prediction of the Weinberg angle. We do the computation in the next
section.

5.1.3 The Weinberg angle of the fundamental representation of si(2/1).

In this representation the two by two matrix A is represented by the three by

three matrix
A 0
r(4) = (0 trA> '

If we take A € su(2) so tr A =0 in (12) we get tr(r(A)?) = tr(A?) from which
we see that the go entering into formula (1) for the metric on u(2) is given by
g3 = g% If we take A =1 in (12) we get

1 0 0

=10 1 0

0 0 2

so tr(r(I)?) = 6. So ,
2 4 1
-5 6 = - SO % = =

g 91 2

yielding a Weinberg angle of 30 degrees.

5.2 Other quadratic forms.

Given a positive definite real scalar product (-, -) on a real vector space, any other
quadratic form is given by x — (Sxz,z) where S is a self-adjoint operator. We
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can then diagonalize S. If the second quadratic form is positive semi-definite,
then these eigenvalues are non-negative, and S has a unique square root S 3
with non-negative eigenvalues. For reasons of differential geometry - essentially
the reduction of a U(2) bundle to a U(1) bundle via the choice of section of an
associated bundle - these eigenvalues are identified with the masses of certain
spin 1 particles in the example I will now work out. I will do the elementary
linear algebra now, so we can see what is needed for mass predictions, and
discuss the geometry later.

For example, consider the standard action of u(2) on C? and define the
“second” quadratic form on u(2) to be

q(A) = [[Ao||Z2 = (Ao, Atho)ca
where 1) is a fixed element of C?, and where (-, )¢z is some U(2) invariant

scalar product on C? (and so is some positive multiple of the standard scalar
product). The corresponding bilinear form on u(2) is

<A, B> = RG(A’(/J(), Bwo)cz.
0
P 1= <'U> ,0>0
as above. Then

o = (8) oo = (—gv) Tyt = (°U>, and Iy = (S)

Then relative to any scalar product (-,-) on u(2) we have

In fact, let us take

(871, X)=(r,X)=0 for X =m,73,1.

If (-, -) is any of the invariant metrics (1), then (71, X) = 0 for X = 75,73, I. This
shows that 71 is an eigenvector of S with eigenvalue |[vq]|?/ H7-1||i(2). Similarly
for 75. Sections of the line bundles corresponding to these eigenvectors are
identified with the W particles. This accounts for the mass of the W as given
in equation (9) above.

We have (13 + I)thg = 0 so 73 + I is an eigenvector of S with eigenvalue
0. Expressed in terms of the orthonormal basis (2) and normalized so to have

length one gives
1 g g
T oL (92*11+91*27'3) :
(91 +93)2 2 2
The corresponding mass zero field is then identified with the electromagnetic
field.
Taking the orthogonal complement of the three eigenvectors found so far

(corresponding to the W’s and the electromagnetic field) gives the field of the
7 particle.
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All of the material in this section is part of the standard repertoire of the
Higgs mechanism and is not particular to the model we propose. For instance,
equation (9) is the formula in equation (11.30) A. Derdzinski, Geometry of the
standard model for the mass of the W up to differences in notation and the fact
that we are computing in natural units.

But it might be instructive to see how all this is written out in the physics lit-
erature, where “fields” are always scalar valued. In terms of the basis 7, 70, 73, [
we have verified that our quadratic form is given by

QX171 + Xomo + Xams + Y1) = 03(X2 + X2 + (Y — X3)?).

Let us express this in terms of the coordinates in the orthonormal basis written
above (and taking the standard Hermitian form on C?). We have

2Xi goT;
92 2

X =

so the coefficient W; of X;7; in terms of the normalized basis element is

2X;
W, =
g2

and hence
X; = %Wi,i: 1,2,3

and similarly Y = 4 B where B is coefficient relative to the last normalized
element. So

1
QW1 Wa, Wa, B) = 20* (3(W] + W3) + (9:Ws — 01 B)?) .
The rotation

1 g2 —91)
Ry, = ———
ow \/g% + g% <gl g2
in the W3, B plane brings the quadratic form to diagonal form. This is the

reason for angle terminology. The W7, W5 and Z are considered as transmitters
of the weak interaction, while the massless field is identified with the photon.

5.2.1 Experimental determination of the coupling constant g-.

The coupling constant go enters into the definition of the metric on u(2) as we
have seen, and is observed via the “strength” of the electro-weak interaction.
We have

e
g2 = sin GW
So if sin Oy = % we have go = 2e. If
e? L1
4r 137

then g5 = 0.6.
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5.3 The Higgs mass.

It is assumed that the Higgs field is a section of a Hermitian vector bundle with
potential V which has the form

V() = f({¢:¢))

where
f:[0,00) = R

is a smooth function with a minimum at zg. A particular section is ¥y chosen
with (¥o,%0) = 2zo. (If, as we shall assume, the Hermitian vector bundle is a
two dimensional bundle associated to a principal U(2) or SU(2) x U(1) bundle
this has the effect of reducing the principal bundle to a U(1) bundle.)

The most general section of our vector bundle is then written as ¢y + 1 and
we consider the quadratic term in the expansion of f(io 4+ 1) as a function of
1. It will be given by

5 Hess(F) (o) (n) = 2" (b, o)) (Re(t, n)).

For 1 tangent to the orbit of the action of U(2) this vanishes. But for € Ry we
have (1o, n) = £||%o|||n]| so for such n (known as the Higgs field) the quadratic
term is

220 " (20) |||

We want to consider this as a mass term, which means that we want to write
: ; : 1,202
this quadratic expression as 5m?[|n||*.

If
f(z) =az? —bz
with a and b positive constants, then the minimum of f is achieved at
b
20 = —
07 24
and
f//(Zo) = 2a.
So

22:0 f” (Zo) = 2b.

So we wish to write 2b|[||? as $m?||n||* where m is the mass of the Higgs. This
gives
m(Higgs) = 2Vb

as in equation (11) above.

Once again, all of the material in this section is part of the standard reper-
toire of the Higgs mechanism and is not particular to the model we propose.
Equation (11) is the formula in equation (11.30) of Derdzinski, Geometry of
the standard model for the Higgs mass up to the fact that we are computing in
natural units.

We will now revert to standard notation and write the Higgs field as 1.
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6 Using superconnections.

We assume that the Higgs field v is the degree zero piece of a superconnection
for su(2/1), and use this - together with an idea coming from the theory of
Hermitian Lie algebras - to predict a value of a, namely
L,
a==g;.
892
I will present a detailed exposition of the theory of superconnections later.
But I want to get to the punch line in a hurry. So I will now show how the
super-Yang-Mills Lagrangian for su(2/1) makes a prediction of the factor a
occurring in the f in the preceding section. In general, the Lagrangian of a
super-Yang-Mills-Higgs theory will be of the form

(1/2)||F|* + ...

where F' is the supercurvature and where .... involves the fermions, plus a
quadratic term in the Higgs whose origin we leave open. The supercurvature is
quadratic in the degree zero part of the superconnection, and hence the above
Lagrangian, being quadratic in F', will be quartic in the degree zero part of the
superconnection. So if we identify the Higgs field with this degree zero part, we
get a quartic polynomial in the Higgs which derives from the underlying theory
with no additional ad hoc assumptions. Here are the details of the computation:

If the Higgs field 1) is the degree zero piece of a superconnection for su(2/1),
then the supercurvature F will include a term %[t, ] which is a section of u(2)
regarded as the even part of su(2/1). If

0 0 «x
p=10 0 y
zZ g 0
then
1 ‘x|2 Y 0
sdl= {2y |y 0

0 0 |+ [yl

To compute || F||?, we need a metric on u(2). In the computation of the
Weinberg angle, we took the metric to be proportional to the metric induced
by the fundamental representation of s/(2/1). So we must use the metric

2
2 A 0
A g—gtr ((O trA) >
s0 as to get the metric (1) on the u(2) component. Applied to the §[t, ] given
above we get

4
— (Jz” + [yI*)%.
93
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Taking % of the above expression (as one half of the square length appears in
the Lagrangian) gives the quartic term as

2
g—2<lx\2 +y[*)%. (13)
2

6.1 The metric on the Higgs.

We need to express (13) as a||||*. To do this we must say what ||| is. We now
use the paper S. Sternberg, J. Wolf, “Hermitian Lie algebras and metaplectic
representations”, Trans. Amer. Math. Soc. 231 1 (1978) and propose that we
think of su(2/1) as the real part of the object whose imaginary part is su(3).

If T have time, I will explain this later.

On su(3) the only invariant metrics are scalar multiples of the Killing form,
and since we want the metric to reduce to the above metric on su(2) we must
choose ||[)]|? as

2 4
Y S trg? = = (|2 + [yf?). (14)
g3 92

Comparing the two expressions (13) and (14) gives

Substituting this into (10) gives
m(W) = Vb. (16)

Comparing with (11) gives
m(Higgs)
m(W)
This was the prediction in [N86]. For later versions of this prediction see [R98]
and references cited there.

=2. (17)

7 Superconnections.

In this section we give a self contained introduction to the theory of supercon-
nections for the convenience of the reader. In the main, we follow the exposition
given in [BGV91] with some changes in notation. For an alternative treatment
see [MaSa2000].

7.1 Superspaces and superalgebras.

A superspace F is just a vector space with a Zs grading:

E=EtoE".
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A superalgebra A is an algebra whose underlying vector space is a superspace
and such that

AT AT C AT, A~ A" CAT, At.ATCcA, A At CA.
The commutator of two homogeneous elements of A is defined as
[a,b] := ab — (—1)e"blpg,

We use the notation |a| = 0if a € A" and |a] =1 if a € A~ and we do addition
and multiplication mod 2.

A superalgebra is commutative if the commutator of any two elements van-
ishes. For example, the exterior algebra A(V') of a vector space is a commutative
superalgebra where

AT ="y e N2(V)e A (V)& -,

and
AV =N E)e A (V)@ -

7.2 The tensor product of two superalgebras.
If A and B are superspaces we make A ® B into a superspace by
la ®b| = |a|] + |b].
If A and B are superalgebras we make A ® B into a superalgebra by
(a®b)-(a @) = (-1 laa" @ bb'.

For example, the Clifford algebra of any vector space with a scalar product is
a superalgebra, where C(V)T consists of those elements which can be written
as a sum of products of an even number of elements of V and C (V)™ consists
of those elements which can be written as a sum of products of an odd number
of elements of V. If V and W are two spaces with scalar products then the
Clifford algebra of their orthogonal direct sum is the tensor product of their
Clifford algebras:
CVeWw)=C(V)®C(W).

We will use the convention of the algebraists rather than that of the geometers
in the definition of the Clifford algebra, W. Greub, Multilinear algebra Springer,
Berlin (1978) . So if V' is a vector space with a (not necessarily positive definite)
scalar product then C(V) is the universal algebra relative to the relations

uv + vu = 2(u,v)1.

Chevalley, in is classic book does not have the factor 2 on the right hand side,
because he considers fields of arbitrary characteristic, including characteristic
rwo

(In N. Berline, E. Getzler, M. Vergne: Heat Kernels and Dirac Operators,
Springer, Berlin 1991 the opposite convention (with a minus sign on the right
hand side) is used.)
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7.3 Lie superalgebras.

If A is an associative superalgebra the commutator of two homogeneous elements
of A was defined as
[a,b] := ab — (=1)el"blpq,

This commutator satisfies the axioms for a Lie superalgebra which are
e [a,b] + (=1)lel'Pl[b a] = 0, and
o [a,[b,c]] = [[a,b],c] + (=)' ¥I[b, [a, ]].

It was proved in L. Corwin, Y. Ne’eman, S. Sternberg, “Graded Lie algebras
in mathematics and physics”, Rev. Mod. Phy. 47 573 (1975) that every Lie
superaglebra has a universal (associative) enveloping algebra and that the ana-
logue of the Poincaré-Birkhoff-Witt theorem holds.

If A is a commutative superalgebra and L is a Lie superalgebra then A ® L
is again a Lie superalgebra under the usual definition:

a® X, b@Y]:=(—1)XIlab o [X,V].

7.4 The endomorphism algebra of a superspace.

Let E = ET @ E~ be a superspace. We make the algebra of all endomorphisms
(= linear transformations) of F into a superalgebra by letting End(E)™ consist
of those linear transformations which carry Et into ET and E~ into £~ while
End(E)~ interchanges the two components. Thus a typical element of End(E)™
looks like

(’3 g) . AcEnd(EY), DecEnd(E)

while a typical element of End(E)~ looks like

(g §>’ B:E- —E", C:Et - E".

An action (or a representation) of an associative algebra A on a superspace
E is a (gradation preserving) homomorphism of A into End(E). We then also
say that F is an A module.

Similarly, a representation of a Lie superalgebra L on a superspace FE is a
homomorphism of L into the commutator Lie superalgebra of End(E). This is
the same as an action of the universal enveloping algebra U(L) on E. We say
that E is an L module.

7.5 Superbundles.

Let &€ — M be a bundle of superspaces over a manifold M. We call such an
object a superbundle. So £ = £t ® £~ where £t — M and £~ — M are
vector bundles over M. We will call a section of £ an even section of £ and a
section of £~ an odd section of €.

28



If £ and F are superbundles, then £ ® F is a superbundle. In particular,
A(T*M) is a superbundle where

NT*M)* = AY(T*M) & NX(T*M) & ANHT*M) @ -,
ANT*M)™ = A (T*M) @& N3 (T*M) & N (T*M) @ - .

A section of A(T*M) ® € is called an £-valued differential form and the
space of all E-valued differential forms will be denoted by A(M, £). Locally any
element of A(M, E) is a sum of terms of the form o ® s where « is a differential
form on M and s is a section £.

7.6 The endomorphism bundle of a superbundle.

If & — M is a superbundle, then we can consider the superbundle End(&)
where, at each m € M we have End(£),, := End(&,,). We have an action of
any section of End(€) on any section of £. By tensor product, any element of
A(M,End(€)) acts on any element of A(M,E). In particular any element of
A(M), i.e. any differential form acts on A(M, E) and (super)commutes with all
elements of A(M,End(&)).

7.7 The centralizer of multiplication by differential forms.

Any element of A(M), i.e. any differential form, acts on A(M,E) and (su-
per)commutes with all elements of A(M,End(&)).

There is an important converse to this last assertion. A differential operator
on A(M,E) is by definition an operator which in local coordinates looks like

Z a,0"
.

where a, is a section of End A(M, ) and 97 = 9]* --- 9~ is a partial differen-
tiation operator in terms of the local coordinates. Leibnitz’s rule implies that if
such an operator commutes with all multiplications by functions then it can’t
really involve any differentiations. If furthermore it commutes with the action
of all elements of A(M) it must be given by the action of some element of
A(M,End(€)). In short: a differential operator on A(M, E) commutes with the
action of A(M) if and only if it is given by an element of A(M,End(£)).

7.8 Bundles of Lie superalgebras.

If g is a bundle of Lie superalgebras over M then A(M,g) is a Lie superalgebra
with bracket determined fiberwise (as we have seen) by

@ X,30Y] = (-)XIPlaAp) X, Y]

If £ is a superbundle on which g acts, meaning that we have a fiberwise Lie
superalgebra homomorphism p of g into the Lie superalgebra bundle End(&)
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(under fiberwise bracket), then we have an action of A(M, g) on A(M, &) deter-
mined by
pla® X)(Bev) = (=¥ g) @ (p(X)).

7.9 Superconnections.

A superconnection on a superbundle £ is an odd first order differential oper-
ator

A AE(M,E) — AT(M,E)

which satisfies
Aand) =daAb+(—1)YanAl, VaecAM), 0ec AM,E).

We can write this as
(A, e(a)] = e(da) (18)

where e(/3) denotes the operation of exterior multiplication by 5 € A(M).
Let T'(€) denote the space of smooth sections of £ which we can regard as a
subspace of A(M,E). Then

A:T(EE) - AT (M, E)
and A is completely determined by this map since
Ala®s) =da®s+ (—1)a® As

for all differential forms « and sections s of £.
Conversely, suppose that A : (%) — AT (M, €) is a first order differential
operator which satisfies

A(fs)=df ® s+ f ® As

for all functions f and sections s of £. Then we can extend A to A(M,E) by
setting
Ala®s)=da®s+ (-1 gs

without fear of running into a contradiction.

7.10 Extending superconnections to the bundle of endo-
morphisms.

If v € A(M,End(£)) define
Ay :=[An]

We claim that [A,~] belongs to A(M,End(£)). To prove this, we must check
that [A, ] commutes with all e(a), o € A(M). For any o € A(M) we have

Aoyoe(a) = (~1)"*A0e(a) oy
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= (—1)‘7‘"“|e(da) oy + (_1)Ia|+h\~\u|e(a) oAox

while
yohAoe(la) =voe(da)+ (-1)*yoe(a)o A

= (=) ele(da) oy + (=1)lelFlele(a) oy o A

[A,7]oe(a) = Aoyoe(a)— (—1)yoAoe(a)

= (1)l Mle(a) o [A,7]
Since |[A,7]| = |v| + 1 this shows that [[A,7], e(a)] = 0 as desired.

7.11 Supercurvature.

Consider the even operator A%2. We have, D. Quillen, “Superconnections and
the Chern character”, Topology 24 89 (1985),

[A% e()] = Ao [A,e(a)] + (=1)*[Ae(a)] 0 A =

Aoe(da) — (=D!%e(da) o A = [A, e(da)] = e(dd(a)) = 0.
So A? € A(M,End(€)). We set

F .= A?

and call it the curvature of the superconnection A.
The Bianchi identity says that

AF = 0.
Indeed AF is defined as [A,F] and since F := A? is even we have
[A,A%] =Ao0A? -~ A%0A =0

by the associative law.

7.12 The tensor product of two superconnections.

If £ and F are superbundles recall that £ ® F is the superbundle with grading

(ERF)T = ETQFtT@E RF,
ERF)™ = ETQF @& @Ft.

If A is a superconnection on £ and B is a superconnection on F then AQ1+1®B
is a superconnection on £ ® F. Thus

A®1+19B)(a®b) :=Ac®b+ (1) @ Bb.

A bit of computation shows that this definition is consistent and defines a su-
perconnection on £ ® F.
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7.13 The exterior components of a superconnection.

If A is a superconnection on on a superbundle £ we may break A into its
homogeneous components A which map I'(M, £) into A*(M, £), the space of
i-forms with values in &:

A=Ag+Ay+Ag+---.

Let s be a section of £ and f a function. By the above decomposition and the
defining property of a superconnection we have

A(fs) = Ap(fs)
=0

and

A(fs)=df @s+fY Ays

i=0
where n is the dimension of M. We see that

which is the defining property of an ordinary connection. Furthermore, since
A[q) has total odd degree, we see that as an ordinary connection

Ap:T(ET) > T(I"M®EY) and  Ap:T(E7) -TD(IT"MQE™).

It also follows from the above comparison of the two expressions for A(fs) that
the remaining A}, i # 1 are given by the action of an element of A*(M, End()).
For example A is given by an element of I'(M, End™ (£)).

7.14 A local computation.

To see what the supercurvature computation looks like in terms of a local de-
scription, let us assume that our bundle £ is trivial, i.e. £ = M X E where FE
is a superspace. Let us also assume that A has only components Ay and Af.
This will be the case in the physical model that we will propose.
We may thus write Ajg) = L € C°°(M,End™ (E)) so
L= ( 0 L) L~ € C=(M,Hom(E~, E*))
L+ 0 9 ) 9 9

LT € C*(M,Hom(E", E™)).
We may also write

Ap=d+A, AeAY(M,End(E)").
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Let V denote the covariant differential corresponding to the ordinary connection
A[l] Then

F = (A) = Afy + [App, Ap] + Afy = Afy + VAg + F

where F' is the curvature of A(;). In terms of the matrix decomposition above
we have
L~LT+ F* VL~
F= + +7- -
VL LTL™ 4+ F

where F'* is the restriction of F' to E*. Notice that F is quadratic in L, and
so any quadratic function of F will involve a quartic function of L. This will be
our proposal for the quartic term entering into the Higgs mechanism.

7.15 Superconnections and principal bundles.

Let g = go © g1 be a Lie superalgebra and G be a Lie group whose Lie algebra
is go. Suppose that we have a representation of G as (even) automorphisms of
g whose restriction to gg is the adjoint representation of G on its Lie algebra.
We will denote the representation of G on all of g by Ad.
Let P = P — M be a principal bundle with structure group G. Recall that
this means the following:

e We are given an action of G on P. To tie in with standard notation we
will denote this action by

(p,a)—pa~', peP a€G

so a € G acts on P by a diffeomorphism that we will denote by r,:
-1

rq: P — P, ro(p) = pa

If £ € go, then exp(—t) is a one parameter subgroup of G, and hence

Texp(—t€)

is a one parameter group of diffeomorphisms of P, and for each p € P,
the curve

Texp(—t&)P = p(exp tg)

is a smooth curve starting at ¢ at ¢ = 0. The tangent vector to this curve
at t = 0 is a tangent vector to P at p. In this way we get a linear map

d
up:go = TPy,  wup(§) = ap(exp t&) |t=0- (19)

e The action of G on P is free.

e The space P/G is a differentiable manifold M and the projection 7 : P —
M is a smooth fibration.
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e The fibration 7 is locally trivial consistent with the G action in the sense
that every m € M has a neighborhood U such that there exists a diffeo-

morphism
Yy 7N U)—=UxG
such that
moY=m
where

m: UxF—-=U
is projection onto the first factor and if ¢ (p) = (m, b) then

U(rep) = (m, bail).

Suppose that w : P — M is a principal fiber bundle with structure group
G. Since 7 is a submersion, we have the sub-bundle Vert of the tangent bundle
TP where Vert,,p € P consists of those tangent vectors which satisfy dm,v = 0.
From its construction, the subspace Vert, C T'P, is spanned by the tangents to
the curves p(expt§), & € go. In other words, u, is a surjective map from go to
Vert,. Since the action of G on P is free, we know that u, is injective. Putting
these two facts together we conclude that

If 7 : P — M is a principal fiber bundle with structure group G then u, is
an isomorphism of go with Vert, for every p € P.

An (ordinary) connection on a principal bundle is a choice of a “horizontal”
subbundle Hor complementary to the vertical bundle which is invariant under
the action of G. At any p we can define the projection

V, : TP, — Vert,

along Hory, i.e. V,, is the identity on Vert, and sends all elements of Hor, to
0. Giving Hor, is the same as giving V,, and condition of invariance under G
translates into

d(rp)poVp =V, pyod(ry), YbeG, peP.
This then defines a one form w on P with values in gg:
Wp = Uy, Lo V,.
Invariance of the connection under G translates into
rpw = Adpw.

Let {p be the vector field on P which is the infinitesimal generator of rexp e.
The the infinitesimal version of the preceding equation is

Dwa = [an]'

34



In view of the definition of u, as identifying £ with the tangent vector to the
curve t — p(expte) = rexp —tep at t = 0, we see that

i(Ep)w = —¢.

We now generalize this to superconnections: We define a superconnection
form A to be an odd element of A(P, g) which satisfies

rpA = AdyA YbeG (20)
i(€p)A = —§ Ve (21)
The meaning of (21) is the following:
A=A+ A+ + Ay, n=dimM

where Ap; is an i-form with values in g if 4 is odd and with values in g; it i is
even. Then A is a connection form and all the other components satisfy

i(€p)Ap = 0.

This condition together with (20) imply that these other components can be
identified with odd i-forms on M with values in g(P), the vector bundle over
M associated to the representation Ad of G on g.

More generally, if the superspace E is a G module and also a g module in a
consistent way, then we can form the associated bundle

which is a module for the associated bundle of superalgebras g(P). A k-form
on M with values in £ is the same thing as a k-form ¢ on P with values in F
which satisfies

1. i(€p)o=0 V€ gpand
2. r*0 = p(a)o where p denotes the action of G on E.

The bilinear map
g X EF—F

given by the action of g determines an exterior multiplication
Q(P,g) x QP E) — Q(P, E)
which we will denote by ¢. We then obtain a superconnection on £ given by

Ao =do+ Aso. (22)

35



7.16 The Higgs field and superconnections.

In the model that we proposed in [NS90] ,[NS91], we are given a bundle of Lie
superalgebras g = g(P) = go @ g1 as above. If we assume that the superconnec-
tion form A has only exterior terms of degree zero and one, then Ay is given
by the action of a section of g;. We take the sections of g1 = g1(P) to be the
Higgs fields. As described above, the supercurvature is then quadratic in the
Higgs field, and hence a super-Yang-Mills functional which will be be quartic in
the Higgs field.

7.17 Clifford Bundles and Clifford superconnections.

Suppose that M is a semi-Riemannian manifold so that we can form the bundle
of Clifford algebras C(T'M). Suppose that F is a bundle of Clifford modules.
We denote the action of a section a of C(T'M) on a section of F by c(a). We
extend this notation to denote the action of a Clifford bundle valued differential
form, i.e. an element of A(M,C(TM)) on A(M,F) by

cla®a)(f®s)= (1) anp)®c(a)s

on homogeneous elements.
A superconnection B on F is called a Clifford superconnection [BGV91]
if for all sections a of C(T(M)) we have

B, ¢(a)] = ¢(Va)

where V is the covariant differential on C(T(M)) coming from the Levi-Civita
connection on M.
Suppose that B and B’ are Clifford superconnections on F. Then

B-B,e(a)] =0 VaeAM)

so B—B' € A~ (M,End(F). Also
B—B' c(a) =0

implying that

B-B c A~ (M, EndC(M)(]:)).
Conversely, if 7 € A~(M,End¢ ) (F)) and B’ is a Clifford superconnection
then B = B’ + 7 is a Clifford superconnection. Thus the collection of all Clifford
superconnections is an affine space modeled on the linear space A~ (M, Endc(ar) (F))-

If £ is a superbundle and F is a bundle of Clifford modules then we can make
€ ® F into a Clifford module by letting a section a of C(TM) act as 1 ® c(a)
where ¢(a) denote the action of @ on F. If A is a superconnection on £ then
A®1,1®c(a)]=0
for all sections a of C(T'M) and so
A®1+13B,1®c(a)] =1®c(Va).

In other words, the tensor product of a superconnection with a Clifford super-
connection is a Clifford superconnection.
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7.18 The Dirac operator of a Clifford superconnection.

Let &€ be a Clifford module over the semi-Riemannian manifold M and let A be
a Clifford superconnection on £. We can associate to this data a certain first
order differential operator on sections of M

D =Dy : T(M,E) — T(M,E)

which generalizes the classical Dirac operator in the presence of an electromag-
netic field. In order to define it we need to record a relation between the Clifford
algebra and the exterior algebra.

7.18.1 The exterior algebra as a Clifford module.

Let V be a vector space with a non-degenerate scalar product (-,-) which then
defines an isomorphism of V' with its dual space V*: v — (v,-).

If v € V we will let i(v) : A(V) — A(V) denote interior product by the
element v* € V* corresponding to V. Explicitly, i(v) is the (odd) derivation on
A(V) determined by

iw)l1=0, i(v)w=(v,w), weW

We let e(v) : A(V) — A(V) denote exterior multiplication by v. If we put
the standard scalar product on A(V') induced by the scalar product on V| it is
easy to check that i(v) is the transpose of e(v). Since e(v)? = 0 it follows that
i(v)2 = 0 (as can also be checked directly from the definition) and that

(i(v) 4+ e(v)? = i(v)e(v) + e(v)i(v) = (v,v)id.

So v — i(v)+e(v) is a Clifford map and so makes A(V') into a C(V') module.
Consider the linear map

o: C(V)=AV), z—al

where 1 € A%(V) under the identification of A°(V) with the ground field. The
element x1 on the extreme right means the image of 1 under the action of
x € C(V). For elements vy, ...,v; € V this map sends

vy — v
vivg v Avg + (v1,v2)1
v1v2U3 > v Ava Avs + (v1,v2)vs — (v1,v3)va + (v2, v3)V1
v1V9U3Vy  — 1 AUy Avz Avg+ (V2,v3)v1 Avg — (V2,v4)v1 A s

+(v3,v4)v1 A v + (v1,v2)v3 A vg — (V1,03)v1 A vy
+(v1,v4)v2 A vz + (v1,v4)(v2,v3) — (v1,03)(v2, V4)
+(v1,v2)(vs, v4)
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If the v’s form an “orthonormal” basis of V' then the products
Vi Vg, 0 <dg---<ig, k=0,1,...,n (23)
form a basis of C'(V') while the
Uiy A A, i1 <igee<ig, k=0,1,....n (24)
form a basis of A(V'), and in fact
vic v o A A i (v,0) =0 V£ g (25)

In particular, the map o given above is an isomorphism of vector spaces.
We will let
q: AN(V)—-C(V) (26)

denote the inverse of o:
q:=0 1 (27)

On a semi-Riemannian manifold we have an identification £ of T'(M, A(T*M))
with T'(M, AT(M)) given by the metric. We can then apply the map q at each
point so as to get a map (which we will also denote by q):

q: T(M, AN(TM)) — T(M, C(M)).

7.18.2 The Dirac operator.

Let A be a Clifford superconnection on the Clifford module £. We have the
following sequence of maps:

I'(M,E) — AWM, E)=T(M,NT*"M)®E)
(®id: T'(M, /\(T* YRE) — T(MANTM)RE)
qid : T(M,ANTM)®E) — T(M,C(M)®E)
c:T(M,C(M)®€&) — TI(M,E)

where the last map c is given by the action of C'(M) on &.
The composite of all these operators is the Dirac operator

Dy : (M, E) - T(M,E) (28)
associated to the superconnection A.

7.18.3 A local description of the Dirac operator.

Let x!,..., 2" be a local coordinate system with dz!,..., dz™ the correspond-
ing differential forms and 01, ..., d, the corresponding vector fields so that the
exterior differential d is given by

d= zn:dxi ® 0;.
=1
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Let eq,...,e, be an “orthonormal” frame field over this coordinate neighbor-
hood and 6',...,0" the dual coframe field. The most general superconnection
on £ can then be written as

A:zn:dxi(@ai—k Z o' @ A;

i=1 I1c{1,...,n}
where
912207;1/\'”/\91']. where I:{’il,...,ij} i1<i2<"‘<ij (29)

and Ay is a section of End(€). Applying ¢ ® id gives

znjz(dxf‘)@aﬁ > AL (30)

i=1 I1c{1,...,n}

Applying q ® id gives

n

qu(diﬂi) ® 0; + Z qle!) ® A;

i=1 Ic{1,...,n}

and the applying the Clifford action gives

n

Dy =Y clatld)Nd; + 3 elale)oAr.

i=1 Ic{1...,n}

7.19 Clifford bundles and spinors.

So far, we have not made any assumptions about the dimension of M or about
the signature of the semi-Riemann metric on M. On a complex vector space,
all non-degenerate quadratic forms are equivalent. The Clifford algebra of an
even dimensional complex vector space with non-degenerate quadratic form is
isomorphic to End(S) where S = S, & S_ is known as the space of spinors. In
the case of a real vector space with a negative definite scalar product, which
we then complexify, there is a positive definite Hermitian form on S invariant
under the group Spin(V') which is the double cover in C(V') of the group SO(V).
The spaces Sy and S_ are orthogonal under the Hermitian form and give the
(irreducible) half spin representations of Spin(V'). These are well known facts
and can be found in standard texts such as [G78] or [BGVI1].

The case of physical interest is where we are dealing with a four dimensional
space with Lorentzian metric. The following is a summary of the well known
facts. As it is hard to find a cogent presentation of these facts in the standard
texts, we will give a more detailed presentation in the next section.

The (real) Clifford algebra C(3,1) (spacelike positive, timelike negative) is
isomorphic as an algebra to End(R*). Wedderburn’s theorem then implies that
this four dimensional real C(3,1) module, known as the space of Majorana
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spinors, is unique up to canonical isomorphism, and that any C(3,1) module is
isomorphic to the tensor product of this module with a trivial module.
The element

Y = €p€i1€2€3

(where eg, e1, €3, e3 is an oriented orthonormal basis) satisfies
7 =1

and
va =avy, a € Cy(3,1), ~b=-by, beCi(3,1).

Thus 7 defines a complex structure J on R* and the even elements of C(3, 1) act
as linear transformations (commute with J) while the odd elements of C'(3,1) act
as antilinear transformations (anti-commute with J). This complex structure
allows us identify the space R* of Majorana spinors with C2.

The group SI(2,C) is simply connected and is the double cover of the con-
nected component of the Lorentz group O(3,1). It preserves a complex symplec-
tic form (a non-degenerate anti-symmetric bilinear form) which is determined
up to multiplication by a non-zero complex number. Let H be the two com-
ponent group in C(3,1) which (double) covers the two component subgroup of
0(3,1) consisting of those Lorentz transformations which preserve the forward
light cone. (So H includes elements which project onto “parity transforma-
tions”.) Then there is a real symplectic form s on R* invariant under H which
is determined up to a non-zero real scalar multiple and a bilinear map j from
R* to Minkowski which is equivariant under the action of H.

The space of Dirac spinors is the complexification of the space of Majorana
spinors. It decomposes into the direct sum of the +i eigenvalues of J and these
are the right and left handed spinors. This is the Zs structure we will be using
throughout this paper. If we extend s to be a sesquilinear form on the space
of Dirac spinors, then is is a non-degenerate Hermitian form of signature (2, 2)
and is uniquely determined up to real scalar multiple as being invariant under
H. The space of right or left handed spinors is isotropic under this Hermitian
form.

7.20 Facts about Dirac spinors.

The facts collected in this section are well known to physicists. For the conve-
nience of the mathematical reader we collect them here.

7.20.1 The element ~ in general.

Let V' be a real vector space with a non-degenerate quadratic form of signature
(p,q) and let C be the corresponding Clifford algebra. Let

Vly oo o5 Upy Uptly -5 Uptg
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be an “orthonormal” basis so that

1 1<:<p
(vi,v;)) =
-1 p+1<i<p+gq.
Let
'Y::Ul'vz""Uerq.

Notice that + is determined up to sign (fixed by choosing an orientation of V')
and satisfies

= (—1)%"(”_1”‘110 n=p+qg=dmV
w = (=1)"tvy, veV.

Ifp=qg+2thenn=2(¢g+1) and
1
§n(n—1)+q:(q+1)(2q+1)+q:2q2+4q+1

is odd hence

¥ = -1¢ (31)
yooo= —vy. (32)

These equations will also hold if p = g + r where r = 2 mod 4.

7.20.2 Majorana spinors for C(q + 2,2).
By Bott periodicity (see for example [G78]) we have

Clp.g)®C(2,0) = Clg+2,p)
C(¢,q) = End(R*)

C(2,0) = End(R?) hence
Clg+2,q) = End®R>")

Then (31) says that v € End(RZQH) defines a complex structure on R2*" and
(32) implies that all the odd elements of C = C(q + 2,q) act as antilinear
transformations and all the even elements act as linear elements on the space
of Majorana spinors: S = C?' ~ R2

7.20.3 Majorana spinors in four dimensions.

We know that Spin(3,1) is isomorphic to si(2,C). In fact, we will shortly give
a an explicit realization of this fact. So there is an invariant anti-symmetric
complex bilinear form on S which is invariant under Spin(3,1). (Such an ob-
ject is called a complex symplectic form.) In fact, there is a whole family of
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them determined up to multiplication by a complex number. If we enlarge the
group Spin(3,1) to include conjugation by time-like vectors we will find that
we obtain a group G which double covers the subgroup of O(3,1) which has two
components consisting of the connected component SO(3,1) and also the parity
transformations. We will find that there is a real symplectic form s on .S which
is invariant under G. This will determine s up to multiplication by a non-zero
real number. We will also find that s determines a quadratic map j from S to
vectors, and we will use this to associate a “current” to each pair of spinors.

Let eg be a “unit” time like vector so that e = —1¢. Hence eq is invertible
in the Clifford algebra C' = C(3,1) and

€o L= —eg-
Consider the operation of conjugation by eq in the Clifford algebra:

a— eoaeal = —egaeg.

Acting on eg we get
€y — 76% = €9.

Acting on a vector v perpendicular to eg we get
— 2,
V= —egveyg = tequ = —.

Thus conjugation by ey carries the subspace R®! into itself and acts there as
the “parity transformation” P:

Peg=¢9g, Pv=-v ifv _Leg.

For a general discussion of the “Pin group” using twisted conjugation rather
than conjugation see [G78].

7.20.4 A model for the Majorana spinors.

We identify the space V = R3 with the space of two by two (complex) self
adjoint matrices: if P and @ are self adjoint two by two matrices we define

IPIP = det P, (P,Q) = gir PQ* (33)

where Q* denotes the “adjoint” according to Cramer’s rule
a b . d —b
c d —c a

QQ*=det Q I.

SO

We have
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t—x y+ZZ 42 2 2 2
det<y—iz t—l—w)t -y —z (34)

so the space of self-adjoint two by two matrices is a model of R'3.
Let A be a two by two complex matrix. If P is self-adjoint then so is AP AT

and the map
P APAT

is a real linear map of the space of two by two self adjoint matrices into itself.
If det A = 1 then
det(APA") = det P.

This shows that we have a homomorphism from SI(2,C) — SO(1,3). It is not
hard to show that this homomorphism is two to one and surjective and hence
gives an identification of Spin(1,3) = Spin(3,1) with Si(2,C). We will take the
space of spinors to be C? regarded as a real four dimensional space. Define the

anti-linear operator
*x:C% - C?, *: (x)}_}(—y >
Y z

* =T

Then

and
(xu,u) =0, Yue C?

where (, ) denotes the standard Hermitian form on C2. A direct verification
shows that
*A = A% (35)

for any two by two complex matrix, A.

Indeed, if A = (a b) then
c d

z\ _  [ax+by\ _ —CT —dy at AN d —¢\ (-7
*A<y>_*(cx+dy>_<ax+by>’A * y) \=b a T )

In particular, for self adjoint matrices, P, we have

*Px~ 1 = p?, (36)

10
PZeO:(o 1)

then P* = P. On the other hand, if P is orthogonal to eg, so that tr P = 0,
then P = —P?. Thus conjugation by * induces the “parity transformation” on
Minkowski space.

If we take
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Any A € S1(2,C) satisfies

A2 = A—l
and therefore for A € SI(2,C) we have
Ap(P)A™! = APxA7!
= APA"«
= u(APAD).
The transformation
P APAT
gives the action of A € SI(2,C) on P € RY3. Thus the equation
Ap(P)A™! = pu(APAT) (37)

asserts that the map p : R — Endg(C?) is an SI(2,C) morphism. Observe
also that in this representation the element + +— 414, where 7 denotes the usual
multiplication by the complex number i on C?, because v commutes with with
all even elements of C(3,1) and its square is —1. The choice of sign reflects
the indeterminacy in the choice of v depending on the choice of orientation in
Minkowski space. In order to avoid later confusion when we complexify the
space C? and hence have still another notion of multiplication by %, we shall
denote the element v in our case by the neutral symbol J.

7.20.5 Bilinear covariants for Majorana spinors.
Define the real quadratic map
j:S=C*—RY ju):=uxul. (38)

We have
j(Au) = Aj(u)AT VA € gl(2,C), (39)

implying the equivariance of the map j for the group Si(2,C). Also (u,v) =
(*v,xu) Vu,v € C? hence

ixu) v = (v,%u) *xu

*{ (ku, v)u}
*{ (xv, % * u)u}
= *{(—*v,u)u}
(

= «{(x"'v,u)u} so

) = )<t

This equation, together with (39) has the following meaning: Let G denote
the subgroup of the group of all invertible real linear transformations of C2
generated by SI(2,C) and *. Since

*Ax7L = AT71 v A € SI(2,C), (40)
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we see that G consists of elements of the form B or Bx, B € SI(2,C). So
the group G consists of two of the four components of the group Pin(3,1),
the double cover of O(3,1) in the Clifford algebra. Indeed G consists of those
elements of Pin(3,1) which (in their action on R*!) preserve the direction of
time.

j () = i (u)x ! (41)

thus asserts that j is a morphism for the “parity” action of G on Minkowski
space. (This is usually expressed by saying that j defines a “vector current”
as opposed to an “axial current”.) Notice that the time component of j(u) is
always non-negative. Indeed

trj(u) = [[ul|*. (42)

This result was important to Dirac in that it allowed the interpretation of the
time component of j(u) as a probability density, when j(u) is interpreted as a
current.

The map j, being quadratic, defines, by polarization, a real symmetric bilin-
ear map from C? to Minkowski space:

1
j(u,v) := §(u @ vl +v®uh).
We can also consider the antisymmetric form
1
b:C?xC? =R b(u,v) := §J(U®UT—U®UT). (43)

(Remember that the J in this equation is simply multiplication by 4 or by —i
depending on the orientation. So the matrix on the right is indeed self adjoint.)
“Polarizing” the argument that we gave above shows that

(%u) @ (xv) = *[u @ vl %71,
But
Jx=—%J

b(xu, *xv) = — * b(u,v) % 1. (44)

One says that “b(u, v) is an axial current”. Now C? carries a C valued symplectic
form invariant under SI(2,C) (in fact a one complex dimensional space of them).
We can use the symplectic form to identify C? with its dual and so define a
bilinear map

c:C?xC? = gl(2,C), c(u,v)w:=wv,w)u
where w is (a choice of ) symplectic form. One choice of the symplectic form is

w(v,w) := (w,*v).
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Explicitly
(w,*v) = viwy — Vawy.

For this choice we have
c(u,v) = u® (xv)'. (45)

So
c(u, v)w = (w, *v)u.

Now (w,*v) = (v,x tw) = (¥ 1w, v) so we see that this choice of ¢ satisfies

c(xu, *v) = *c(u,v) x 1. (46)
Under the conjugation action of Si(2,C) the space gl(2,C) decomposes as
gl(2,C) = sl(2,C) » C.
Under the action of conjugation by x we have the further decomposition
C=Ra&iR
which is the 1 eigenvector decomposition. We can thus write
c=adsPiq

where a is the si(2,C) component, where s is a “scalar” (transforms according
to the trivial representation of G) and where ¢ is a “pseudoscalar” (transforms
according the representation which assigns +1 to the identity component and
—1 to the other component of G). Both s and ¢ are real valued symplectic forms
on S = C2

Notice that for any P € RY3,  u(P) is in the symplectic algebra of the
symplectic form s (as are the elements of sl(2,C)). Indeed,

s((P)u,v) = % Re tr ¢(P * u,v)
= %Re (P*wu,*v) while
s(u, u(P)v) = Re (u,*P *v)
= %Re (*u, % * P xv)
= —%Re (xu, P x v)
= —%Re (P * u,*v)
since xx = —1 and P is self adjoint. Hence
s(u(P)u, v) + s(u, p(P)v) = 0.
Therefore u(P) determines a quadratic form

u = s(u(P)u,u)
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on S = C? since

s(u(P)u,v) = —s(u, u(P)v) = s(u(P)v, ).

We claim that
s(u(P)u,u) = P -j(u). (47)
Indeed, by the definition of the scalar product, by (36), by (41), and by the
definition (38) of j we have,

Poiw) = gir Pi()*

1

= §tr Pxi(u) !
1 .

= itr Pj(*u)

= %(P * U, XU
= s(u(P)u,u)

since P is self adjoint implying that (Pxu, u) is real and by definition, s(u(P)u,w)
iRe (P *u,*u).

We shall see later on that the representation of G on S is absolutely irre-
ducible, that is, remains irreducible even after complexification. But this implies
that (up to non-zero real scalars) there can exist at most one G invariant real
symplectic form. Since we have expressed j in terms of s, we see that s, and
hence j are determined (up to scalar factors) by the representation of G on S.

7.20.6 The Dirac equation for Majorana spinors.

We now explain how the general notion of the Dirac operator associated to a
Clifford connection specializes to yield the Dirac operator on Majorana spinors
when we take the trivial connection.

Let S — M be the trivial vector bundle over Minkowski space, M whose
fiber is S. Let 1 be a section of S, so we can think of ¢ as a function from
M — 5. Then dy is a section of T* ® S where T™ is the cotangent bundle of
M. Using the Minkowski metric, we can identify T* with T ~ R%3 and then
apply

w:T®S —S.

So
p(dip)

is a section of S. The physicists write u(9)¥ for u(dy) since, if
_ (" >
¢‘<w
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is regarded as a C? valued function, then
o (90 — 33 61 + iaz 1/)1
uldy) = ( O —idy S+ )\ )
The (Majorana version of the) Dirac equation is

p(dyp) = map. (48)

If 4 is a solution of this equation, the corresponding vector field, j(¢) is called
the current associated to 1. We claim that

div j(¢) = 0. (49)
Indeed

Equation (49) expresses the “conservation of the current”.
Notice that if we seek plane wave solutions to the Dirac equation

Y(z) =cos(P-z+a)u u e C?

then (48) implies that
1P|[* = m?

if u # 0.

We may think of d mapping sections of S to sections of T* ® S as defining
a flat connection on S. We may modify this connection by considering S as a
U(1) bundle which has its own connection adding a one form and so consider
the equation

w(dp + eA® ) = ma.

This is the Dirac equation in the presence of an external electromagnetic field
with four potential A.

7.20.7 Complexifying a vector space with a complex structure.

The space of Dirac spinors is the complexification of the space of Majorana
spinors. This will involve us several times in the painful process of complex-
ifying a real vector space with a complex structure, so we review the general
construction.
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Let V be a real vector space with a complex structure. That is, we are given
an operator J on V such that J2 = —I. Any operator, A, on V extends as the
operator A®id on V€ =V @ C. When there is no danger of confusion we shall
continue to denote this extended operator by A. Thus the (extended) operator
J has eigenvalues &i on V. In other words VC decomposes as

C C C

where
VE={u—iJu, ueV}

consists of all the +i eigenvectors of J and
VE {u+iJu, ueV}

consists of all the —i eigenvectors of J.

Suppose that the operator Ais J linear, meaning that AJ = JA. Suppose
that we choose a J basis of V. This means that we choose vectors eq,...,e, so
that the vectors

€1,...,en,Jder, ..., Jey

form a basis of V' . Relative to such a basis the assertion that A is J linear
amounts to saying that A has the block matrix decomposition

a —b
am(n0).
Now e; —iJdeq, ..., e, —iJe, is a basis of Vf while e; +1iJeq,..., e, +iJe, is a
basis of V€. It then follows immediately that in terms of the combined basis of
VC we have

A®id = a+ib O. if A= a —b is J linear.
0 a—1b b a

Now suppose that A is anti-J linear, meaning that AJ = —JA. This amounts
to saying that A has the block decomposition

a b
a=(5 %)
and it follows that

_ 0 a+ib . [ a b . 1.
A= ( a—ib 0 > if A= ( b —a) is J anti-linear.

For example, let us consider the case where V = g is a Lie algebra in which
the Lie bracket is J linear. This Lie bracket extends by complexification to
g® C = g®, and the two subspaces gE and g€ are subalgebras each isomorphic
to g under the isomorphisms

£ (e~ ide),

NG (& +14J¢).

1
fHﬁ
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Suppose that the Lie algebra g has a representation on the vector space S
which carries a complex structure, Jg, and that the complex structure on g is
consistent with the complex structure on S in the sense that

§(Jsu) = (Jg&)u.

where J4 denotes the complex structure on g. We can drop the two subscripts
and write this as
EJu = J&u.

Then
(€ —iJE) (u+ iJu) = Eu + iJéu — iJ€u — 2% Eu = 0.

In other words gg acts trivially on S€ and similarly g€ acts trivially on Sjcr.
Also the action of gg on SSE is isomorphic to the action of g on S and similarly
for the other component.

In the case of interest to us we see that

sl(2,C) @ C =sl(2,C) @ sl(2,C)

and that the space of Dirac spinors, the complexification of the space of Majo-
rana spinors, decomposes as

1 1
570) @ (07 7)7

SeC=25%ast = 5

where 2 denotes the standard two dimensional representation of s/(2,C) and 0
denotes the trivial representation.
Any J— antilinear map of S (where J is now ) extends to a complex linear
map of
D=S®C

which switches the two components. In particular this applies to the operator
*. So we see that the group G acts irreducibly on D as claimed above.

Let us now consider the action of the real Lie algebra si(2,C) on Minkowski
space, identified, as usual, with the space of self adjoint two by two matrices.
The action is given by

P £P 4 PET.

Since every complex square matrix can be written as P + i) where P and
Q are self adjoint, we see that the complexification of Minkowski space is just
gl(2,C), the space of all complex two by two matrices. Furthermore, recalling
that the complex structure on si(2,C) is exactly multiplication by the scalar
matrix, ¢/, we see that
(JEP = icP = £(iP)

as two by two matrices and hence

(£+iJE)P = 0.
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Similarly

Pt —iJet) =o.
Thus M€ is irreducible under s/(2,C) ® C and is the representation (3, 1), the
tensor product of the basic representation of each factor. Recall that D = S®C
is the complexification of the space of Majorana spinors. We extend u(P) by
complex linearity to D and define

Y(P) =ip(P)

where ¢ is now the good old fashioned complex number and so commutes with
w(P). Hence
Y(P)? = ||P|P1.

These are the defining relations for the Dirac “matrices”. But notice that the
Clifford algebra C(1,3) is isomorphic to the algebra H(2) of all two by two
matrices over the quaternions. Hence its minimal module must have dimension
eight over the real numbers. Thus the Dirac matrices have no realization as
four by four real matrices. This is in contrast to the algebra C(3,1) which we
studied above in conjunction with the Majorana spinors. The Dirac equation is
as before, namely

—iy(0) = p(0)Y = mip.

But now v is a D valued function and D is a complex vector space so we can
seek plane wave solutions of the form

() = u(P)er ™.

Then we must have
Y(P)u(P) = mu(P)

which implies
1P|[* = m?

as before.

Thus if ¢ is a general solution of the Dirac equation, its Fourier transform
must be supported on the two sheeted hyperboloid ||P||? = m?2. It is a fact
that the space of ¥ concentrated on the forward (or backward) sheet provides

an irreducible unitary representation of the Poincaré group.

7.20.8 Sesquilinear covariants for Dirac spinors.

For each of the bilinear covariants defined on the space of Majorana spinors S
we have a choice: we can extend it as a bilinear or as a sesquilinear form on
D ® D. For example, let us extend j so as to be sesquilinear. Then

(u+iv) @ (uf —ivh)
= weu +vev +iveu —uel],

j(u+iv)
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where u and v are elements of S. The original group G acts as real linear
transformations on D = S€ and hence the relations

i(Aw) = Aj(w)AT, j(xw) = j(w)?

continue to hold for w € D and A € SI(2,C). Also u(0) is a real operator, so
if ¢ is a complex (i.e. D valued) solution of the Dirac equation we continue to
have

div j(¢) = 0.
Notice that
[ul* + [[o]|* + 2iIm (u,v)

[Tl + [oll* = 2{full]]v]]
0.

tr j(u + iv)

2
>

Similarly the real symplectic form s extends to D as a C valued anti Her-
mitian form:

s(v,u) = —s(u,v).

So we can define a GG invariant Hermitian form by
(u,v) :=is(u,v). (50)

Since the complexification of any (real two dimensional) Lagrangian subspace
of S will be a null space for { , ) we see that { , ) has signature (2,2). In fact
we have the decomposition

D=D,seD_

into two complex inequivalent irreducible representations of si(2,C) according
to the +i eigenvectors of J. The restriction of (, ) to each component must be
trivial since C? admits no sl(2,C) invariant Hermitian form. We can see this
directly since

s(Ju,v) = s(u, Jv)

and
I =-I
imply that
s(u+iJu,v+iJv) = s(u,v) + s(Ju, Jv) + i[s(Ju,v) — s(u, Jv)]
= 0.
Notice that
((Plu,v) = =s(?(P)u,v)
= s(u,?(P)v)
= (u,7(P)v).
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In other words the operators v(P) are self adjointrelative to the Hermitian
form (, ). It follows from equation (47) that

Pjw) = (y(P)w, w). (51)

The Hermitian form ( ,) determines an antilinear map D — D*. The image
of a spinor w is called the spinor adjoint to w and is denoted in the physics
literature by putting a bar over w. Thus

(2) = (z,w).

gl

8 Special representations of sl(m/n).

8.1 The definition of the Lie superalgebras si(m/n).

We begin by recalling the definition of these superalgebras. For general facts
about Lie superalgebras we refer to the book [Sch79] or the articles [CNS75] or
[Kac77].
Let
V=WweWh

be a supervector space with
dimVy=m, and dimV; =n.

The Lie superalgebra sl(Vy/V;) is the (commutator) Lie superalgebra of the
superalgebra of all endomorphisms with supertrace zero. A typical such endo-
morphism has the form

A B
<C D> trA=trD.

Here

A € Hom(Vp, Vp), B € Hom(Vy,Vy), C € Hom(Vy, Vi),
D € Hom(Vy, V7).

Recall that those endomorphisms which preserve the grading (those with B =
C =0) are “even”, i.e. belong to sli(Vp/V1)o and those that reverse the grading
(those with A = D = 0) are “odd”, i.e. belong to si(V,/V1)1. We are assuming
that the vector spaces Vj and V; are finite dimensional. The structure of the
Lie algebra clearly depends only on the dimensions of these spaces and hence
the notation si(m/n).

Since our spaces are finite dimensional, we may identify Hom(V, Vp) with
Vo ® Vi*. Under this identification, if v € Vy and € € V{* then v ® ¢ is identified
with the rank one linear transformation given by

(v@&uw = (&, w)v
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where (€, w) denotes the value of the linear function £ on the vector w. These
rank one linear transformations span Hom(Vy,Vp). Similar identifications will
be made for each of the other three spaces corresponding to the entries of our
block matrix. For example, we compute the (super)commutator

{(8 vgg)(x;u 8)]:(@7@8}@# </~L,v>0w®£>'

Notice that the trace of the upper left block and the lower right block are both
equal to (£, ) (i, v). This proves that sl(Vp, V1) is indeed a Lie super subalgebra
of the Lie superalgebra of End(V).

To save space we will write the above bracket relations (and similar ones) as
follows: We write

sl(Vo/Vi)o = (Vo @ Vi) & (Vi @ V)
and
silVo/Viqr = Voo Vi) e (Vi@ Vy).

Then we would write the preceding bracket relation as
[U®£’I®M] = <§,I>’U®p, > <,LL,U>IZ?®£

8.2 The representation of sl(1,/V;) on the super exterior
algebra of V.

By definition, the super exterior algebra A (V') of a superspace V is

A\V) = A(Vo) @ (V)

where S(V1) denotes the symmetric algebra of V; so

o0

S(i) = @ st v)

k=0

and S*(V}) consists of homogeneous polynomials of degree k on V}*. The multi-
plication in S(V7) is the ordinary multiplication of polynomials so the elements
of S¥(V1) are all declared to have even grading even if k is odd.

The Lie superalgebra sl(Vp, V1) has a natural representation on A\(V). Per-
haps the best way to realize this representation is by imbedding sl(Vp, V1) in the
orthosymplectic algebra as the centralizer of a one dimensional subalgebra. This
“Howe pair” point of view is explained by Howe in his original paper [H77]. In
[NS82] we used this description in conjunction with the method of dimensional
reduction. But here is a direct description:

Each x € V; defines a multiplication operator on S(V):

My : Sk(Vl) — Sk'H(Vl)
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given by
(maf)(n);= (n,x)f(n), ¥neV (52)
Each & € V;* defines a derivation D¢ of S(V1) so

De(fg) = (Def)g + fDeg
determined by
Del=0 and Dex={(¢,x) VaeV =S5 (). (53)
The standard Fock commutation relations hold, i.e.
Demg — mgDe = (€, x)id. (54)

Similarly, each v € Vj determines the operator of exterior multiplication by
v which we currently denote by e, and each p € V defines the operator on
A(Vp) of interior multiplication by g which we will denote by i,. So 4, is the
(odd) derivation of A(Vp):

iy /\k(Vo) — /\kfl(Vo)
determined by
iu(wi Aws) = iy (wi) Aws + (1) wy Ady (ws)
on homogeneous elements,
i = {p,v) YveVy=A (W),

and
i,1 = 0.

We have the supercommutation relations

[e’l)17 evz] = 07
[im ’ iuz] = )
[evviu] = <‘LL,U>id.

In short, m and D are Bose-Einstein creation and annihilation operators while
e and i are Fermi-Dirac creation and annihilation operators.

If v € Vi and £ € V¥ then m, o D¢ is again a derivation of S(V7) since a
derivation followed by a multiplication is again a derivation. In fact, it is the
derivation determined by the map

y = (§y)r

on Vi and this is just the linear transformation x ® £. Similarly, e, o i, is the
derivation of A(Vy) determined by the linear transformation v ® p on Vp.
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If v € Vp and € € V{* then e, 0 D¢ := (e, ® 1) 0 (1® D¢) is an odd derivation
of A(V):
(6UOD€)(O'®f) Z’U/\O'®D§f

so that

cvoDe((0@ f)lw®g)) = evoDeloAw® fg)
= vAcAw® De(fg)
= vAoAw®((Def)g + fDeg)
= VAT Aw® (Def)g+ (—D)Ilo AvAw® fDeg
= (o De(0®f))(w®g)
+(=1)"®fl(0 @ f)e, 0 De(w ® g).

By definition

ey 0 De : AP(Vo) ®@ S*(V1) — APTL (V) @ SF=H (7). (55)
Similarly we have the odd derivation m, o4, on A(V) and

mg o, AP(Vo) @ S¥(V1) — AP71H(Vp) ® SHT1 (1), (56)

Also we have the even derivations m, o D¢ and e, o4, which preserve all
bidegrees. We have

[6U10D51761}2OD52} = evlnglOev20D52+6U20D§206U10D§1
= (6’1116112 + 6U2€U1) ®D§1D§2 since D§2D€1 = D€1D§2
= 0
and similarly
[mrl o i#l’mf2 o i#2] =0

while

[evng,iuomx] = ey,0t, ®Dgomy +1i,0e, ®myoDe
(€, x)ey 0y, @1+ e,00, @myDe — ey 01y, @My o De + (1, v)1 @ myDe
= <£7$>6v07;”®1+ <N,U>1®me§

This shows that sl(Vy/V1) acts as derivations of A(V') where

VR > ey 0y (57)
T®E = mgoD; (58)
VRE — e,0D; (59)
TRU = Mgy Oi,. (60)

Notice that for each integer k the finite dimensional subspace of A (V) given by

N(Vo) © S (Vi) @ AL (Vo) @ S*H(W) @ -+ @ A"(V) @ S¥7 (1)
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is invariant. In the above expression (and in contrast to our notation in the next
section) the space S*(V}) is taken to be 0 if £ < 0. It is clear that each such
subspace is irreducible under si(Vp, V7). We have thus associated an irreducible
representation of si(Vp, V1) to each non-negative integer k.

If we replace the spaces of homogenous polynomials S*(V;) by the spaces
F* of all smooth functions homogenous of degree b and defined on some fixed
open cone in V7* with vertex at the origin (vertex not included), then we still
have the multiplication operator m, : F* — F**! given by (52), the derivation
operator D¢ : F* — F’~! given by (53) and the commutation relations (54)
continue to hold. If dim V4 > 1 and the cone is non-empty these spaces are
infinite dimensional. But if V; is one dimensional something special happens.

8.3  Special representations of si(m/1).

We suppose that V; = C. We now let S? = S*(V}) denote the one dimensional
space with basis element p,. Now b can be any complex number. For x € V;
define

my : S? — S0t

by

MzPy = TPpt1- (61)
For £ € V" define

Dg: 8" — s
by

Depp = b&pp—1- (62)

The commutation relation (54) continues to hold (where (£, z) is simply the
product £x). So the ingredients that we needed to construct the representations
of sl(m/n) in the preceding section are all present. In this way, [NS80], we have
associated a finite dimensional representation of sl(m/1) on

/\O(VO)®Sb@/\1(vo)®sb71@...@/\m(vo)(gsbfm (63)

for each complex number b and these representations are irreducible unless b
is a non-negative integer with 0 < b < m. Since all the spaces S* are one
dimensional, all of these representation are on a space of dimension 2™, the
same dimension as that of the exterior algebra.

Each of the summands in (63) is invariant and irreducible under si(m/1)q. It
will be useful for future computations to record the action of a diagonal matrix
on each of these components: The action of the diagonal matrix

w 0 -+ 0
0 wuy -+ 0

: : 0 , U=ui4+us+ -+ unm
0 0 U, | O

0 0 0 |U
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is as follows:
On the one dimensional space A°(Vy) ® S? it is multiplication by

bU.

If v1,...v,, is the basis in terms of which the above matrix is diagonal, the
action on A'(Vp) ® SP~! is diagonal with basis v ® pp_1,...,Vm ® pp_1 With
eigenvalues

up+ O -—1U, ..., upm + (b— 1)U,

and in general, the action on A?(Vy) ® SP~7 is diagonal with basis
(Vi A A, ) @ pyg, 11 <--- <y (64)
and corresponding eigenvalues
wi, + -+, + (b—q)U. (65)

In tabulating computations we will usually use some shorthand for the eigen-
vectors (64). For example we do not need to include the ®py_, since this is
determined by the representation. We will also shorten the notation for the
wedge product and simply write

iy ... i

for the eigenvector (64).

9 sl(2/1) and the electroweak isospins and hy-
percharges.

In [NS80] we showed how to derive the various values of the weak isospin and
hypercharge by choosing the appropriate elements of sl(2/1) and then choosing
various parameters for b in (63). In particular, we predicted the existence of the
right handed neutrino which occurs with weak isospin and hypercharge zero,
and does not participate to first order in the weak interaction. With the recent
discovery that the neutrino has positive mass [Fu98] this expectation has been
justified.

The choice of the weak isospin and hyperchange elements of sl(2/1) are (up
to the pervasive factor of 7):

Is =

~
Il
oI =
| —= O
[\l Nl en}
—
(@)
D
2

We will tabulate below the weak isospin and hypercharge values correspond-
ing to the leptons (b = 0) and the quarks (b = £) and their anti-particles (b =1
corresponding to the anti-leptons and b = % corresponding to the anti-quarks).
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In the full geometrical theory, we would take the tensor product of the superbun-
dle associated to these representations su(2/1) with the bundle of Dirac spinors
which has the Zs gradation according to chirality. From the tables below it will
follow that all the particles have the same total degree (in the tensor product)
which is opposite to the total degrees of the anti-particles.

9.1 b =0 - the leptons.

We get the lepton assignments by choosing the parameter b = 0 in (63). For
the reader’s convenience we have also tabulated the electric charge

1
Q=13+ =Y.
2
leptons (b=0) | A°(Vo) | AL(Vh) | A2(Vo)
basis elements ] 1 2 12
I3 0 3 —3 0 (67)
Y 0 -1 -1 -2
Q 0 0 -1 -1
particle VR VL er eR

Notice that the gradation of the superspace on which the representation takes
place corresponds to chirality - the first and third columns which correspond to
AT (Vo) = AV (V) @S D A2 (Vo) ®S~2 corresponds to right handed particles while
A (Vo) = AL (V) @ S™1 corresponds to left handed particles. Notice also that
the entire even subalgebra sl(2/1)g acts trivially on A°(Vp) ® S° corresponding
to the right handed neutrino.

9.2 b= % - the quarks.

The choice b = % gives the electroweak isospin and hypercharge assignments for
quarks:

quarks (b= 2) | A°(Vo) | AY(VD) | A2(Vo)
basis elements 1] 1 2 12
h 0 13 -4 o
(68)

4 1 1 2

Y s s sl -3

2 2 1 1

Q 3 |5 —35] —3
particle UR ur,  dp, dgr

Once again observe the relation between the gradation and chirality
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9.3 b =1 - the anti-leptons.

The choice b = 1 gives the anti-lepton assignment:

anti-leptons (b= 0) | A%(V)) A (Vo) A2(Vo)
basis elements 0 1 2 12
I3 0 ; -3 0 (69)
Y 2 1 1 0
0 1 1 0 0
particle (er)r | €z)r (Fr)r | (VR)L

Again there is a correspondence between gradation and chirality (the opposite
from that of the leptons). Notice again that the entire even subalgebra acts
trivially on AZ.

9.4 b= 3 - the anti-quarks.

Finally the choice b = % gives the anti-quark assignment:

anti-quarks (b= %) | A%(Vp) A(Vo) A2(Vo)
basis elements 0 1 2 12
I o | 5 -3 | 0
(70)
v I N I
T RN R R
particle (dr)r | (dr)r (ur)r | (WrR)L
10 Using si(m/1) for m = 3,5, and 5 + n.
10.1 m = 3 - unifying quarks and leptons.
We showed in [NS80] that if we take
o)e
- - 3
I3 = s Y= 8 2 (71)
0 0 0|3

then we get the correct isospins and hypercharges if we combine the anti-leptons
and quarks into the single eight dimensional representation of sl(3/1) with b = 2
and if we combine the leptons and anti-quarks in the single eight dimensional
representation with b = 3. We refer to [NS80] for details.
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10.2 m =5 - including color.

We showed in [NS80] that if we choose

&
|

(72)

OO O O OoOv
O O O OO
OO OO OO
(el en el en Bl e B en]
OO OO oo
OO OO OO

~

Il
OO OO oo
OO O O oo
OO oOw=OoO O
O Oowr O O O
Qw O O O O
_ O OO OO

then the single 32 dimensional representation given by
b=2

gives the correct isospin and hypercharge assignments to the right and left
handed up and down quarks in three colors and the right and left handed elec-
trons and neutrino (so 16 in all) and their antiparticles (yielding 32). Again the
chirality and the gradation match up: All the elements of AT have eigenvalues
corresponding to left handed particles and all the elements of A~ have eigenval-
ues corresponding to right handed particles We refer to the Appendix in [NS80]
for the list of all 32 eigenvalues.

There is something special about the value b = %‘1 (for example the value
b = 2 in our current case of m = 5. Indeed, as pointed out in the note added
in proof in [NS80], the space A™(Vp) ® S~! is acted on trivially by the even
part of sl(m/1), i.e. has a canonical trivialization. This means that the natural
multiplication

(/\k ® Sbfk) ® (/\mfk ® Sbferk) N /\m ® SQbfm

can be thought of as invariant bilinear form on the space of the representation
corresponding to b = mTfl Notice that the particles and the anti-particles of
any given species occur in the components A* and A>~*in the representation. If
m is odd then either k or m — k is even, so the above bilinear form is symmetric.

In this set up all the particles and anti-particles have the same total tensor
degree. What the meaning of the opposite total degree is in this formulation

(whether “ghosts” or some other meaning) was left open to speculation.

10.3 m =5+ n - accomodating 2" generations.

It was shown in [NS80] that generational symmetry can be achieved if we enlarge
the superalgebra si(5/1) to sl(5 + n/1). This would be a theory with 2™ or
27+1 generations . At the time, this seemed inappropriate since the number of
generations was observed to be at least three, and was thought to be less than
four based on arguments from the Z width. In [NS91] it was argued that if the
neutrinos had positive mass, especially if the neutrinos in the higher generations
were heavy, then a fourth generation is not excluded.
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The idea is that the weak isospin su(2) and the color su(3) are regarded as
commuting subalgebras of the even part of sl(m/1) where m = 5+ n while the
generational behavior is produced by an si(n/1) sub Lie superalgebra.

The I3 assignment for sl(5+ n/1) is the diagonal matrix

1 1
diag(ﬁ, 75,0, ...,0/0) (n+4) zeros in all

while the hypercharge assignment is

Y = di <_n = < - ) (4—2">
= diag ; ) "\ 34+ n)
d+n’d+n’\4+n/), times \3(4+71) /3 times

54+n—1
-

4in> (73)

and the preferred representation is given by b =
We will discuss the model with four generations in the next two sections.

11 si(7/1) - unifying color and four generations.

In this section we show how the value b = 3 can accommodate four generations
of particles with the correct isospin and hypercharge values provided that we
reverse the chirality assignments in two out of the four generations. Our fun-
damental superbundle will be the tensor product of the spin bundle with the
bundle associated to this 128 dimensional representation. So this means that
all particles will correspond to the same total degree as indicated above. The
tables here follow the tables (42)-(45) in [NS91]. We need a name (or at least a
letter) for the particles in the fourth generation, and we have tentatively chosen
o for the analogue of the electron and = and y for the analogue of the v and d
quark. Also, we have made the choice that A° ® S has left handed chirality.
This then determines that all the spaces with A* @ S3~% are

left handed when k is even and are right handed when & is odd. In [NS80]
the choice of m = 7 was made in order to accommodate the possibility of ghost
fields. An assignment of particles without ghosts and which fits better with the
theory of Clifford superconnections will be presented in the next section.

As usual, the element I3 is given by

0

N[

OO O O O O oN
S| DO OO O OO
OO OO O o oo
OO OO O o oo
S| O OO OO OO
OO O OO o oo
oo OO oo oo

OO OO OO
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In accordance with (73) the hypercharge is given by

-+ 0 0 000 0|0
0 —3 0 0 00 0|0
0 0 2 000 00
0 0 0 200 0/0
3
0 0 0 0 0 0 00 (74)
0 0 0 0 0 0 00
0 0 0 0 0 0 0]O0
0 0 000002
Then the eigenvalues on AF(V)) ® S~* (and particle assignments) are given as

follows:

Nes | 0
Y 2
I3 0
particle | (eg)r

ANes?| 1 2 3 4 5 6 7
4 4 4

Y 1 1 2 2 3 I 3
Iy i -1 0 0 0 0 0

particle | (ex)r (Zez)r (Bz)r (TZ)R URrR UR UR

Notice the opposite chirality assignments (as compared to the electron) to the u
and 7. This is somewhat arbitrary at the moment. We could make this opposite
assignment to the third and fourth generation as opposed to the second and
third.

In the next tables we will conjoin the color entries, so write 2.5 67 instead of
having three columns fo5, fog, for.

2 1
AN®S 12 13 14 1:5,6,7 23 24 2:5,6,7 34 35,6,7

4;5,6,7 56,57,67

Y 0 1 1 3 1 1 x 2 3 3 2

S O e e e L I R
patticle | (Zer)r (FrR)r (TR)r  ur  (Vur)r (Trr)r  di (@r)L  cL tr  (dr)L



All 35 particle assignments in the next table of eigenvalues for A% ® SO are
right handed. To save space we no longer indicate this in the table.

AP @S0 | 195 124 12567 134 135,67 14i5.6,7 156,67,67 234 23:5.6.7 24:5.6,7  2:56,57,67
Y 0 0 - 1 3 1 -1 1 i 1 -1
O T T T e S
part. Uzl VoR YR or, CR tr YL [z SR br Tr

AN @S| 34567 3565767 4565767 567

vl s

I3 0 0 0 0

particle | zgp 5L by Uur

The particles in the remaining four components of our 128 dimensional rep-
resentation will be the anti-particles of the ones we have already seen, and paired
with them under the bilinear form. So the 35 dimensional component A* ® S~1
gives following table of left handed particles:

4o a1
N®S 1234 123:5,6,7 124:5,6,7 12;56,57,67 134i5,6,7 13:56,57,67 14:56,57,67 1567
2 2 4 1 1 1 _
Y 0 -3 3 -3 3 3 3 1
1 1 1 1
Iy 0 0 0 0 1 L ! L
particle VuL br, S, TR Ty br SR VoL
4o a1
A* @571 | 234567 2356.57.57  24:56,57,67 2567  34i56,57,67 3567 4567
T i i b
r 5 i S S
L =3 —2 > 2 000
particle YL ir CR oL UR UsR VrL

The 21 dimensional component A® ® S~2 gives the following table of right
handed particles:
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5 —2
AN RS \123 15,6,7  123:56,57,67 124;56,57,67 12567 134:56,57,67 13567 14567
I 1

2 1
I 0 0 0 0 Y T
particle dgr tr Cr, OR dr, VrR ViR

5 -2
N ®S ‘234;56,57,67 23567 24567 34567

Y —% -1 -1 0
I SRS S
particle ur, TR HUR  VeR

The 7 dimensional component A® ® S~3 gives the following table of left
handed particles:

6 -3
AN ®S ‘1234;56,57,67 123567 124567 134567 234567

Y -2 -2 -2 -1 -1
I 0 0 0 1 -3
particle uUR TL 1553 Vel €r

Finally there is the one dimensional A”®S~* giving the right handed particle

7 o g4
AT @ 57 | 1934567

Y -2
I3 0
particle €R

12 si(6/1).

If ghosts are not required, we use sl(6/1) to accommodate four generations:
For sl(6/1) we have b = 32

. 1 1
I3 = dlag(2a_2507070a0’0)
and 1 14 2 2 2|4
Y = diag(ifvifvfa TEETEE TS 7)'
5 5 5°15°15°15|5

We will assign both left and right handed spinors to each subrepresentation
so that we get four families of particles with both even and odd total gradings:
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AN ® Sz 0
Y 2
I3 0
particle (L) | eg
particle (R) | 71
ANM®S2 |1 2 3 456
Y 11 2 3
Is 3 -3 0 0
particle (R) | e Ve HTrL ugr
particle (L) | TR ¥;g Or cL
AN’®S: | 12 13 1;4,5,6 23 254,56 3;4,5,6 45,46,56

N S R -

Iy 0 3 S B 0 0
particle (L) | 7er [r ur, UpR dr, tr, dr
particle (R) | 77z oL CR VoL SR TR 5.

AN @Sz ‘123 12i4,5,6 134,56  1;4546,56  23:4,5,6 214546,56 3,4546,56 456
% 0 -2 1 1 1 1 T
3 3 3 5, 3 3

I 0 0 1 ! -1 -1 0 0
particle (R) | vor  Yr tr yL br Tr br, UnL
particle (L) | v,r br, T br YL tr YR UoR

A @ S~3 ‘123;4,5,6 12;45,46,56  13;45,46,56 1456  23:45,46,56 2456 3456

Y -2 -2 -1 -1 -1 -1 0

3 3 13 1 it 1

I3 0 0 2 2 -3 3 O
particle (L) s, TR SR Vgl R o1 VrL
particle (R) dr tr dr, ViR ur R VeR

5 _5
AN @S2 ‘123;45,46,56 12456 13456 23456
Y —1 2 1 1
I 0 0 i -1
particle (R) [ OrR Vrr TR
particle (L) UR e Vel er,

A ®S~3 | 123456
Y -2
I 0

particle (L) T

particle (R) €R
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Notice that the relation between these assignments and those of the preced-
ing section are

A = LAY,

Ay = RAY @ RAG
2 _ 1 2

/\7 — L /\6 @ L/\G,

etc.

13 Hermitian Lie algebras.

In this section we explain the notion of a Hermitian Lie algebra which was
introduced in [SW78] and which we used above to determine the metric on the
Higgs field.

13.1 The Lie superalgebra su(2/1) and the Lie algebra
su(3).
We illustrate the notion by the relevant example. It is the special case of section

2A of [SW78] corresponding to the case k = 0, = 2,a = 0,b = 1 of that section.
For

0 0 21 0 0 w1y
z= 0 0 2z, w= 0 0 wWa
—Z1 —z9 0 —w, —Wa 0
we let
H(z,w) = izw,
and this equals
‘ —2‘1@1 —2’1?2 0 s ewt 0
1| —zowy —2zoWo 0 =1 0 T 7))
0 0 —W1Z1 — WaZ22 Z, W

The right hand side is an element of gl(2,C) & ¢l(1, C).

If we are given a hermitian form on C™ we define the complex conjugation
on gl(n,C) to be

Er &= ¢

where ¢T denotes the adjoint of € relative to the hermitian form. Then the “real
subspace”, i.e. the set of matricies fixed by this complex conjugation is u(n).

On gl(2,C)@gl(1,C) we put the standard complex structure on gl(2, C) but
the conjugate complex structure on gi(1,C). This means that we can write

H(z,w) = —iz@w' @ i(z,w)l.
Then
H(z,w)* = —iw® 2" @i(w,z)1 = H(w, 2).
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So H(z,w) is a hermitian form with values in the complexification of u(2)®wu(1)
and satisfies
H(w,z) = H(z,w)". (75)

Since commutator is a derivation of multiplication (of matrices) we have [M, zw] =
[M, zJw + z[M,w] so if we define the action of £ € u(2) @ u(1) on the space of
z’s to be commutator we have

6, H(z,w)] = H(Ez,w) + H(z&w), §€go, zweV (76)

where
g0 = u(2) ®u(l)

and where
V ~C?

denotes the set of all matrices of the form

0 0 Z1
0 0 V)
—Zz1 —z9 0

G oB) (28] =Coamy *07)

We can write this more simply as an action on C2:

<61 g>zAsz, 2(2)

H(u,v)w = —i{w, v)u + i{v, v)w.

Explicitly,

So

Therefore if we take the cyclic sum we get zero:
H(u,v)w+ H(v,w)u + H(w,u)v = 0. (77)
Now

2 Tm H(z,w) = %[H(z,w) — H(zw)'] = %[H(z,w) + H(w, 2)1]

(2w +tw® -t 0
- 0 —<z,w>—|—<w,z>
0 0 =z 0 0 w
= 0 0 2], 0 0 Wo
—Z1 —2z3 0 —w; —ws 0
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Thus if we define g, := u(2) ®u(1) and g; = V = C? then 2Im H makes go ® g1
into the Lie algebra u(3).
On the other hand,

2ReH (z,w) = H(z,w) + H(w, 2)* = H(z,w) + H(w, z) = i(z2w + wz)

is ¢ times the anti-commutator of z and w. Since z and w are skew-adjoint their
anti-commutator is self-adjoint, so multiplying by ¢ gives a skew-adjoint matrix.
So ReH makes go @ g1 into the super Lie algebra u(2/1).

13.2 The general definition.

So the general definition of a Hermitian Lie algebra is as follows: We start
with a real Lie algebra gy which is represented on a complex vector space g;.
We let gg = go ® C which is a complex Lie algebra with a preferred complex
conjugation w — w* so that gy consists of the real subspace, i.e. those w which
are fixed under this complex conjugation. We assume that there is sesquilinear
map

H:gy X g1 — gg

which satisfies (75), (76), and (77). For the convenience of the reader we collect
these conditions here:

o (75): H is Hermitian - H(w,z) = H(z,w)*.

e (76): H is equivariant - [¢, H(z,w)] = H({z,w) + H(z.£w), £ €
do, Z, W € g1, and

e (77): Complex Jacobi - H(u,v)w + H(v,w)u + H(w,u)v = 0.

When this happens we make go @ g1 into an ordinary Lie algebra using the
imaginary part of H as the Lie bracket of two elements of g, and we make
go @ g1 into a Lie superalgebra using the real part of H as the superbracket of
two elements of g;.

It is this relation between Lie algebras and Lie superalgebras that we use to
fix the metric on the Higgs field regarded as sections of a bundle associated to

g1-

13.3 The unitary algebras.

Let m = k+ ¢ be integers and let V be an m-dimensional complex vector space
endowed with a (pseudo) Hermitian form of signature (¢, k). For example we
might take

V() = (Ck’é

be complex m space with the Hermitian form

m

(z,w) = —Zj = 1k2’jwj + Z ZjW;.

j=k+1
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Let ¢ = a + b be integers and V; a c-dimensional vector space with a (pseudo)
Hermitian form of signature (b, a). Put the direct sum Hermitian on V = Vy®V;.
Then

g=u(V),

the unitary algebra of V' is an ordinary Lie algebra. Then we have the vector
space decomposition

g=00D o

where gg is the subalgebra
go = u(Vo) ®u(V1)

and g; can be identified with the complex vector space Homc(Vi, Vo). (see
[SWT78] section 2). Then there is a structure of a Hermitian Lie algebra on
go @ g1 whose imaginary part gives u(Vp @ V7).

The real part gives a class of Lie superalgebras which are called Hermitian
superalgebras in [SS85]. They can be viewed as a real form of the complex
Lie superalgebra gl(Vp/V1). If write the most general element of gl(Vy/Vi) =
End(V')o where V =V @ V; in the block form as

A 0
0 D
then the condition to belong to our Hermitian superalgebra is that

Acu(Vp) and D eu(ly).

If we write the most general element of End(V); as

(%)

then the condition to belong to our superalgebra is
<CU(),U1>1 = i<U0,BU1>0 Y vy € Vg, v1 € V7.

See [SS85] page 4.

13.4 su(2,2/1) and the superconformal superalgebra of Wess
and Zumino.

The supersymmetry studied in this paper is purely internal and related to the
chirality gradation as we have seen. So it is not of the “superspace” variety.
Nevertheless we should point out that the superalgebra su(2,2/1) is nothing
other than the superalgebra of Wess and Zumino [CNS75] and [GGRS83] where
the odd part of the superalgebra is regarded as the “square root” of the con-
formal algebra of flat space time. We follow the presentation in [SW75] and
[SS85].
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Let V = C?2 be four dimenisonal complex space equipped with a Hermitian
form of signature (2,2). To fix the Ideas let us assume that the form is given by

0 I
(z,w) = w' (I 0>z—zm+zm+zm+zm

where I is the two by two identity matrix.
The condition that a four by four matrix A belongs to u(V}) is that

() e

If we break A up into blocks of two by two matrices we see that the condition

is that A be of the form
X P
Q —-Xfi

where X is an arbitrary complex two by two matrix and where P = —P! and
Q=-Q

The fifteen dimensional algebra su(2,2) is known to be isomorphic to the
conformal algebra 0(2,4). Under the above description of the matrix A, the
condition to belong to su(2,2) is that Imtr X = 0. We can regard matrices of

the form
0o P _ t
(0 0)’ P==p

as consisting of translations, and we may denote the set of all such matrices as
g2. We can regard the matrices of the form

0 0

as consisting of those conformal vector fields whose expression is purely quadratic
at a specified choice of origin and denote the set of such elements as g=2. The
set of elements of su(2,2/1) of the form

X 0 0
0 —Xxf 0
0 0 ‘ 2¢Im tr X

will be denoted by g°. If we impose the additional condition that tr A = 0
which is the same as Im tr X = 0 we get an element of su(2,2) which acts as
a linear conformal vector field on space time, i.e. as an infinitesimal Lorentz
tranformation plus a scale transformation. The purely imaginary scalar matrices
act trivially on space time but non-trivially on the odd part of the superalgebra
which can be identified with the space of Dirac spinors.

The full algebra su(2,2/1) consists of matrices of the form

X P u

Q —xt v
' iul | 2dmtr J

, P=-Pl, Q=-Q", ueC? veC?% (18)
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If X € sl(2,C) then

X 0 o 0 0 |u 0 0 Xu
0 —-Xt{o ], 0 0w = 0 0 —XTv
0 0 |oO w' il |0 —iw' X iwufXt| 0

We see that u transforms as u — Xu and v transforms as v — —XTv.
So we have a Z gradation more refined than the Z, gradation:

go=9"dg'®g’

and
n=g'og
is identified with the right and left handed spinors. We refer to [SS85] for details.

14 Renormalization of the supergroup couplings
and the Higgs mass.

For couplings given solely by the internal supergroup, i.e. by the quotient
su(2/1)/[su(2) ® u(1)], there is no known non-renormalization theorem. These
couplings are Oy and a, the coefficient of the quartic. In the sequel, we show
that unitarity is preserved by appropriate BRST equations, so that we can apply
the renormalization group (RG)equations to estimate the corrections. We follow
a linearized treatment as an approximation [HLN96] .

In one case — the angle Ay — we have the group value (sinfly)? = 0.25
and may compare it to the experimentally observed value 0.229 + 0.005. The
supergroup prediction fits, but only very roughly. One therefore evaluates the
energy level ¢ = E, at which the fit becomes precise, finding F, ~ 5TeV. This
may possibly be the level at which a larger symmetry structure breaks down,
with SU(2/1) as the residual internal supersymmetry.

One can now invert the procedure, to estimate the renormalization effects
for the Higgs potential quartic coefficient a. The supergroup value is assumed
to hold at the energy E; = 5TeV and one then evaluates the correction for
a at E ~ 100GeV. This corrected value can then be used to reevaluate the
predicted Higgs mass, i.e. obtain the value of that mass after the inclusion of
renormalization effects.

The coefficients of the renormalization group equation depend only on the
field contents of the theory, which is the same as in SU(2)xU(1). One can
therefore apply the Standard Model calculation. For the gauge couplings, the
renormalization group equations are given by [HLN96];

! Lo M i =1,2,3 (79)
GO~ oMoy T My T e
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where

1,5 1
tp, = —(—°N, — =
! 23N~ g)
1 111
ty = — (N, — =+ —
2 127r2( A 5)
1 4
t3 = —(—=-N,+11
3 16772( 3 9+ )7

Ny is the number of generations, and g1, g2, g3 denote the gauge couplings of
U(1), SU(2), SU(3), respectively.

For the (top-quark) Yukawa-Higgs coupling g; and the quartic Higgs coupling
a, RGE are given by [SZ86];

dgt . 1 9 3 17 2 9 2 2
m = 16220 {2915 — (Egl + ng + 893)915 ) (80)
da 1 9 2 4 2 2
7 = Teng {24a® + 12ag} — 64} — 3(g} + 393)a
3
+3 [(oF + 63)° + 293] } , (81)

These equations were solved numerically, setting the su(2/1) value of a as
initial condition holding at E; = 5TeV and taking M; = 174GeV in The low
energy range(E ~ 100 to 200GeV). Assuming three generations (NiJ = 3), with
ag! = 12880+ .05, o' =295+ .6, oz’ = 8332, where a; ' = ‘;—’; and
EARERE,

94 91 92

In section 1.4 we discussed the mass of the Higgs field, as related to that of

the W bosons gauging SU(2),

_ 2a

(M(®))* = gfg(Mw)2 = 4(Mw)*, M(®) =2Mw (82)
In solving the equations, the relation g;(M) = th = ﬁMt was used,

where v =< 0|®°|0 >= 246GeV. The outcome was a reduction of the predicted
Higgs meson mass down to 130 + 6GeV. Note that while there is at least one
other theory predicting the Higgs mass - ordinary supersymmetry - su(2/1)
is the only one that does not require the existence of a large number of new
particles.
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