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Abstract. We survey the role played by Hermitian symmetric domains in the

study of variations of Hodge Structure. These are extended notes based on

the lectures given by the first author in Vancouver at the “Advances in Hodge
Theory” school (June 2013).

Introduction

There are two classical situations where the period map plays an essential role
for the study of moduli spaces, namely the moduli of principally polarized abelian
varieties and the moduli of polarized K3 surfaces. What is common for these two
situations is the fact that the period domain is in fact a Hermitian symmetric
domain. It is well known that the only cases when a period domain is Hermitian
symmetric are weight 1 Hodge structures and weight 2 Hodge structures with h2,0 =
1.

In general, it is difficult to study moduli spaces via period maps. A major diffi-
culty in this direction comes from the Griffiths’ transversality relations. Typically,
the image Z of the period map in a period domain D will be a transcendental
analytic subvariety of high condimension. The only cases when Z can be described
algebraically are when Z is a Hermitian symmetric subdomain of D with a totally
geodesic embedding (and satisfying the horizontality relation). This is closely re-
lated to the geometric aspect of the theory of Shimura varieties of Deligne. It is
also the case of unconstrained period subdomains in the sense of [GGK12]. We
call this case classical, in contrast to the “non-classical” case when the Griffiths’
transversality relations are non-trivial.

The purpose of this survey is to review the role of Hermitian symmetric domains
in the study of variations of Hodge structure. Let us give a brief overview of the
content of the paper. In Section 1, we review the basic definitions and properties
of Hermitian symmetric domains (Section 1.1) and their classification (Section 1.2)
following [Mil04]. The classification is done by reconstructing Hermitian symmet-
ric domains from the associated (semisimple) Shimura data, which are also conve-
nient for the purpose of constructing variations of Hodge structure over Hermitian
symmetric domains (Section 1.3). As a digression, we also include the discussion
that if the universal family of Hodge structures over a period subdomain satis-
fies Griffiths transversality then the subdomain must be Hermitian symmetric (i.e.
unconstrained ⇒ Hermitian symmetric). Section 2 concerns locally symmetric va-
rieties which are quotients of Hermitian symmetric domains. We first review the
basic theory of locally symmetric domains and provide some examples of algebraic
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varieties whose moduli spaces are birational to locally symmetric domains (Section
2.1), and then give a representation theoretic description of variations of Hodge
structure on locally symmetric domains (Section 2.2) following [Mil13]. Using the
description, we discuss the classification of variations of Hodge structure of abelian
variety type and Calabi-Yau type following [Del79] and [FL13] respectively. Baily-
Borel and toroidal compactifications of locally symmetric varieties and their Hodge
theoretic meanings are reviewed in Section 3.

1. Hermitian Symmetric Domains

In this section, we review the basic concepts and properties related to Hermitian
Symmetric domains with an eye towards the theory of Shimura varieties and Hodge
theory. The standard (differential geometric) reference for the material in this
section is Helgason [Hel78] (see also the recent survey [Viv13]). For the Hodge
theoretic point of view, we refer to the original paper of Deligne [Del79] and the
surveys of Milne [Mil04] [Mil13].

1.1. Hermitian symmetric spaces and their automorphisms.

1.1.1. Hermitian symmetric spaces. We start by recalling the definition of Hermit-
ian symmetric spaces.

Definition 1.1. A Hermitian manifold is a pair (M, g) consisting of a complex
manifold M together with a Hermitian metric g on M . A Hermitian manifold
(M, g) is symmetric if additionally

(1) (M, g) is homogeneous, i.e. the holomorphic isometry group Is(M, g) acts
transitively on M ;

(2) for any point p ∈M , there exists an involution sp (i.e. sp is a holomorphic
isometry and s2

p = Id) such that p is an isolated fixed point of sp (such an
involution sp is called a symmetry at p).

A connected symmetric Hermitian manifold is called a Hermitian symmetric space.
(If there is no ambiguity, we will use M to denote the Hermitian manifold (M, g).)

Note that if (M, g) is homogeneous, it suffices to check Condition (2) at a point
(i.e. it suffices to construct a symmetry sp at some point p ∈ M). Also, the
automorphism group Is(M, g) consists of holomorphic isometries of M :

Is(M, g) = Is(M∞, g) ∩Hol(M),

where M∞ denotes the underlying C∞ manifold, Is(M∞, g) is the group of isome-
tries of (M∞, g) as a Riemannian manifold, and Hol(M) is the group of automor-
phisms of M as a complex manifold (i.e. the group holomorphic automorphisms).

Example 1.2. There are three basic examples of Hermitian symmetric spaces:

(a) the upper half plane H;
(b) the projective line P1 (or the Riemann sphere endowed with the restriction

of the standard metric on R3);
(c) any quotient C/Λ of C by a discrete additive subgroup Λ ⊂ C (with the

natural complex structure and Hermitian metric inherited from C).
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To illustrate the definition, we discuss the example of the upper half plane H.
First, it is easy to see that H, endowed with the metric dzdz̄

y2 , is a Hermitian manifold.

Clearly, H is homogeneous with respect to the natural action of SL2(R), given by(
a b
c d

)
z :=

az + b

cz + d
, for z ∈ H.

In fact, Is(H) ∼= SL2(R)/{±I}. Finally, the isomorphism z 7→ − 1
z is an involution

at the point i ∈ H. Since H is connected, we conclude that the upper half space H
is a Hermitian symmetric space.

The three examples above are representative of the three basic classes of Her-
mitian symmetric spaces. Specifically, we recall the following:

Definition 1.3. Let M be a Hermitian symmetric space.

(1) M is said to be of Euclidean type if it is isomorphic to Cn/Λ for some
discrete additive subgroup Λ ⊂ Cn.

(2) M is said to be irreducible if it is not of Euclidean type and can not be
written as a product of two Hermitian symmetric spaces of lower dimen-
sions.

(3) M is said to be of compact type (resp. noncompact type) if it is the
product of compact (resp. noncompact) irreducible Hermitian symmetric
spaces. Moreover, Hermitian symmetric spaces of noncompact type are also
called Hermitian symmetric domains.

Every Hermitian symmetric space can be decomposed uniquely into a product
of Hermitian symmetric spaces of these three types:

Theorem 1.4 (Decomposition Theorem). Every Hermitian symmetric space M
decomposes uniquely as

M = M0 ×M− ×M+,

where M0 is a Euclidean Hermitian symmetric space and M− (resp. M+) is a Her-
mitian symmetric space of compact type (resp. of noncompact type). Moreover, M−
(resp. M+) is simply connected and decomposes uniquely as a product of compact
(resp. noncompact) irreducible Hermitian symmetric spaces.

Proof. See [Hel78, Ch. VIII], especially Proposition 4.4, Theorem 4.6 and Propo-
sition 5.5. �

In this survey, we are mostly interested in Hermitian symmetric domains (or,
equivalently, Hermitian symmetric spaces of noncompact type). Note that the ter-
minology is justified by the Harish-Chandra embedding theorem: every Hermitian
symmetric space of noncompact type can be embedded into some Cn as a bounded
domain. Conversely, every bounded symmetric domain D ⊂ Cn has a canonical
Hermitian metric (called the Bergman metric) which makes D a Hermitian sym-
metric domain. For instance, the bounded realization of the upper half plane H is
the unit ball B1 ⊂ C.

1.1.2. Automorphism groups of Hermitian symmetric domains. Let (D, g) be a Her-
mitian symmetric domain. Endowed with the compact-open topology, the group
Is(D∞, g) of isometries has a natural structure of (real) Lie group. As a closed
subgroup of Is(D∞, g), the group Is(D, g) inherits the structure of a Lie group. Let
us denote by Is(D, g)+ (resp. Is(D∞, g)+, Hol(D)+) the connected component of
Is(D, g) (resp. Is(D∞, g), Hol(D)) containing the identity.
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Proposition 1.5. Let (D, g) be a Hermitian symmetric domain. The inclusions

Is(D∞, g) ⊃ Is(D, g) ⊂ Hol(D)

induce identities

Is(D∞, g)+ = Is(D, g)+ = Hol(D)+.

Proof. See [Hel78, Lemma 4.3]. �

Since D is homogeneous, one can recover the smooth structure of D as a quotient
Lie group of Is(D, g)+ by the stabilizer of a point. Specifically,

Theorem 1.6. Notations as above.

(1) Is(D, g)+ is an adjoint (i.e. semisimple with trivial center) Lie group.
(2) For any point p ∈ D, the subgroup Kp of Is(D, g)+ fixing p is compact.
(3) The map

Is(D, g)+/Kp → D, gKp 7→ g · p
is an Is(D, g)+-equivariant diffeomorphism. In particular, Is(D, g)+ (hence
Hol(D)+ and Is(D∞, g)+) acts transitively on D.

Proof. See [Hel78, Ch. IV], especially Theorem 2.5 and Theorem 3.3. �

In particular, every irreducible Hermitian symmetric domain is diffeomorphic to
H/K for a unique pair (H,K) (obtained as above) with H a connected noncom-
pact simple adjoint Lie group and K a maximal connected compact Lie group (cf.
[Hel78, Ch. VIII, §6]). Conversely, given such a pair (H,K), we obtain a smooth
homogenous manifold H/K. The natural question is how to endow H/K with a
complex structure and a compatible Hermitian metric so that it is a Hermitian
symmetric domain. This can be done in terms of standard Lie theory (see [Viv13,
§2.1] and the references therein). However, we shall answer this question from the
viewpoint of Shimura data. Specifically, we shall replace the Lie group H by an
algebraic group G, replace cosets of K by certain homomorphisms u : U1 → G from
the circle group U1 to G, and then answer the question in terms of the pairs (G, u).

To conclude this subsection (and as an initial step to produce a Shimura datum),
we discuss how to associate a R-algebraic group G to the real Lie group Hol(D)+

in such a way that G(R)+ = Hol(D)+. The superscript + in G(R)+denotes the
neutral connected component relative to the real topology (vs. the Zariski topol-
ogy). We shall follow [Mil11] for the terminologies on algebraic groups, and also
refer the readers to it for the related background materials. For example, we say
an algebraic group is simple if it is non-commutative and has no proper normal al-
gebraic subgroups, while almost simple if it is non-commutative and has no proper
normal connected algebraic subgroup (N.B. an almost simple algebraic group can
have finite center).

Proposition 1.7. Let (D, g) be a Hermitian symmetric domain, and let h =
Lie(Hol(D)+). There is a unique connected adjoint real algebraic subgroup G of
GL(h) such that (inside GL(h))

G(R)+ = Hol(D)+.

Moreover, G(R)+ = G(R) ∩ Hol(D) (inside GL(h)); therefore G(R)+ is the stabi-
lizer in G(R) of D.
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Proof. We sketch the proof of the first statement here, and refer the readers to
[Mil04, Prop. 1.7] and references therein for details and the second statement.

Since Hol(D)+ is adjoint, its adjoint representation on the Lie algebra h is faith-
ful, and thus there exists an algebraic group G ⊂ GL(h) such that Lie(G) = [h, h]
(inside gl(h)). Because Hol(D)+ is semisimple, [h, h] = h and so G(R)+ = Hol(D)+

(inside GL(h)). �

1.2. Classification of Hermitian symmetric domains. Consider the circle
group U1 = {z ∈ C | |z| = 1}. Motivated by the following fact, one can think
of a point of D as a homomorphism U1 → G.

Theorem 1.8. Let D be Hermitian symmetric domain. For each p ∈ D, there
exists a unique homomorphism up : U1 → Hol(D)+ such that up(z) fixes p and acts
on TpD as multiplication by z.

Proof. See [Mil04, Thm. 1.9]. �

Remark 1.9. Using the uniqueness of up one can easily see that Hol(D)+ acts on
the set of up’s via conjugation. Clearly, given two different points p 6= p′ we choose
f ∈ Hol(D)+ with f(p) = p′, then f ◦ up(z) ◦ f−1 (z ∈ U1) satisfies the conditions
in Theorem 1.8 for p′, and thus up′ = f ◦ up ◦ f−1.

Example 1.10. Let p = i ∈ H. As previously noted, we have Hol(H) = PSL2(R).
The associated real algebraic group (compare Proposition 1.7) is (PGL2)R, and it
holds: PGL2(R)+ = PSL2(R) (N.B. the group PSL2 is not an algebraic group). To
define ui : U1 → PSL2(R) we first consider the homomorphism

hi : U1 → SL2(R), z = a+ ib 7→
(

a b
−b a

)
.

It is easy to verify that hi(z) fixes i. Since

d

dw

(
aw + b

−bw + a

)∣∣∣∣
w=i

=
a2 + b2

(a− ib)2
=
z

z̄
= z2,

hi(z) acts on the tangent space TiH as multiplication by z2. Thus, for z ∈ U1, we
choose a square root

√
z ∈ U1 and set

ui(z) := hi(
√
z).

The homomorphism ui : U1 → PSL2(R) = SL2(R)/±I is independent of the choice
of
√
z (since hi(−1) = −I). Thus, ui satisfies the conclusion of Theorem 1.8 at the

point i ∈ H.

Since G(R)+(= Hol(D)+) acts transitively on D, set-theoretically we can view
D as the G(R)+-conjugacy class of up : U1 → G(R). (Later, we will see that up
is an algebraic homomorphism). This viewpoint suggests a connection between
Hermitian symmetric domains and variations of Hodge structure. Namely, recall
that one can view a Hodge structure as a representation of the Deligne torus S :=
ResC/RGm. Then, if we define hp : S → G by hp(z) = up(z/z̄), any representation
G → GL(V ) of G (e.g. Ad : G → GL(Lie(G))), composed with hp for all p ∈ D,
will produce a variation of Hodge structure on D.

Conversely, given an abstract pair (G, u : U1 → G) withG a real adjoint algebraic
group and u an algebraic homomorphism it is natural to ask the following questions:
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Question 1.11. For a pair (G, u) as above, we let D be the G(R)+-conjugacy
class of u. Denote by Ku the subgroup of G(R)+ fixing u. There is a bijection
G(R)+/Ku → D and so the space D has a natural smooth structure.

(1) Under what conditions can D be given a nice complex structure (or a
Hermitian structure)? Under what additional conditions is D a Hermitian
symmetric space?

(2) Under what conditions is Ku compact?
(3) Under what conditions is D be a Hermitian symmetric domain (i.e. of

noncompact type)?

1.2.1. Representations of U1. Let T be an algebraic torus defined over a field k,
and let K be a Galois extension of k splitting T . The character group X∗(T ) is
defined by X∗(T ) = Hom(TK ,Gm). If r is the rank of T , then X∗(T ) is a free
abelian group of rank r which comes equipped with an action of Gal(K/k). In
general, to give a representation ρ of T on a k-vector space V amounts to giving
an X∗(T )-grading VK =

⊕
χ∈X∗(T ) Vχ on VK := V ⊗k K with the property that

σ(Vχ) = Vσχ, all σ ∈ Gal(K/k), χ ∈ X∗(T ).

Here Vχ is the K-subspace of VK on which T (K) acts through χ:

Vχ = {v ∈ VK | ρ(t)(v) = χ(t) · v, ∀ t ∈ T (K)}.
For instance, we can regard U1 as a real algebraic torus. As an R-algebraic

group, the K-valued points (with K an R-algebra) of U1 are

U1(K) =

{(
a b
−b a

)
∈M2×2(K)

∣∣∣∣ a2 + b2 = 1

}
.

In particular, U1(R) is the circle group and U1(C) can be identified with C∗ through(
a b
−b a

)
7→ a+ ib, conversely z 7→

 1
2 (z + 1

z ) 1
2i (z −

1
z )

− 1
2i (z −

1
z ) 1

2 (z + 1
z )

 .

Noting that X∗(U1) ∼= Z and complex conjugation acts on X∗(U1) as multipli-
cation by −1, we obtain the following proposition.

Proposition 1.12. Consider a representation ρ of U1 on a R-vector space V . Then
VC =

⊕
n∈Z V

n
C with the property that V nC = V −nC , where V nC = {v ∈ VC | ρ(z)(v) =

zn · v, ∀z ∈ C∗}. Moreover, if V is irreducible, then it must be isomorphic to one
of the following types.

(a) V ∼= R with U1 acting trivially (so VC = V 0
C ).

(b) V ∼= R2 with z = x + iy acting as

(
x −y
y x

)n
for some n > 0 (so

VC = V nC ⊕ V
−n
C ).

In particular, every real representation of U1 is a direct sum of representations of
these types.

Remark 1.13. Let V be a R-representation of U1 and write VC =
⊕

n∈Z V
n
C as

above. Because V 0
C = V 0

C , the weight space V 0
C is defined over R; in other words, it

is the complexification of the real subspace V 0 of V defined by V ∩V 0
C : V 0⊗R C =

V 0
C . The natural homomorphism V/V 0 → VC/

⊕
n≤0 V

n
C
∼=
⊕

n>0 V
n
C is a R-linear

isomorphism.
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The representations of U1 have the same description no matter if we regard it as
a Lie group or an algebraic group, and so every homomorphism U1 → GL(V ) of Lie
groups is algebraic. In particular, the homomorphism up : U1 → Hol(D)+ ∼= G(R)+

is algebraic for any p ∈ D. Let Kp be the subgroup of G(R)+ fixing p. By Theorem
1.8, up(z) acts on the R-vector space

Lie(G)/Lie(Kp) ∼= TpD

as multiplication by z, and it acts on Lie(Kp) trivially. Suppose TpD ∼= Ck and
identify it with R2k by (a1 + ib1, · · · , ak + ibk) 7→ (a1, b1, · · · , ak, bk), then it is easy
to write down the matrix of multiplication by z = x + iy and conclude that TpD
(as a real representation of U1) splits into a direct sum of R2’s as in the Part (b) of
the previous proposition with n = 1.

Accordingly, we can determine the representation Ad◦up : U1 → G→ GL(Lie(G))
(because up(z) is contained in the stabilizer Kp of p, the action of up(z) on TpD is
induced by the adjoint representation). It splits into a direct sum of 1-dimensional
real vector spaces (as in Part (a) of Proposition 1.12) and 2-dimensional spaces (as
in Part (b) with n = 1). Taking the complexification of the representation Lie(G),
we obtain the following proposition.

Proposition 1.14. Notations as above. Only the characters z, 1 and z−1 occur in
the representation of U1 on Lie(G)C defined through up.

1.2.2. Cartan involutions. Let G be a connected algebraic group defined over R,
and let g 7→ ḡ denote complex conjugation on G(C).

Definition 1.15. An involution θ of G is said to be Cartan if the group

G(θ)(R) := {g ∈ G(C) | g = θ(ḡ)}

is compact.

Example 1.16. Let G = SL2, and let θ be the conjugation by

(
0 1
−1 0

)
. Since

θ

((
a b
c d

))
=

(
0 1
−1 0

)
·
(
a b
c d

)
·
(

0 1
−1 0

)−1

=

(
d̄ −c̄
−b̄ ā

)
,

we have

SL
(θ)
2 (R) =

{(
a b
c d

)
∈ SL2(C)

∣∣∣∣d = ā, c = −b̄
}

= SU2(R).

Clearly, the group SU2(R) is compact, and hence θ is a Cartan involution for SL2.

Theorem 1.17. A connected R-algebraic group G has a Cartan involution if and
only if it is reductive, in which case any two Cartan involutions are conjugate by
an element of G(R).

Proof. See [Sat80, Ch. I, Thm. 4.2 and Cor. 4.3]. �

Example 1.18. Let G be a connected R-algebraic group.

(a) The identity map is a Cartan involution if and only if G(R) is compact.
Moreover, it is the only Cartan involution of G.
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(b) Let G = GL(V ) with V a real vector space of dimension n. Fix a basis
of V , then G has an involution given by θ : M 7→ (M t)−1. On G(C) =
GLn(C), M = θ(M̄) if and only if MM̄ t = I (i.e. M ∈ U(n)). Thus θ is a
Cartan involution. Note that different choices of bases give different Cartan
involutions, and the previous theorem says that all Cartan involutions of G
arise in this way.

(c) ([Sat80, Ch. I, Cor. 4.4]) Let G ↪→ GL(V ) be a faithful representation.
Then G is reductive if and only if it is stable under g 7→ gt for a suitable
choice of a basis for V , in which case the restriction of g 7→ (gt)−1 to G is
a Cartan involution. Furthermore, all Cartan involutions of G arise in this
way from the choice of a basis of V .

(d) Let θ be an involution of G. Then there is a unique real form G(θ) of GC
such that complex conjugation on G(θ)(C) is g 7→ θ(ḡ). So the Cartan
involutions of G correspond to the compact forms of GC.

Now let us go back to Hermitian symmetric domains. Let D be a Hermitian
symmetric domain. As before, G is the associated real adjoint algebraic group (cf.
Proposition 1.7), and up : U1 → G is an algebraic homomorphism attached to a
point p ∈ D.

Proposition 1.19. The conjugation by up(−1) is a Cartan involution of G.

Proof. Let sp be a symmetry at p. Denote by Inn(sp) the conjugation of G by sp.
Inn(sp) is an involution because s2

p = Id. According to Section [Hel78, §V.2], the
real form of GC defined by the involution Inn(sp) (cf. Example 1.18 (d)) is that
associated to the compact dual of the symmetric space. As a result, a symmetry
at a point of a symmetric space gives a Cartan involution of G if and only if
the space is of noncompact type. In particular, Inn(sp) is Cartan. On the other
hand, both up(−1) and sp fix p and acts as multiplication by (−1) on TpD, and
hence up(−1) = sp (cf. [Mil04, Prop. 1.14], which also implies the uniqueness of
symmetries at a point of a Hermitian symmetric domain.) �

Note that Example 1.16 is cooked up in this way.

1.2.3. Classification of Hermitian symmetric domains in terms of real groups. We
will classify (pointed) Hermitian symmetric domain in this section. Let D be a
Hermitian symmetric domain. We have already discussed the first two statements
of the following theorem.

Theorem 1.20. Let G be the associated adjoint real algebraic group of D. The
homomorphism up : U1 → G attached to a point p ∈ D satisfies the following
properties:

(a) only the character z, 1 and z−1 occur in the representation of U1 on Lie(G)C
defined by up;

(b) The conjugation of G by up(−1) is a Cartan involution;
(c) up(−1) does not project to 1 in any simple factor of G.

Proof. See Proposition 1.14 and 1.19 for Part (a) and (b). Suppose up(−1) projects
to 1 for some simple factor G1 (which corresponds to a noncompact irreducible fac-
tor of D, see Theorem 1.4), then the Cartan involution Inn(up(−1)) is the identity
map on G1. But by Example 1.18 (a), this implies that G1(R) is compact, which
is a contradiction. �
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The properties (a), (b), (c) in Theorem 1.20 turns out to be an answer to Question
1.11.

Theorem 1.21. Let G be a real adjoint algebraic group, and let u : U1 → G
be a homomorphism satisfying (a), (b) and (c) of Theorem 1.20. Then the set D
of conjugates of u by elements of G(R)+ has a natural structure of a Hermitian
symmetric domain, such that G(R)+ = Hol(D)+ and u(−1) is the symmetry at u
(regarded as a point of D).

Proof. (Sketch) Let Ku be the subgroup of G(R)+ fixing u (i.e. the centralizer of
u). By (b), θ := Ad(u(−1)) is a Cartan involution for G. So G(θ)(R) = {g ∈ G(C) |
g = u(−1) · ḡ · u(−1)−1} is compact. Since Ku ⊂ G(R)+, ḡ = g for any g ∈ Ku,
and so Ku ⊂ G(θ)(R). As Ku is closed, it is also compact. The natural bijection
D ∼= (G(R)+/Ku) · u endows D with the structure of a smooth (homogeneous)
manifold.

With this structure, the (real) tangent space at u is TuD = Lie(G)/Lie(Ku).
Note that Lie(G) a real representation of U1 via Ad ◦ u. Using the notations in
Proposition 1.12, (a) gives that Lie(G)C = Lie(G)−1

C ⊕Lie(G)0
C ⊕Lie(G)1

C. Clearly,
Ku = Lie(G)0

C ∩ Lie(G). Using the natural isomorphism

Lie(G)/Lie(Ku)→ Lie(G)C/Lie(G)0
C ⊕ Lie(G)−1

C
∼= Lie(G)1

C,

the tangent space TuD can be identified with Lie(G)1
C, the complex vector space

of Lie(G)C on which u(z) acts as multiplication by z. This endows TpD with a C-
vector space structure. (In particular, the corresponding almost complex structure
J is u(i).) Since D is homogenous, this induces a structure of an almost complex
manifold on D, which is integrable (cf. [Wol84, §8.7.9]).

The action of Ku on D induces an action of it on TuD. As Ku is compact, there
is a Ku-invariant positive definite form on TuD (cf. Proposition 1.18 of [Mil04]),
which is compatible with the complex structure J of TuD because J = u(i) ∈ Ku.
Now use the homogeneity of D to move the bilinear form to each tangent space,
which will make D into a Hermitian manifold. It is not difficult to see that u(−1)
is the symmetric at u and D is a Hermitian symmetric space.

Finally, D is a Hermitian symmetric domain because of (b) and (c). The proof
is quite similar with the one of Theorem 1.20. �

Remark 1.22. As we saw in the proof of Theorem 1.21, the condition (b) guarantees
that Ku is compact. If further assuming (a) holds, then one can endow D with the
structure of a Hermitian symmetric space. The space D is a Hermitian symmetric
domain because of (b) and (c).

As a corollary, we can classify Hermitian symmetric domains in terms of such
pairs.

Corollary 1.23. There is a natural one-to-one correspondence between isomor-
phism classes of pointed Hermitian symmetric domains and pairs (G, u) consisting
of a real adjoint algebraic group G and a non-trivial homomorphism u : U1 → G
satisfying (a), (b), (c) in Theorem 1.20.

1.2.4. Classification of Hermitian symmetric domains in terms of Dynkin diagrams.
Let us now focus on irreducible Hermitian symmetric domains. The irreducibility of
the domain implies that the associated adjoint algebraic group is a simple algebraic
group. Let G be a simple adjoint group over R, and let u be a homomorphism



10 R. LAZA AND Z. ZHANG

U1 → G satisfying (a) and (b) of Theorem 1.20. (N.B. the condition (c) then holds
trivially.)

Lemma 1.24. Let GC be the scalar extension of G from R to C, and µ = uC :
Gm → GC. Then

(1) GC is also simple;
(2) Only the characters z, 1, z−1 occur in the action of Ad◦µ : Gm → Lie(GC).

Proof. See Page 21 of [Mil04] or Page 478 of [Mil13] for Part (1). Part (2) follows
from Theorem 1.20 (a). �

Proposition 1.25. The map (G, u) 7→ (GC, uC) defines a bijection between the sets
of isomorphism classes of pairs consisting of

(1) a simple adjoint algebraic group over R and a conjugacy class of u : U1 → G
satisfying (a) and (b) in Theorem 1.20, and

(2) a simple adjoint algebraic group over C and a conjugacy class of cocharac-
ters satisfying (2) of Lemma 1.24.

Proof. See [Mil04, Prop. 1.24]. �

Example 1.26. Let µ be a cocharacter of (PGL2)C. Let θ be the conjugation of
PGL2(C) by (

0 1
−1 0

)
.

The same computation as in Example 1.16 shows that the involution θ̄, defined
by g 7→ θ(ḡ), is the identity on the compact form PGU2 of (PGL2)C. Consider
another involution on PGL2(C) given by g 7→ µ(−1) ◦ θ̄(g) ◦µ(−1)−1. By Example
1.18 (d), there is a real form H of (PGL2)C such that complex conjugation on
H(C) = PGL2(C) is the involution as above. Also define u := µ|U1

which takes
value in H(R). As µ(−1)2 = Id, the conjugation by u(−1) is an involution of H.
By construction, it is a Cartan involution. In this way, we obtain a pair (H,u) as
in (1) of Proposition 1.25.

In particular, if µ is the scalar extension of ui which is defined in Example 1.10,
then

µ(−1) =

(
0 1
−1 0

)
.

As µ(−1) ◦ θ̄(g) ◦ µ(−1)−1 = ḡ, the corresponding real form H of (PGL2)C is
(PGL2)R. Also, it is clear that u = ui.

Let GC be a simple algebraic group. We choose a maximal torus T , and let
X∗(T ) = Hom(T,Gm) (resp. X∗(T ) = Hom(Gm, T )) be the character (resp.
cocharacter) group. Note that there is a natural pairing 〈−,−〉 : X∗(T )×X∗(T )→
End(Gm) ∼= Z between X∗(T ) and X∗(T ) (see Page 335 of [Mil11]). Choose a set of
simple roots (αi)i∈I . The nodes of the Dynkin diagram of (GC, T ) are also indexed
by I. Recall that highest root is the unique root α̃ =

∑
i∈I niαi such that, for

any other root
∑
i∈I miαi, ni ≥ mi. We say that an root αi (or the corresponding

node) is special if ni = 1 in the expression of α̃.

Theorem 1.27. The isomorphism classes of irreducible Hermitian symmetric do-
mains are classified by the special nodes on connected Dynkin diagrams.
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Proof. See [Mil04, Thm. 1.25]. For completeness, we include the proof here. No-
tations as above. By Theorem 1.21 and Proposition 1.25, it suffices to construct a
bijection between the conjugacy classes of µ : Gm → GC satisfying (2) of Lemma
1.24, and special nodes of the Dynkin diagram of GC(C). Since all maximal tori are
conjugate, we can assume that µ is in the cocharacter group X∗(T ) ⊂ X∗(GC) of
T . Moreover, there is a unique representative µ such that 〈αi, µ〉 ≥ 0 for all i ∈ I
because the Weyl group acts transitively and freely on the Weyl chambers. Now
(2) of Lemma 1.24 is equivalent to 〈α, µ〉 ∈ {−1, 0, 1} for all roots α. Since µ is
non-trivial, not all values can be 0, so there must be a (unique) simple root αi such
that 〈αi, µ〉 = 1, which is in fact a special root (otherwise 〈α̃, µ〉 > 1). The other
direction easily follows from the fact that 〈−,−〉 : X∗(T )×X∗(T )→ Z is a perfect
pairing. �

The special roots of connected Dynkin diagrams are listed in the following table.

Type α̃ Special root
An α1 + · · ·+ αn α1, · · · , αn
Bn α1 + 2α2 + · · ·+ 2αn α1

Cn 2α1 + · · ·+ 2αn−1 + αn αn
Dn α1 + 2α2 + · · ·+ 2αn−2 + αn−1 + αn α1, αn−1, αn
E6 α1 + 2α2 + 2α3 + 3α4 + 2α5 + α6 α1,α6

E7 2α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 + α7 α7

E8, F4, G2 none
Table 1. Special roots of connected Dynkin diagrams.

1.3. Hermitian symmetric domains and Hodge structures. The goal of this
section is twofold: on one hand, given a Hermitian symmetric domain D, we show
how to use the associated pair (G, u) (cf. Proposition 1.7 and Theorem 1.8) to
construct variations of Hodge structure over D; on the other hand, given a real
vector space V , we consider certain sets of Hodge structures on V and show that
they can be endowed with structures of Hermitian symmetric domains (in fact,
every irreducible Hermitian symmetric domain can be obtained in this way). We
refer the readers to [GGK12, Chap. 1,2] for the background of Hodge structures
and variations of Hodge structures.

1.3.1. A closer look at Condition (a) of Theorem 1.20. Given a pair (G, u) as in
Theorem 1.20, we have seen in Theorem 1.21 that the G(R)+-conjugacy class of u
has a natural structure of a Hermitian symmetric domain. In this subsection, we
would like to consider a more general situation.

Let S = ResC/RGm be the Deligne torus. We consider the following pairs (G, h)
where G is a reductive (see for example Page 16 of [Mil11]) algebraic group over
R and h : S → G is an algebraic homomorphism. We denote by X the conjugacy
class of h by elements of G(R) (not G(R)+). Note that one can produce such a pair
from a Hermitian symmetric domain D. Specifically, we set G to be the adjoint
algebraic group G in Proposition 1.7 and define h by h(z) = u(z/z̄) with u = up
(cf. Theorem 1.8) for some p ∈ D (see also Example 1.10). In this case, D will be a
connected component of X, the G(R)-conjugacy class of h (cf. [Mil04, Prop. 4.9]).
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Let Zh be the centralizer of h in G(R). Then the orbit map identifies X with
G(R)/Zh. We view X as a homogenous manifold via this identification.

For any real representation ρ : G → GL(V ) and any h′ ∈ X, the composition
ρ ◦ h′ : S → G → GL(V ) defines a real Hodge structure on V (e.g. Page 26 of
[Mil04]). In other words,

V ⊗R C =
⊕
p,q

V p,qh′ ,

where V p,qh′ = {v ∈ VC | (ρ(h′(z)))(v) = z−pz̄−q · v, ∀z ∈ S(R) = C∗}. In particular,
over R we have the weight space decomposition:

V =
⊕
n∈Z

Vn,h′ , Vn,h′ ⊗R C =
⊕
p+q=n

V p,qh′

(i.e. v ∈ Vn,h′ if and only if (ρ(h′(r)))(v) = rn · v for all r ∈ Gm(R) = R∗, here Gm
is mapped into S via Gm

w→ S, r 7→ r−1).

Remark 1.28. For a Hodge structure ϕ : S → GL(V ), the standard convention

in the theory of Shimura variety is ϕC(z1, z2)(vp,q) = z−p1 z−q2 · vp,q (cf. [Del79,
(1.1.1.1)]). Meanwhile, a different convention ϕC(z1, z2)(vp,q) = zp1z

q
2 ·vp,q is largely

used in Hodge theory (e.g. Page 31 of [GGK12]). We shall use different conventions
in different contexts.

Lemma 1.29. The following statements are equivalent.

(1) For all representations (V, ρ) of G, the weight space decomposition of V
induced by h′ ∈ X is independent of the h′.

(2) For any h′ ∈ X, the real Hodge structure on Lie(G) defined by Ad ◦ h′ is
pure of weight 0.

Proof. See [Del79, 1.1.13(α)]. See also [Con, Lemma 5.1]. �

Assume X satisfies one of the properties in the previous lemma, then for any
representation (V, ρ) the weight spaces Vn,h′ are independent of h′ ∈ X, and so we
have a trivial vector bundle X × (Vn)C → X for every weight n. Furthermore, the
Hodge filtration F •n,h′ on (Vn)C induced by ρ ◦ h′ defines (as h′ varies) a filtration

on X × (Vn)C by subbundles F•n.
We want to put a complex structure on X such that (1) Fpn will be a holomorphic

subbundle (0 ≤ p ≤ n); (2) Fpn’s satisfy Griffiths transversality for the natural con-
nection on X×(Vn)C. To do this, we need the following axiom. Recall that the type
of a Hodge structure VC =

⊕
p,q V

p,q is the set of (p, q) such that V p,q is non-empty.

(Axiom I) The Hodge structure on Lie(G) given by Ad ◦ h′ for any h′ ∈ X is
of type {(−1, 1), (0, 0), (1,−1)}.

Note that pairs (G, h) coming from Hermitian symmetric domains clearly satisfy
Axiom I (cf. Theorem 1.20 (a)). Also, if Axiom I is satisfied, then Lemma 1.29 (2)
automatically holds.

Assuming Axiom I, we can endow X with a complex structure as follows (com-
pare to Theorem 1.21). Let g = Lie(G). Also fix h′ ∈ X and denote the Hodge
structure on g induced by h′ ∈ X by {gp,qC }. Then there is a natural isomor-

phism Th′X ∼= g/g0,0, where g0,0 is the real descent of g0,0
C . Because Th′X =

g/g0,0 ⊂ g1,−1
C ⊕ g−1,1

C , Ad(h′(i)) acts on Th′X as multiplication by −1. Define
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Jh′ = Ad(h′(e
πi
4 )). Since J2

h′ = − Id, this defines a complex structure on Th′X.
Moving Jh′ around using the homogeneity of X, we obtain an almost complex
structure on X.

Theorem 1.30. Let G be a reductive group over R and let X be the G(R)-
conjugacy class of an algebraic homomorphism h : S → G. If (G, X) satisfies
Axiom I, then the almost complex structure defined by {Jh′} is integrable.

For any representation V of G and any integers n and p, Fpn is a holomorphic
vector bundle on X with respect to this complex structure. Moreover, F•n satisfies
Griffiths transversality for the connection ∇ = 1⊗ d : (Vn)C ⊗OX → (Vn)C ⊗ Ω1

X .
(In other words, (X × (Vn)R,∇,F•n) forms a real variation of Hodge structure of
weight n over X. )

Proof. See [Del79, Prop. 1.1.14] or [Mil04, Prop. 5.9]. See also [Con, Prop. 5.3]
and [Lev, Thm. 3.7]. �

Remark 1.31. Axiom I is one of Deligne’s axioms in the definition of a Shimura
datum, for which we refer the readers to [Mil04, Def. 5.5]. Also, see [Mil04, Def.
4.22] for the definition of a connected Shimura datum. For the connections between
(connected) Shimura data and Hermitian symmetric domains, see Proposition 4.8,
Proposition 5.7 and Corollary 5.8 of op. cit..

1.3.2. Parameter spaces for certain Hodge structures. Fix a real vector space V and
an integer n. Let T be a set of tensors (i.e. multilinear maps V ⊗ · · · ⊗ V → R)
including a nondegenerate bilinear form t0, and let d : Z × Z → N be a function
with the property that (1) d(p, q) = 0 unless p+ q = n; (2) d(p, q) = d(q, p).

For a real Hodge structure V of weight m, a tensor V ⊗2r → R(−mr) of V is
said to be a Hodge tensor if it is a morphism of Hodge structures (of type (0, 0)).
Define S(d, T ) be the set of all Hodge structures ϕ of weight n on V such that

(1) dimV p,qϕ = d(p, q);
(2) each t ∈ T is a Hodge tensor for ϕ;
(3) t0 is a polarization (e.g. Page 32 of [GGK12]) for ϕ.

For every ϕ ∈ S(d, T ), we consider the corresponding Hodge filtrations F •ϕ.

Denote by d the sequence of dimensions of F iϕ for 0 ≤ i ≤ n. Because dimV p,qϕ =
d(p, q), d is independent of ϕ. Consider the flag variety Fl(d, VC) of type d, then
S(d, T ) acquires a topology as a subspace of Fl(d, VC).

Note that by construction there is an universal family of Hodge structures
{ϕ}ϕ∈S(d,T ) over S(d, T ).

Theorem 1.32. Let S+ be a connected component of S(d, T ).

(1) If nonempty, then S+ has a unique complex structure for which {ϕ}ϕ∈S+

is a holomorphic family of Hodge structures. (Alternatively, the map S+ →
Fl(d, VC), ϕ 7→ F •ϕ is holomorphic.)

(2) With this complex structure, S+ is a Hermitian symmetric domain if {ϕ}ϕ∈S+

is a variation of Hodge structure.
(3) Every irreducible Hermitian symmetric domain is of the form S+ for a

suitable V , n, d and T .

Proof. (Sketch) See [Mil04, Thm. 2.14]. We sketch the proof of the statement (2)
here and refer the readers to op. cit. for the proof of the statements (1) and (3). For
simplicity, we further assume that T = {t0}. Choose a point ϕ ∈ S+, and denote
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by h0 the corresponding homomorphism h0 : S → GL(V ). Let G be the algebraic
subgroup of GL(V ) whose elements fix t0 up to scalar. Then h0 factors through G:
h0 : S→ G ↪→ GL(V ). Let w : Gm → S be the homomorphism defined by r 7→ r−1.
Because V has a single weight n, h0 ◦w maps Gm into the center of G. As a result,
there exists a homomorphism u0 : U1 → Gad such that h0(z) = u0(z/z̄) modulo the

center Z(G)(R). (Note that there is an exact sequence 0 → Gm
w→ S → U1 → 0,

where w is defined as above and the other homomorphism S → U1 is defined by
z 7→ z/z̄.)

We now show that (Gad, u0) satisfies Theorem 1.20 (a), (b) and (c). Let g be
Lie(G) with the Hodge structure provided by Ad ◦ h0. One can verify that g is
a sub-Hodge structure of End(V ) (with the natural Hodge structure of weight 0
induced from (V, ϕ)). Note that we have

g/g0,0 ∼= TϕS
+ ⊂ Tϕ(Fl(d, VC)) ∼= End(VC)/F 0 End(VC),

where g0,0 is the real descent of g0,0
C ⊂ gC. If the universal family {ϕ}ϕ∈S+ satisfies

Griffiths transversality, then g/g0,0 ⊂ F−1 End(VC)/F 0 End(VC). This implies that
g is of type {(1,−1), (0, 0), (−1, 1)}, and so u0 satisfies (a).

Let G1 be the subgroup of G whose elements fix t0 ((G1)ad ∼= Gad). Let
C = h0(i) = u0(−1) be the Weil operator. As t0 is a polarization of the Hodge
structure (V, ϕ), t0 is G1-invariant and (2πi)nt0(−, C−) is symmetric and positive
definite. By [Mil04, Prop. 1.20], this implies that u0 satisfies (b).

The set S+ can be viewed as a connected component of the space of homomor-
phisms U1 → (G1)ad. By [Del79, 1.1.12], it is equal to the set of conjugates of u0

by elements of (G1)ad(R)+. Now discard any compact factors of (G1)ad and apply
Theorem 1.21. �

When T = {t0}, S(d, t0) is the Griffiths period domain. In general, S(d, T ) is a
subdomain of S(d, t0).

As a result of the theorem, if the universal family of Hodge structures on a period
subdomain satisfies Griffiths transversality, then the domain must be a Hermitian
symmetric domain.

2. Locally symmetric varieties and Hodge theory

In this section, we review the basic theory of locally symmetric varieties. We
also explore the role of locally symmetric varieties in studying moduli spaces and
variations of Hodge structure.

2.1. Locally symmetric varieties.

2.1.1. Motivations from algebraic geometry. One of the most important applica-
tions of Hodge theory in algebraic geometry is to study moduli spaces via period
maps. Let M be a moduli space of certain smooth complex algebraic varieties X,
choose an integer 0 ≤ k ≤ dimX (typically k = dimX) and let D be a period
domain parametrizing polarized Hodge structure of weight k which has the same
Hodge numbers as Hk

prim(X,Q). A period map

P :M→ Γ\D
is defined by associating to X the polarized Hodge structure of weight k on the
primitive cohomology group Hk

prim(X,Q) (Γ is a suitable discrete group acting

properly and discontinuously on D). The ideal situation is when P is birational.
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For that, one needs to prove that P is injective (Torelli type results) and P is
dominant. However, due to Griffiths transversality, except for principally polarized
abelian varieties and K3 type situations, P is never dominant. Because of this, we
consider subdomains of period domains D. In general, the periods lie in Mumford-
Tate subdomains of D, and the image Z of P is typically highly transcendental.
If the periods satisfy enough algebraic relations, then they belong to a Hermitian
symmetric domain.

Theorem 2.1. Let Z be a closed horizontal subvariety of a classifying space D =
G(R)/K for Hodge structures and let Γ = StabZ ∩ G(Z). Assume that

(i) Γ\Z is strongly quasi-projective;
(ii) Z is semi-algebraic in D (i.e. open in its Zariski closure in the compact

dual Ď).

Then Z is a Hermitian symmetric domain G(R)/K, whose embedding in D is an
equivariant, holomorphic, horizontal embedding.

Proof. See [FL13, Thm. 1.4]. �

In other words, the only case when the image of a period map can be described
purely algebraically is when it is a locally symmetric domain. They are slight
generalizations of the classical cases of principally polarized abelian varieties and
K3 surfaces. A number of such semi-classical examples have been constructed,
including n points on P1 with n ≤ 12 [DM86], algebraic curves of genus 3 or 4
[Kon00], cubic surfaces [ACT02], cubic threefolds [ACT11] and some examples of
Calabi-Yau varieties [Voi93], [Bor97], [Roh09], [Roh10], [GvG10] (See also [DK07]).
In such situations, one can use the rich structures of arithmetic locally symmetric
domains (e.g. the existence of natural compactifications, the theory of automorphic
forms) to study the moduli spaces, see for example [Laz14, §2.2] and [Loo14].

Example 2.2. We briefly review the example of Kondō [Kon00] realizing the mod-
uli space of smooth genus 3 curves as a ball quotient. A canonical genus 3 curve
C is a plane quartic. To it one can associate a quartic K3 surface S by tak-
ing the cyclic µ4-cover of P2 branched along C. Specifically, if C = V (f4), then
S = V (f4(x0, x1, x2) + x4

3) ⊂ P3. In this way, one gets a period map

P :Mnh
3 → F4

∼= D/Γ

from the moduli of non-hyperelliptic genus 3 curves to the period domain of degree
4 K3 surfaces. Since the resulting K3 Hodge structures are special (they have
multiplication by µ4), the image of P will lie in a Mumford-Tate subdomain. In
this situation, the subdomain will be a 6-dimensional complex ball B embedded
geodesically into the 19-dimensional Type IV domain D. In conclusion, one gets

P :Mnh
3 → B/Γ′ ⊂ D/Γ,

which turns out to be birational.

2.1.2. Quotients of Hermitian symmetric domains. We discuss locally symmetric
domains in this section. Let us start by defining some special (discrete) subgroups
of an algebraic group or a Lie group. Let G be an algebraic group over Q. For an
injective homomorphism r : G→ GLn, we let

G(Z)r = {g ∈ G(Q) | r(g) ∈ GLn(Z)}.
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Note that G(Z)r is independent of r up to commensurability (cf. [Bor69, Cor.
7.13]), so r can sometimes be omitted from the notation. A subgroup Γ of G(Q) is
arithmetic if it is commensurable with G(Z)r for some r. (In other words, Γ∩G(Z)r
has finite index in both Γ and G(Z)r.) Note that every arithmetic subgroup Γ
contains a torsion free subgroup of G(Q) of finite index (cf. [Bor69, Prop. 17.4]).

As an example, let us consider

Γ(N) := r(G(Q)) ∩ {A ∈ GLn(Z) | A ≡ I mod N},

and define a congruence subgroup of G(Q) to be any subgroup containing Γ(N) as
a subgroup of finite index. Although Γ(N) depends on the choice of the embed-
ding r, congruence subgroups do not. Every congruence subgroup is an arithmetic
subgroup.

Recall that a lattice of a Lie group is a discrete subgroup of finite covolume with
respect to an equivariant measure. Consider a connected adjoint Lie group H with
no compact factors (e.g. Hol(D)+ for a Hermitian symmetric domain D), and let
Γ be a subgroup of H. If there exists a simply connected (cf. Page 199 of [Mil11])
algebraic group G over Q and a surjective homomorphism ϕ : G(R) → H with
compact kernel such that Γ is commensurable with ϕ(G(Z)), then we also say that
Γ is an arithmetic subgroup of H. In fact, such a subgroup is a lattice of H (cf.
Page 484 of [Mil13]), and so Γ is an arithmetic lattice.

We now discuss the quotient of a Hermitian symmetric domain D by a certain
discrete subgroup Γ of Hol(D)+ (e.g. a lattice or an arithmetic lattice). If Γ is
torsion free, then it acts freely on D, and there is a unique complex structure on
Γ\D such that the natural quotient map D → Γ\D is holomorphic. In this case, D
is also the universal covering space of Γ\D with Γ the group of deck transformations;
the choice of a point of D determines an isomorphism of Γ with the fundamental
group of Γ\D. Moreover, it is easy to see that for each p ∈ Γ\D, there is an
involution sp defined in a neighborhood of p having p as an isolated point. (In
other words, Γ\D is “locally symmetric”.)

Note that a discrete group Γ of Hol(D)+ is a lattice (i.e. Γ\Hol(D)+ has finite
volume) if and only if Γ\D has finite volume.

Let H be a connected semisimple Lie group with finite center. We say that a
lattice Γ in H is irreducible if Γ · N is dense in H for every noncompact closed
normal subgroup N of H. If we further assume that H has trivial center and no
compact factor, then any lattice in H decomposes into irreducible lattices as in
[Mil13, Thm. 3.1]. In particular, one can decompose locally symmetric domains as
follows.

Theorem 2.3. Let D be a Hermitian symmetric domain with H = Hol(D)+. Let
Γ be a lattice in H. Then D can be written uniquely as a product D = D1×· · ·×Dr

of Hermitian symmetric domains such that Γi := Γ ∩ Hol(Di)
+ is an irreducible

lattice in Hol(Di)
+ and Γ1\D1 × · · · × Γr\Dr is a finite covering of Γ\D.

Proof. See [Mil13, Thm 3.2]. �

Recall that a connected semisimple algebraic group can be written as an almost
direct product of its almost simple subgroups (called almost simple factors) (cf.
[Mil11, Thm. 17.16]). We say a simply connected or adjoint algebraic group G
over Q is of compact type (resp. of noncompact type) if Gi(R) is compact (resp.
noncompact) for every almost simple factor Gi of G (see also [Mil13, Def. 3.7]).
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Recall also that the rank of a semisimple algebraic group G over R is the dimension
of a maximal split torus in G.

Theorem 2.4. Let D be a Hermitian symmetric domain with H = Hol(D)+. Let
Γ be a lattice in H. If rank(Hol(Di)

+) ≥ 2 in Theorem 2.3, then there exists a
simply connected algebraic group G of noncompact type over Q and a surjective
homomorphism ϕ : G(R) → H with compact kernel such that Γ is commensurable
with ϕ(G(Z)). (In particular, Γ is an arithmetic lattice of H.) Moreover, such a
pair (G,ϕ) is unique up to a unique isomorphism.

Proof. See [Mil13, Thm. 3.13]. We also include the proof here. By Theorem 2.3 we
can assume that the lattice Γ is irreducible. The existence of (G,ϕ) just means that
Γ is arithmetic. By Margulis arithmeticity theorem (see for example [Mil13, Thm.
3.12]), the only possibility one has to rule out is that H is isogenous to SU(1, n) or
SO(1, n), which can not happen because of the assumption that rank(H) ≥ 2. See
Page 485 of op. cit. for the proof that G is of noncompact type.

Because Γ is irreducible, G is almost simple (cf. Theorem 3.9 of op. cit.). Let
(G1, ϕ1) be a second pair. Because the kernel of ϕ1 is compact, its intersection
with G1(Z) is finite, and so there exists an arithmetic subgroup Γ1 of G1(Q) such
that ϕ1|Γ1

is injective. Because ϕ(G(Z)) and ϕ1(Γ1) are both commensurable with
Γ, they are commensurable, which implies that there exists an arithmetic subgroup
Γ′ of G(Q) such that ϕ(Γ′) ⊂ ϕ1(Γ1). By Margulis superrigidity theorem (e.g.

Theorem 3.10 of op. cit.), the homomorphism Γ′
ϕ→ ϕ1(Γ1) ∼= Γ1 can be lifted

uniquely to a homomorphism α : G→ G1 such that ϕ1(α(γ)) = ϕ(γ) for all γ in a
subgroup Γ′′ ⊂ Γ′ of finite index. By Borel density theorem (e.g. Theorem 3.8 of
op. cit.), the subgroup Γ′ ⊂ G(Q) is Zariski dense in G, and so ϕ1◦α(R) = ϕ. Since
G and G1 are almost simple, α is an isogeny. Because G1 is simply connected, α
is an isomorphism. It is unique because it is uniquely determined on an arithmetic
subgroup of G. �

A few remarks on the algebraic structure of locally symmetric domains. Recall
that there is a functor X 7→ Xan associating to a smooth complex algebraic variety
X a complex manifold Xan. This functor is faithful, but far from surjective both
on objects and on arrows. However, if we restrict the functor to closed subvarieties
of the projective spaces PnC, then it produces an equivalence of categories between
smooth projective complex varieties and closed submanifolds of (PnC)an (Chow’s the-
orem). By the Baily-Borel theorem, every quotient Γ\D of a Hermitian symmetric
domain D by a torsion free arithmetic subgroup Γ of Hol(D)+ can be realized
(canonically) as a Zariski open subvariety of a projective variety and hence has a
canonical structure of an algebraic variety. Now by a locally symmetric variety we
mean a smooth complex algebraic variety X such that Xan is isomorphic to Γ\D
for a Hermitian symmetric domain D and a torsion free subgroup Γ ⊂ Hol(D)+

(see also Footnote 15 on Page 488 of [Mil13]).
To obtain an interesting arithmetic theory, one needs to put further restrictions

on a locally symmetric variety X. When Xan ∼= Γ\D for an arithmetic subgroup
Γ of Hol(D)+, we call X an arithmetic locally symmetric variety. The group Γ
is usually a lattice, so by Margulis arithmeticity theorem nonarithmetic locally
symmetric varieties can only occur in very few cases. For an arithmetic locally
symmetric variety X with Xan ∼= Γ\D, we let (G,ϕ) be the pair associated to Γ\D
as in Theorem 2.4. If there exists a congruence subgroup Γ0 of G(Z) such that Γ
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contains ϕ(Γ0) as a subgroup of finite index, then X will have very rich arithmetic
structures; such arithmetic locally symmetric varieties are called connected Shimura
varieties.

We refer the readers to [Mil04, Chap. 4, 5] for the formal definitions of connected
Shimura varieties and Shimura varieties.

2.2. Variations of Hodge structure on locally symmetric domains. We
first describe general variations of Hodge structure over locally symmetric domains
following [Del79] and [Mil13, Chap. 8], and then turn to the discussion of two special
types of variations of Hodge structure, namely those of abelian variety type and
Calabi-Yau type. In what follows, we shall always let D be a Hermitian symmetric
domain and let Γ be an torsion free arithmetic lattice of Hol(D)+, and use D(Γ)
to denote the arithmetic locally symmetric variety.

2.2.1. Description of the variations of Hodge structure on D(Γ). According to The-
orem 2.3, D decomposes uniquely into a product D = D1 × · · · × Dr such that
Γi = Γ∩Hol(Di)

+ is an irreducible lattice of Hol(Di)
+ and the map D(Γ1)× · · · ×

D(Γr)→ D(Γ) is a finite covering. We further assume that

(2.5) rank(Hol(Di)
+) ≥ 2

for each 1 ≤ i ≤ r. According to Margulis arithmeticity theorem, there exists
a pair (G,ϕ) where G is a simply connected Q-algebraic group and ϕ : G(R) →
Hol(D)+ is a surjective homomorphism with compact kernel such that ϕ(G(Z)) is
commensurable with Γ; moreover, such a pair is unique up to a unique isomorphism.
(cf. Theorem 2.4.)

We also fix a point o ∈ D. By Theorem 1.8, there exists a unique homomorphism
u : U1 → Hol(D)+ such that u(z) fixes o and acts on ToD as multiplication by z.

Let

Gad
R = Gc ×Gnc,

where Gad
R is the quotient of GR by its center and Gc (resp. Gnc) is the product

of the compact (resp. noncompact) simple factors of Gad
R . The homomorphism

ϕ : G(R) → Hol(D)+ factors through Gnc and defines an isomorphism of Lie
groups Gnc(R)+ → Hol(D)+. Now we define h̄ : S→ Gad

R by

(2.6) h̄(z) = (hc(z), hnc(z)) ∈ Gc(R)×Gnc(R),

where hc(z) = 1 and hnc(z) = u(z/z̄) in Gnc(R)+ ∼= Hol(D)+. Note that Gm can
be embedded into S via the exact sequence

0→ Gm
w→ S→ U1 → 0,

which is defined on the real valued points by r
w7→ r−1and z 7→ z/z̄ respectively. It

is clear that h̄ factors through S/Gm. Moreover, the Gad(R)+-conjugates of h̄ can
be identified with D through gh̄g−1 7→ g · o.

Proposition 2.7. Notations as above. The pair (G, h̄) associated to the arithmetic
locally symmetric domain D(Γ) and a point o ∈ D satisfies the following properties.

(1) The Hodge structure on Lie(Gad
R ) defined by S h̄→ Gad

R
Ad→ GL(Lie(Gad

R )) is
of type {(1,−1), (0, 0), (−1, 1)};

(2) The conjugation by h̄(i) is a Cartan involution of Gad
R .
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Proof. By definition, hnc(z) = u(z/z̄) under the identification Gnc(R)+ ∼= Hol(D)+.
Because Gad

R has trivial center, h̄ satisfies (1) and (2) if and only if u satisfies (a)
and (b) of Theorem 1.20. �

Let G be a reductive group over Q and let h : S→ GR be a homomorphism. To
state the main results of this subsection, we define the weight homomorphism

wh := h ◦ w

where w : Gm → S is given as above by r 7→ r−1 (N.B. to give a Hodge structure
on a Q-vector space V amounts to giving a homomorphism S→ GL(VR) such that
wh is defined over Q). We also consider the following condition on h.

(Axiom II*) The conjugation by h(i) is a Cartan involution of GR/wh(Gm).

Axiom II* can be motivated from the following fact. Let V be a faithful repre-
sentation of G, if wh is defined over Q, then the homomorphism h : S→ GR defines
a rational Hodge structure on V ; assume that G is the Mumford-Tate group of V ,
then V is polarizable if and only if (G, h) satisfies Axiom II*. (cf. [Del79, 1.1.18(a)]
and [Mil13, Prop. 6.4]. Roughly speaking, a Cartan involution produces a bilin-
ear form invariant under the group action, but the Mumford-Tate group G only
preserves a polarization up to scalar, so we consider a Cartan involution on the
quotient of the Mumford-Tate group by wh(Gm).)

A Hodge structure is said of CM type if it is polarizable and its Mumford-
Tate group is a torus. Also, by a variation of integral Hodge structure we mean
a variation of rational Hodge structure that admits an integral structure (i.e. the
local system of Q-vector spaces comes from a local system of free Z-modules).
The underlying local system of a variation of Hodge structure is determined by
the monodromy representation. See for example [Voi03, §3.1] for the definition
and properties of the monodromy representation. Finally, we denote by Gder the
derived subgroup (cf. Page 187 of [Mil11]) of G.

Theorem 2.8. Let D(Γ) be an arithmetic locally symmetric domain satisfying
(2.5). Let G be the simply connected Q-algebraic group associated to D(Γ) as in
Theorem 2.4. Choose a point o ∈ D and define h̄ as in (2.6). To give

a polarizable variation of integral Hodge structure on D(Γ) such that some fiber
is of CM type and the monodromy representation has finite kernel

is the same as giving

a triple (G, h : S → GR, ρ : G → GL(V )), where V is a Q-representation of G
and G ⊂ GL(V ) is a reductive algebraic group defined over Q, such that

(1) The homomorphism h satisfies Axiom II* and wh is defined over Q;
(2) The representation ρ factors through G and ρ(G) = Gder;
(3) The composition Ad ◦ h : S→ GR → Gad

R
∼= Gad

R is equal to h̄.

Proof. See [Mil13, Summary 8.6]. �

Remark 2.9. The reductive group G should be thought of as the generic Mumford-
Tate group of a polarizable variation of Hodge structure on D(Γ). Also, we need to
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assume the variation of Hodge structure is polarizable and integral so that ρ(G) =
Gder (cf. [Mil13, Thm. 6.22]).

For every arithmetic locally symmetric variety, there exists a triple (G, h, ρ)
satisfying the conditions in Theorem 2.8, and hence there is a polarizable variation
of integral Hodge structure on the variety. See Pages 512−514 of [Mil13] for details.

2.2.2. Symplectic representations. In this subsection, we show how to construct a
family of abelian varieties (equivalently, polarizable variations of integral Hodge
structure of length 1) on an arithmetic locally symmetric variety D(Γ) following
[Del79, §1.3] and [Mil13, Chap. 10, 11]. For simplicity, we assume that D is
irreducible. Also, we assume that rank(Hol(D)+) ≥ 2 as in (2.5).

According to Theorem 2.4, there is a unique simply connected Q-algebraic group
G of non-compact type and a surjective homomorphism ϕ : G(R)→ Hol(D)+ with
compact kernel such that ϕ(G(Z)) is commensurable with Γ. Note that ϕ factors
through Gad

R (R) and induces an isomorphism of Lie groups Gad
R (R)+ → Hol(D)+.

Fix a point o ∈ D and let h̄ : S → Gad
R be as defined in (2.6), then ϕ(h̄(z)) fixes

o ∈ D and acts on ToD as multiplication by z/z̄.
By Theorem 2.8, variations of Hodge structure on D(Γ) corresponds to certain

representations of G. We now define symplectic representations and show that they
corresponds to families of abelian varieties on D(Γ).

Let V be a rational vector space and ψ be a nondegenerate alternating form on V .
Denote by GSp(V, ψ) the group of symplectic similitudes (the algebraic subgroup
of GL(V ) whose elements preserves ψ up to scalar). The derived subgroup of
GSp(V, ψ) is the symplectic group Sp(V, ψ). Also, let D(ψ) be the set of Hodge
structures which are of type {(−1, 0), (0,−1)} and are polarized by 2πiψ.

Definition 2.10. A homomorphism G→ GL(V ) with finite kernel is a symplectic
representation of (G, h̄ : S → Gad

R ) if there exists a pair (G, h : S → GR) consist-
ing of a reductive Q-algebraic group G and a homomorphism h, a nondegenerate
alternating form ψ on V , and a factorization of G→ GL(V ) through G:

G
φ→ G

ξ→ GL(V )

such that

(1) ξ ◦ h ∈ D(ψ);
(2) φ(G) = Gder and ξ(G) ⊂ GSp(V, ψ);
(3) The composition Ad ◦ h : S→ GR → Gad

R
∼= Gad

R is equal to h̄.

Recall that a family on a connected complex manifold is said to be faithful if the
monodromy representation is injective.

Theorem 2.11. Let D(Γ) be an arithmetic locally symmetric variety with D ir-
reducible (for simplicity only) and rank(Hol(D)+) ≥ 2, and let (G, h̄) be the pair
associated to D(Γ) and a point o ∈ D as above. There exists a faithful family of
abelian varieties on D(Γ) having a fiber of CM type if and only if (G, h̄) admits a
symplectic representation.

Proof. (Sketch) This is [Mil13, Thm. 11.8]. Let g : A → D(Γ) be a faithful family
of abelian varieties. By Theorem 2.8, the polarizable variation of integral Hodge
structure R1g∗Q produces a certain triple (G, h : S→ GR, ρ : G→ GL(V )) with G
its generic Mumford-Tate group. Because the family is faithful, ρ has finite kernel.
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Also, by [Mil13, Lemma 10.15] there exists an alternating form ψ on V such that
ρ induces a homomorphism G→ G ↪→ GSp(V, ψ). Then one can easily check that
ρ is a symplectic representation of (G, h̄).

Conversely, given a symplectic representation ρ : G → GL(V ) of (G, h̄) as in
Definition 2.10, using the notations there, the triple (ξ(G), ξR ◦h, ξ ◦φ) satisfies the
conditions (1) (cf. also [Mil13, Prop. 6.4]), (2) and (3) in Theorem 2.8. In this way,
we get a polarizable variation of integral Hodge structure of type {(−1, 0), (0,−1)}
which must come from a family of abelian varieties (see for example [Moo99, Thm.
2.2]). �

In the rest of this subsection we study symplectic representations. Because D
is irreducible, there is no harm to study symplectic representations over R. Let
ρ : G → GL(V ) be a symplectic representation of (G, h̄). After scalar extension
to R, we assume that G is an almost simple and simply connected R-algebraic
group without compact factors and view V as a real representation of G. If V is
irreducible, then EndG(V ) is a division algebra over R (Shur’s Lemma), and so
there are three possibilities:

EndG(V ) =


R (real type),

C (complex type),

H (quaternionic type).

Accordingly, we have (VC := VR ⊗R C)

VC =


V+ (real type),

V+ ⊕ V−, V+ � V− (complex type),

V+ ⊕ V−, V+
∼= V− (quaternionic type),

where V± are irreducible complex G(C)-representations and V ∨+
∼= V−. In practice,

one can use [GGK12, Theorem (IV.E.4)] to distinguish these cases.
We now classify the irreducible real symplectic representations of the pairs (G, h̄).

Define µ̄ : Gm → Gad
C by µ̄(z) = h̄C(z, 1), where h̄C : Gm × Gm → Gad

C is the
complexification of h̄. Let u : U1 → Hol(D)+ ∼= Gad(R)+ be the homomorphism
associated to the point o ∈ D as in Theorem 1.8. Because h̄C(z1, z2) = uC(z1/z2) as
in (2.6), the homomorphism µ̄ is the scalar extension of u: µ̄(z) = h̄C(z, 1) = uC(z).

Fix a maximal torus T of Gad
C , and let X∗(T ) = Hom(T,Gm) (resp. X∗(T ) =

Hom(Gm, T )) be the character (resp. cocharacter) group. There is a natural pairing
〈−,−〉 : X∗(T ) × X∗(T ) → End(Gm) ∼= Z between X∗(T ) and X∗(T ). Let R ⊂
X∗(T ) (resp. R∨ ⊂ X∗(T )) be the corresponding root system (resp. coroot system).
We also denote by Q(R) the lattice generated by R. (In this case Q(R) = X∗(T ),
but we will not use this.)

Recall that the lattice of weights is P (R) = {$ ∈ X∗(T )Q | 〈$,α∨〉 ∈ Z all α∨ ∈
R∨}. Choose a set B = {α1, · · · , αn} of simple roots such that 〈α, µ̄〉 ≥ 0 for all α ∈
B, then the fundamental weights are the dual basis {$1 · · · , $n} of {α∨1 , · · · , α∨n},
and the dominant weights are the elements

∑
ni$i with ni ∈ N.

Also, there is a unique permutation τ of simple roots (or the corresponding
Dynkin diagram or the fundamental weights) such that τ2 = Id and the map
α 7→ −τ(α) extends to the action of the Weyl group. Usually τ is called the
opposition involution. Explicitly, τ acts nontrivially on the root systems of type
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An (αi ↔ αn+1−i), Dn with n odd (αn−1 ↔ αn) and E6 (α1 ↔ α6), and trivially
on the other root systems.

Theorem 2.12. Notations as above. Let V be an irreducible real representation of
G, and $ be the highest weight of an irreducible summand W (e.g. V+ or V−) of
VC. The representation V is a symplectic representation of (G, h̄) if and only if

(2.13) 〈$ + τ($), µ̄〉 = 1.

Proof. (Sketch) (Step 1) By [Del79, Lemma 1.3.3] or [Mil13, Prop. 10.4], a rep-
resentation ρ : G → GL(V ) is a symplectic representation if there exist a pair
(G, h : S→ GR) and a factorization ρ = ξ ◦ φ of ρ as in Definition 2.10, such that
(1) ξ ◦h is of type {(−1, 0), (0,−1)}; (2) φ(G) = Gder; and (3) Ad◦h = h̄. In other
words, the nondegenerate alternating form ψ is not needed in the first place.

(Step 2) Consider the projective system (Tn, Tnd → Tn), where the index set is
N − {0} (ordered by divisibility), Tn = Gm, and Tnd → Tn is given by z 7→ zd.

Denote by G̃m its inverse limit.
By [Del79, 1.3.4], G̃m is the algebraic universal covering of Gm, so we can lift µ̄ :

Gm → Gad
C to µ̃ : G̃m → GC. Then W ⊂ VC is a representation of G̃m. According

to [Mil13, §10.2], such a representation G̃m → GL(W ) can be represented by a
homomorphism f : Tn → GL(W ) and defines a gradation W = ⊕Wr (r ∈ (1/n)Z)
with f(z) acting on Wr by multiplication by znr. We call the r for which Wr 6= 0

the weights of the representation of G̃m on W . One can check that the weights do
not depend on the representative f .

The most important observation here is as follows: the nontrivial irreducible
representation W occurs in a symplectic representation if and only if µ̃ has exactly
two weights a and a+ 1 on W (cf. [Del79, Lemma 1.3.5]).

We show the “only if” direction here. For h : S→ GR, we define µh : Gm → GC
by µh(z) = hC(z, 1) as in [Del79, 1.1.1, 1.1.11]. Because Ad ◦h = h̄ as in Definition
2.10 (3), we have φC ◦ µ̃ = µh · ν with ν in the center of GC. On W , µh has weights
0 and 1 (see Definition 2.10 (1)). If a is the unique weight of ν on W , then the only
weights of µ̃ on W is a and a+ 1. We need the observation in Step 1 for the other
direction, see [Mil13, Lemma 10.6].

(Step 3) Note that the differential of µ̃ equals the differential of µ̄. The conclusion
in Step 2 can be rephrased as follows: if $ is the highest weight of W , then the
representationW occurs in a symplectic representation if and only if 〈$+τ($), µ̄〉 =
1. This is [Del79, (1.3.6.1)]. In fact, the lowest weight of W is −τ($), and the
weights β of W are of the form $ + (a Z-linear combination of roots α ∈ R).
Because 〈α, µ̄〉 ∈ Z for all roots α, 〈β, µ̄〉 takes values a and a + 1 if and only if
〈−τ($), µ̄〉 = 〈$, µ̄〉 − 1, which is clearly equivalent to (2.13). �

To apply (2.13), we make the following two observations. Because $ + τ($) ∈
Q(R), 〈$+τ($), µ̄〉 ∈ Z for every dominant weight$. Moreover, 〈$+τ($), µ̄〉 > 0.
So only the fundamental weights {$1, · · · , $n} can satisfy (2.13) ([Del79, Lemma
1.3.7]).

Also, by the proof of Theorem 1.27 there exists a special node αs (determined
by the irreducible Hermitian symmetric domain D) such that, for simple roots
α ∈ B = {α1, · · · , αn},

〈α, µ̄〉 =

{
1 if α = αs,

0 if α 6= αs.
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Express a weight $ as a Q-linear combination of the simple roots {αi} (cf. [Bou02]),
then 〈$ + τ($), µ̄〉 = 1 if and only if the coefficient of αs in $ + τ($) equals 1.

Example 2.14. (Type An−1) In this case,

$i =
n− i
n

α1 +
2(n− i)

n
α2 + · · ·+ i(n− i)

n
αi +

i(n− i− 1)

n
αi+1 + · · ·+ i

n
αn−1,

for 1 ≤ i ≤ n − 1. The opposition involution τ switches the nodes i and n − i:
τ($i) = $n−i, and so

τ($i) =
i

n
α1 +

2i

n
α2 + · · ·+ (n− i)i

n
αn−i+

(n− i)(i− 1)

n
αn+1−i+ · · ·+

n− i
n

αn−1.

If i ≤ n− i, one can easily compute the coefficient of a simple root αj in $i+τ($i):

the coefficient of αj in $i + τ($i) =


j if 1 ≤ j ≤ i,
i if i ≤ j ≤ n− i,
n− j if n− i ≤ j ≤ n− 1.

The special root αs can be any αj with 1 ≤ j ≤ n − 1. We drop the cases that
αs = α1 and αs = αn−1 so that the assumption (2.5) holds. Choose a special root
αs = αj for 2 ≤ j ≤ n− 2. It is easy to see that for the coefficient to be 1, $i must
be $1. Similarly, if i > n− i, only the fundamental weight $n−1 satisfies (2.13).

Example 2.15. (Type E6 and E7) In the E6 case, the special root αs = α1 or α6,
and the opposite involution switches α1 and α6. We seek a fundamental weight $
such that $ = aα1 + · · ·+ bα6 with a+ b = 1. But there is no such a fundamental
weight for the root system E6, and hence there is no corresponding symplectic
representation.

Similarly, there is no symplectic representation associated to the Hermitian sym-
metric domains of type E7. In fact, αs = α7 and the opposite involution is trivial
in the E7 case. Therefore, a fundamental weight $ satisfies (2.13) if and only if
$ = · · ·+ 1

2α7, but no fundamental of E7 is of this form.

If a fundamental weight satisfies (2.13), then we call the corresponding node a
symplectic node. They are listed as follows.

Type Symplectic node
(An, α1) $1, · · · , $n

(An, αi), 1 < i < n $1, $n

(Bn, α1), n ≥ 2 $n

(Cn, αn) $1

(Dn, α1), n ≥ 4 $n−1, $n

(D4, α4) $1, $3

(Dn, αn), n ≥ 5 $1

(E6, α1) none
(E7, α7) none

Table 2. List of symplectic nodes.

Remark 2.16. As discussed in [Mil13, Chap. 9], one needs to take motives and
Hodge classes (v.s. algebraic varieties and algebraic classes) into consideration in
order to realize all but a small number of Shimura varieties as moduli varieties.
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Let us also mention the celebrated theorem of Deligne saying that Hodge classes
are the same as absolute Hodge classes for abelian varieties. The readers can find
further discussions in [Del82] and [CS11].

Example 2.17. Consider the special root αn of the root system A2n−1 with n ≥ 2.
By Theorem 1.27, it corresponds to an irreducible Hermitian symmetric domain D.

Let K = Q(
√
−d) (d ∈ Z+) be an imaginary quadratic field extension of Q.

Denote by V a K-vector space of dimension 2n, and set H : V × V → K to be a
K-Hermitian form on V whose signature is (n, n). There exists a K-basis on V , on
which H is given by

H(z, w) = az1w̄1 + · · ·+ znw̄n − zn+1w̄n+1 − · · · − z2nw̄2n,

where a ∈ Q+. Let us assume a = 1 for simplicity. With respect to such a basis,
we define a Q-algebraic group G by

G(R) =

{
A ∈ GL2n(K ⊗Q R)

∣∣∣∣ At( In 0
0 −In

)
A =

(
In 0
0 −In

)}
,

where R is a Q-algebra (the matrix A is obtained by taking the conjugate of every
entry in A by k ⊗ r := k̄⊗ r). The algebraic group G is simply connected (cf. Page
232 of [Mil11]), and G(R) is isomorphic to the special unitary group SU(n, n).

Since Hol(D)+ ∼= PSU(n, n), there exists a natural homomorphism ϕ : G(R) �
Hol(D)+. We choose an irreducible lattice Γ in PSU(n, n) ∼= Hol(D)+ which is com-
mensurable with ϕ(G(Q)∩GL2n(Z)). The pair (G,ϕ) then satisfies the conditions
in Theorem 2.4 for the arithmetic locally symmetric variety D(Γ).

Consider the natural representation ρ : G → GL(V ). Let VR = V ⊗Q R, then
ρR : GR → GL(VR) is isomorphic to the standard representation of SU(n, n). As
representations of G(C) ∼= SL2n(C), we have VC = V ⊗RC ∼= V+⊕V− where V+ has
highest weight $1 and V− ∼= V ∨+ has highest weight τ($1) = $2n−1. In this case,
both $1 and $2n−1 correspond to symplectic nodes, and hence ρ is a symplectic
representation. So by Theorem 2.11 we obtain a family of abelian varieties on D(Γ)
(or on D by pulling back via D → D(Γ)).

This is a family of abelian varieties of Weil type over D. An abelian variety
of Weil type consists of an abelian variety X of dimension 2n and an imaginary
quadratic field extension K ↪→ End(X)⊗Q, such that for all k ∈ K the action of k

on T0X has n eigenvalues σ(k) and n eigenvalues σ(k) (here we fix an embedding
σ : K ⊂ C). We refer the readers to [vG94, §5.3−§5.12] for the explicit constructions
of families of abelian varieties of Weil type over D.

2.2.3. Hermitian variations of Hodge structure of Calabi-Yau type. In this subsec-
tion, we consider Hodge structures of Calabi-Yau type.

Definition 2.18. A rational (resp. real) Hodge structure V of Calabi-Yau (CY)
type is an effective rational (resp. real) Hodge structure1 of weight n such that
V n,0 is 1-dimensional.

Based on earlier work of Gross ([Gro94]) and Sheng-Zuo ([SZ10]), Friedman
and Laza classified R-variations of Hodge structures of CY type over irreducible
Hermitian symmetric domains in [FL13] and [FL14]. In this subsection, we only
discuss Friedman-Laza’s classification for irreducible Hermitian symmetric domains

1In this subsection, we switch to the other convention: if ϕ : S → GL(VR) defines a Hodge
structure of weight n, then h(z) (z ∈ S(R)) acts on V p,q as multiplication by zpz̄q .
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of tube type. All the irreducible tube domains are tabulated as follows (the first
column is standard Siegel’s notation; the second column lists the corresponding
Dynkin diagrams and special roots (cf. Theorem 1.27); the third column gives
the real simply connected algebraic groups for the unique simple adjoint algebraic
groups associated to Hermitian symmetric domains (cf. Proposition 1.7); the fourth
column lists the corresponding maximal compact subgroup; the last column gives
the real ranks of tube domains).

Label (R,αs) G(R) K R-rank
In,n (A2n−1, αn) SU(n, n) S(U(n)×U(n)) n
II2n (D2n, α2n) Spin∗(4n) U1 ×µn SU(2n) n
IIIn (Cn, αn) Sp(2n,R) U(n) n

IV2n−1 (Bn, α1) Spin(2, 2n− 1) Spin(2)×µ2
Spin(2n− 1) 2

IV2n−2 (Dn, α1) Spin(2, 2n− 2) Spin(2)×µ2
Spin(2n− 2) 2

EVII (E7, α7) E7,3 U(1)×µ3 E6 3
Table 3. Hermitian symmetric domains of tube type

Let D be an irreducible Hermitian symmetric domain, and let D be a classifying
space of polarized rational Hodge structures with fixed Hodge numbers. Following
Definition 2.1 of [FL13], we call the variations of Hodge structure induced by an
equivariant, holomorphic and horizontal embedding of D ↪→ D a Hermitian varia-
tion of Hodge structure. They are the variations of Hodge structure parameterized
by Hermitian symmetric domains considered by Deligne [Del79]. In the terminology
of [GGK12], D ⊂ D is an unconstrained Mumford-Tate domain (and hence also a
Hermitian symmetric domain).

By Proposition 1.7, there is a unique simple adjoint real algebraic group associ-
ated to D; we denote by G its algebraic universal covering (N.B. these simply con-
nected algebraic groups are listed in Table 3, see also [Gro94, §1]). Fix a reference
point o ∈ D. According to Theorem 1.8, there is a homomorphism u : U1 → Gad.
We define h̄ : S→ Gad by h̄(z) = u(z/z̄) as in (2.6).

Choosing a suitable arithmetic subgroup of Hol(D)+, we assume that there is
an algebraic group GQ is defined over Q with GQ ⊗Q R ∼= G. To give a Hermitian
rational variation of Hodge structure over D, one must give a Q-representation
ρQ : GQ → GL(V ) satisfying the conditions in Theorem 2.8. Following [FL13, §2.1],
we assume that the induced real representation ρ : G→ GL(VR) is irreducible. As
variations of real Hodge structure are mainly concerned in this section, we shall
focus on the representation ρ.

The question is which irreducible representations of G correspond to Hermitian
variations of Hodge structure of CY type overD. As in Theorem 1.27, the Hermitian
symmetric domain D determines a root system R together with a special root αi.
We call the corresponding fundamental weight $i (i.e. $i(α

∨
j ) = δij) a cominuscule

weight, and call the irreducible representation V$i of G(C) with highest weight $i

a cominuscule representation.
Let VR be an irreducible G-representation. Recall that VR may be of real type,

complex type or quaternionic type. Specifically, VC may be irreducible (real type)
or reducible (complex type or quaternionic type); if VC is reducible, then we can
write VC = V+⊕ V−, where V+ and V− are irreducible representations of G(C) and
V ∨+
∼= V−. We distinguish the complex case from the quaternionic case depending
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on whether V+
∼= V− (quaternionic type) or not (complex type). We now show

that if VR induces a CY Hermitian variation of Hodge structure over D, then the
highest weight of V+ or V− (V+ = VC in the real case) must be a multiple of the
corresponding cominuscule weight.

In what follows, let us focus on tube domains D.

Lemma 2.19. Let D be an irreducible Hermitian symmetric domain of tube type,
and let G be defined as above. Suppose D corresponds to (R,αi) (so $i is the
corresponding cominuscule weight), and let Vn$i be the irreducible representation of
G(C) with highest weight n$i (n ∈ N+). Then there exists a real G-representation
VR such that VR ⊗R C = Vn$i .

Proof. The condition that D is of tube type is equivalent to that τ(αi) = αi where
τ is the opposition involution. Let V$i be a cominuscule representation. Because
the dual representation has highest weight τ($i), we have V$i

∼= V ∨$i . Now one
can verify the reality of the representation using [GGK12, Thm. (IV.E.4)]. The
same argument works for Vn$i . �

Example 2.20. Let D be an tube domain corresponding to (A5, α3). Then G =
SU(3, 3) and the cominuscule weight is $3. Because τ($3) = $3, the cominuscule
representation can not be of complex type. We now determine whether it is of real
type or quaternionic type using [GGK12, Thm. (IV.E.4)].

In the root system A5, we have

2$3 = α1 + 2α2 + 3α3 + 2α4 + α5.

(Denote the coefficients of αi by mi.) The only noncompact root in this case is α3

(cf. Page 335 of [Kna02]). Because∑
αi compact

mi = 1 + 2 + 2 + 1 = 6

is even, the cominuscule representation is of real type.

In the proof of Theorem 1.27 we see that there is a µ ∈ X∗(Gad
C ) (µ = uC) such

that

〈α, µ〉 =

{
1 if α = αi,

0 if α 6= αi,

where αi is the special root associated to the domain D. Following [FL13], we shall
use H0 to denote µ, and use $(H0) to denote the pairing 〈$,H0〉.

Proposition 2.21. Notations as above. Let ρ : G → GL(VR) be an irreducible
representation and λ be the highest weight of an irreducible factor V+ of VC. Pos-
sibly replace V+ with V−, we can assume that τλ(H0) ≤ λ(H0). Then a necessary
condition for ρ to arise from a CY Hermitian variation of Hodge structure over D
is

$(H0) < λ(H0) for all weights $ 6= λ of V+.

Furthermore, this condition implies that λ is a multiple of the fundamental comi-
nuscule weight $i associated to the domain D. In particular, if D is a tube domain,
then such representations VR are of real type.
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Proof. Consider the following commutative diagram:

U1
i−−−−→ S h−−−−→ GR −−−−→ GL(VR)

2:1

y p

y Ad

y
U1 U1

u−−−−→ Gad

where i : U1 ↪→ S is the kernel of the norm map Nm : S→ Gm (Nm(z) = zz̄), and
p : S → U1 is defined by z 7→ z/z̄. (Note also that Gad

R
∼= Gad.) In the situation

considered here, the Hodge decomposition on VC is the weight decomposition of VC
with respective to U1(C) ∼= C∗ via hC ◦ iC: V p,q corresponds to the eigenspace for
the character zp−q. If VR is of real type, then by the above diagram the weights of
Gm on VC via hC ◦ iC are {2$(H0) | $ ∈ X(V+)}, where X(V+) denotes the weights
of the irreducible G(C)-representation V+ (note that V+ = VC in this case). If VR
is of complex or quaternionic case, then VC = V+ ⊕ V−, and the weights of h ◦ i on
VC are {±2($(H0)− c) | $ ∈ X(V+)}, where the constant c comes from the action
of the center of GR on V+ (cf. [FL13, §2.1.2]).

Since all the other weights of V+ are obtained from λ by subtracting positive
roots, it follows that

max
$∈X(V+)

$(H0) = λ(H0).

Using the description of the weights of hC ◦ iC on VC, we see that the CY condition
(dimC V

n,0 = 1) implies that the above maximal is attained only for the highest
weight λ. In other words, for other weights $ 6= λ of V+, $(H0) < λ(H0).

Let αi be the special root associated to D. By applying the reflection in another
simple root αj 6= αi, we get

sαj (λ)(H0) = (λ− λ(α∨j ) · αj)(H0) = λ(H0)− λ(α∨j ) · αj(H0) = λ(H0).

Because sαj (λ) ∈ X(V+), sαj (λ) = λ, which is equivalent to λ(α∨j ) = 0. Now we can
conclude that λ = n$i. The last assertion follows from the previous lemma. �

Let D be an irreducible Hermitian symmetric domain of tube type, and let αi
(resp. $i) be the corresponding special root (resp. cominuscule weight). As shown
in [Gro94] and [FL13], if VR is an irreducible representation of G such that VC
has highest weight n$i (n ∈ N+) as a G(C)-representation, then VR induces a CY
R-variation of Hodge structures over D. If VC is the cominuscule representation
(i.e. the highest weight is $i), then we call the induced CY R-variation of Hodge
structure the canonical R-variation of Hodge structure of CY type over D.

Theorem 2.22. For every irreducible Hermitian symmetric domain D of tube type,
there exists a canonical R-variation of Hodge structure V of CY type parameterized
by D. Any other irreducible CY R-variation of Hodge structure can be obtained
from the canonical one by taking the unique irreducible factor of Sym• V of CY
type.

Proof. See [Gro94, §3] and [FL13, Thm. 2.22]. �

Remark 2.23. For an irreducible tube domain D, the weight of the canonical R-
variation of Hodge structure is also equal to the real rank of D which can be found
in Table 3.
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Remark 2.24. One may wonder what happens if the irreducible domain D is not of
tube type. Let V+ be a cominuscule representation of G(C). Sheng and Zuo [SZ10]
have noted V+ carries a C-Hodge structure of CY type, and so V+ ⊕ V ∨+ will carry
a R-Hodge structure. However, this Hodge structure is typically not of CY type.
To fix this, one needs to apply the operation “half twist” defined by van Geemen
[vG01]. See [FL13, §2.1.3] for details.

3. Compactifications of locally symmetric varieties and their Hodge
theoretic meanings

Let Γ\D be a quotient of a Hermitian symmetric domain D by an arithmetic
subgroup Γ of Hol(D)+. In this section, we shall review the Baily-Borel compact-
ification and toroidal compactification of Γ\D and discuss their Hodge theoretic
meanings. The emphasis will be on examples, especially when D is a classical
period domain.

3.1. The Baily-Borel compactifications. The Baily-Borel compactification (Γ\D)∗

of Γ\D is defined by

(Γ\D)∗ := Proj(
⊕
n≥0

An),

where An is the vector space of automorphic forms on D for the n-th power of
the canonical automorphy factor. The graded C-algebra A =

⊕
n≥0An is finitely

generated and hence we are allowed to take the associated projective scheme. The
canonical map

Γ\D → (Γ\D)∗

realizes Γ\D as a Zariski-open subvariety of the normal projective algebraic variety
(Γ\D)∗. The readers can find the details in [BB66].

We briefly recall the (set-theoretical) construction of the Baily-Borel compacti-
fications for irreducible locally symmetric domains. Suppose D is irreducible and
write D = H/K, where H = Hol(D)+ and K is a maximal compact subgroup
of H. Then the boundary components (a.k.a. cusps) of (Γ\D)∗ are determined
by rational maximal parabolic subgroups of H, which can usually be described in
combinatorial terms. More specifically, let FP be a boundary component of the
closure of D in the Harish-Chandra embedding (it is itself a Hermitian symmetric
space associated with a certain parabolic subgroup P of H), then the normalizer
N (FP ), defined by N (FP ) := {g ∈ H | g(FP ) = FP }, is a maximal parabolic
subgroup of H. We say such a boundary component FP is rational if its normalizer
N (FP ) can be defined over Q. The arithmetic subgroup Γ preserves the rational
boundary components, and so we obtain the Baily-Borel compactification by taking
the quotient of D

⊔
∂D, where ∂D is the disjoint union of all rational boundary

components, by the action of Γ. Moreover, every boundary component of (Γ\D)∗

has a structure of a locally symmetric variety of lower dimension.
Here are some properties of the Baily-Borel compactification.

(1) The Baily-Borel compactification is canonical. In other words, the con-
struction does not depend on any choice.

(2) The boundary components usually have high codimension (≥ 2 except for
some low dimensional locally symmetric domains).
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(3) The Baily-Borel compactification is minimal in the following sense. Let
S be a smooth variety and S a smooth simple normal crossing (partial)
compactification of S. Then any locally liftable map S → Γ\D extends to
a regular map S → (Γ\D)∗ (see [Bor72]).

3.1.1. The Satake-Baily-Borel compactification of Ag. Fix a free Z-module VZ of
rank 2g, and a nondegenerate skew-symmetric bilinear form Q on VZ. We let D be
the classifying space of polarized weight 1 Hodge structures on VZ. To be specific,
we have

D = {F ∈ Gr(g, VC) | Q(F, F ) = 0, iQ(F, F ) > 0}.
This is a Hermitian symmetric domain of type III and we have that

D ∼= Sp(2g,R)/U(g).

Taking Q to be the standard symplectic form, the domain D can be identified with
the Siegel upper half-space Hg, the space of symmetric g × g complex matrices
with positive definite imaginary part. The group Sp(2g,Z) acts on D ∼= Hg via the
fractional linear transformations, and we set

Ag := Sp(2g,Z)\Hg.
The rational boundary component FW0

corresponds to the choice of a totally
isotropic subspace W0 ⊂ VQ (VQ := VZ ⊗Z Q). Since the group Sp(2g,Z) acts
transitively on the set of isotropic subspaces W0 of fixed dimension, the bound-
ary component of A∗g is indexed by the dimension ν ∈ {0, · · · , g} of the isotropic
subspaces W0. Furthermore, the choice of W0 defines a weight filtration W• on VQ:

W−1 := {0} ⊂W0 ⊂W1 := (W0)⊥ ⊂W2 := VQ.

The polarization Q induces a nondegenerate symplectic form Q on the graded
piece GrW1 := W1/W0. The boundary component FW0 can then be described as the

classifying space Dg′ (g′ = g−ν) of Q-polarized Hodge structure of weight 1 on GrW1
(see [Cat84] Page 84), and so Ag′ = Sp(2g′,Z)\Hg′ ∼= (Sp(2g,Z) ∩ N (FW0

))\Dg′

gives a boundary component of A∗g. The compactification A∗g then admits the
following stratification

A∗g = Ag tAg−1 t · · · tA0.

3.1.2. The Baily-Borel compactifications for modular varieties of orthogonal type.
We let L be an integral lattice (i.e. a free Z-module equipped with a symmetric
bilinear form (−,−)) of signature (2, n) (n > 3). Consider the Hermitian symmetric
domain of type IV

DL := {x ∈ P(L⊗Z C) | (x, x) = 0, (x, x̄) > 0}+,
where the superscript + denotes a choice of one of the two connected components.
Let O+(L) be the subgroup of O(L) of real spinor norm 1 (in other words, the
subgroup fixing the connected components). A modular variety of orthogonal type
is a quotient

FL(Γ) = Γ\DL

of DL by an arithmetic subgroup Γ of O+(L ⊗ Q) (that is, Γ ⊂ O(L ⊗ Q) and
Γ ∩ O+(L) is of finite index in both Γ and O+(L)). Some important examples of
orthogonal type modular varieties are the period spaces of (lattice) polarized K3
surfaces. For instance, if one takes the lattice L2d of signature (2, 19) defined by

L2d := U⊕2 ⊕ E⊕2
8 ⊕ 〈−2d〉,
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and sets Γ := O+(L2d)∩Õ(L2d) (where the group Õ(L2d) is the kernel of the natural
homomorphism O(L) → O(L∨/L)), then the quotient Γ\DL2d

is the period space
of polarized K3 surfaces of degree 2d.

The rational maximal parabolic subgroups are the stabilizers of isotropic sub-
spaces of LQ := L ⊗Z Q. Because of the signature, such spaces have dimensions 2
or 1. The Baily-Borel compactification FL(Γ)∗ decomposes into the disjoint union
(see for example [GHS13, Thm. 5.11])

FL(Γ)∗ = FL(Γ) t
∐
Π

XΠ t
∐
l

Ql,

where l and Π run though representatives of the finitely many Γ-orbits of isotropic
lines and isotropic planes in LQ respectively. Each XΠ is a modular curve, each Ql
is a point. XΠ and Ql are usually referred to as 1-dimensional and 0-dimensional
boundary components. For the period space Γ\DL2d

of polarized K3 surfaces of
degree 2d, the 1-dimensional and 0-dimensional boundary components correspond
to the degenerate fibers in Kulikov degenerations of type II and type III respectively.

It is also an interesting problem to compare (Γ\DL2d
)∗ with certain compactifi-

cations of the moduli space using GIT via the period map, see [Laz14, §2.3] for a
survey.

3.2. Toroidal compactifications. We discuss toroidal compactifications Γ\D
Σ

(or simply Γ\D) in this section. The general reference is the book [AMRT75].

Roughly speaking, Γ\D is obtained by adding a divisor at each cusp of (Γ\D)∗.
Locally in the analytic topology near a cusp, the toroidal compactification is a
quotient of an open part of a toric variety over the cusp, which depends on a choice
of admissible fan in a suitable cone. Let us also note that

(1) The construction of toroidal compactifications depends on certain suitable

choices. The compactification Γ\D can be chosen to be projective, and to
have at worst finite quotient singularities.

(2) For every suitable choice, there is a natural morphism Γ\D → (Γ\D)∗,
inducing the identity morphism on Γ\D.

The readers can find the details of the construction of Γ\D in [AMRT75, §3.5].
We now describe the toroidal compactification of Ag following [Cat84] (see also
Section 1 of [CMGHL14]). We will not discuss their modular meanings here, instead
we refer the readers to [Laz14, §2.2.1] and references therein.

Notations as in Section 3.1.1. The construction of Ag is relative over A∗g. Let
W0 be a totally isotropic subspace of VQ of dimension ν ≤ g, which corresponds to
a boundary component FW0

of A∗g. Consider then the real Lie subalgebra n(W0) of
sp(VR, Q):

n(W0) := {N ∈ sp(VR, Q) | Im(N) ⊂W0 ⊗Q R}.
For all elements N ∈ n(W0), we have Q(N2(v), w) = −Q(N(v), N(w)) = 0 where
v, w ∈ VR, and so N2 = 0. For a rational element N , it defines a weight filtration
W•(N) on VQ:

W0(N) := Im(N) ⊂W1(N) := Ker(N) = Im(N)⊥ ⊂W2(N) := VQ,

which is compatible with the weight filtration W• induced by W0:

W0(N) ⊂W0 ⊂W1(= W⊥0 ) ⊂W1(N).
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In particular, we obtain a natural surjection

GrW2 (= VQ/W1) � Gr2(N)(= VQ/W1(N)).

Because N is a nilpotent symplectic endomorphism, we have a natural isomorphism

Gr2(N)→ Gr0(N)→ Gr2(N)∨, v 7→ N(v) 7→ Q(N(·), v),

which gives a non-degenerate bilinear form QN on Gr2(N). It is easy to see that

QN is symmetric. Pulling it back via the natural surjection GrW2 → Gr2(N), we

get a symmetric bilinear form Q̃N on GrW2 . So there is a natural map (defined over
Q)

n(W0)
∼=−→ Hom(Sym2 GrW2,R,R)

which is an isomorphism.
We now define

n+(W0) = {N ∈ n(W0) | Q̃N is positive definite},

and denote by Cl(n+(W0)) the closure of n+(W0) in n(W0). The weight filtration
W• defined by W0 is the weight filtration W•(N) of any element N ∈ n+(W0), as
well as any cone

σ =

{
r∑
i=1

λiNi

∣∣∣∣∣ λi ∈ R, λi > 0, Ni ∈ Cl(n+(W0))

}
which contains an element of n+(W0) (see Page 78 of [Cat84]). For any such cone σ,
we define B(σ) ⊂ Ď (note that Ď = {F ∈ Gr(g, VC) | Q(F, F ) = 0} is the compact
dual of D) to be the set of all those filtrations in Ď which, together with W•, define
a mixed Hodge structure polarized by every N ∈ Int(σ). It is not difficult to see
that B(σ) = exp(σC) ·D, where σC = {

∑r
i=1 λiNi | λi ∈ C, Ni ∈ Cl(n+(W0))}.

The boundary component associated to the cone σ is then defined as

B(σ) := B(σ)/ exp(σC).

Since exp(σC) acts trivially on GrW1 , B(σ) factors over the boundary component
FW0 of the Baily-Borel compactification by considering the Hodge structure on the

graded piece GrW1 . Moreover, if τ is a face of σ, then there is a natural morphism
B(τ)→ B(σ) which respects the projections to FW0

.
In order to attach the boundary components to D so that the extended space

(i.e. the disjoint union of D with the boundary components) is compatible with
the action of the arithmetic group, we need a suitable choice of a collection Σ of
rational polyhedral cones in Cl(n+(W0)), which is called an admissible rational
polyhedral decomposition of n+(W0). See for example [CMGHL14, §1.3, 1.4] for
further discussions.

One then sets

DΣ =
⋃
W0

⋃
σ∈Σ

B(σ).

The action of the arithmetic group Sp(2g,Z) extends toDΣ, and so (set-theoretically)
we have

Ag
Σ

= Sp(2g,Z)\DΣ.
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tion de modèles canoniques. In Automorphic forms, representations and L-functions,

Proc. Sympos. Pure Math., XXXIII, pages 247–289. AMS, Providence, R.I., 1979.

[Del82] P. Deligne. Hodge cycles on abelian varieties. In Hodge cycles, motives, and Shimura
varieties, pages 9–100. Springer, 1982.
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