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Abstract. We show how to reduce the general formulation of the mass-
angular momentum inequality, for axisymmetric initial data of the Ein-
stein equations, to the known maximal case whenever a geometrically
motivated system of equations admits a solution. This procedure is based
on a certain deformation of the initial data which preserves the rele-
vant geometry, while achieving the maximal condition and its implied
inequality (in a weak sense) for the scalar curvature; this answers a ques-
tion posed by R. Schoen. The primary equation involved, bears a strong
resemblance to the Jang-type equations studied in the context of the
positive mass theorem and the Penrose inequality. Each equation in the
system is analyzed in detail individually, and it is shown that appropriate
existence/uniqueness results hold with the solution satisfying desired as-
ymptotics. Lastly, it is shown that the same reduction argument applies
to the basic inequality yielding a lower bound for the area of black holes
in terms of mass and angular momentum.

1. Introduction

The standard picture of gravitational collapse [4,7] asserts that generically,
an asymptotically flat spacetime should eventually settle down to a stationary
final state, consisting of (possibly multiple) disconnected black hole space-
times. The black hole uniqueness theorem implies that, in vacuum, each of
these solutions must be the Kerr spacetime; note that there are still impor-
tant unresolved technical aspects associated with this uniqueness result [6]. It
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842 Y. S. Cha and M. A. Khuri Ann. Henri Poincaré

is also conceivable that these black holes are coupled to matter fields. In any
event, as in Kerr, the following inequality holds between mass and angular mo-
mentum mf ≥√|Jf | for each of the connected components of the final state,
and hence for the final state itself. Moreover, as gravitational radiation carries
positive energy, the mass of any initial state should not be smaller than that
of the final state m ≥ mf . If auxiliary conditions are imposed, one of which
usually includes axisymmetry, in order to ensure the conservation of angular
momentum, then J = Jf where J ,Jf denote the (ADM) angular momen-
tums of the initial and final state. This leads to the mass-angular momentum
inequality [11]

m ≥
√

|J | (1.1)

for any initial state. A counterexample to (1.1) would pose a serious challenge
to this standard picture of collapse, whereas a verification of (1.1) would only
lend credence to this model.

Consider an initial data set (M, g, k) for the Einstein equations. This
consists of a 3-manifold M , Riemannian metric g, and symmetric 2-tensor k
representing the extrinsic curvature (second fundamental form) of the embed-
ding into spacetime, which satisfy the constraint equations

16πμ = R+ (Trgk)2 − |k|2g,
8πJ = divg(k − (Trgk)g).

(1.2)

Here μ and J are the energy and momentum densities of the matter fields,
respectively, and R is the scalar curvature of g. The following inequality will
be referred to as the dominant energy condition

μ ≥ |J |g. (1.3)

Suppose that M has at least two ends, with one designated end being asymp-
totically flat, and the remainder being either asymptotically flat or asymp-
totically cylindrical. Recall that a domain Mend ⊂ M is an asymptotically
flat end if it is diffeomorphic to R

3\Ball, and in the coordinates given by the
asymptotic diffeomorphism the following fall-off conditions hold

gij = δij + ol(r− 1
2 ), ∂gij ∈ L2(Mend), kij = Ol−1(r−λ), λ >

5
2
, (1.4)

for some l ≥ 6.1 In the context of the mass-angular momentum inequality,
these asymptotics may be weakened, see for example [21]. The asymptotics for
cylindrical ends is most easily described in Brill coordinates, to be given in the
next section.

We say that the initial data are axially symmetric if the group of isome-
tries of the Riemannian manifold (M, g) has a subgroup isomorphic to U(1),
and that the remaining quantities defining the initial data are invariant under

1 The notation f = ol(r
−a) asserts that limr→∞ ra+n∂nf = 0 for all n ≤ l, and f = Ol(r

−a)
asserts that ra+n|∂nf | ≤ C for all n ≤ l. The assumption l ≥ 6 is needed for the results
in [5].
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the U(1) action. In particular, if η denotes the Killing field associated with
this symmetry, then

Lηg = Lηk = 0, (1.5)
where Lη denotes Lie differentiation. If M is simply connected and the data
are axially symmetric, it is shown in [5] that the analysis reduces to the study
of manifolds diffeomorphic to R

3 minus a finite number of points. Each point
represents a black hole, and has the geometry of an asymptotically flat or
cylindrical end. The fall-off conditions in the designated asymptotically flat
end guarantee that the ADM mass and angular momentum are well defined
by the following limits

m =
1

16π

∫

S∞

(gij,i − gii,j)νj , (1.6)

J =
1
8π

∫

S∞

(kij − (Trgk)gij)νiηj , (1.7)

where S∞ indicates the limit as r → ∞ of integrals over coordinate spheres
Sr, with unit outer normal ν. Note that (1.4) implies that the ADM linear
momentum vanishes.

Angular momentum is conserved [14] if

Jiη
i = 0. (1.8)

Moreover, when M is simply connected, this is a necessary and sufficient con-
dition [14] for the existence of a twist potential ω:

2εijl(kjn − (Trgk)gjn))ηlηndx
i = dω (1.9)

where εijl is the volume form for g.
In [10] Dain has confirmed (1.1) under the hypotheses that the initial data

have two ends, are maximal (Trgk = 0), vacuum (μ = |J |g = 0), and admit
a global Brill coordinate system. He also established the rigidity statement,
which asserts that equality occurs in (1.1) if and only if the initial data arise
as the t = 0 slice of the extreme Kerr spacetime. Chrusciel, Li, and Weinstein
[5,8] improved these results by showing that global Brill coordinates exist
under general conditions, and by replacing the vacuum assumption with the
hypotheses that μ ≥ 0 and a twist potential exists; they also studied the case
of multiple black holes. Later Schoen and Zhou [21] gave a simplified proof
for more general asymptotics, still assuming the maximal condition, and Zhou
[23] treated the near maximal case. It should be noted that such results are
false without the assumption of axial symmetry [18].

The focus of this paper is on the general case without the maximal or
near maximal hypothesis. We will exhibit a reduction argument by which the
general case is reduced to the maximal case, assuming that a canonical system
of elliptic PDEs possesses a solution. The procedure is motivated by, and bears
a resemblance to, previous reduction arguments that have been applied to
other geometric inequalities such as the positive mass theorem and the Penrose
inequality [1,2,15,19,20,22]. Moreover, the primary equation is related to the
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844 Y. S. Cha and M. A. Khuri Ann. Henri Poincaré

Jang-type equations that appear in each of these procedures. The end result
yields a natural deformation of the initial data, in which the geometry relevant
to the mass-angular momentum inequality is preserved, while achieving the
maximal condition. In particular, this answers a question posed by R. Schoen
[23]:

Question 1.1. Is there a canonical way to deform a non-maximal, axisymmet-
ric, vacuum data to a unique maximal, vacuum data with the same physical
quantities, i.e. the mass and angular momentum, which also preserves the axial
symmetry?

This paper is organized as follows: In the next section we describe the
deformation in detail, while in Sect. 3 the reduction argument is established
and the case of equality is treated. In Sect. 4 we give an initial analysis of the
canonical system of PDEs, and finally four appendices are added to include
several important but lengthy calculations.

2. Deformation of Initial Data

In this section we will describe the deformation procedure which leads to the
reduction argument for the mass-angular momentum inequality. It will be as-
sumed that (M, g, k) is a simply connected, axially symmetric initial data set
with multiple ends as described in the previous section. Simple connectedness
and axial symmetry imply [5] that M ∼= R

3\∑N
n=1 in, where in are points in

R
3 and represent asymptotic ends (in total there are N + 1 ends). Moreover

there exists a global (cylindrical) Brill coordinate system (ρ, φ, z) on M , where
the points in all lie on the z-axis, and in which the Killing field is given by
η = ∂φ. In these coordinates the metric takes a simple form

g = e−2U+2α(dρ2 + dz2) + ρ2e−2U (dφ+Aρdρ+Azdz)2, (2.1)

where ρe−U (dφ+Aρdρ+Azdz) is the dual 1-form to |η|−1η and all coefficient
functions are independent of φ. Let M0

end denote the end associated with limit
r =

√
ρ2 + z2 → ∞. The asymptotically flat fall-off conditions (1.4) will be

satisfied if

U = ol−3(r− 1
2 ), α = ol−4(r− 1

2 ), Aρ, Az = ol−3(r− 3
2 ). (2.2)

The remaining ends associated with the points in will be denoted by Mn
end,

and are associated with the limit rn → 0, where rn is the Euclidean distance
to in. The asymptotics for asymptotically flat and cylindrical ends are given,
respectively, by

U = 2 log rn + ol−4(r
1
2
n ), α = ol−4(r

1
2
n ), Aρ, Az = ol−3(r

3
2
n ), (2.3)

U = log rn + ol−4(r
1
2
n ), α = ol−4(r

1
2
n ), Aρ, Az = ol−3(r

3
2
n ). (2.4)

It will also be assumed that the dominant energy condition (1.3) is sat-
isfied, and that

divgk(η) = 0, (2.5)
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which is equivalent to (1.8). Equation (2.5) gives rise to a twist potential ω
(1.9) that is constant on each connected component of the axis of rotation.
Let In denote the interval of the z-axis between in+1 and in, where i0 = −∞
and iN+1 = ∞. Then a standard formula (see Appendix D) yields the angular
momentum for each black hole

Jn =
1
8
(ω|In

− ω|In−1). (2.6)

According to (1.7) and (2.5), the total angular momentum is given by

J =
N∑

n=1

Jn. (2.7)

We seek a deformation of the initial data (M, g, k) → (M, g, k) such that
the manifolds are diffeomorphicM ∼= M , the geometry of the ends is preserved,
and

m = m, J = J , T rgk = 0, R ≥ |k|2g weakly, (2.8)

where m,J , and R are the mass, angular momentum, and scalar curvature of
the new data. The inequality in (2.8) is said to hold ‘weakly’ if it is valid when
integrated against an appropriate test function. The validity of this inequality
plays a central role in the proof of the mass-angular momentum inequality in
the maximal case, and it is precisely the lack of this inequality in the non-
maximal case which prevents the proof from generalizing. Thus, the primary
goal of the deformation is to obtain such a lower bound for the scalar curvature,
while preserving all other aspects of the geometry.

With intuition from previous work [1,2,22] we search for the deformation
in the form of a graph inside a stationary 4-manifold

M = {t = f(x)} ⊂ (M × R, g + 2Yidxidt+ ϕdt2), (2.9)

where the 1-form Y = Yidxi and functions ϕ and f are defined on M and
satisfy

Lηf = Lηϕ = LηY = 0. (2.10)

Define

gij = gij + fiYj + fjYi + ϕfifj , kij =
1
2u
(∇iYj + ∇jYi

)
, (2.11)

where fi = ∂if,∇ is the Levi-Civita connection with respect to g, and

u2 = ϕ+ |Y |2g. (2.12)

In the ‘Riemannian’ setting (2.9), g arises as the induced metric on the graph
M . However in the ‘Lorentzian’ setting

M = {t = f(x)} ⊂ (M × R, g − 2Yidxidt− ϕdt2), (2.13)

the deformed data arise as the induced metric and second fundamental form
of the t = 0 slice. Notice that

∂t = un− Y , (2.14)

Author's personal copy



846 Y. S. Cha and M. A. Khuri Ann. Henri Poincaré

where n is the unit normal to the t = 0 slice and Y is the vector field dual
to Y with respect to g. Thus (u,−Y ) comprise the lapse and shift of this
stationary spacetime. Based on the structure of the Kerr spacetime, we make
the following simplifying assumption that Y has only one component

Y
i
∂i := gijYj∂i = Y φ∂φ. (2.15)

Lemma 2.1. Under the hypothesis (2.15), g is a Riemannian metric, Trgk = 0,
and ϕ = u2 − gφφ(Y φ)2. Moreover if {ei}3

i=1 is an orthonormal frame for g
with e3 = |η|−1η, then

k(ei, ej) = k(e3, e3) = 0, k(ei, e3) =
|η|
2u
ei(Y φ), i, j 	= 3. (2.16)

Lastly
(1 + u2|∇f |2g)(1 − u2|∇f |2g) = 1, (2.17)

where ∇if = gijfj and ∇i
f = gijfj.

Proof. From (2.10) it follows that gφφ = gφφ, and so |Y |2g = gφφ(Y φ)2. This
yields the formula for ϕ. Next observe that

uTrgk = ∇iY
i

= ∂iY
i − Γ

i

ijY
j

= −Γ
i

iφY
φ

= −
(

1√
det g

∂φ

√
det g

)
Y φ

= 0, (2.18)

where Γ
l

ij are Christoffel symbols.
We now show that g is Riemannian. Equations (2.10) and (2.15) imply

that

Yφ = gφφY
φ, Yi = gijY

j = giφY
φ = (giφ + fiYφ)Y φ = (giφ + figφφY

φ)Y φ.
(2.19)

Inserting this into (2.11) produces

gij = gij + (figjφ + fjgiφ)Y φ + (u2 + gφφ(Y φ)2)fifj . (2.20)

Take a g-orthonormal frame (d1, d2, d3 = |η|−1η) at a point, and express g as
a matrix with respect to this frame

g=

⎛

⎜
⎝

1 + (u2 + gφφ(Y φ)2)f2
1 (u2 + gφφ(Y φ)2)f1f2

√
gφφY

φf1

1 + (u2 + gφφ(Y φ)2)f2
2

√
gφφY

φf2

1

⎞

⎟
⎠ . (2.21)

The determinant of the lower 2 × 2 minor is 1 + u2f2
2 > 0, and the full deter-

minant is given by

det g = (1 + u2|∇f |2g) det g > 0. (2.22)
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It follows that g is positive definite. Observe also that an analogous computa-
tion in the Lorentzian setting produces

det g = (1 − u2|∇f |2g) det g. (2.23)

Equations (2.22) and (2.23) together yield (2.17).
In order to establish (2.16), observe that

2ukij = ∇iYj + ∇jYi = ∂iYj + ∂jYi − 2Γ
a

ijYa, (2.24)

and

∂iYj = ∂i(gφjY
φ) = (∂igφj)Y

φ + gφj∂iY
φ, (2.25)

2Γ
a

ijYa = gal(∂igjl + ∂jgil − ∂lgij)Ya

= (∂igjφ + ∂jgiφ)Y φ. (2.26)

Therefore
2ukij = gφi∂jY

φ + gφj∂iY
φ. (2.27)

Clearly k(e3, e3) = 0, and if we express ei, i = 1, 2 in coordinates (3.4),
then for i, j = 1, 2

2uk(ei, ej) = 2ue2U−2α(kij −Aikjφ −Ajkiφ +AiAjkφφ)

= e2U−2α(gφi∂jY
φ + gφj∂iY

φ −Aigφφ∂jY
φ −Ajgφφ∂iY

φ)

= 0, (2.28)

since gφi = Aigφφ from (3.1). Also

2uk(ei, e3) =
gφφ

|η| ei(Y φ) = |η|ei(Y φ). (2.29)

�
This lemma shows that the deformed data set is maximal, satisfying

one requirement of (2.8). Furthermore, it shows that ϕ is determined by the
functions u and Y φ. Thus, the three functions (u, Y φ, f) completely determine
the new data, and will be chosen to satisfy the remaining statements in (2.8),
so as to yield a reduction argument for the mass-angular momentum inequality.

The next task is to show how to choose the three functions (u, Y φ, f). In
order to apply the techniques from the maximal case, the existence of a twist
potential for (M, g, k) is needed. Therefore we require

divgk(η) = 0. (2.30)

This turns out to be a linear elliptic equation for Y φ (if u is independent of
Y φ), as is shown in the appendix. As discussed in Sect. 4, the function Y φ

is uniquely determined among bounded solutions of (2.30), if the r−3-fall-off
rate is prescribed at M0

end. In particular, we will choose the following boundary
condition

Y φ = −2J
r3

+ o2(r− 7
2 ) as r → ∞. (2.31)

Lemma 2.2. If g is asymptotically flat and u → 1 as r → ∞, then the boundary
condition (2.31) guarantees that J = J .
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848 Y. S. Cha and M. A. Khuri Ann. Henri Poincaré

Proof. Observe that since gφφ ∼ r2 sin2 θ as r → ∞, where ρ = r sin θ and
z = r cos θ, we have

J = lim
r→∞

1
8π

∫

Sr

k(∂φ, ∂r)

= lim
r→∞

1
16π

π∫

0

2π∫

0

gφφ∂rY
φr2 sin θdφdθ

=
3J
4

π∫

0

sin3 θdθ

= J . (2.32)

�
Let us now show how to choose f . As with previous deformations arising

from the positive mass theorem and Penrose inequality, f is chosen to impart
positivity properties to the scalar curvature. With this in mind, it is instruc-
tive to calculate the scalar curvature for an arbitrary f . The following result
requires a long and detailed computation, and is therefore relegated to the
appendix.

Theorem 2.3. Suppose that (1.5), (2.5), (2.10), (2.15), and (2.30) are satisfied,
then the scalar curvature of g is given by

R− |k|2g = 16π(μ− J(v)) + |k − π|2g + 2u−1divg(uQ)

+ (Trgπ)2 − (Trgk)2 + 2v(Trgπ − Trgk), (2.33)

where

πij =
u∇ijf + uifj + ujfi + 1

2u (giφY
φ
,j + gjφY

φ
,i )

√
1 + u2|∇f |2g

(2.34)

is the second fundamental form of the graph M in the Lorentzian setting,

vi =
uf i

√
1 + u2|∇f |2g

, wi =
uf i + u−1Y

i

√
1 + u2|∇f |2g

, (2.35)

and

Qi = Y
j∇ijf − ugjlflkij + wj(k − π)ij + ufiw

lwj(k − π)lj

√
1 + u2|∇f |2g.

(2.36)

Furthermore, if Y ≡ 0 then the same conclusion holds without any of the listed
hypotheses.

This theorem, together with the dominant energy condition (1.3), make
it clear that in order to obtain the inequality R ≥ |k|2g at least weakly, f should
be chosen to solve the equation

Trg(π − k) = 0. (2.37)
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It follows that

R− |k|2g = 16π(μ− J(v)) + |k − π|2g + 2u−1divg(uQ), (2.38)

which yields the inequality in (2.8) after multiplying by u and applying the
divergence theorem; it is assumed that appropriate asymptotic conditions are
imposed (see below) in order to ensure that the boundary integrals vanish in
each of the ends. Equation (2.37) is similar to previous Jang-type equations
that have been used in connection with deformations of initial data, in partic-
ular for the positive mass theorem [22] and the Penrose inequality [2]. These
previous equations have the form

Trg(π − k) = 0, (2.39)

where it is assumed that u = 1 and Y = 0 [22], and Y = 0 [2]. Note that (2.39)
does not reduce to (2.37) even in the setting of [22] or [2]. This suggests that
there is a significant difference between these two equations. In fact, solutions
of (2.37) do not blow up, while solutions of (2.39) typically blow up at apparent
horizons or can be prescribed to blow up at these surfaces [16]. This separate
behavior arises from the fact that the trace in (2.37) is taken with respect to g,
whereas the trace in (2.39) is taken with respect to g. As a result, the analysis
of (2.37) is much more simple than that of (2.39). Lastly, in order to ensure
that m = m, we will impose the following asymptotics

|f | + r|∇f |g + r2|∇2f |g ≤ cr−ε in M0
end, (2.40)

for some 0 < ε < 1. A bounded solution may be obtained by prescribing the
following asymptotics at the remaining ends

r−1
n |∇f |g + r−2

n |∇2f |g ≤ c in asymptotically flat Mn
end, (2.41)

|∇f |g + |∇2f |g ≤ cr
1
2
n in asymptotically cylindrical Mn

end. (2.42)

At this point we have shown how to choose f and Y , in order to produce
a deformation of the initial data which satisfies (2.8). It remains to choose u, in
such a way as to facilitate a proof of the mass-angular momentum inequality.
This shall be accomplished in the next section.

3. The Reduction Argument and Case of Equality

Here we shall follow the maximal case proof of the mass-angular momentum
inequality, within the setting of the deformed initial data (M, g, k). The pri-
mary stumbling block is a lack of the pointwise scalar curvature inequality as
appearing in (2.8). However a judicious choice of u will overcome this difficulty.

Assuming that the functions (u, Y φ, f) are chosen to possess the appropri-
ate asymptotics, the geometry of the ends will be preserved in the deformation.
Since the deformed data are also simply connected and axially symmetric, the
results of [5] apply to yield a global Brill coordinate system (ρ, φ, z) such that

g = e−2U+2α(dρ2 + dz2) + ρ2e−2U (dφ+Aρdρ+Azdz)2. (3.1)
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Next, recall that (2.30) implies the existence of a twist potential ω. An impor-
tant property of the Brill coordinates is that they yield a simple formula for
the mass [3,10]

m− M(U,ω)

=
1

32π

∫

R3

(
2e−2U+2αR+ ρ2e−2α(Aρ,z −Az,ρ)2 − g−2

φφ|∂ω|2
)

dx, (3.2)

where |∂ω| and dx denote the Euclidean norm and volume element, and

M(U,ω) =
1

32π

∫

R3

(
4|∂U |2 + g−2

φφ|∂ω|2
)

dx. (3.3)

Let

eρ = eU−α(∂ρ −Aρ∂φ), ez = eU−α(∂z −Az∂φ), eφ =
1

√
gφφ

∂φ, (3.4)

be an orthonormal frame. Then according to (1.9) and gφφ = gφφ,

k(eρ, eφ) = − 1
2|η|2g

ez(ω) = −eU−α

2gφφ
∂zω, k(ez, eφ) =

1
2|η|2g

eρ(ω) =
eU−α

2gφφ
∂ρω.

(3.5)
In light of Lemma 2.1 it follows that

|k|2g = 2(k(eρ, eφ)2 + k(ez, eφ)2) =
e2U−2α

2g2
φφ

|∂ω|2, (3.6)

and hence with the help of Theorem 2.3 and the dominant energy condition

m− M(U,ω) ≥ 1
32π

∫

R3

2e−2U+2α(R− |k|2g)dx

≥ 1
8π

∫

R3

e−2U+2α

u
divg(uQ)dx

≥ 1
8π

∫

M

eU

u
divg(uQ)dxg, (3.7)

where the volume element for g is given by dxg = e−3U+2αdx.
Inequality (3.7) suggests that we choose

u = eU =
ρ

√
gφφ

=
ρ√
gφφ

. (3.8)

If g preserves the asymptotic geometry of g, then based on (2.2), (2.3), (2.4)

u = 1 + ol−3(r− 1
2 ) as r → ∞ in M0

end, (3.9)

u = r2n + ol−4(r
5
2
n ) as rn → 0 in asymptotically flat Mn

end, (3.10)

u = rn + ol−4(r
3
2
n ) as rn → 0 in asymptotically cylindrical Mn

end, (3.11)
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where rn is the Euclidean distance to the point in defining the end. Therefore,
with the help of the asymptotics for f (2.40), (2.41) and Y φ (2.31), as well as
the assumption

|k|g + |k(∂φ, ·)|g + |k(∂φ, ∂φ)| ≤ c on M, (3.12)

the asymptotic boundary integrals arising from the right-hand side of (3.7) all
vanish as long as J = J . This is proven in Appendix C. It follows that

m ≥ M(U,ω). (3.13)

Theorem 3.1. Let (M, g, k) be a smooth, simply connected, axially symmetric
initial data set satisfying the dominant energy condition (1.3) and conditions
(1.8), (3.12), and with two ends, one designated asymptotically flat and the
other either asymptotically flat or asymptotically cylindrical. If the system of
equations (2.30), (2.37), (3.8) admits a smooth solution (u, Y φ, f) satisfying
the asymptotics (2.31), (2.40), (2.41), (3.9)–(3.11), then

m ≥
√

|J | (3.14)

and equality holds if and only if (M, g, k) arises from an embedding into the
extreme Kerr spacetime.

Proof. The existence of a solution (u, Y φ, f) ensures that we may apply the
maximal case proof to the deformed initial data (M, g, k) as above, arriving
at the inequality (3.13). The results of [8,10,21] then imply that

M(U,ω) ≥
√

|J |. (3.15)

Moreover, according to (2.8) m = m and J = J , and hence (3.13) yields the
desired inequality (3.14).

Consider now the case of equality in (3.14). In the process of deriving
(3.13), several positive terms were left out from the right-hand side. These
terms arise from (2.33) and (3.2). In the current situation, they must all vanish

|μ− J(v)| = |k − π|g = |Aρ,z −Az,ρ| = 0. (3.16)

Furthermore, in light of the dominant energy condition, the fact that |v|g < 1,
and the identity

μ− J(v) = (μ− |J |g) + (1 − |v|g)|J |g + (|J |g|v|g − J(v)), (3.17)

it follows that

μ = |J |g = 0. (3.18)

We claim that (M, g, k) is now a vacuum initial data set. By Lemma 2.1
Trgk = 0, so that the momentum density is given by

8πJ = divgk. (3.19)
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Let {ei}3
i=1 denote the orthonormal basis (3.4) with e3 = eφ, then

(divgk)(ei) =
3∑

i=1

(∇ej
k)(ei, ej)

=
3∑

j=1

[

ej(k(ei, ej)) −
3∑

a=1

〈∇ej
ei, ea〉k(ea, ej) −

3∑

a=1

〈∇ej
ej , ea〉k(ei, ea)

]

.

(3.20)

Assume now that i 	= 3, then by Lemma 2.1
3∑

j=1

ej(k(ei, ej)) = 0 (3.21)

and

(divgk)(ei) = −
2∑

j=1

〈∇ej
ei, e3〉k(e3, ej)

−
2∑

a=1

〈∇e3ei, ea〉k(ea, e3) −
3∑

j=1

〈∇ej
ej , e3〉k(ei, e3). (3.22)

The last sum is zero since ∂φ is a Killing field. Moreover

〈∇e3ei, ea〉 = −〈ei,∇e3ea〉 = −〈ei,∇ea
e3〉 = 〈∇ea

ei, e3〉, (3.23)

since
[∂φ, ea] = L∂φ

ea = 0. (3.24)

Thus, we need only show that the first sum in (3.22) vanishes. To accomplish
this, observe that

〈∇ej
ei, e3〉 = −〈∇ei

ej , e3〉 (3.25)

as ∂φ is Killing. Furthermore a direct computation shows that

〈[eρ, ez], e3〉 = |η|e2U−2α(Aρ,z −Az,ρ) = 0, (3.26)

where (3.16) was used. Therefore

〈∇ej
ei, e3〉 = 〈∇ei

ej , e3〉, (3.27)

and it follows that the first sum in (3.22) vanishes. Hence J = 0.
Consider now the energy density

16πμ = R+ (Trgk)2 − |k|2g = R− |k|2g. (3.28)

A lengthy computation (7.11) in Appendix A shows that

R− |k|2g = −2(divgk)(u∇f) + 16π(μ− J(v)) + |k|2g − |π|2g + 2(divgk)(v)

−2(divgπ)(v), (3.29)

when Eq. (2.37) is satisfied. However, J = 0 and (3.16) imply that the right-
hand side vanishes. Thus μ = 0, and (M, g, k) is a vacuum initial data set.
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Next, since m = J we may now apply the results of [10] and [21] to
conclude that (M, g, k) is isometric to the t = 0 slice (R3 − {0}, gEK , kEK)
of the extreme Kerr spacetime EK

4. Consider the map M → EK
4 given by

x �→ (x, f(x)). The induced metric on the graph is given by

(gEK)ij − fi(YEK)j − fj(YEK)i − (u2
EK − |YEK |2gEK

)fifj , (3.30)

where

(kEK)ij =
1

2uEK

(∇EK
i (YEK)j + ∇EK

j (YEK)i

)
, (3.31)

and (uEK ,−YEK) are the lapse and shift. If ∂φ denotes the spacelike Killing
field in this spacetime, then gij

EK(YEK)j∂i = Y φ
EK∂φ and Y φ

EK satisfies Eq.
(2.30) with g replaced by gEK , as well as boundary condition (2.31). Since there
is a unique solution to (2.30), (2.31), and g ∼= gEK , we have that Y = YEK .
Moreover it is a direct calculation to find that uEK = eUEK = eU = u, where
UEK arises from the Brill coordinate expression for gEK . It now follows from
(2.11) and (2.12) that g agrees with the induced metric (3.30). Furthermore,
from (3.16) π = k, showing that the second fundamental form of the embedding
(M, g) ↪→ EK

4 is given by k. Therefore the initial data (M, g, k) arise from the
extreme Kerr spacetime.

Lastly, if (M, g, k) arises from extreme Kerr, then by the properties of
this spacetime, equality in (3.14) holds. �

Theorem 3.1 reduces the proof of the mass-angular momentum inequality,
in the general non-maximal case, to the existence of a solution (u, Y φ, f) to
the system of Eqs. (2.30), (2.37), and (3.8). Notice that this is in fact a coupled
system, as the definition of u depends on g. The first task, which is addressed in
the next section, is to analyze the given asymptotic boundary value problems
associated with each Eq. (2.30) and (2.37). Before doing so, however, we record
the reduction statement for multiple black holes. Let

F(J1, . . . ,JN ) (3.32)

denote the numerical value of the action functional (3.3) evaluated at the
harmonic map, from R

3 − {ρ = 0} to the two-dimensional hyperbolic space,
constructed in Proposition 2.1 of [8]. Whether the square of this value agrees
with

J =
N∑

n=1

Jn (3.33)

is an important open problem. The proof of the following theorem is analogous
to that of Theorem 3.1.

Theorem 3.2. Let (M, g, k) be a smooth, simply connected, axially symmetric
initial data set satisfying the dominant energy condition (1.3) and condition
(1.8), and with N + 1 ends, one designated asymptotically flat and the others
either asymptotically flat or asymptotically cylindrical. If the system of equa-
tions (2.30), (2.37), (3.8) admits a smooth solution (u, Y φ, f) satisfying the
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asymptotics (2.31), (2.40), (2.41), (3.9)–(3.11), then

m ≥ F(J1, . . . ,JN ). (3.34)

4. A Lower Bound for Area in Terms Mass and Angular
Momentum

In this section we observe that the reduction argument given above, immedi-
ately applies to another geometric inequality for axisymmetric black holes. Let
(M, g, k) be as in the previous section, with the restriction that it possesses
only two ends denoted M±

end, such that M+
end is asymptotically flat and M−

end is
either asymptotically flat or asymptotically cylindrical. Based on the heuristic
arguments of Sect. 1 leading to the mass-angular momentum inequality (1.1),
combined with the Hawking area theorem [17], the following upper and lower
bounds are derived [14]

m2 −
√
m4 − J 2 ≤ Amin

8π
≤ m2 +

√
m4 − J 2, (4.1)

where Amin is the minimum area required to enclose M−
end. In [14] the lower

bound is established in the maximal case, and it is also shown that equality
occurs if and only if the initial data set is isometric to the t = 0 slice of the
extreme Kerr spacetime. The proof relies upon the mass-angular momentum
inequality and the area-angular momentum inequality Amin ≥ 8π|J | [9,13]. In
the non-maximal case, the area-angular momentum inequality has also been
established when Amin is replaced by the area of a stable, axisymmetric, mar-
ginally outer trapped surface [9,12]. Thus, since we have shown (in the previous
section) how to reduce the non-maximal case of the mass-angular momentum
inequality to the problem of solving a coupled system of elliptic equations, an
analogous lower bound for area may also be reduced to the same problem.
More precisely, Theorem 3.1 combined with Theorem 1.1 in [9] and the proof
of a Theorem 2.5 in [14], produces the following result.

Theorem 4.1. Let (M, g, k) be a smooth, simply connected, axially symmetric
initial data set satisfying the dominant energy condition (1.3) and condition
(1.8), and with two ends, one designated asymptotically flat and the other either
asymptotically flat or asymptotically cylindrical. If the data possesses a stable
axisymmetric marginally outer trapped surface with area A, and the system
of Eqs. (2.30), (2.37), (3.8) admits a smooth solution (u, Y φ, f) satisfying the
asymptotics (2.31), (2.40), (2.41), (3.9)–(3.11), then

A
8π

≥ m2 −
√
m4 − J 2 (4.2)

and equality holds if and only if (M, g, k) arises from an embedding into the
extreme Kerr spacetime.
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5. The Equation for f

Let (M, g, k) be a simply connected, axisymmetric initial data set with two
ends denoted M±

end, such that M+
end is asymptotically flat and M−

end is either
asymptotically flat or asymptotically cylindrical. As discussed above there is
a global Brill coordinate system (ρ, φ, z) in which the metric takes the form
(2.1). Here we make a change of coordinates to (r, φ, θ), where ρ = r sin θ and
z = r cos θ. The metric may then be expressed by

g = e−2U+2α(dr2 + r2dθ2) + e−2Ur2 sin2 θ(dφ+Ardr +Aθdθ)2. (5.1)

In addition to (2.2)–(2.4), it is assumed that the initial data and u satisfy the
following asymptotics

u = 1 + o2(r− 1
2 ), T rgk = O2(r−2−ε), in M+

end, (5.2)

for some ε ∈ (0, 1), and

u = r2 + o2(r
5
2 ), T rgk = O2(r4), in asymptotically flat M−

end, (5.3)

u = r + o2(r
3
2 ), T rgk = O2(r

3
2 ), in asymptotically cylindrical M−

end. (5.4)

Note that the asymptotics for u are consistent with the choice (3.8) and the
asymptotics (2.2)–(2.4), while the asymptotics for Trgk are weaker in M+

end,
and stronger in asymptotically flat M−

end, as compared with (1.4).
In local coordinates, with the help of (2.34), Eq. (2.37) is given by

gij

(
u∇ijf + uifj + ujfi√

1 + u2|∇f |2 − kij

)

= 0. (5.5)

Observe that this equation may also be expressed in divergence form

divg(u2∇f) = u(Trgk)
√

1 + u2|∇f |2g. (5.6)

The desired asymptotics are

|f | + r|∇f |g + r2|∇2f |g ≤ cr−ε in M+
end, (5.7)

r−1|∇f |g + r−2|∇2f |g ≤ c in asymptotically flat M−
end, (5.8)

|∇f |g + |∇2f |g ≤ cr
1
2 in asymptotically cylindrical M−

end, (5.9)

where c is a constant.
We first solve (5.6) on the annular domain Ωr = {(r, φ, θ) | r−1 < r < r},

with zero Dirichlet boundary conditions

Δgf + 2∇ log u · ∇f = u−1(Trgk)
√

1 + u2|∇f |2g in Ωr, f = 0 on ∂Ωr.

(5.10)

Proposition 5.1. Given initial data (M, g, k) and a smooth positive function u,
there exists a unique, smooth, uniformly bounded (independent of r) solution
f of (5.10).
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Proof. We will employ the continuity method. Thus, consider the family of
equations

divg(u2∇fs) = su(Trgk)
√

1 + u2|∇fs|2g in Ωr, fs = 0 on ∂Ωr, (5.11)

and the set S = {s ∈ [0, 1] | there exists a unique solution fs ∈ C2,β(Ωr)
of (5.11)}. Clearly S is nonempty, since the case s = 0 is solved by f0 = 0.
Moreover S is open by the implicit function theorem, since the linearized
equation is strictly elliptic with no zeroth order term. It remains to show that
S is closed. This will be based on the construction of radial sub and super
solutions.

Let f = f(r) be a radial function. Then

Δgf =
1√

det g
∂i

(√
det ggij∂jf

)

=
1√

det g
∂r

(√
det ggrr∂rf

)

= grr
(
f

′′
+ ∂r log(r2e−U )f

′)
, (5.12)

where we have used

grr = e2U−2α, grθ = 0, gθθ = r−2e2U−2α, det g = r4e−6U+4α sin2 θ.
(5.13)

Notice also that

∇ log u · ∇f = grr(∂r log u)f
′
, ∇f · ∇f = grr(∂rf)f

′
. (5.14)

Let ũ = ũ(r) > 0, Ũ = Ũ(r), and h = h(r) > 0 be radial functions such that

u− ũ = o1(r
7
2 ), eU − eŨ = o1(r

7
2 ), as r → 0, (5.15)

u− ũ = o1(r− 1
2 ), eU − eŨ = o1(r− 1

2 ), as r → ∞, (5.16)
(grru)−1Trgk

h
= o(1) as r → 0 and r → ∞, (grru)−1|Trgk| ≤ h,

(5.17)

and set Xs = u|∇fs|−1
g ∇fs, then

Δgf + 2∇ log u · ∇f − u−1(Trgk)Xs · ∇f

= grr

(
f

′′
+ ∂r log(r2u2e−U )f

′ − (Trgk)
∂rfs

|∇fs|g f
′
)

= grr

(
f

′′
+ ∂r log(r2ũ2e−Ũ )f

′
+
(
∂r log

(
u2e−U

ũ2e−Ũ

)
− (Trgk)

∂rfs

|∇fs|g

)
f

′
)
.

(5.18)

Lemma 5.2. Given initial data (M, g, k) and a smooth positive function u sat-
isfying (2.2)–(2.4) and (5.2)–(5.4), there exist negative (positive) radial sub
(super) solutions f (f) of (5.11), which are independent of s and uniformly
bounded, and satisfy the asymptotics (5.7)–(5.9).
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Proof. The super solution f will be chosen as a solution of the ODE

f
′′

+
(
∂r log(r2ũ2e−Ũ ) − b

)
f

′
= −h, (5.19)

where b = b(r) > 0 is a uniformly bounded function chosen so that
∣∣∣
∣∂r log

(
u2e−U

ũ2e−Ũ

)∣∣∣
∣+ |Trgk| ≤ b, b(r) = O(r− 3

2 ) as r → ∞. (5.20)

Consider the solution of (5.19) with limr→∞ f(r) = 0 and f
′
(0) = 0, that is

f(r) =

∞∫

r

⎛

⎝r−2ũ−2eŨe
∫ r
0 b

r∫

0

r2ũ2e−Ũe− ∫ r
0 bh

⎞

⎠ . (5.21)

In order to see that (5.21) is indeed a super solution, use the fact that f
′ ≤ 0

along with (5.18)–(5.20) and the definition of h to find

Δgf + 2∇ log u · ∇f = grr

(
−h+

(
b+ ∂r log

(
u2e−U

ũ2e−Ũ

))
f

′
)

≤ grr(−h− |Trgk||f ′|)
≤ −u−1|Trgk|(1 + u|∇f |g)
≤ −u−1|Trgk|

√
1 + u2|∇f |2g

≤ su−1(Trgk)
√

1 + u2|∇f |2g. (5.22)

Moreover, with the help of (5.2)–(5.4) and (5.15)–(5.17), it is readily checked
that f satisfies the desired asymptotics. Finally, analogous methods may also
be used to construct a subsolution. �

We are now in a position to make uniform C0 bounds for solutions of
(5.11). Thus, use the third line of (5.22) to find that

Δg(fs − f) + 2∇ log u · ∇(fs − f)

≥ su−1(Trgk)
√

1 + u2|∇fs|2g + u−1|Trgk|(1 + u|∇f |g)

≥ su−1|Trgk|
(

−1 −Xs · ∇fs + 1 +
u∇fs

|∇fs|g · ∇f
)

= −su−1|Trgk|Xs · ∇(fs − f). (5.23)

Since f > 0, we have that (fs − f)|∂Ωr < 0. Analogous but opposite inequal-
ities hold when applying the sub solution. It now follows from a comparison
argument that

f ≤ fs ≤ f. (5.24)

In order to produce higher order estimates, observe that the right-hand
side of Eq. (5.11) is of linear growth in the first derivatives of fs. Therefore,
by slightly modifying standard techniques applied to the Dirichlet problem for
linear elliptic equations, we obtain uniform C2,γ estimates for any γ ∈ [0, 1],
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with the help of (5.24). It follows that S is closed, yielding a solution f = f1 ∈
C2,β(Ωr) of (5.10). Elliptic regularity then implies that f is smooth.

In order to prove uniqueness, assume that two solutions f1 and f2 exist,
then

Δg(f1 − f2) + 2∇ log u · ∇(f1 − f2)

= u−1(Trgk)
(√

1 + u2|∇f1|2 −
√

1 + u2|∇f2|2
)

= u(Trgk)

(
∇(f1 + f2) · ∇(f1 − f2)√

1 + u2|∇f1|2 +
√

1 + u2|∇f2|2

)

. (5.25)

Since (f1 − f2)|∂Ωr = 0, the maximum/minimum principle implies that
f1 − f2 ≡ 0. �

We are now ready to establish the main theorem of this section.

Theorem 5.3. Given initial data (M, g, k) and a smooth positive function u
satisfying (2.2)–(2.4) and (5.2)–(5.4), there exists a smooth uniformly bounded
solution f of (5.5) satisfying the asymptotics (5.7)–(5.9).

Notice that the asymptotic behavior for f on M−
end is not prescribed, but

instead it is stated that the solution remains uniformly bounded and fall-off
rates for its derivatives are given.

Proof. The same methods as in the proof of Proposition 5.1, yield uniform
estimates for the solution fr of (5.10) in C2,β

loc . Thus, as r → ∞ a subsequence
may be extracted which converges on compact subsets to a solution f of (5.5).
By elliptic regularity, this solution is smooth. Moreover, in light of (5.24) we
have the bound

f ≤ f ≤ f, (5.26)

showing that f is uniformly bounded and has the appropriate asymptotics
at M+

end.
It remains to establish the asymptotics for derivatives. First consider the

end M+
end. Here we may follow the standard scaling argument in [22]. From

the local C2,β estimates we have

|f(x)| + |∇f(x)|g + |∇2f(x)|g ≤ c for x ∈ M. (5.27)

Moreover it is also known from (5.26) that

|f(x)| ≤ c|x|−ε as |x| → ∞ in M+
end. (5.28)

Equation (5.10) may be viewed as the following linear equation
3∑

i,j=1

aij(x)
∂2

∂xi∂xj
f +

3∑

i=1

bi(x)
∂

∂xi
f = F (x), (5.29)

where

aij = gij , bi = −glmΓi
lm + 2(log u)i, F = u−1(Trgk)

√
1 + u2|∇f |2g. (5.30)
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Now fix a point x0 ∈ M+
end and define coordinates x = (x − x0)/σ, where

σ = |x0|/2. When written in these new coordinates, Eq. (5.29) becomes
3∑

i,j=1

aij(x)
∂2

∂xi∂xj
f +

3∑

i=1

σbi(x)
∂

∂xi
f = σ2F (x) (5.31)

for x ∈ B1(0) = {|x| < 1}. Observe that ∂xi = σ∂xi , and therefore
∣
∣∣∣
∂

∂xl
aij(x)

∣
∣∣∣ ≤

cσ

|x| 3
2

≤ c

|x| 1
2
, (5.32)

σ|bi(x)| + σ

∣∣∣
∣
∂

∂xl
bi(x)

∣∣∣
∣ ≤ c

(
σ

|x| 3
2

+
σ2

|x| 5
2

)
≤ c

|x| 1
2
, (5.33)

σ2|F (x)| + σ2

∣∣∣∣
∂

∂xl
F (x)

∣∣∣∣ ≤ c

(
σ2

|x|2+ε
+

σ3

|x|3+ε

)
≤ c

|x|ε , (5.34)

where c represents a constant depending on the initial data and u. These
estimates show that we have control of the coefficients, and right-hand side of
(5.31), in C0,β . Thus the interior Schauder estimates apply to yield

|∂f(x)| + |∂2
f(x)| ≤ c(σ2|F |C0,α(B1(0)) + |f |C0(B1(0)))

≤ c(σ2|F |C1(B1(0)) + |f |C0(B1(0))) (5.35)

for x ∈ B1/2(0). It follows that

σ|∂f(x)| + σ2|∂2f(x)| ≤ c(σ2|F |C1(B1(0)) + |f |C0(B1(0)))

≤ c|x|−ε (5.36)

for x ∈ Bσ/2(x0), and hence the desired estimate holds

|f(x)| + |x||∇f(x)|g + |x|2|∇2f(x)|g ≤ c|x|−ε for x ∈ M+
end. (5.37)

Derivative estimates in the remaining end will be divided into two cases.

Case 1: M−
end is asymptotically flat. By performing an inversion x �→ x

|x|2 near
the origin in Brill coordinates, asymptotically flat coordinates are obtained in
M−

end. We may now apply the same scaling argument as above. However here,
u ∼ |x|−2 and Trgk ∼ |x|−4 so that

σ|bi(x)| + σ

∣∣∣
∣
∂

∂xl
bi(x)

∣∣∣
∣ ≤ c

(
σ

|x| +
σ2

|x|2
)

≤ c, (5.38)

σ2|F (x)| + σ2

∣
∣∣∣
∂

∂xl
F (x)

∣
∣∣∣ ≤ c

(
σ2

|x|2 +
σ3

|x|3
)

≤ c. (5.39)

It follows that

σ|∂f(x)| + σ2|∂2f(x)| ≤ c(σ2|F |C1(B1(0)) + |f |B1(0)) ≤ c for x ∈ Bσ/2(x0),
(5.40)

and hence the desired estimate holds

|x||∇f(x)|g + |x|2|∇2f(x)|g ≤ c for x ∈ M−
end. (5.41)
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Case 2: M−
end is asymptotically cylindrical. According to the asymptotics (2.4)

g = r−2dr2 + gS2(φ, θ) +G(r, φ, θ), (5.42)

where gS2 is the round metric on the 2-sphere and the remainder satisfies

Grr = o2(r− 3
2 ), Gij = o2(r

1
2 ) for i, j 	= r. (5.43)

A further change of coordinates τ = log r, in which dτ = r−1dr, displays the
canonical cylindrical form of the metric

g = dτ2 + gS2(φ, θ) +G(τ, φ, θ), (5.44)

with

|Gij | + |∂Gij | + |∂2Gij | = o(e
1
2 τ ) for all i, j. (5.45)

The interior Schauder estimates imply that

|f | + |∇f |g + |∇2f |g ≤ c, (5.46)

and hence

|∂τf | + |∂θf | + |∂2
τf | + |∂τ∂θf | + |∂2

θf | ≤ c. (5.47)

It then follows, with the help of (5.4), that

∇ log u · ∇f = ∂τf +O(e
1
2 τ ) (5.48)

and

Δgf = ∂2
τf + ΔS2f +O(e

1
2 τ ). (5.49)

We now obtain derivative estimates using a separation of variables argu-
ment. Let {ψi}∞

i=0 ⊂ L2(S2) be an complete orthonormal set of eigenfunctions
for ΔS2 , and let λi = i(i+ 1) denote the corresponding eigenvalues. Since the
eigenfunctions are complete, we may write

f(τ, φ, θ) =
∞∑

i=0

di(τ)ψi(φ, θ). (5.50)

Inserting this into equation (5.10) produces

∞∑

i=0

(d′′
i + 2d′

i − λidi)ψi = P, (5.51)

and thus

d′′
i + 2d′

i − λidi = Pi(τ) :=
∫

S2

P (τ, φ, θ)ψi(φ, θ). (5.52)

The general solution to this ODE is given by the method of variation of para-
meters

di(τ) = (c1i + p1i(τ))e(−1−√
1+λi)τ + (c2i + p2i(τ))e(−1+

√
1+λi)τ , (5.53)
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where c1i and c2i are constants and

p1i(τ) = − 1
2
√

1 + λi

τ∫

−∞
e(1+

√
1+λi)τPi(τ)dτ,

p2i(τ) =
1

2
√

1 + λi

τ∫

τ0

e(1−√
1+λi)τPi(τ)dτ, (5.54)

for some τ0. Note that the boundedness of f implies that c1i = 0. Moreover

d0(τ) = c20 + p20(τ) + e−2τp10(τ) = c20 +O(e
1
2 τ ), (5.55)

and P = O(e
1
2 τ ) implies that

di(τ) = O
(
max

{
e

1
2 τ , e(−1+

√
1+λi)τ

})
, i ≥ 1. (5.56)

Since −1 +
√

1 + λi > 7/10 for i ≥ 1, it follows that

|∂τf | + |∂θf | = O(e
1
2 τ ), (5.57)

and hence
|∇f |g = O(r

1
2 ). (5.58)

By differentiating the expansion, similar considerations yield

|∇2f |g = O(r
1
2 ). (5.59)

�

6. The Equation for Y φ

Let (M, g, k), u, and f be as in the previous section, although f is not required
to satisfy an equation here. In particular, u and f satisfy the asymptotics
(5.2)–(5.4) and (5.7)–(5.9). In this section we solve the equation

divg k(η) = 0 on M, (6.1)

for solutions satisfying the following asymptotics

Y φ = −2J
r3

+ o2(r− 7
2 ) in M+

end, (6.2)

Y φ = Y +O2(r5) in asymptotically flat M−
end, (6.3)

Y φ = Y +O2(r) in asymptotically cylindrical M−
end, (6.4)

where J and Y are constants. In order to obtain a unique solution the value of
J will be prescribed, and in this case the value of Y is determined by J and
the initial data. Note that these asymptotics are consistent with those of the
(sole component of the) shift vector field YEK in the extreme Kerr spacetime,
as is shown in Appendix B.

The Eq. (6.1) may be expressed in a more revealing way as follows

ΔgY
φ + ∇ log(u−1gφφ) · ∇Y φ = 0. (6.5)
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Since the metric g depends on Y φ, it appears that this should be a nonlinear
equation. However certain cancellations occur, and it turns out that when
expressed in terms of the metric g, the equation is linear elliptic

0 =
(
gij − u2f if j

1 + u2|∇f |2g

)⎛

⎝∇ijY
φ − uπijf

l

√
1 + u2|∇f |2g

∂lY
φ

⎞

⎠

+
(
gij − u2f if j

1 + u2|∇f |2g

)(
∂i log gφφ − ∂i log u

1 + u2|∇f |2g

)
∂jY

φ, (6.6)

where

πij =
u

√
1 + u2|∇f |2g

(

∇ijf + (log u)ifj + (log u)jfi +
giφY

φ
,j + gjφY

φ
,i

2u2

)

(6.7)
is the second fundamental form of the graph M = {t = f(x)} in the
Lorentzian setting. It is important to note that the linear character of the
equation, arises from the fact that

(
gij − u2f if j

1 + u2|∇f |2g

)
πij (6.8)

does not depend on Y φ. The equivalence of the three Eqs. (6.1), (6.5), and
(6.6) will be proved in Appendix B.

We now prove existence and uniqueness. The first task is to construct a
radial function Y0 = Y0(r) which is an approximate solution in the asymptotic
regions. Following the same procedure as in (5.18) yields

ΔgY0 + ∇ log(u−1gφφ) · ∇Y0

= grr

(
Y ′′

0 + ∂r log(r4ũ−1e−3Ũ )Y ′
0 + ∂r log

(
u−1e−3U

ũ−1e−3Ũ

)
Y ′

0

)
, (6.9)

where ũ and eŨ are defined in (5.15) and (5.16), and where we have used
gφφ = e−2Ur2 sin2 θ. The remaining terms may be computed in a similar way.
If L denotes the differential operator on the right-hand side of (6.6), then

LY0 =
(
grr − u2(fr)2

1 + u2|∇f |2g

)
Y ′′

0 + grr∂r log(r4ũ−1e−3Ũ )Y ′
0

+

(

grr∂r log
(
u−1e−3U

ũ−1e−3Ũ

)
+

u2f if jΓr
ij

1 + u2|∇f |2g
− u2frf i∂i log gφφ

1 + u2|∇f |2g

)

Y ′
0

+

(
u2frf i∂i log u
(1 + u2|∇f |2g)2

+
grru2|∇f |2g∂r log u

1 + u2|∇f |2g

−
(
gij − u2f if j

1 + u2|∇f |2g

)
uπijf

r

√
1 + u2|∇f |2g

⎞

⎠Y ′
0 . (6.10)
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Note that the term f i∂i log gφφ appears to cause a problem when θ = 0, π,
since it involves fθ∂θ log sin θ = gθθfθ∂θ log sin θ which could blow up at those
values of θ. However, for axisymmetric smooth functions f , one must have
∂θf = 0 on the axis of rotation. Observe that Eq. (6.10) may be written more
simply as

LY0 =
(
grr − u2(fr)2

1 + u2|∇f |2g

)(
Y ′′

0 +
(
∂r log(r4ũ−1e−3Ũ ) +B

)
Y ′

0

)
, (6.11)

for some function B. With the help of (5.2)–(5.4), (5.7)–(5.9), (5.15), (5.16),
and the calculation of Christoffel symbols in Appendix D, it can be shown that
this function has the property that

B = O(r− 3
2 ) as r → ∞, B = O(r

1
2 ) as r → 0. (6.12)

We are motivated to choose Y0 as the solution to the ODE

Y ′′
0 + ∂r log(r4ũ−1e−3Ũ )Y ′

0 = 0 (6.13)

which satisfies the asymptotics (6.2)–(6.4), namely

Y0(r) = c

∞∫

r

r−4ũe3Ũ (6.14)

where the constant c is chosen in order to realize the desired r−3-fall-off rate
in (6.2).

The desired solution of (6.6) will be constructed in the form Y φ = Y0+Y1,
where Y1 solves the equation

LY1 = −LY0, (6.15)

and has the same asymptotics as in (6.2)–(6.4) with J = 0.

Theorem 6.1. Given initial data (M, g, k) and smooth functions u > 0, f sat-
isfying (2.2)–(2.4), (5.2)–(5.4), and (5.7)–(5.9), there exists a unique, smooth,
uniformly bounded solution Y φ of (6.6) satisfying the asymptotics (6.2)–(6.4).

Proof. The first task is to construct radial sub and super solutions Y 1 and Y 1.
The super solution will be chosen as a solution of the ODE

Y
′′
1 +
(
∂r log(r4ũ−1e−3Ũ ) −B

)
Y

′
1 = −h, (6.16)

where the radial functions B > 0 and h > 0 are chosen so that

|B| ≤ B,

(
grr − u2(fr)2

1 + u2|∇f |2g

)−1

|LY0| ≤ h, (6.17)

with B satisfying the asymptotics (6.12), whereas

h = O(r− 11
2 ) in M+

end, (6.18)

h = O(r4) in asymptotically flat M−
end, (6.19)

h = O(1) in asymptotically cylindrical M−
end. (6.20)
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To see that Y 1 is a super solution, observe that (6.11) and (6.17) imply

LY 1 =
(
grr − u2(fr)2

1 + u2|∇f |2g

)(
Y

′′
1 +
(
∂r log(r4ũ−1e−3Ũ ) +B

)
Y

′
1

)

=
(
grr − u2(fr)2

1 + u2|∇f |2g

)(
−h+

(
B +B

)
Y

′
1

)

≤ −LY0, (6.21)

if Y
′
1 ≤ 0. Thus we choose

Y 1 =

∞∫

r

e
∫ r
0 Br−4ũe3Ũ

r∫

0

e− ∫ r
0 Br4ũ−1e−3Ũh. (6.22)

Clearly Y 1 is positive, nonincreasing, and satisfies the asymptotics (6.2)–(6.4)
with J = 0. Similar methods yield a negative, nondecreasing subsolution Y 1

satisfying the same asymptotics.
Since (6.15) is linear elliptic without a zeroth order term, there exists a

unique smooth solution Y r
1 , with zero Dirichlet boundary conditions, on the

annular domain Ωr = {(r, φ, θ) | r−1 < r < r}. By the maximum/minimum
principle

Y 1 < Y r
1 < Y 1. (6.23)

The interior Schauder estimates now yield uniform C2,β
loc bounds, and thus after

passing to a subsequence, we obtain a C2 solution Y1 on M as r → ∞. This
solution is smooth by elliptic regularity and satisfies the estimate

Y 1 < Y1 < Y 1. (6.24)

Asymptotics for the derivatives may be established as in the proof of Theo-
rem 5.3. Namely, in M+

end a scaling argument is employed, and if Y1 denotes
limr→0 Y1 then the same is true for asymptotically flat M−

end, although here
one must apply the method to Y1 − Y1. Moreover, asymptotics for the deriv-
atives in asymptotically cylindrical M−

end may be obtained through the use of
eigenfunction expansions.

We now have a solution Y φ = Y0 +Y1 of (6.6), satisfying the asymptotics
(6.2)–(6.4). It remains to prove uniqueness. Thus, consider a solution of LZ = 0
having the asymptotics (6.2)–(6.4) with J = 0. We must show that Z ≡ 0.
A direct calculation shows that K := u−1gφφ

√
1 + u2|∇f |2g ∈ KergL

∗, the

kernel of the formal L2(M, g) adjoint of L. Alternatively this may be proved
by observing, the immediately apparent fact, that u−1gφφ lies in the L2(M, g)-
kernel of the adjoint of the operator (6.5), and using (2.22) as well as (8.22).
Upon multiplying the equation LZ = 0 through by ZK and integrating by
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parts, several boundary terms cancel to yield

0 =
∫

M

K
(
gij − u2f if j

1 + u2|∇f |2g

)
∇iZ∇jZ

+ lim
r→∞

∫

∂B(r)

ZK
(
gij − u2f if j

1 + u2|∇f |2g

)
νi∇jZ

− lim
r→0

∫

∂B(r)

ZK
(
gij − u2f if j

1 + u2|∇f |2g

)
νi∇jZ, (6.25)

where ν is the unit normal to ∂B(r) pointing towards M+
end. Note that the

boundary term at M+
end clearly vanishes, while the boundary term at M−

end

becomes

lim
r→0

Y0

∫

∂B(r)

K
(
gij − u2f if j

1 + u2|∇f |2g

)
νi∇jZ, (6.26)

where Y0 = limr→0 Y . Now multiply the equation LZ = 0 by K alone to find

0 = lim
r→∞

∫

∂B(r)

K
(
gij − u2f if j

1 + u2|∇f |2g

)
νi∇jZ

− lim
r→0

∫

∂B(r)

K
(
gij − u2f if j

1 + u2|∇f |2g

)
νi∇jZ. (6.27)

Again, the boundary term at M+
end vanishes, and hence the boundary term at

M−
end vanishes, which implies that (6.26) vanishes. It then follows from (6.25)

that Z ≡ 0. �
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7. Appendix A: The Scalar Curvature Formula

The purpose of this section is to prove Theorem 2.3. We will follow the ideas in
[2]. In particular, (M, g) will be viewed as a graph {t = f(x)} in the Lorentzian
setting (2.13). An alternative approach, in which the calculations are made by
viewing (M, g) as the same graph in the Riemannian setting (2.9) is possible,
although not pursued here; in the static case this approach was carried out
in [1].

Let (M × R, g̃) denote the Lorentzian stationary spacetime with

g̃ = g − 2Yidxidt− ϕdt2. (7.1)
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The induced metric on the graph and its inverse are given by

gij = gij − fiYj − fjYi − ϕfifj , gij = gij − u−2Y
i
Y

j
+ wiwj , (7.2)

where

wi =
ugijfj + u−1Y

i

√
1 − u2|∇f |2g

, u2 = ϕ+ |Y |2g. (7.3)

The vector w is in fact the spatial component of the unit normal to the graph.
In particular, the unit normal to the t = 0 slice and the graph are given given,
respectively, by

n =
∂t + Y

u
, N =

u∇f + n
√

1 − u2|∇f |2g
. (7.4)

Note that ∂t is a killing vector on (M × R, g̃). Thus there is an obvious one-
to-one correspondence between M = {t = f} and M = {t = 0}. In that sense,
decomposing n into its normal and tangential components with respect to the
graph, and decomposing N into its normal and tangential components with
respect to the t = 0 slice, yields

n =
√

1 + u2|∇f |2gN − u∇f, N =
√

1 + u2|∇f |2g(n+ u∇f). (7.5)

Here the identity (2.17) was used.
Let G = Ricg̃ − 1

2Rg̃ g̃ denote the Einstein tensor. Using (7.5) and the
Gauss–Codazzi relations G(N,n) may be computed in two different ways,
namely

G(N,n) =
√

1 + u2|∇f |2g(G(n, n) +G(u∇f, n))

=
√

1 + u2|∇f |2g
[
(R+(Trgk)2−|k|2g)/2+divg(k−(Trgk)g)(u∇f)

]
,

(7.6)

and

G(N,n) =
√

1 + u2|∇f |2gG(N,N) −G(N,u∇f)

=
√

1 + u2|∇f |2g(R+ (Trgπ)2 − |π|2g)/2 − divg(π − (Trgπ)g)(u∇f),
(7.7)

where k and π denote the second fundamental forms of M and M , respectively.
It follows that

R+ (Trgk)2 − |k|2g + 2divg(k − (Trgk)g)(u∇f)

= R+ (Trgπ)2 − |π|2g − 2divg(π − (Trgπ)g)(v) (7.8)

where

v =
u∇f

√
1 + u2|∇f |2g

. (7.9)
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The energy density and momentum densities for the initial data (M, g, k) are

8πμ = G(N,N) = (R+ (Trgk)2 − |k|2g)/2
8πJ(·) = G(N, ·) = divg(k − (Trgk)g)(·).

(7.10)

Thus, combining this with the fact that Trgk = 0 (Lemma 2.1) produces

R− |k|2g + 2divgk(u∇f)

= 16π(μ− J(v)) − |π|2g + |k|2g − 2divg(π)(v) + 2divg(k)(v)

+ (Trgπ)2 − (Trgk)2 + 2v(Trgπ − Trgk). (7.11)

In what follows, several identities involving significant computation will
be proven, which when combined with (7.11) will yield the desired result. The
first task is to calculate the second fundamental form π. Below, i, j, l etc. will
denote indices associated with local coordinates xi on M , and Γ̃l

ij ,Γ
l

ij ,Γ
l
ij will

represent Christoffel symbols for the metrics g̃, g, and g, respectively. Observe
that the inverse metric is

g̃tt = −u−2, g̃ti = −u−2Y
i
, g̃ij = gij − u−2Y

i
Y

j
, (7.12)

from which we find

Γ̃t
tt = 0, Γ̃i

tt =
1
2
gijϕj =

1
2
ϕi, Γ̃t

ij = u−1kij , Γ̃k
ij = Γ

l

ij + u−1Y
l
kij ,

(7.13)

Γ̃t
it =

1
2u2

(
ϕi + Y

l
(Yl,i − Yi,l)

)
,

Γ̃j
it = −1

2
gjl(Yl,i − Yi,l) +

Y
j

2u2

(
ϕi + Y

l
(Yl,i − Yi,l)

)
. (7.14)

Let Xi = ∂i + fi∂t denote tangent vectors to the graph, then

πij = −g̃(∇̃Xi
Xj , N)

= −(Γ̃l
ij + fiΓ̃l

jt + fjΓ̃l
it + fifjΓ̃l

tt)g̃

⎛

⎝∂l,
u∇f

√
1 − u2|∇f |2g

⎞

⎠

− (∂ijf + Γ̃t
ij + fiΓ̃t

jt + fjΓ̃t
it + fifjΓ̃t

tt)g̃

⎛

⎝∂t,
n

√
1 − u2|∇f |2g

⎞

⎠

=
u

√
1 − u2|∇f |2g

(
∇ijf + u−1kij + fi(Γ̃t

jt − Γ̃l
jtfl)

+fj(Γ̃t
it − Γ̃l

itfl) + fifj(Γ̃t
tt − Γ̃l

ttfl)
)
. (7.15)
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Therefore

πij =
u∇ijf + kij + 1

2u (fiϕj + fjϕi) − u
2 fifj∇f(ϕ)

√
1 − u2|∇f |2g

+
1
2
fiw

l(Yl,j − Yj,l) +
1
2
fjw

l(Yl,i − Yi,l). (7.16)

This formula for the second fundamental form involves quantities associ-
ated with g. In order to obtain a formula involving only quantities associated
with g, we will employ Identity 1 below for the difference of Christoffel symbols.
In particular

Γl
ij − Γ

l

ij =
Y

l

2u2
(∇jYi + ∇iYj) − wlπij + fifjΓ̃l

tt + fiΓ̃l
jt + fjΓ̃l

it

=
Y

l

2u2
(∇jYi + ∇iYj) +

Y
l

u2
(Γm

ij − Γ
m

ij )Ym

− wlπij + fifjΓ̃l
tt + fiΓ̃l

jt + fjΓ̃l
it. (7.17)

Multiply by Yl and solve for (Γl
ij − Γ

l

ij)Yl to obtain

ϕ

u2
(Γl

ij −Γ
l

ij)Yl =
|Y |2g
2u2

(∇jYi +∇iYj)−πijw
lYl +fifjΓ̃l

ttYl +fiΓ̃l
jtYl +fjΓ̃l

itYl.

(7.18)
For simplicity we temporarily assume that ϕ does not vanish, however this will
have no affect on the final result, which is valid without any such restriction
on ϕ. Substituting (7.18) into the last line of (7.17) produces

Γl
ij − Γ

l

ij =
Y

l

2ϕ
(∇jYi + ∇iYj) − πij(wl + ϕ−1wmYmY

l
)

+ fi(Γ̃l
jt + ϕ−1Γ̃m

jtYmY
l
) + fj(Γ̃l

it + ϕ−1Γ̃m
itYmY

l
)

+ fifj(Γ̃l
tt + ϕ−1Γ̃m

ttYmY
l
). (7.19)

Use this and Y
i
fi = 0 to compute the following expression from (7.16) in terms

of g

∇ijf + u−1kij = ∇ijf +
1

2u2
(Yi;j + Yj;i) + (Γl

ij − Γ
l

ij)(fl + u−2Yl)

= −πij(wlfl + ϕ−1wlYl) + ∇ijf +
1
2ϕ

(∇jYi + ∇iYj)

+ fi(Γ̃l
jtfl + ϕ−1Γ̃l

jtYl) + fj(Γ̃l
itfl + ϕ−1Γ̃l

itYl)

+ fifj(Γ̃l
ttfl + ϕ−1Γ̃l

ttYl). (7.20)

Also from (7.15)

∇ijf + u−1kij

= u−1
√

1 − u2|∇f |2g πij − fi(Γ̃t
it − Γ̃l

jtfl) − fj(Γ̃t
it − Γ̃l

jtfl) + fifjΓ̃l
ttfl.

(7.21)
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Now compare (7.20) and (7.21) and solve for π to obtain
u

ϕ
√

1 − u2|∇f |2g
πij

=

⎛

⎝

√
1 − u2|∇f |2g

u
+ wlfl +

wlYl

ϕ

⎞

⎠πij

= ∇ijf +
1
2ϕ

(∇jYi + ∇iYj) + fi(Γ̃t
jt + ϕ−1Γ̃l

jtYl) + fj(Γ̃t
it + ϕ−1Γ̃l

itYl)

= ∇ijf +
1
2ϕ

(∇jYi + ∇iYj) +
1
2
fi(logϕ)j +

1
2
fj(logϕ)i. (7.22)

Therefore

πij =
1

u
√

1 + u2|∇f |2g

(
ϕ∇ijf +

1
2
(∇jYi + ∇iYj) +

1
2
fiϕj +

1
2
fjϕi

)
,

(7.23)
where (2.17) was used. Notice that Yi depends on f through the expression

Yi = Y
φ
gφi = Y

φ
(gφi + fiYφ) = Y

φ
gφi + fi|Y |2g, (7.24)

from which it follows that

∇jYi+∇iYj = 2|Y |2g∇ijf+∂if∂j |Y |2g+∂jf∂i|Y |2g+gφj∂iY
φ+gφi∂jY

φ. (7.25)

Inserting (7.25) into (7.23) then produces

πij =
u∇ijf + uifj + ujfi + 1

2u (giφY
φ
,j + gjφY

φ
,i )

√
1 + u2|∇f |2g

. (7.26)

The remaining part of the proof consists of verifying several identities.

Identity 1

Γl
ij − Γ

l

ij = −wlπij + u−1Y
l
kij +

1
2
fifjϕ

l

+ fi

(

−1
2
glm(∇jYm − ∇mYj) +

Y
l

2u2
(ϕj + Y

m
(∇jYm − ∇mYj))

)

+ fj

(

−1
2
glm(∇iYm − ∇mYi) +

Y
l

2u2
(ϕi + Y

m
(∇iYm − ∇mYi))

)

(7.27)

Proof. Observe that

N = w +
1

u
√

1 − |∇f |2g
∂t, (7.28)
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which yields

∇̃Xi
Xj = ∇Xi

Xj − g̃(∇̃Xi
Xj , N)N

= Γl
ijXl + πijN

= Γl
ijXl + πijw

lXl + u−1
√

1 − u2|∇f |2g πij∂t. (7.29)

Alternatively, using (7.15) produces

∇̃Xi
Xj = (Γ̃l

ij + fiΓ̃l
jt + fjΓ̃l

it + fifjΓ̃l
tt)∂l

+ (∂ijf + Γ̃t
ij + fiΓ̃t

jt + fjΓ̃t
it + fifjΓ̃t

tt)∂t

= (Γ̃k
ij + f,iΓ̃k

jt + f,jΓ̃k
it + f,if,jΓ̃k

tt)Xk

+
(
∂ijf + Γ̃t

ij + fiΓ̃t
jt + fjΓ̃t

it + fifjΓ̃t
tt

−(Γ̃l
ij + fiΓ̃l

jt + fjΓ̃l
it + fifjΓ̃tt)fl

)
∂t

= (Γ̃l
ij + fiΓ̃jt + fjΓ̃l

it + fifjΓ̃l
tt)Xl + u−1

√
1 − u2|∇f |2g πij∂t.

(7.30)

Therefore by comparing (7.29) and (7.30)

Γl
ij − Γ

l

ij = −wlπij + u−1Y
l
kij + fiΓ̃l

jt + fjΓ̃l
it + fifjΓ̃l

tt, (7.31)

from which the desired result follows with the help of (7.13) and (7.14). �

It will be assumed that k and π are extended trivially to all of M × R,
in that k(∂t, ·) = π(∂t, ·) = 0.

Identity 2

divgk(w) = u−1divg(uk(w, ·)) + w(k(w,w))
−g̃(k, π) − 2g̃(k(w, ·), π(w, ·)) + (Trg̃π)k(w,w) (7.32)

Proof. Direct calculation yields

divgk(w) =
(
gij − u−2Y

i
Y

j
+ wiwj

)
wl∇jkil

=
(
gij − u−2Y

i
Y

j
+ wiwj

)
wl(∇jkil − (Γm

ij − Γ
m

ij )kml

− (Γm
jl − Γ

m

jl )kim)

= divgk(w) − u−2∇Y k(Y ,w) + ∇wk(w,w)

−
(
gij − u−2Y

i
Y

j
+ wiwj

)

× wl
(
(Γm

ij − Γ
m

ij )kml + (Γm
jl − Γ

m

jl )kim

)
. (7.33)

Next, each term on the right-hand side of (7.33) will be computed separately.
Let

Aij = u−1kij + fi(Γ̃t
jt − Γ̃l

jtfl) + fj(Γ̃t
it − Γ̃l

itfl) − fifjΓ̃l
ttfl. (7.34)
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Identity 2-1

∇jwi = πij +

⎛

⎝π(w, ∂j) − π

⎛

⎝ Y

u
√

1 − u2|∇f |2g
, ∂j

⎞

⎠

⎞

⎠wi

− 2uj

u2
√

1 − u2|∇f |2g
Yi

− u
√

1 − u2|∇f |2g

(
Aij − u−2∇jYi

)

+
1

1 − u2|∇f |2g
(
(log u)i − u2A(∇f, ∂j)

)
wi (7.35)

Proof. Observe that

∇jwi = ∇j

⎛

⎝ u∇f + u−1Y
√

1 − u2|∇f |2g

⎞

⎠

i

=
u(∇ijf + u−2∇jYi + Yi∂ju

−2)
√

1 − u2|∇f |2g
+

1
1 − u2|∇f |2g

(
(log u)j + u2glmfm∇ljf

)
wi. (7.36)

Now substitute the following expressions

∇ijf = u−1
√

1 − u2|∇f |2gπij −Aij , (7.37)

glmfm∇ljf

=
(
u−1
√

1 − u2|∇f |2gwl − u−2Y
l
)(

u−1
√

1 − u2|∇f |2g πlj

)
−A(∇f, ∂j).

(7.38)

�
Identity 2-2

divgk(w) = divg(k(w, ·)) − g(k, π)

− g

⎛

⎝k(w, ·), π
⎛

⎝w − Y

u
√

1 − u2|∇f |2g
, ·
⎞

⎠

⎞

⎠

+
ugilgjmklm

(
Aij − u−2∇jYi

)

√
1 − u2|∇f |2g

+
u2g(k(w, ·), A(∇f, ·))

1 − u2|∇f |2g

+ 2k

⎛

⎝Y ,
∇u

u2
√

1 − u2|∇f |2g

⎞

⎠− k

(

w,
∇u

u(1 − u2|∇f |2g)

)

(7.39)
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Proof. Since

divgk(w) = divg(k(w, ·)) − gilgjmklm∇jwi, (7.40)

the desired result follows from Identity 2-1. �

Identity 2-3

∇Y k(Y ,w) = −k(∇Y Y ,w) − g(k(Y , ·), π(Y , ·))

+
ug(k(Y , ·), A(Y , ·))
√

1 − u2|∇f |2g
− k

(
Y ,∇Y Y

)

u
√

1 − u2|∇f |2g
(7.41)

Proof. Since Y = Y
φ
∂φ

∇Y k(Y ,w) = Y (k(Y ,w)) − k
(∇Y Y ,w

)− k
(∇Y w, Y

)

= −k (∇Y Y ,w
)− k

(∇Y w, Y
)
, (7.42)

and

(∇Y w
)
i
=
uY

l∇ilf + u−1Y
l∇lYi√

1 − u2|∇f |2g

= π(∂i, Y ) − u
√

1 − u2|∇f |2g

(
A(∂i, Y ) − (∇Y Y )i

u2

)
. (7.43)

Insert (7.43) into (7.42) to get (7.41). �

Identity 2-4

∇wk(w,w)

= w(k(w,w)) − 2g(k(w, ·), π(w, ·)) − u−2(1 − u2|∇f |2g)k(w,w)w(ϕ)

− 2k(w,w)π(w,w)+
4k(w, Y )w(u) + 2u3g(k(w, ·), A(w, ·))−2uk(w,∇wY )

u2
√

1 − u2|∇f |2g
(7.44)

Proof. Observe that

∇wk(w,w) = w(k(w,w)) − 2k
(∇ww,w

)
, (7.45)

and with the help of Identity 2-1
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(∇ww
)
i
= wl∇lwi = π(∂i, w) + π(w,w)wi

− u
√

1 − u2|∇f |2g

(
A(∂i, w) − u−2

(∇wY
)
i

)− 2w(u)

u2
√

1 − u2|∇f |2g
Yi

+

⎛

⎝u
−1w(u) − u2A(∇f, w)

1 − u2|∇f |2g
− π(w, Y )

u
√

1 − u2|∇f |2g

⎞

⎠wi. (7.46)

The last line of (7.46) will now be computed directly using definition of A, u,
and k, along with Y

l∇ilf = −gljfj∇iYl, g
imfmg

jlfl∇jYi = 0. Namely

π(w, Y )

=
u

√
1 − u2|∇f |2g

(
wiY

j∇ijf+u−1k(w, Y )+
1
2
wifiY

i
gjlfl(∇iYj −∇jYi)

)

= −Y
i
gjlfl∇iYj

1 − u2|∇f |2g
+
Y

i
gjlfl(∇jYi+∇iYj)
2(1 − u2|∇f |2g)

+
u2|∇f |2gY

i
gjlfl(∇iYj −∇jYi)

2(1 − u2|∇f |2g)

=
1
2
Y

i
gjlfl(∇jYi − ∇iYj), (7.47)

w(u) =
w
(
ϕ+ |Y |2g

)

2u
, (7.48)

and

A(∇f, w) =

√
1 − u2|∇f |2g

u
A(w,w) − 1

u2
A(Y ,w)

=

√
1 − u2|∇f |2g

u

(
u−1k(w,w) + u−2wifiw(ϕ) − 1

2
(wifi)2∇f(ϕ)

)

− 1
u2

⎛

⎝k

⎛

⎝ ∇f
√

1 − u2|∇f |2g
, Y

⎞

⎠+
1
2
wlflY

i
gjmfm(∇iYj − ∇jYi)

⎞

⎠

=
w(ϕ)

2

(
2|∇f |2g
u2

− |∇f |4g
)

+
Y

i
gjmfm(∇jYi + ∇iYj)

2u3
√

1 − u2|∇f |2g

+
|∇f |2gY

i
gjmfm(∇jYi − ∇iYj)

2u
√

1 − u2|∇f |2g
. (7.49)
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Upon using (7.47), (7.48), and (7.49), the last line of (7.46) simplifies by

π(w, Y )

u
√

1 − u2|∇f |2g
− w(u)
u(1 − u2|∇f |2g)

+
u2A(∇f, w)
1 − u2|∇f |2g

= − (1 − u2|∇f |2g)
2u2

w(ϕ).

(7.50)

The desired result is now obtained by substituting (7.46) and (7.50) into (7.45).
�

The following term from (7.33) may be rewritten by combining Identity
2-2, Identity 2-3, and Identity 2-4

divgk(w) − u−2∇Y k(Y ,w) + ∇wk(w,w)

= divg(k(w, ·)) + w(k(w,w)) − 3g(k(w, ·), π(w, ·))
− 2k(w,w)π(w,w) − g(k, π)

+ u−2g(k(Y , ·), π(Y , ·)) + u−2k
(∇Y Y ,w

)− u−2(1 − u2|∇f |2g)k(w,w)w(ϕ)

+
4k(w, Y )w(u)

u2
√

1 − u2|∇f |2g
− 2k

(
w,∇wY

)

u
√

1 − u2|∇f |2g

+
k
(
Y ,∇Y Y

)

u3
√

1 − u2|∇f |2g
+

2k
(
Y ,∇u)

u2
√

1 − u2|∇f |2g

− k
(
w,∇u)

u(1 − u2|∇f |2g)
+
ug
(
k,
(
A− u−2∇Y ))

√
1 − u2|∇f |2g

+
3ug(k(w, ·), A(w, ·))
√

1 − u2|∇f |2g

+
g(k(w, ·), π(Y , ·))
u
√

1 − u2|∇f |2g
− g(k(w, ·), A(Y , ·))

1 − u2|∇f |2g
− g(k(Y , ·), A(Y , ·))

u
√

1 − u2|∇f |2g
. (7.51)

Each term involving A will now be computed with (7.13), (7.14), and

∇f = u−1
√

1 − u2|∇f |2g w − u−2Y . (7.52)

Namely

ug
(
k,
(
A− u−2∇Y ))

√
1 − u2|∇f |2g

= 2k

⎛

⎝w − Y

u
√

1 − u2|∇f |2g
, gjl(Γ̃t

jt − Γ̃m
jtfm)∂l

⎞

⎠

− Γ̃l
ttflk

⎛

⎝w − Y

u
√

1 − u2|∇f |2g
, u−1

√
1 − u2|∇f |2g w − u−2Y

⎞

⎠
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= 2k

⎛

⎝w − Y

u
√

1 − u2|∇f |2g
,
∇ϕ
2u2

+

√
1 − u2|∇f |2g

2u
gjlwi(∇jYi − ∇iYj)∂l

⎞

⎠

− ∇f(ϕ)
2

k

⎛

⎝w − Y

u
√

1 − u2|∇f |2g
, u−1

√
1 − u2|∇f |2g w − u−2Y

⎞

⎠ , (7.53)

ug(k(w, ·), A(w, ·))
√

1 − u2|∇f |2g

=
g(k(w, ·), k(w, ·))
√

1 − u2|∇f |2g
+ k

⎛

⎝w,w − Y

u
√

1 − u2|∇f |2g

⎞

⎠wj(Γ̃t
jt − Γ̃l

jtfl)

− (wlfl)Γ̃l
ttflk

⎛

⎝w,w − Y

u
√

1 − u2|∇f |2g

⎞

⎠

+
u2|∇f |2g

1 − u2|∇f |2g
k
(
w, gjl(Γ̃t

jt − Γ̃m
jtfm)∂l

)

=
u2|∇f |2g

1 − u2|∇f |2g
k

⎛

⎝w,
∇ϕ
2u2

+

√
1 − u2|∇f |2g

2u
gjlwi(∇jYi − ∇iYj)∂l

⎞

⎠

+ k

⎛

⎝w,w − Y

u
√

1 − u2|∇f |2g

⎞

⎠ (1 − u2|∇f |2g)w(ϕ)
2u2

+ k

⎛

⎝w,
gjlwi(∇jYi + ∇iYj)∂l

2u
√

1 − u2|∇f |2g

⎞

⎠ , (7.54)

g(k(w, ·), π(Y , ·))
u
√

1 − u2|∇f |2g
− g(k(w, ·), A(Y , ·))

1 − u2|∇f |2g
= −k

(
w, gjlgimfm∇jYi∂l

)

1 − u2|∇f |2g
, (7.55)

and

g(k(Y , ·), A(Y , ·))
u
√

1 − u2|∇f |2g
=
k
(
Y , gjlY

i
(∇jYi + ∇iYj)∂l

)

2u3
√

1 − u2|∇f |2g

− k

⎛

⎝Y ,
w

u2
− Y

u3
√

1 − u2|∇f |2g

⎞

⎠π(w, Y ). (7.56)

Now use (7.53)–(7.56) as well as the formula

u∇l
u =

1
2
∇l
ϕ+ gjlY

i∇jYi, (7.57)
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to rewrite the last four lines of (7.51) together with the last term on the third
line by

− k

⎛

⎝Y ,
gjlf i∇jYi∂l

u
√

1 − u2|∇f |2g

⎞

⎠+ k

⎛

⎝Y ,
gjlY

i
(∇jYi + ∇iYj)∂l

2u3
√

1 − u2|∇f |2g

⎞

⎠

+ u−2k
(
Y ,∇wY

)
+ k

(
w,

1
2
gjlwi(∇jYi − ∇iYj)∂l

)⎛

⎝ 3 + u2|∇f |2g
u
√

1 − u2|∇f |2g

⎞

⎠

+ k(w, Y )

⎛

⎝ 4w(u)

u2
√

1 − u2|∇f |2g
−
√

1 − u2|∇f |2g w(ϕ)

2u3
+

1
u2
π(w, Y )

⎞

⎠

− k(Y , Y )

⎛

⎝w(ϕ)
2u4

+
π(w, Y )

u3
√

1 − u2|∇f |2g

⎞

⎠+k
(
w,

1
2
∇ϕ
)(

1+u2|∇f |2g
u2(1 − u2|∇f |2g)

)

.

(7.58)

Note also that

gilfl∇jYi = − Y
i∇ijf

= − u−1
√

1 − u2|∇f |2g π(Y , ∂j) +A(Y , ∂j)

= − u−1
√

1 − u2|∇f |2g π(Y , ∂j) +
1
2
u−2Y

i
(∇jYi + ∇iYj)

− u
√

1 − u2 |∇f |2gπ(w, Y )

⎛

⎝gijw
i

u2
− Yj

u3
√

1 − u2|∇f |2g

⎞

⎠ , (7.59)

and

glmfmY
j∇jYi = −Y l

Y
j∇jlf = −u−1

√
1 − u2|∇f |2g π(Y , Y ), (7.60)

so that (7.51) becomes

divgk(w) − u−2∇Y k(Y ,w) + ∇wk(w,w)

= divg(k(w, ·)) + w(k(w,w)) − 3g(k(w, ·), π(w, ·))
− 2k(w,w)π(w,w) − g(k, π)

+ 2u−2g(k(Y , ·), π(Y , ·)) − u−4k(Y , Y )π(Y , Y )

+ u−2k
(
w,∇Y Y

)
+ u−2k

(
Y ,∇wY

)

− u−3w(u)k(Y , Y ) +
1
2
k(w,∇ϕ)

1 + u2|∇f |2g
u2(1 − u2|∇f |2g)
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+ k(w, Y )

⎛

⎝ 4w(u)

u2
√

1 − u2|∇f |2g
−
√

1 − u2|∇f |2g
2u3

w(φ) +
2
u2
π(w, Y )

⎞

⎠

+
1
2
k
(
w,wl(∇iYl − ∇lYi)gij∂j

) 3 + u2|∇f |2g
u
√

1 − u2|∇f |2g
. (7.61)

The last line of (7.33) will now be computed.

Identity 2-5

(
gij − u−2Y

i
Y

j
+ wiwj

)
wl
(
(Γm

ij − Γ
m

ij )kml + (Γm
jl − Γ

m

jl )kim

)

= −(Trg̃π)k(w,w) − 2k(w,w)π(w,w) − g(k(w, ·), π(w, ·))
− 1

2u2
k
(
w,∇|Y |2g

)
+ u−2k

(
w,∇Y Y

)
+ u−2k

(
Y ,∇wY

)− u−3w(u)k(Y , Y )

+ k(w, Y )

⎛

⎝ 4w(u)

u2
√

1 − u2|∇f |2g
−
√

1 − u2|∇f |2g
2u3

w(ϕ)

⎞

⎠

+
1
2
k
(
w,wl(∇iYl − ∇lYi)gij∂j

) 3 + u2|∇f |2g
u
√

1 − u2|∇f |2g
+ k
(
w,∇ϕ) |∇f |2g

1 − u2|∇f |2g
(7.62)

Proof. Recall that

Γl
ij − Γ

l

ij = −wlπij + u−1Y
l
kij + fiΓ̃l

jt + fjΓ̃l
it + fifjΓ̃l

tt, (7.63)

and so

g̃ij(Γl
ij − Γ

l

ij) = −wlTrg̃π + 2gijfiΓ̃l
jt + |∇f |2gΓ̃l

tt, (7.64)

wiwj(Γl
ij − Γ

l

ij) = −wlπ(w,w) + u−1Y
l
k(w,w) + 2wmfmw

jΓ̃l
jt

+ (wmfm)2Γ̃l
tt, (7.65)

gijwl(Γm
jl − Γ

m

jl )kim = −g(k(w, ·), π(w, ·)) + u−1g(k(Y , ·), k(w, ·))
+wlflg

ijΓ̃m
jtkim + wlflk(∇f, Γ̃m

tt∂m)

+ k(∇f, wlΓ̃m
lt ∂m), (7.66)

and

Y
i
Y

j
wl(Γm

jl − Γ
m

jl )kim = −k(w, Y )π(w, Y ) + u−1k(Y , Y )k(w, Y )

+wifik(Y , Y
l
Γ̃m

lt ∂m). (7.67)
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Next, evaluate (7.64)–(7.67) with (7.13) and (7.14). Using also (7.52) and

Γ̃m
it = Γ̃t

itY
m − 1

2
gml(∇iYl − ∇lYi), (7.68)

leads to (7.62). �

To complete the proof of Identity 2, subtract Identity 2-5 from (7.61) to
find

divgk(w) = divg(k(w, ·)) + u−1k
(
w,∇u)+ w(k(w,w)) + (Trg̃π)k(w,w)

− g(k, π) + 2u−2g(k(Y , ·), π(Y , ·)) − u−4k(Y , Y )π(Y , Y )

− 2g(k(w, ·), π(w, ·)) + 2u−2k(w, Y )π(w, Y )

= u−1divg(uk(w, ·)) + w(k(w,w)) − g̃(k, π) − 2g̃(k(w, ·), π(w, ·))
+ (Trg̃π)k(w,w). (7.69)

�

Identity 3

divgk(∂φ) = divg(k(∂φ, ·)) + u−1divg(uk(∂φ, w)w) − g(k(∂φ, ·), π(v, ·))
+g(k(∂φ, ·), k(u∇f, ·)) − u−1∇f(u)k(∂φ, Y ) (7.70)

Proof. Observe that

gijΓl
jφkli =

1
2
klj(∂jglφ − ∂lgjφ) = 0, (7.71)

and so

divgk(∂φ) = gij∇jkiφ

= gij(∂j(kiφ) − Γl
ijklφ − Γl

jφkli)

=
(
gij − u−2Y

i
Y

j
+ wiwj

)(
∇∂j

(k(∂φ, ·))(∂i) − (Γl
ij − Γ

l

ij)klφ

)

= divg(k(∂φ, ·)) + u−2k
(∇Y Y , ∂φ

)
+ ∇w(k(∂φ, ·))(w)

−
(
gij − u−2Y

i
Y

j
+ wiwj

)
(Γl

ij − Γ
l

ij)klφ. (7.72)

Identity 3-1

∇w(k(∂φ, ·))(w) = w(k(w, ∂φ)) − g(k(∂φ, ·), π(v, ·)) + g(k(∂φ, ·), k(u∇f, ·))

− u−1∇f(u)k(∂φ, Y )− k
(
∂φ,∇wY

)

u
√

1 − u2|∇f |2g
+

2w(u)k(∂φ, Y )

u2
√

1 − u2|∇f |2g

+
|∇f |2gk

(
∂φ, u∇u

)

1 − u2|∇f |2g
+
k
(
∂φ, f

l∇i
Yl∂i

)

1 − u2|∇f |2g
(7.73)
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Proof. First note that

∇w(k(∂φ, ·))(w) = w(k(w, ∂φ)) − k
(∇ww, ∂φ

)
. (7.74)

Use (7.46) and (7.50) to evaluate ∇ww as in Identity 2-4, then

∇w(k(∂φ, ·))(w) = w(k(w, ∂φ)) − g(k(∂φ, ·), π(w, ·)) − k(∂φ, w)π(w,w)

− 1
2
u−2w(φ)(1 − u2|∇f |2g)k(w, ∂φ) +

2w(u)k(∂φ, Y )

u2
√

1 − u2|∇f |2g

+
u(g(k(∂φ, ·), A(w, ·)) − u−2k(∂φ,∇wY ))

√
1 − u2|∇f |2g

. (7.75)

Consider the first term on the last line of (7.75). With help from (7.53) and
the trivial identity

wi(∇jYi − ∇iYj) = −wi(∇jYi + ∇iYj) + 2wi∇jYi, (7.76)

it follows that
ug(k(∂φ, ·), A(w, ·))
√

1 − u2|∇f |2g

= k

⎛

⎝∂φ,
gjlwi(∇jYi + ∇iYj)∂l

2u
√

1 − u2|∇f |2g

⎞

⎠

+ k

⎛

⎝∂φ, w − Y

u
√

1 − u2|∇f |2g

⎞

⎠ (1 − u2|∇f |2g)w(ϕ)
2u2

+
u2|∇f |2g

1 − u2|∇f |2g
k

⎛

⎝∂φ,
∇ϕ
2u2

+

√
1 − u2|∇f |2g

2u
gjlwi(∇jYi − ∇iYj)∂l

⎞

⎠

=

√
1 − u2|∇f |2g

2u
k
(
∂φ, ḡ

jlwi(∇jYi + ∇iYj)∂l

)

+ k

⎛

⎝∂φ, w − Y

u
√

1 − u2|∇f |2g

⎞

⎠ (1 − u2|∇f |2g)w(ϕ)
2u2

+
|∇f |2g

1 − u2|∇f |2g
k(∂φ, u∇u) +

u2|∇f |2g
1 − u2|∇f |2g

k
(
∂φ, g

jlf i∇jYi∂l

)
. (7.77)

Now use (7.47), as well as

v = w −
√

1 − u2|∇f |2g
u

Y ,
√

1 − u2|∇f |2g
u

π(Y , ∂j) = −f l∇jYl + u−1k(Y , ∂j) − fjπ(w, Y ),

(7.78)
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to find

g(k(∂φ, ·), π(w, ·)) + k(∂φ, w)π(w,w)

= g(k(∂φ, ·), π(v, ·)) + u−2k(∂φ, Y )π(v, Y )

+

√
1 − u2|∇f |2g

u
[k(∂φ, w)π(w, Y ) + g(k(∂φ, ·), π(Y , ·))]

= g(k(∂φ, ·), π(v, ·)) + u−1g(k(∂φ, ·), k(Y , ·))
− k
(
∂φ, g

jlf i∇jYi∂l

)
+

1
2u2

k(∂φ, Y )∇f(|Y |2g). (7.79)

Substituting (7.77) and (7.79) into (7.75) yields (7.73), with the help of (7.52).
�

Identity 3-2
(
gij − u−2Y

i
Y

j
+ wiwj

)(
Γl

ij − Γ
l

ij

)
klφ

= −k(w, ∂φ)(Trg̃π + π(w,w)) + u−2k
(
∂φ,∇Y Y

)

− 1

u
√

1 − u2|∇f |2g
k(∂φ,∇wY ) + 2k(∂φ, Y )

⎛

⎝ w(u)

u2
√

1 − u2|∇f |2g

⎞

⎠

+ k(∂φ, u∇u)
|∇f |2g

1 − u2|∇f |2g
+
k
(
∂φ, g

ijf l∇iYl∂j

)

1 − u2|∇f |2g
(7.80)

Proof. Proceed in the same way as in the proof of Identity 2-5. Namely use
(7.63)–(7.65), (7.68), and substitute the expressions (7.13) and (7.14). �

Combining Identity 3-1 and Identity 3-2 produces

divgk(∂φ) = divg(k(∂φ, ·)) + w(k(w, ∂φ)) + k(w, ∂φ)(Trg̃π + π(w,w))

−g(k(∂φ, ·), π(v, ·)) + g(k(∂φ, ·), k(u∇f, ·)) − u−1∇f(u)k(∂φ, Y ). (7.81)

Identity 3-3

gij∇jwi = Trg̃π + π(w,w) − u−1w(u) (7.82)

Proof. By Identity 2-1

gij∇jwi = Trgπ + π(w,w) − π

⎛

⎝ Y

u
√

1 − u2|∇f |2g
, w

⎞

⎠+
w(u)

u(1 − u2|∇f |2g)

− u
√

1 − u2|∇f |2g
gij
(
Aij − u−2∇jYi

)− u2A(∇f, w)
1 − u2|∇f |2g

= Trgπ + π(w,w) − π(Y ,w)

⎛

⎝ u|∇f |2g
(1 − u2|∇f |2g)

3
2

+
3

u
√

1 − u2|∇f |2g

⎞

⎠
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− uk(w,∇f)
1 − u2|∇f |2g

+
w(u)

u(1 − u2|∇f |2g)

− w(ϕ)
u2(1 − u2|∇f |2g)

+
|∇f |2gw(ϕ)

2(1 − u2|∇f |2g)
= Trgπ + π(w,w) − u−2π(Y , Y ) − u−1w(u)

= Trg̃π + π(w,w) − u−1w(u). (7.83)

The last line holds since

π(Y , Y ) = − uf lY
j∇jYl√

1 − u2|∇f |2g
. (7.84)

�

Inserting (7.82) into (7.81) yields Identity 3. �

Identity 4

divg(π(∂φ, ·)) =
1

√
1 − u2|∇f |2g

divg(u∇2
f(∂φ, ·)) − u−1divg(uπ(∂φ, w)w)

+g(π(∂φ, ·), π(v, ·)) − g(π(∂φ, ·), k(u∇f, ·)) + u−1∇f(u)π(∂φ, Y ) (7.85)

Proof. The following condition will be used throughout this proof

divgk(∂φ) = 0. (7.86)

A direct computation with (7.16) produces

divg(π(∂φ, ·))
=

u
√

1 − u2|∇f |2g

[
divg(∇2

f(∂φ, ·)) − k
(
∂φ, u

−2∇u)− ∇f(π(w, ∂φ))
]

− uπ(w, ∂φ))Δgf√
1 − u2|∇f |2g

+ π

⎛

⎝∂φ,∇ log

⎛

⎝ u
√

1 − u2|∇f |2g

⎞

⎠

⎞

⎠ . (7.87)

Identity 4-1

π

⎛

⎝∂φ,∇ log

⎛

⎝ u
√

1 − u2|∇f |2g

⎞

⎠

⎞

⎠

= g(π(∂φ, ·), π(v, ·)) − g(π(∂φ, ·), k(u∇f, ·)) + π
(
∂φ, u

−1∇u)

− π(∂φ, w)π(w,w) −
∇f(ϕ)

√
1 − u2|∇f |2g
2u

π(∂φ, w) + u−1∇f(u)π(∂φ, Y )

(7.88)
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Proof. Observe that

π

⎛

⎝∂φ,∇ log

⎛

⎝ u
√

1 − u2|∇f |2g

⎞

⎠

⎞

⎠

= π(∂φ, u
−1∇u) +

|∇f |2g
1 − u2|∇f |2g

π(∂φ, u∇u) +
u2

2(1 − u2|∇f |2g)
π(∂φ,∇|∇f |2g)

=
π(∂φ,∇u)

u(1 − u2|∇f |2g)
+ g

⎛

⎝π

⎛

⎝ u∇f
√

1 − u2|∇f |2g
, ·
⎞

⎠ , π(∂φ, ·)
⎞

⎠

− u2g(A(∇f, ·), π(∂φ, ·))
1 − u2|∇f |2g

. (7.89)

In order to evaluate the last term in (7.89), follow the computations in (7.54),
replacing k(w, ·) by π(∂φ, ·) to find

u2g(A(∇f, ·), π(∂φ, ·))
1 − u2|∇f |2g

=
ug(A(w, ·), π(∂φ, ·))√

1 − u2|∇f |2g
− g(A(Y , ·), π(∂φ, ·))

1 − u2|∇f |2g

= π

⎛

⎝∂φ,
gjlwi(∇jYi + ∇iYj)∂l

2u
√

1 − u2|∇f |2g

⎞

⎠+ π

⎛

⎝∂φ, w − Y

u
√

1 − u2|∇f |2g

⎞

⎠

× (1 − u2|∇f |2g)w(ϕ)
2u2

+
u2|∇f |2g

1 − u2|∇f |2g
π

⎛

⎝∂φ,
∇ϕ
2u2

+

√
1 − u2|∇f |2g

2u
gjlwi(∇jYi − ∇iYj)∂l

⎞

⎠

− g(A(Y , ·), π(∂φ, ·))
1 − u2|∇f |2g

. (7.90)

Moreover

g

⎛

⎝π

⎛

⎝ u∇f
√

1 − u2|∇f |2g
, ·
⎞

⎠ , π(∂φ, ·)
⎞

⎠

= g

⎛

⎝π

⎛

⎝v − u|∇f |2gY√
1 − u2|∇f |2g

, ·
⎞

⎠ , π(∂φ, ·)
⎞

⎠

= g(π(v, ·), π(∂φ, ·)) + u−2π(∂φ, Y )π(v, Y )
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− g

⎛

⎝π

⎛

⎝ u|∇f |2gY√
1 − u2|∇f |2g

, ·
⎞

⎠ , π(∂φ, ·)
⎞

⎠

− π(∂φ, w)π

⎛

⎝w −
√

1 − u2|∇f |2g
u

Y ,w

⎞

⎠ . (7.91)

Substitute (7.90), (7.91) into (7.89), and use the following relations to get the
desired result:

π

⎛

⎝ u|∇f |2gY√
1 − u2|∇f |2g

, ∂i

⎞

⎠ =
u2|∇f |2g

1 − u2|∇f |2g
(−f l∇iYl +A(Y , ∂i)), (7.92)

∇ϕ
2u2

+

√
1 − u2|∇f |2g

2u
gjlwi(∇jYi − ∇iYj)∂l − gjlf i∇jYi∂l

=
∇u
u

−
√

1 − u2|∇f |2g
2u

gjlwi(∇jYi + ∇iYj)∂l, (7.93)

g(A(Y , ·), π(∂φ, ·))

= π

(

∂φ,
gjlY

i
(∇jYi+∇iYj)∂l

2u2

)

−π
⎛

⎝∂φ,

√
1 − u2|∇f |2g

u
w − Y

u2

⎞

⎠π(w, Y )

= −g(π(∂φ, ·), k(u∇f, ·)) +

√
1 − u2|∇f |2g

2u
π
(
∂φ, g

jlwi(∇jYi + ∇iYj)∂l

)

−π
⎛

⎝∂φ,

√
1 − u2|∇f |2g

u
w − Y

u2

⎞

⎠π(w, Y ), (7.94)

and

π(v, Y ) =
f lY

j
(∇jYi + ∇iYj)

2u
= −π(w, Y ) +

∇f(|Y |2g)
2u2

. (7.95)

�

We now finish the proof of Identity 4. Employ Identity 2 and

π(w, Y ) =
Y

i
f j(Yī;j − Yj ;̄i)

2
, π(Y , Y ) =

uY
i
Y

j∇ijf√
1 − u2|∇f |2g

= − uY
i
f j∇iYj√

1 − u2|∇f |2g
,

(7.96)
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to find

Δgf = u−1
√

1 − u2|∇f |2gTrgπ − TrgA

= u−1
√

1 − u2|∇f |2gTrgπ − 2u−2π(w, Y ) − 1
2
(
2u−2 − |∇f |2g

)∇f(ϕ)

= u−1
√

1 − u2|∇f |2gTrg̃π + u−3
√

1 − u2|∇f |2g π(Y , Y )

− 2u−2π(w, Y ) − 1
2
(
2u−2 − |∇f |2g

)∇f(ϕ)

= u−1
√

1 − u2|∇f |2gTrg̃π − u−1∇f(u) − (1 − u2|∇f |2g)∇f(ϕ)
2u2

. (7.97)

Substituting Identity 4-1 and (7.97) into (7.87) produces

divg(π(∂φ, ·))
=

u
√

1 − u2|∇f |2g

(
divg(∇2

f(∂φ, ·)) − u−2k(∂φ,∇u)
)

+ u−1π(∂φ,∇u)

+ g(π(∂φ, ·), π(v, ·)) − g(π(∂φ, ·), k(u∇f, ·)) + u−1π(∂φ, Y )∇f(u)

− w(π(∂φ, w)) − π(∂φ, w)
(
Trg̃π + π(w,w) − u−1w(u)

)
. (7.98)

The desired result may now be achieved with the help of (7.82) and

π

(
∂φ,

∇u
u

)
=

u
√

1 − u2|∇f |2g

×
(

∇2
f

(∇u
u
, ∂φ

)
+
k(∇u, ∂φ)

u2
− ∇f(u)

u
π(w, ∂φ)

)
. (7.99)

�
Identity 5

divgπ(∂φ) =
divg

(
u∇2

f(∂φ, ·)
)

√
1 − u2|∇f |2g

(7.100)

Proof. Replace k by π in Identity 3 to obtain

divgπ(∂φ) = divg(π(∂φ, ·)) + u−1divg(uπ(∂φ, w)w)

−g(π(∂φ, ·), π(v, ·)) + g(π(∂φ, ·), k(u∇f, ·)) − u−1∇f(u)π(∂φ, Y ). (7.101)

Now employ Identity 4. �
Identity 6

divg(k − π)(v) = |π|2g − g(π, k) − ug(k,∇2
f)

+u−1divg

⎛

⎝u

⎛

⎝∇2
f(Y , ·) + (k − π)(w, ·) + (k − π)(w,w)

udf
√

1 − u2|∇f |2g

⎞

⎠

⎞

⎠

(7.102)
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Proof. We have

divg(k − π)(v) = divg(k − π)(w) − u−1
√

1 − u2|∇f |2g divg(k − π)(Y ).

(7.103)

Replace k by (k − π) in Identity 2 to calculate divg(k − π)(w). Next use
Identity 5 to evaluate Y φdivgπ(∂φ), and note that Y φdivgk(∂φ) = 0 as well as
k(∇f,∇u) = 0 to find

divg(k − π)(v)

= |π|2g̃ − g̃(π, k) + 2|π(w, ·)|2g̃ − 2g̃(π(w, ·), k(w, ·))
+ u−1divg(u(k − π)(w, ·)) + w((k − π)(w,w)) + (k − π)(w,w)(Trg̃π)

+ u−1divg(u∇2
f(Y , ·)) − ug(k,∇2

f). (7.104)

Next observe that

|π|2g̃ + 2|π(w, ·)|2g̃ = |π|2g − π(w,w)2,

g̃(π, k) + 2g̃(π(w, ·), k(w, ·)) = g(π, k) − π(w,w)k(w,w),
(7.105)

as well as the fact that Identity 3-3 together with gij∇jYi = 0 imply

w((k − π)(w,w)) + (k − π)(w,w)(Trg̃π + π(w,w))

= u−1divg(u(k − π)(w,w)w)

= u−1divg

⎛

⎝u(k − π)(w,w)
udf

√
1 − u2|∇f |2g

⎞

⎠ . (7.106)

Combining (7.104)–(7.106) yields the desired result. �

Identity 7

R− |k|2g = 16π(μ− J(v)) + |k − π|2g
+

2
u

divg(uQ(·)) + (Trgπ)2 − (Trgk)2 + 2v(Trgπ − Trgk) (7.107)

where Q is the 1-form defined by

Q(·) = ∇2
f(Y , ·) − k(u∇f, ·) + (k − π)(w, ·) + (k − π)(w,w)

udf
√

1 − u2|∇f |2g
.

(7.108)

Proof. Recall the formula for R in (7.11), and observe that

divgk(u∇f) =
1
u

divg(uk(u∇f, ·)) − ug(k,∇2
f). (7.109)

Apply Identity 6 and solve for R− |k|2g. �
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8. Appendix B: Computations Related to Y φ

The purpose of this section is twofold. Namely, to give several equivalent ver-
sions of the equation satisfied by Y φ, and to compare the prescribed asymp-
totics of Y φ with examples from the extreme Kerr spacetime.

Recall the basic defining equation for Y φ

divg k(η) = 0. (8.1)

Let (ρ, φ, z) denote Brill coordinates (3.1) for g, with corresponding Christoffel
symbols Γ

l

ij . By Lemma 2.1 and the fact that ∂φ is a Killing field

kiφ =
gφφ

2u
∂iY

φ, gijΓ
l

jφkli =
1
2
k

jl
(∂jglφ − ∂lgjφ) = 0, (8.2)

so that

divg k(η) = gij∇jkφi

= gij
(
∂jkφi − Γ

l

ijklφ − Γ
l

jφkli

)

= gij

(
1
2
∂j(u−1gφφ∂iY

φ) − Γ
l

ijklφ

)

= −gφφ

u2
gij∂ju∂iY

φ +
1
2u
gij
(
∂j(gφφ∂iY

φ) − gφφΓ
l

ij∂lY
φ
)

= −gφφ

u2
gij∂ju∂iY

φ +
gφφ

2u
(
ΔgY

φ + ∇ log gφφ · ∇Y φ
)

=
gφφ

2u
(
ΔgY

φ + ∇ log(u−1gφφ) · ∇Y φ
)
. (8.3)

Equation (8.3) may also be expressed explicitly in Brill coordinates.
Observe that

gpq = e2U−2αδpq, gpφ = −Ape
2U−2α,

p, q = ρ, z, gφφ = ρ−2e2U + e2U−2α(A2
ρ +A2

z),
(8.4)

and
ep = eU−α(∂p −Ap∂φ), p = ρ, z, eφ = ρ−1eU∂φ, (8.5)

so that

g(∇eρ
eρ, ez) = eU−α(Γ

z

ρρ − 2AρΓ
z

ρφ +A2
ρΓ

z

φφ)

= eU−α

(
gzz

2
(2∂ρgρz − ∂zgρρ) + gzφ∂ρgρφ

)

− eU−αAρ(gzz(∂ρgφz − ∂zgρφ)+gzφ∂ρgφφ)− 1
2
eU−αA2

ρg
zz∂zgφφ

= ∂z(U − α)eU−α. (8.6)

Similarly
g(∇ez

ez, eρ) = ∂ρ(U − α)eU−α (8.7)
and

g(∇eφ
eφ, ep) = g−1

φφ e
−U+αΓ

p

φφ = −1
2
eU−α∂p log gφφ, p = ρ, z. (8.8)
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It follows that

ΔgY
φ =

∑

p=ρ,z

(
ep(epY

φ) − ∇ep
ep(Y φ) − ∇eφ

eφ(Y φ)
)

=
∑

p=ρ,z

(
eU−α∂p(eU−α∂pY

φ) − e2U−2α∂p(U − α)∂pY
φ

+
1
2
e2U−2α∂p log gφφ∂pY

φ

)

=
∑

p=ρ,z

(
e2U−2α∂2

pY
φ +

1
2
e2U−2α∂p log gφφ∂pY

φ

)
, (8.9)

and

∇ log(u−1gφφ) · ∇Y φ =
∑

p=ρ,z

e2U−2α
(
g−1

φφ∂pgφφ − u−1∂pu
)
∂pY

φ. (8.10)

Hence

divg k(η) =
gφφ

2u
(
ΔgY

φ + ∇ log(u−1gφφ) · ∇Y φ
)

=
gφφe

2U−2α

2u

∑

p=ρ,z

(
∂2

pY
φ +
(

3
2
g−1

φφ∂pgφφ − u−1∂pu

)
∂pY

φ

)

=
e2U−2α

2√
gφφ

∑

p=ρ,z

∂p

(
u−1g

3/2
φφ ∂pY

φ
)
. (8.11)

We will now express (8.1) in terms of the metric g. Observe that

ΔgY
φ = gij(∂ijY

φ − Γl
ij∂lY

φ) + gij(Γl
ij − Γ

l

ij)∂lY
φ (8.12)

and

∇ log(u−1gφφ) · ∇Y φ = gij∂i log(u−1gφφ)∂jY
φ, (8.13)

where Γl
ij are Christoffel symbols for g. In Identity 1 of Appendix A the dif-

ference between Christoffel symbols is computed, so that

gij(Γl
ij − Γ

l

ij)∂lY
φ

= −w(Y φ)Trgπ +
1
2

| ∇f |2g ∇ϕ · ∇Y φ − gijf l(∇lYj − ∇jYl)∂iY
φ. (8.14)

In order to proceed, we will also need

Y i = gijYj = gij(Y φgiφ + |Y |2g∂if) = Y φδi
φ + |Y |2gf i, (8.15)

gij = gij − u2f if j

1 + u2|∇f |2g
− Y φ(δi

φf
j + f iδj

φ)
1 + u2|∇f |2g

+
|∇f |2g(Y φ)2δi

φδ
j
φ

1 + u2|∇f |2g
. (8.16)
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It follows that

gij(∂ijY
φ − Γl

ij∂lY
φ) =

(
gij − u2f if j

1 + u2|∇f |2g

)
∇2Y φ(∂i, ∂j)

+
2Y φf jΓl

φj∂lY
φ

1 + u2|∇f |2g
− |∇f |2g(Y φ)2Γl

φφ∂lY
φ

1 + u2|∇f |2g
, (8.17)

gij(Γl
ij − Γ

l

ij)∂lY
φ = −u∇f(Y φ)(Trgπ)

√
1 + u2|∇f |2g

+
|∇f |2g∇ϕ · ∇Y φ

2(1 + u2|∇f |2g)

−u2|∇f |2g∇f(ϕ)∇f(Y φ)
2(1 + u2|∇f |2g)2

+
2Y φ(Y φ)lΓi

lφ∂if

1 + u2|∇f |2g
+
Yφ|∇f |2g|∇Y φ|2g

1 + u2|∇f |2g
− Yφ(∇f(Y φ))2

1 + u2|∇f |2g
, (8.18)

and

∇ log(u−1gφφ) · ∇Y φ =
(
gij − u2f if j

1 + u2|∇f |2g

)
∂i log(u−1gφφ)∂jY

φ

= ∇ log(u−1gφφ) · ∇Y φ − u2f l∂l log(u−1gφφ)f j∂jY
φ

1 + u2|∇f |2g
.

(8.19)

Next note that with the help of (2.34) and (8.16)

Trgπ =
(
gij − u2f if j

1 + u2|∇f |2g

)
πij − gφφY

φ

u2(1 + u2|∇f |2g)

×
⎛

⎝ u∇f(Y φ)
√

1 + u2|∇f |2g

⎞

⎠− (Y φ)2|∇f |2g
1 + u2|∇f |2g

⎛

⎝ uΓl
φφ∂lf

√
1 + u2|∇f |2g

⎞

⎠ . (8.20)

Therefore employing (8.17), (8.18), (8.19), (8.20), and the identity

1
2
ϕl − (Y φ)2Γl

φφ + Yφ(Y φ)l = uul, (8.21)

produces

ΔgY
φ + ∇ log(u−1gφφ) · ∇Y φ

=
(
gij − u2f if j

1 + u2|∇f |2g

)⎛

⎝∇ijY
φ − uπijf

l

√
1 + u2|∇f |2g

∂lY
φ

⎞

⎠

+
(
gij − u2f if j

1 + u2|∇f |2g

)(
∂i log gφφ − ∂i log u

1 + u2|∇f |2g

)
∂jY

φ. (8.22)

We now record what has been shown.
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Lemma 8.1. The following equations are equivalent:

divg k(η) = 0, (8.23)

ΔgY
φ + ∇ log(u−1gφφ) · ∇Y φ = 0, (8.24)

e2U−2α

2√
gφφ

∑

p=ρ,z

∂p

(
u−1g

3/2
φφ ∂pY

φ
)

= 0, (8.25)

(
gij − u2f if j

1 + u2|∇f |2g

)⎛

⎝∇ijY
φ − uπijf

l

√
1 + u2|∇f |2g

∂lY
φ

⎞

⎠

+
(
gij − u2f if j

1 + u2|∇f |2g

)(
∂i log gφφ − ∂i log u

1 + u2|∇f |2g

)
∂jY

φ = 0. (8.26)

Lastly, the prescribed asymptotics (6.2)–(6.4) for Y φ will be compared
with the example from the (extreme) Kerr spacetime. Recall that in Boyer–
Lindquist coordinates the Kerr metric takes the form

−Δ − a2 sin2 θ

Σ
dt2 +

4mar̃ sin2 θ

Σ
dtdφ

+
(r̃2 + a2)2 − Δa2 sin2 θ

Σ
sin2 θdφ2 +

Σ
Δ

dr̃2 + Σdθ2 (8.27)

where
Δ = r̃2 + a2 − 2mr̃,Σ = r̃2 + a2 cos2 θ. (8.28)

The event horizon is located at the larger of the two solutions to the quadratic
equation Δ = 0, namely r̃+ = m+

√
m2 − a2. For r > r+ it holds that Δ > 0,

so that a new radial coordinate may be defined by

r =
1
2
(r̃ −m+

√
Δ), (8.29)

or rather

r̃ = r +m+
m2 − a2

4r
, m2 	= a2

r̃ = r +m,m2 = a2.

(8.30)

Note that the new coordinate is defined for r > 0, and a critical point for
the right-hand side of (8.30) (m2 	= a2) occurs at the horizon, so that two
isometric copies of the outer region are encoded on this interval. Moreover the
t = 0 slice of the metric takes the form (5.1), showing that (r, φ, θ) are an
appropriate set of Brill coordinates.

Observe that

Y φ = gφφYφ = − 2mar̃
(r̃2 + a2)2 − Δa2 sin2 θ

. (8.31)

Therefore at spatial infinity

Y φ ∼ −2ma
r3

as r → ∞, (8.32)
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which is consistent with (6.2) since J = am. Furthermore

Y φ = O(r3), m2 	= a2, as r → 0,

Y φ = − 2m2a

(m2 + a2)2
+O(r), m2 = a2, as r → 0. (8.33)

This is consistent with (6.4), but not (6.3). The reason for the inconsistency
is that the lapse function for the Kerr spacetime does not satisfy the required
asymptotics (5.3), whereas the lapse function for the extreme Kerr spacetime
does satisfy the desired asymptotics (5.4).

9. Appendix C: Boundary Terms

Consider the basic inequality (3.7). Under the hypotheses of Theorem 3.1 this
yields

m− M(U,ω) ≥ 1
8π

lim
r→∞

∫

Sr

uQ(ν)dAg − 1
8π

lim
r→0

∫

Sr

uQ(ν)dAg, (9.1)

where ν is the unit normal pointing towards M+
end for the coordinate spheres

Sr. Here (r, φ, θ) are spherical coordinates as in (5.1), but with respect to g.
The purpose of this section is to show that

lim
r→∞

∫

Sr

uQ(ν)dAg − lim
r→0

∫

Sr

uQ(ν)dAg = 8πY(J )(J − J ), (9.2)

where Y(J ) = limr→0 Y
φ as in (6.3), (6.4). Thus, the choice J = J guarantees

(3.13).
Recall that

Q(·) = ∇2
f(Y , ·)−k(u∇f, ·)+ (k−π)(w, ·)+ (k−π)(w,w)

√
1 + u2|∇f |2g udf.

(9.3)
It is clear from the asymptotics (2.31), (2.40) that the first term on the left-
hand side of (9.2) vanishes, so we will focus on the second term. In what
follows, it will be assumed that

|k|g + |k(∂φ, ·)|g + |k(∂φ, ∂φ)| ≤ c on M. (9.4)

Note also that (5.2)–(5.4) and (5.7)–(5.9) imply that

|π|g + |π(∂φ, ·)|g + |π(∂φ, ∂φ)| ≤ c on M, (9.5)

and
u → 0, |∇f |g → 0 as r → 0. (9.6)

Let us now consider terms in (9.3) when applied to ν. Since

w =
u∇gf + u−1Y
√

1 + u2|∇f |2g
, (9.7)

it follows that

k(w, ν) = u−1k(Y , ν) +O
(
u|∇f |2g|k(Y , ν)| + u|k(∇f, ν)|) . (9.8)
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Moreover
|k(Y , ν)| ≤ |Y φ||k(∂φ, ·)|g, (9.9)

and

|k(∂φ, ·)|2g = gijkilη
lkjmη

m

= |k(∂φ, ·)|2g − ηlηmwiwjkilkjm + u−2ηlηmY
i
Y

j
kilkjm

≤ |k(∂φ, ·)|2g + u−2(Y φ)2|k(∂φ, ∂φ)|2, (9.10)

so that
|k(Y , ν)| ≤ c(|k(∂φ, ·)|g + u−1|k(∂φ, ∂φ)|). (9.11)

Similarly
|k(∇f, ν)| ≤ c(|k|g|∇f |g + u−1|k(∂φ, ·)|g|∇f |g). (9.12)

Hence
k(w, ν) = u−1k(Y , ν) +O(|∇f |g). (9.13)

Analogous computations show that

k(w,w) = u−2k(Y , Y ) +O(|∇f |g), (9.14)

and also

π(w, ν) = u−1π(Y , ν) +O(|∇f |g), π(w,w) = u−2π(Y , Y ) +O(|∇f |g).
(9.15)

We now have

Q(ν) = ∇2
f(Y , ν) − uk(∇f, ν) + u−1(k − π)(Y , ν)

+u−1(k − π)(Y , Y )ν(f) +O(|∇f |g). (9.16)

According to (7.16) and (7.47)

π(Y , ·) = u
√

1 + u2|∇f |2g
(
∇2
f(Y , ·) + u−1k(Y , ·) − π(w, Y )df

)
, (9.17)

so that

π(Y , ν) = u∇2
f(Y , ν) + k(Y , ν) − π(Y , Y )ν(f) +O(u|∇f |g). (9.18)

Combining this with (9.16), and the fact that k(∇f, ν) = 0 (as ν is the normal
for an axisymmetric surface), produces

Q(ν) = u−1k(Y , ν) + u−1k(Y , Y )ν(f) − u−1k(Y , ν) +O(|∇f |g). (9.19)

In sum

lim
r→0

∫

Sr

uQ(ν)dAg

= lim
r→0

∫

Sr

(
k(Y , ν) + k(Y , ν)ν(f) − k(Y , ν) +O(u|∇f |g)

)
dAg

= lim
r→0

∫

Sr

(
k(Y , ν) + k(Y , Y )ν(f) +O(u|∇f |g)

)
dAg − 8πYJ , (9.20)

where the last line is obtained from the definition of angular momentum and
(2.30).
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In order to proceed, it will be necessary to express ν in terms of quantities
associated with the metric g. Recall that (M, g) is embedded via a graph
t = f(x) in the spacetime (M × R, g̃ = g − 2Yidxidt − ϕdt2). Let Sr ⊂ M
be the natural lifting of Sr ⊂ M to the graph. The goal is to compute ν in
terms of ξ, the unit normal to Sr pointing towards M+

end. Observe that an
orthonormal frame for (M, g) is given by

ν = er = eU−α(∂r−Ar∂φ), eθ =
eU−α

r
(∂θ−Aθ∂φ), eφ =

eU

r sin θ
∂φ, (9.21)

and that

Xi = ei + ei(f)∂t, i = r, θ, φ, (9.22)

is a basis for the tangent space of (M, g). Thus, a normal to Sr may be written
as

ξ′ := Xr + CθXθ + CφXφ (9.23)

for some constants Cθ, Cφ. In order to calculate these constants, note that

0 = g̃(ξ′,Xφ)

= g̃(Xr + CθXθ + CφXφ, eφ)

= g̃(er(f)∂t, eφ) + Cθ g̃(eθ(f)∂t, eφ) + Cφ

= −er(f)Y (eφ) − Cθeθ(f)Y (eφ) + Cφ (9.24)

and

0 = g̃(ξ′,Xθ)

= g̃(Xr + CθXθ + CφXφ, eθ + eθ(f)∂t)

= g̃(er + er(f)∂t, eθ + eθ(f)∂t) + Cθ g̃(eθ + eθ(f)∂t, eθ + eθ(f)∂t)

+ Cφeθ(f)g̃(eφ, ∂t)

= −eθ(f)Y (er) − er(f)Y (eθ) − ϕer(f)eθ(f)

+ Cθ(1 − 2eθ(f)Y (eθ) − ϕeθ(f)2) − Cφeθ(f)Y (eφ)

= −ϕer(f)eθ(f) + Cθ(1 − ϕeθ(f)2) − Cφeθ(f)Y (eφ), (9.25)

where in the last line the identity Y (er) = Y (eθ) = 0 is used. Solving for Cθ

and Cφ yields

ξ′ = Xr +
u2er(f)eθ(f)
1 − u2eθ(f)2

Xθ +
er(f)Y (eφ)
1 − u2eθ(f)2

Xφ, (9.26)

and hence

ξ =
ξ′

|ξ′|g =

√
1 − u2eθ(f)2

1 − u2|∇f |2g
×
(
ν + ν(f)∂t +

u2ν(f)eθ(f)
1 − u2eθ(f)2

Xθ +
ν(f)Y (eφ)

1 − u2eθ(f)2
Xφ

)
. (9.27)
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Consider now the integrand on the right-hand side of (9.20). Since k(∂t, ·)
= 0 and

|ei(f)| ≤ |∇f |g =
|∇f |g√

1 + u2|∇f |2g
≤ |∇f |g, Y (eφ)eφ = Y ,

dAg =
√

1 − u2eθ(f)2dAg, (9.28)

it follows that
(
k(Y , ν) + k(Y , Y )ν(f)

)
dAg =

(
k(Y , ξ) +O(u|∇f |g)

)
dAg as r → 0. (9.29)

Note also that the area |Sr| grows like r−2 when M−
end is asymptotically flat,

and is bounded when M−
end is asymptotically cylindrical. Therefore with the

help of the asymptotics (5.2)–(5.4) and (5.7)–(5.9)

lim
r→0

∫

Sr

uQ(ν)dAg = lim
r→0

∫

Sr

(
k(Y , ξ) +O(u|∇f |g)

)
dAg − 8πYJ

= 8πY(J − J ). (9.30)

10. Appendix D: Miscellaneous Formulae

In this section we will compute certain Christoffel symbols used in Sect. 6, and
record how the twist potential encodes angular momentum.

Christoffel symbols will be expressed in terms of the Brill coordinate
system (5.1), where ρ = r sin θ. Observe that components of the inverse metric
are given by

grr = e2U−2α, gθθ = r−2e2U−2α, gφφ = ρ−2e2U + e2U−2α(A2
r + r−2A2

θ),
(10.1)

grθ = 0, grφ = −Are
2U−2α, gθφ = −r−2Aθe

2U−2α. (10.2)

It follows that

Γr
rr =

1
2
e2U−2α∂r(e−2U+2α + ρ2e−2UA2

r) − e2U−2αAr∂r(ρ2e−2UAr), (10.3)

Γr
θθ =

1
2
e2U−2α

[
2∂θ(ρ2e−2UArAθ) − ∂r(r2e−2U+2α + ρ2e−2UA2

θ)
]

−e2U−2αAr∂θ(ρ2e−2UAθ), (10.4)

Γr
φφ = −1

2
e2U−2α∂r(ρ2e−2U ), (10.5)

Γr
rθ =

1
2
e2U−2α∂θ(e−2U+2α + ρ2e−2UA2

r) − 1
2
e2U−2αAr

× [∂r(ρ2e−2UAθ) + ∂θ(ρ2e−2UAr)
]
, (10.6)

Γr
rφ = −1

2
e2U−2αAr∂r(ρ2e−2U ), (10.7)
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Γr
θφ = −1

2
e2U−2αAr∂θ(ρ2e−2U )+

1
2
e2U−2α

[
∂θ(ρ2e−2UAr)−∂r(ρ2e−2UAθ)

]
.

(10.8)

We now record how the twist potential encodes angular momentum.
Again, consider the coordinate system in (5.1). An orthonormal basis is given
by

er = eU−α(∂r −Ar∂φ), eθ =
eU−α

r
(∂θ −Aθ∂φ), eφ =

eU

r sin θ
∂φ. (10.9)

The twist potential may be calculated in terms of k by
1
2
∂iω = εijlk

j
mη

lηm, (10.10)

where εijl is the volume element of g. It follows that

eU−α

2r
∂θω =

1
2
eθ(ω)

= −ε(er, eθ, eφ)k(er, eφ)|η|2
= −e−Uk(er, ∂φ)r sin θ, (10.11)

or rather

k(er, ∂φ) = − e2U−α

2r2 sin θ
∂θω. (10.12)

Hence, if there are only two ends

J =
1
8π

∫

S∞

(kij − (Trk)gij)νiηj

= lim
r→0

1
8π

∫

∂B(r)

k(∂φ, er)dA

= lim
r→0

1
8π

∫

∂B(1)

k(∂φ, er)e−2U+αr2 sin θdθdφ

= lim
r→0

− 1
16π

∫

∂B(1)

∂θωdθdφ

=
1
8
(ω|I+ − ω|I−). (10.13)
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