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Abstract. We prove a mass-angular momentum-charge inequality for a broad class of maximal,

asymptotically flat, bi-axisymmetric initial data within the context of five-dimensional minimal su-

pergravity. We further show that the charged Myers-Perry black hole initial data are the unique

minimizers. In addition, we establish a rigidity statement for the relevant BPS bound, and give a

variational characterization of BMPV black holes.

1. Introduction

As is well known, asymptotically flat stationary black holes in 4D Einstein-Maxwell theory are
characterized by their mass m, angular momentum J , and electric charge q. In order to avoid a
naked singularity, these physical parameters must satisfy the inequality

(1.1) m2 ≥ q2 +
√
q4 + 4J 2

2

More generally, it has been shown that for maximal, simply connected, axisymmetric initial data
sets with two ends, one designated asymptotically flat and the other either asymptotically flat or
asymptotically cylindrical, the above inequality holds [9, 12, 18, 32] (see [19] for a thorough review).
As was partially shown in these references, and completed in [26], the bound is saturated if and only
if the initial data is that corresponding to the extreme Kerr-Newman black hole. This result has also
been generalized to the setting of multiple black holes in [10, 26].

It is natural to ask whether the above inequality (1.1) admits a generalization to dimensions greater
than four. This program was initiated in our recent article [2], in which we considered geometric
inequalities satisfied by a broad class of asymptotically flat initial data for the vacuum Einstein equa-
tions in spacetime dimension five. The initial data (M4, g, k), consisting of a Riemannian 4-manifold
M4 with metric g, and second fundamental form tensor k, was assumed to be bi-axisymmetric so
that it admits a U(1)2 action by isometries. Such data possess two independent angular momenta
Jl, l = 1, 2 in addition to the ADM mass m. The inequality reads

(1.2) m3 ≥ 27π

32
(|J1|+ |J2|)2 ,

and holds for M4 diffeomorphic to R4 \ {0}. The class of data treated in [2] includes that of the
Myers-Perry black hole family [31], which is the natural generalization of the Kerr solution to D > 4.
Indeed, we have established that the lower bound of (1.2) is achieved if and only if the initial data
set is the canonical slice of an extreme Myers-Perry spacetime.

The present article is concerned with charged generalizations of (1.2), where the charge arises
from an Abelian (Maxwell) gauge field. Initial data of the five-dimensional Einstein-Maxwell theory
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would be the obvious candidate geometries. However, pure Einstein-Maxwell theory restricted to
spacetimes with U(1)2 isometry does not admit a coset structure similar to that which is found
in four dimensions. The lack of associated solution-generating techniques is perhaps the reason
that there is no known ‘charged’ Myers-Perry solution to pure Einstein-Maxwell theory. For this
reason, we will instead consider five-dimensional, N = 1 minimal supergravity [13], which admits a
harmonic map structure and is thus the natural theory to study [14, 15, 16] (indeed four-dimensional
Einstein-Maxwell theory is itself a supergravity theory). The theory is ‘minimal’ in the sense that
it is the simplest supersymmetric extension of general relativity. As we discuss below, the only
relevant additional feature of the supergravity theory is that the Maxwell equation is now self-
sourced, that is d ?5 F 6= 0 where F is the field strength. Stationary black hole solutions to minimal
supergravity have been studied extensively over the past decade, motivated by developments in
string theory (see e.g. [22] for a review). This is because the action arises via a simple Kaluza-Klein
type dimensional reduction of ten-dimensional type IIB supergravity on T5 (see [21] for details on
the explicit compactification). In particular, an important achievement of string theory was the
microscopic calculation of the Bekenstein-Hawking entropy of five-dimensional black hole solutions
of supergravity in terms of an underlying weakly-coupled string theory [4, 33].

The model geometry in our analysis is the charged Myers-Perry black hole solution [7, 17]. This
is a four-parameter family of asymptotically flat, bi-axisymmetric stationary black hole solutions
characterized by (m,J1,J2, Q), where Q is the electric charge. When Q = 0, it reduces to the
vacuum Myers-Perry black hole discussed above, while for Jl = 0, l = 1, 2 it reduces to the familiar
two-parameter family of Reissner-Nordström black hole solutions. These latter solutions are in fact
also solutions of pure Einstein-Maxwell theory. The charged Myers-Perry solution also contains a 3-
parameter subset of extreme black holes, which play an important role in the proof of our inequality.
These properties indicate that the charged Myers-Perry solutions are the natural five-dimensional
generalization of the Kerr-Newmann family.

A crucial ingredient in the proof of (1.2) is to show that the mass of the initial data is bounded
below by a certain mass functional [2]. This mass functional is itself a regularization of the (diver-
gent) Dirichlet energy for singular maps between R3 and SL(3,R)/SO(3), where the target space is
equipped with a metric of nonpositive sectional curvature. The critical points of this latter energy
functional are precisely the stationary, bi-axisymmetric solutions of the vacuum Einstein equations
in D = 4 + 1 [28]. Remarkably, it can be shown that for minimal supergravity, the stationary
bi-axisymmetric solutions arise as critical points for an energy functional with target G2(2)/SO(4)

[14, 15, 16]. This space1 is eight-dimensional and again carries a metric with nonpositive curvature.
This allows for the convexity arguments used in the proof of (1.2) to be applied. In particular we
will construct an appropriate mass functional for a large class of initial data of minimal supergravity,
and show how it can be interpreted as a regularization of the Dirichlet energy for singular harmonic
maps taking R3 → G2(2)/SO(4).

In order to state the main result we first discuss the appropriate setting. In addition to a Rie-
mannian 4-manifold M4 with metric g and extrinsic curvature k, an initial data set for 5-dimensional
minimal supergravity comes equipped with a 1-form E and 2-form B which represent the electric
and magnetic field, respectively. These quantities are related to one another, as well as the energy
density µSG and momentum density JSG of the nonelectromagnetic matter fields, through the con-
straint equations (2.17), (2.18), and (2.19) derived in Section 2. As with (1.2), the data are assumed

1G2(2) refers to the noncompact real Lie group whose complexification is G2; the notation 2(2) refers respectively

to the rank and character of the group.
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to be bi-axisymmetric with the U(1)2 symmetry generated by Killing fields η(l), l = 1, 2. Associated
with each Killing field is the ADM angular momentum

(1.3) Jl =
1

8π

∫
S3
∞

(kij − (Trg k)gij)ν
iηj(l), l = 1, 2,

where S3
∞ indicates the limit as r → ∞ of integrals over coordinate spheres S3

r , with unit outer
normal ν, in a designated asymptotically flat end. Typically, enhanced asymptotics beyond the
usual definitions of asymptotic flatness are needed to guarantee that this limit exists. However,
here it will be assumed that the momentum density vanishes in the Killing directions JSG(η(l)) = 0,
l = 1, 2, and as is shown in Section 4 this is sufficient to guarantee that (1.3) is finite and well-defined.
Furthermore, the ADM mass is given by

(1.4) m =
1

16π

∫
S3
∞

(gij,i − gii,j)νj ,

and the total electric charge takes the usual form

(1.5) Q =
1

16π

∫
S3
∞

?E,

where ? denotes the Hodge star operation. Due to the fact that the magnetic field is represented by
a 2-form, there is no meaningful notion of total magnetic charge for our purposes; this is examined
in more detail in Section 4. Certain combinations of the mass, angular momenta, and charge, which
will be labeled a, b, and q, appear naturally in the explicit expression for the charged Myers-Perry
spacetime and play a role in the statements below. In particular, the charged Myers-Perry solution
has a naked singularity precisely when ab+ q = 0. These quantities are given implicitly through the
relations

(1.6) J1 =
2m

3
a+

Q√
3
b, J2 =

Q√
3
a+

2m

3
b, Q =

√
3π

4
q.

Observe that these relations define a and b uniquely in terms of the mass, angular momenta, and
charge whenever m2 6= 3

4Q
2, which in light of (1.7) is always satisfied unless m = 0. However,

the mass cannot vanish in the context of our results as there are two ends, and thus there is no
obstruction to inverting the relations (1.6).

Theorem 1.1. Let (M4, g, k, E,B) be a smooth, complete, bi-axially symmetric, maximal initial
data set for the 5-dimensional minimal supergravity equations satisfying µSG ≥ 0 and JSG(η(l)) = 0,
l = 1, 2 and with two ends, one designated asymptotically flat and the other either asymptotically flat
or asymptotically cylindrical. If M4 is diffeomorphic to R4 \ {0} and admits a global system of Brill
coordinates then

(1.7) m ≥ 27π

8

(J1 + J2)2(
2m+

√
3|Q|

)2 +
√

3|Q|.

Moreover if ab+q 6= 0, then equality holds if and only if (M4, g, k, E,B) is isometric to the canonical
slice of an extreme charged Myers-Perry spacetime.

Brill coordinates, defined in Section 3, are a system of cylindrical coordinates in which the metric
on the orbit space M4/U(1)2 takes an isothermal form. They played an indispensable role in the
proofs of the D = 3 + 1 inequality (1.1), and were later shown to always exist [8, 25] as long as
the axisymmetric initial data set is simply connected. In the D = 4 + 1 case, we strongly suspect
that generalizations of [8, 25] also hold, so that in Theorem 1.1 the hypotheses concerning the
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diffeomorphism type and existence of Brill coordinates may be replaced with the assumption of
simple connectivity or another similar condition.

The proof of Theorem 1.1 also yields a slightly different inequality (with corresponding rigidity
statement), which in some circumstances produces an improved lower bound for the mass, namely

(1.8) m ≥ 27π

8

(|J1|+ |J2|)2(
2m+

√
3Q
)2 +

√
3Q.

As mentioned above m2 6= 3
4Q

2, and so the denominator on the right-hand side does not vanish.
It should be pointed out that this inequality reduces to (1.2) when Q = 0, and that (1.7) does not
necessarily have this property. However (1.7) implies the so called BPS bound in supergravity, which
in our conventions reads

(1.9) m ≥
√

3|Q|.

The BPS bound has previously been established [24] using completely different methods, specifically
the spinorial approach developed in Witten’s proof of the positive mass theorem [35]. In particular,
this bound is known to hold without any symmetry assumptions or restrictions on M4 apart from
the existence of a spin structure. Solutions saturating (1.9) must be ‘supersymmetric’, that is, they
admit Killing spinor fields; note that supersymmetric black holes are necessarily extreme. It turns
out that the spinor proof of the BPS bound has not yielded an associated rigidity statement as in
Theorem 1.1, and indeed there are distinct families of solutions which saturate the bound. Thus, our
result, which does treat the case of equality may be viewed as a refinement of the BPS bound in the
setting of bi-axisymmetry. If (1.9) is saturated, then J1 = −J2 and there are two cases to consider.
When J1 = J2 = 0 the initial data must arise from an extreme Reissner-Nordström spacetime,
while if Jl 6= 0 the initial data are a special subclass of the extreme charged Myers-Perry solutions
in which the two angular momenta differ by a sign. These latter spacetimes form a two-parameter
family of supersymmetric solutions known as the BMPV black holes [4]. It follows that we obtain a
new characterization of these solutions.

Corollary 1.2. Under the hypotheses of Theorem 1.1, the BPS bound (1.9) holds and is saturated if
and only if the initial data set is isometric to the canonical slice of an extreme Reissner-Nordström
spacetime (vanishing angular momentum) or BMPV black hole (nonvanishing angular momentum).

There is another known and important class of solutions with vanishing angular momenta that
saturate (1.9), namely the supersymmetric multi-black hole spacetimes [23] which generalize the
Majumdar-Papapetrou solutions of the 4D Einstein-Maxwell equations. Their associated initial data
are not covered in our analysis, and would require a strengthening of our results to the situation when
M4 is diffeomorphic to R4 with multiple points removed. Such an analysis should be possible, and has
already been carried out in the D = 3 + 1 case [10, 26]. Another direction for possible improvement
of Theorem 1.1 would be to remove the maximal assumption Trg k = 0. Again, progress has already
been made in the D = 3 + 1 case [5, 6], and perhaps similar methods can be applied in the current
setting.

This paper is organized as follows. Section 2 introduces 5-dimensional minimal supergravity,
and summarizes the appropriate initial data constraint equations. Section 3 discusses in detail the
hypotheses imposed upon, and consequences for, the initial data, and Section 4 establishes the
existence of potentials and properties of the charges. In Section 5 we derive a lower bound for the
mass in terms of a functional related to the Dirichlet energy of a map from R3 → G2(2)/SO(4).
Sections 6, 7, and 8 are then dedicated to proving that the extreme charged Myers-Perry harmonic
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map realizes the absolute minimum of the mass functional. Lastly an appendix is included to record,
among other things, important properties of the charged Myers-Perry black holes.

2. Five Dimensional Minimal Supergravity

In this section the relevant concepts of 5D minimal supergravity will be presented. In particular
we derive the constraint equations satisfied by initial data. The bosonic field content of this theory
consists of a spacetime metric g̃ab and a closed 2-form Maxwell field Fab. It will be assumed that
the spacetime M5 possesses no nontrivial 2-cycles, so that dF = 0 implies the existence of a globally
defined vector potential F = dA. The action [34] is that of Einstein-Maxwell theory together with a
Chern-Simons term, and is given by

(2.1) S =

∫
M5

R̃ ?5 1− 1

2
F ∧ ?5F −

1

3
√

3
F ∧ F ∧A .

where R̃ is the scalar curvature of g̃ and ?5 denotes the spacetime Hodge star operation. The field
equations are

(2.2) R̃ab −
1

2
R̃g̃ab =

1

2
FacF

c
b −

1

8
|F |2g̃ab,

(2.3) d ?5 F +
1√
3
F ∧ F = 0, dF = 0,

where R̃ab denotes the Ricci tensor. Note that in contrast to pure Einstein-Maxwell theory, d?5F 6= 0.
It will be convenient to define H = ?5F . With this the field equations may be rewritten as

(2.4) R̃ab −
1

2
R̃g̃ab =

1

8
HacdH

cd
b +

1

4
FacF

c
b ,

(2.5) ∇̃bFba +
1

2
√

3
F bcHabc = 0, ∇̃aHabc = 0,

where ∇̃ is the metric connection associated to g̃. Before proceeding further, we mention that
throughout this section and the next, there will be numerous computations involving differential
forms; the relevant conventions and useful formulae are recorded in Appendix D.

Let M4 be a spacelike hypersurface with unit normal n and induced Riemannian metric gab =
g̃ab +nanb. The constraint equations associated with this surface are the nondynamical equations of
(2.4) and (2.5), and are found by contracting each of the three sets of equations with the normal n.
Thus, from the Einstein equations (2.4) we obtain the following constraints from the Gauss-Codazzi
relations

(2.6) R+ (Trg k)2 − |k|2g = 2Tabn
anb, ∇i (kij − (Trg k)gij) = Tajn

a

where R and ∇ are the scalar curvature and metric connection of g, k is the extrinsic curvature or
second fundamental form of M4, T is the stress-energy tensor given by the right-hand side of (2.4),
and the indices i and j represent directions tangential to M4. The electric field 1-form and magnetic
field 2-form may be extracted from the field strength tensor in the usual manner

(2.7) E = ιnF, B = ιn ?5 F = ιnH,

that is Eb = naFab and Bab = ncHcab. Observe that by construction E and B are spatial, naE
a =

naB
ab = 0. We then have

(2.8) Tabn
anb =

1

4
EaE

a +
1

8
BabB

ab =
1

4
|E|2g +

1

8
|B|2g,
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so that the scalar constraint becomes

(2.9) R+ (Trg k)2 − |k|2g =
1

2
|E|2g +

1

4
|B|2g

Moreover the entire Maxwell field may be expressed in terms of the electric and magnetic fields

(2.10) F = −(n ∧ E) + ?5(n ∧B) , H = − ?5 (n ∧ E)− (n ∧B),

or equivalently

(2.11) Fab = −2n[aEb] +
1

2
εabcden

cBde , Habc = −3n[aBbc] − εabcdendEe,

with εabcde the volume form for g̃. A calculation now shows that

(2.12) Tjan
a =

1

4
naεajcdeE

cBde =
1

4
εjcdeE

cBde,

where εβcde represents the volume form of g 2. It follows that the momentum constraint is

(2.13) ∇i (kij − (Trg k)gij) =
1

2
? (E ∧B)j ,

in which ? is the Hodge star operation on the slice.
Now consider the constraints arising from the Maxwell equations. First contract the second

equation of (2.5) with the normal to obtain

(2.14) 0 = nb∇̃aHabc = −(∇̃anb)Habc + ∇̃a(nbHabc).

Since H is antisymmetric nbndnl∇̃lHdbc = 0, and so the sum over a in (2.14) need only be performed

for directions i tangential to M4. It follows that ∇̃inb represents the second fundamental form k
which is symmetric, and this implies that (∇̃inb)Hibc = 0. Then using (2.11) produces the desired
constraint

(2.15) 0 = ∇̃aBac = ∇iBic − nanb∇̃aBbc − ncnb∇̃aBab = ∇iBic = (divB)c.

Similarly, contract the first equation of (2.5) with the normal to obtain

(2.16) divE = ∇iEi =
1

2
√

3
F bcBbc =

1

4
√

3
naεabcdeB

bcBde =
1

4
√

3
εbcdeB

bcBde =
1√
3
? (B ∧B).

Equations (2.9), (2.13), (2.15), and (2.16) comprise the full set of constraint equations for the
pure minimal supergravity theory. However for the purposes of this paper the presence of addition
matter fields will be taken into account, as long as the additional matter is neutral and hence does
not source the Maxwell field. It then becomes convenient to separate out contributions from the
Maxwell field to the energy and momentum densities. We thus rewrite the constraint equations as

(2.17) 16πµSG = R+ (Trg k)2 − |k|2g −
1

2
|E|2g −

1

4
|B|2g,

(2.18) 8πJSG = divg(k − (Trg k)g)− 1

2
? (E ∧B),

(2.19) divg E =
1√
3
? (B ∧B), divg B = 0,

where µSG and JSG are, respectively, the energy and momentum densities of the nonelectromagnetic
matter fields. The equations (2.19) may be interpreted as stating that charged matter is not present.

2Here we use the convention that the pullback to M4 of the spacetime volume form satisfies ιnVol(g̃) = Vol(g).
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3. The Initial Data

An initial data set (M4, g, k, E,B) for the 5-dimensional minimal supergravity equations consists of
a Riemannian manifold M4, with metric g, a symmetric 2-tensor k denoting the second fundamental
form, a 1-form and 2-form E and B representing the electric and magnetic fields, respectively, all of
which satisfy the constraint equations (2.17), (2.18), and (2.19). The initial data set is assumed to
possess a U(1)2 symmetry generated by two Killing fields η(l), l = 1, 2, that is

(3.1) Lη(l)g = Lη(l)k = Lη(l)µSG = Lη(l)JSG = Lη(l)E = Lη(l)B = 0,

where Lη(l) denotes Lie differentiation. In order to incorporate the presence of a black hole, the

manifold M4 will have two ends, one asymptotically flat and the other either asymptotically flat or
asymptotically cylindrical. We will also postulate that M4 has two ends, with one designated end
being asymptotically flat, and the other being either asymptotically flat or asymptotically cylindrical.
A region M4

end ⊂M4 diffeomorphic to R4\Ball is called asymptotically flat, if there exist coordinates
such that the following fall-off conditions hold

(3.2) gij = δij +O1(r−1−κ), kij = O(r−2−κ), Ei = O(r−2−κ), Bij = O(r−2−κ),

(3.3) µSG ∈ L1(M4
end), J iSG ∈ L1(M4

end), divg E −
1√
3
? (B ∧B) ∈ L1(M4

end),

for some κ > 0. These asymptotics guarantee that the ADM energy and linear momentum, as well
as the total electric charge are all well-defined. Due to the simple topology of the initial data, in
particular the lack of nontrivial 2-cycles, the total magnetic charge always vanishes.

The asymptotics for cylindrical ends are most easily described in Brill coordinates, which we now
describe. A basic hypothesis of Theorem 1.1 is the existence of a Brill coordinate system [1, 3], that
is, a global set of cylindrical coordinates (ρ, z, φ1, φ2) in which the metric takes the form

(3.4) g =
e2U+2α

2
√
ρ2 + z2

(
dρ2 + dz2

)
+ e2Uλij

(
dφi +Aildy

l
)(

dφj +Ajl dy
l
)
,

for some functions U , α, Ail, and a symmetric positive definite matrix λ = (λij) with detλ = ρ2,
i, j, l = 1, 2, (y1, y2) = (ρ, z). All of the quantities involved satisfy the asymptotics (3.7)-(3.16),
and are independent of (φ1, φ2), which are the coordinates for the U(1)2 generators η(l) = ∂φl ,
l = 1, 2. Furthermore, the values of the coordinate functions are restricted to the ranges ρ ∈ [0,∞),
z ∈ R, and φi ∈ [0, 2π], i = 1, 2. Brill coordinates may also be expressed in polar form through the
transformation

(3.5) ρ =
1

2
r2 sin(2θ), z =

1

2
r2 cos(2θ), r2 = 2

√
ρ2 + z2,

where r ∈ [0,∞), θ ∈ [0, π/2]. For instance, the flat metric on R4 is given in these two sets of
coordinates by

(3.6) δ4 =
dρ2 + dz2

2
√
ρ2 + z2

+ σijdφ
idφj = dr2 + r2dθ2 + r2

(
sin2 θ(dφ1)2 + cos2 θ(dφ2)2

)
,

where σij is defined by the second equality.
There are three different asymptotic regimes of interest, namely near infinity, the origin, and the

axes Γ± = {ρ = 0,±z > 0}. Consider first the asymptotics near infinity as r → ∞. In this region
the initial data set is asymptotically flat, which motivates the requirements

(3.7) U = O1(r−1−κ), α = O1(r−1−κ), Aiρ = ρO1(r−5−κ), Aiz = O1(r−3−κ),
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(3.8) λii =
(
1 + (−1)ic0r

−1−κ +O1(r−2−κ)
)
σii, λ12 = ρ2O1(r−5−κ),

(3.9) |k|g = O(r−2−κ), |E|g = O(r−2−κ), |B|g = O(r−2−κ),

where c0 is a function of θ. For the asymptotics as r → 0 we require, in the asymptotically flat case

(3.10) U = −2 log r +O1(1), α = O1(r1+κ), Aiρ = ρO1(r1+κ), Aiz = O1(r3+κ),

(3.11) λii =
(
1 + (−1)ic1r

1+κ +O1(r2+κ)
)
σii, λ12 = ρ2O1(r−

1
2

+κ),

(3.12) |k|g = O(r2+κ), |E|g = O(r2+κ), |B|g = O(r2+κ),

where c1 is a function of θ, and in the asymptotically cylindrical case

(3.13) U = − log r +O1(1), α = O1(1), Aiρ = ρO1(r1+κ), Aiz = O1(r3+κ),

(3.14) λij = r2σ̃ij +O1(r2+κ), |k|g = O(r2+κ), |E|g = O(r2+κ), |B|g = O(r2+κ),

where σ̃ is a positive definite metric on the 2-torus depending only on θ. Lastly, the asymptotics
near the axes as ρ→ 0 are required to satisfy

(3.15) U = O1(1), α = O1(1), Aiρ = O1(ρ), Aiz = O1(1), |k|g, |E|g, |B|g = O(1),

(3.16) λ11, λ12 = O(ρ2), λ22 = O(1) on Γ+, λ22, λ12 = O(ρ2), λ11 = O(1) on Γ−.

It is shown in [2] that the Brill coordinate asymptotics (3.7)-(3.12), associated with asymptotically
flat regions, are consistent with the asymptotics (3.2) and (3.3) used in the definition of asymptotically
flat ends. Finally, we mention that the asymptotics (3.15) and (3.16) are not sufficient to guarantee
regularity of the geometry at the axes, that is, the absence of conical singularities. For this, a
compatibility condition [2] is needed

(3.17) α(0, z) =
1

2
log
(
|z|∂2

ρλii(0, z)
)

=: α±(z) on Γ±,

where i = 1, 2 corresponds to Γ+,Γ−, respectively. Thus, under the assumptions of Theorem 1.1 in
which the geometry is smooth, (3.17) holds.

4. Potentials and Charges

The U(1)2 symmetry, together with the lack of charged matter and the vanishing of the momentum
density in Killing directions, JSG(η(l)) = 0 for l = 1, 2, guarantees that potentials exist for portions
of the electric and magnetic fields as well as for parts of the second fundamental form k. Moreover,
these potentials encode the total charge and angular momentum of the data. In this section we will
establish the global existence of such potentials and give their relationship with the charges. While
this will be carried out here from the ‘initial data point of view’, we note that the same constructions
may also be accomplished from the ‘spacetime perspective’ as is demonstrated in Appendix C.

We begin with the magnetic field. Observe that by (2.19), (3.1), and Cartan’s formula

(4.1) d
(
ιη(i) ? B

)
= Lη(i) ? B − ιη(i)d ? B = 0.

Since H1(M4) is trivial, there exists a globally defined potential function such that

(4.2) dψi = ιη(i) ? B.
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We emphasize that the index i is a label here, and not a tensor index that is raised and lowered with
the metric. Observe further that dψi(η(l)) = 0. To see this use (3.1) and (4.1) to compute

(4.3) d
(
ιη(1)ιη(2) ? B

)
= Lη(1)ιη(2) ? B − ιη(1)d

(
ιη(2) ? B

)
= 0.

It follows that the function ιη(1)ιη(2) ? B is constant. Moreover, (3.16) implies that |η(1)|g = 0 on Γ+

and |η(2)|g = 0 on Γ−, so that this constant is zero. Hence

(4.4) Lη(l)ψ
i = 0, i, l = 1, 2,

showing that the potentials must be invariant under the U(1)2 action.
Consider next the electric field. Similar calculations as those used above with the magnetic field,

combined with the electric field constraint (2.19), produce

(4.5) d
(
ιη(2)ιη(1) ? E

)
= ιη(2)ιη(1)d ? E = ιη(2)ιη(1)

(
−1√

3
B ∧B

)
.

Then noting the identity B ∧B = ?B ∧ ?B for any 2-form B on a 4-manifold, and using (4.2) yields

(4.6) d
(
ιη(2)ιη(1) ? E

)
= − 1√

3
ιη(2)ιη(1)(?B ∧ ?B) =

2√
3
dψ1 ∧ dψ2 =

1√
3
d
(
ψ1dψ2 − ψ2dψ1

)
.

Thus, there exists a globally defined potential function with

(4.7) dχ = ιη(2)ιη(1) ? E −
1√
3

(
ψ1dψ2 − ψ2dψ1

)
.

Moreover it immediately follows that this potential is invariant under the U(1)2 symmetry

(4.8) Lη(l)χ = 0, l = 1, 2.

Finally we demonstrate the existence of charged twist potentials for the second fundamental form
k, which encode the angular momentum contained in the initial data. Define

(4.9) P l = 2 ?
(
p(η(l)) ∧ η(1) ∧ η(2)

)
, p = k − (Trg k)g,

where again l = 1, 2 here is not a tensor index but is rather a label. It can be shown [2] that

(4.10) dP l = −2ιη(1)ιη(2)d ? p(η(l)) = −2ιη(1)ιη(2) ?
(
?d ? p(η(l))

)
.

Now from the constraint equation (2.18), the hypothesis JSG(η(l)) = 0, and the fact that η(l) is a
Killing field, we have

(4.11) − ? d ? p(η(l)) = divg p(η(l)) = 8πJSG(η(l)) +
1

2
ιη(l) ? (E ∧B) =

1

2
ιη(l) ? (E ∧B)

and hence

(4.12) dP l = ιη(1)ιη(2) ?
(
ιη(l) ? (E ∧B)

)
.

Let us now compute the right-hand side in terms of the electromagnetic potentials derived above.
Observe that

(4.13) ιη(l) ? (E ∧B) =
1

2
ηi(l)εijnsE

jBns = Ej(ιη(l) ? B)j = dψl(E)

and

(4.14) ?dψl(E) = dψl(E)ε = ?E ∧ dψl,
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so that

dP l =ιη(1)ιη(2)

(
?E ∧ dψl

)
=
(
ιη(1)ιη(2) ? E

)
∧ dψl

=dψl ∧
(
dχ+

1√
3

(
ψ1dψ2 − ψ2dψ1

))
=d

[
ψl
(
dχ+

1

3
√

3

(
ψ1dψ2 − ψ2dψ1

))]
.

(4.15)

Therefore, for l = 1, 2, a globally defined potential function exists such that

(4.16) dζ l = P l − ψl
(
dχ+

1

3
√

3

(
ψ1dψ2 − ψ2dψ1

))
,

and it is clear that these potentials are also U(1)2 invariant

(4.17) Lη(i)ζ
l = 0, i, l = 1, 2.

Having constructed a total of five potential functions, one for the electric field and two each for the
magnetic field and second fundamental form, we will now examine exactly which components of the
initial data are determined by the potentials. In order to do this it will be convenient to introduce
the following frame field associated with Brill coordinates

(4.18) e1 = e−U−α+log r
(
∂ρ −Aiρ∂φi

)
, e2 = e−U−α+log r

(
∂z −Aiz∂φi

)
, ei+2 = e−U∂φi , i = 1, 2,

with dual co-frame

(4.19) θ1 = eU+α−log rdρ, θ2 = eU+α−log rdz, θi+2 = eU
(
dφi +Aildy

l
)
, i = 1, 2,

in which the metric takes the form

(4.20) g = (δ2)lnθ
lθn + λijθ

i+2θj+2.

Consider first the magnetic field. In index notation (4.2) becomes

(4.21) dψi = −1

2
εjlntη

l
(i)B

ntθj = −1

2
eU εj(i+2)ntB

ntθj .

Since ψi is invariant under the U(1)2 symmetry, the indices n and t for B can only take the values
1 and 2. Thus

(4.22) dψi = e2U+α−log rε li
(
B2(l+2)dρ−B1(l+2)dz

)
,

where εij is the volume form associated to the metric λij . Then applying εij to both sides yields

B1(j+2) = B(e1, ej+2) =− e−2U−α+log rεij∂zψ
i,

B2(j+2) = B(e2, ej+2) =e−2U−α+log rεij∂ρψ
i.

(4.23)

Furthermore, the condition ?B(η(i), η(j)) = 0 implies that B12 = 0. Turn now to the electric field. In
the frame basis

(4.24) ιη(2)ιη(1) ? E = e2U ε34ijE
jθi = e2Uρ(E2θ1 − E1θ2),
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from which we obtain

E1 = E(e1) =− e−3U−α+log r

ρ

(
∂zχ+

1√
3

(ψ1∂zψ
2 − ψ2∂zψ

1)

)
,

E2 = E(e2) =
e−3U−α+log r

ρ

(
∂ρχ+

1√
3

(ψ1∂ρψ
2 − ψ2∂ρψ

1)

)
.

(4.25)

Similar considerations applied to (4.16) produce expressions for certain components of the second
fundamental form

k2(i+2) = k(e2, ei+2) =
e−4U−α+log r

2ρ

[
∂ρζ

i + ψi
(
∂ρχ+

1

3
√

3
(ψ1∂ρψ

2 − ψ2∂ρψ
1)

)]
,

k1(i+2) = k(e1, ei+2) =− e−4U−α+log r

2ρ

[
∂zζ

i + ψi
(
∂zχ+

1

3
√

3
(ψ1∂zψ

2 − ψ2∂zψ
1)

)]
.

(4.26)

It will now be described how the potentials encode the total charge and angular momentum. First
consider the electric charge. The definition (1.5) of total charge may be motivated by the constraint
equation (2.19)

(4.27) d ? E = − 1√
3

(B ∧B) = − 1√
3

(?B ∧ ?B).

Since H2(M4) is trivial and d ? B = 0 there exists a globally defined vector potential such that

?B = d ~A. It follows that

(4.28) d

(
?E +

1√
3
~A ∧ ?B

)
= 0.

This suggests the following definition of total charge contained within a 3-cycle S3:

(4.29) Q̃(S3) =
1

16π

∫
S3

(
?E +

1√
3
~A ∧ ?B

)
.

Via Stoke’s theorem we find that Q̃(S3
1 ) = Q̃(S3

2 ) for any two homologous 3-cycles, and thus this

definition yields conservation of charge. The total charge is then given by Q̃ = limr→∞ Q̃(S3
r ), where

S3
r are coordinate spheres in the asymptotically flat end; see [29] for different notions of charge.

Although this appears to differ from the classical notion of total charge Q given in (1.5), the two

actually agree Q̃ = Q, since according to the asymptotics of Appendix A the extra term ~A ∧ ?B
decays sufficiently fast in the limit so as not to yield a contribution. Note also that even though the
expression (4.29) involves the vector potential, it is still gauge invariant. To see this, consider the

gauge transformation ~A 7→ ~A+ df and observe that

(4.30)

∫
S3
r

df ∧ ?B =

∫
S3
r

(d(f ? B)− fd ? B) = 0,



12 AGHIL ALAEE, MARCUS KHURI, AND HARI KUNDURI

since d ? B = 0 on M4 and d commutes with pullback. In order to relate the charge to the electric
potential χ, use Stokes’ theorem to find

Q̃ = lim
r→0

1

16π

∫
∂B(r)

(
?E +

1√
3
~A ∧ ?B

)
= lim
r→0

1

16π

∫
∂B(r)

(
Ei −

1√
3
? ( ~A ∧ ?B)i

)
νidV

= lim
r→0

1

32π

∫
∂B(1)

(
Ei −

1√
3
? ( ~A ∧ ?B)i

)
νie3U+αr3 sin 2θ dθ dφ1 dφ2,

(4.31)

where ν is the unit normal pointing towards spatial infinity and B(r) is a coordinate ball of radius
r. From (4.2) it follows that

(4.32) ?B = dφi ∧ dψi = −d
(
ψidφi

)
⇒ ~A = −ψidφi,

and so

(4.33) ?( ~A ∧ ?B) =
re−3U−α

ρ

[(
ψ1∂ρψ

2 − ψ2∂ρψ
1
)
θ2 −

(
ψ1∂zψ

2 − ψ2∂zψ
1
)
θ1
]
.

Combining this with (4.25) produces

(4.34) E1 −
1√
3
? ( ~A ∧ ?B)1 = −e

−3U−αr

ρ
∂zχ, E2 −

1√
3
? ( ~A ∧ ?B)2 =

e−3U−αr

ρ
∂ρχ,

and thus

(4.35) Q = Q̃ = − lim
r→0

1

32π

∫
∂B(1)

2∂θχ dθ dφ
1 dφ2 =

π

4
[χ(Γ+)− χ(Γ−)] .

The notation χ(Γ±) suggests that the potential χ is constant on the axes Γ±, and indeed this is the
case in light of (4.34).

None of the results of this paper take into account magnetic charge, for the following reason. The
most natural way it seems to define a magnetic charge would be to integrate ?B over a 2-cycle.
However since H2(M4) = 0, all 2-cycles bound a 3-domain, and since ?B is closed, we find that this
integral is zero. This is consistent with there being no magnetic charge from the constraint equations
(2.19). Thus, in the current setting magnetic charge vanishes. If, on the other hand, the initial data
has more complex topology, then each nontrivial homology class in H2(M4) yields a well-defined
magnetic charge by integrating ?B over a representative. The total magnetic charge may then be
defined by summing these ‘local’ charges over all homology classes.

We now discuss angular momentum. Combining (4.11), (4.13), and (4.14) produces

(4.36) d ? p(η(l)) = −1

2
? E ∧ dψl.

From (4.7) we have

(4.37) ?E = dφ1 ∧ dφ2 ∧
(
dχ+

1√
3

(ψ1dψ2 − ψ2dψ1)

)
+ ω,

where ω is a closed 3-form with the property that iη(2)iη(1)ω = 0. It follows that this form has the
structure

(4.38) ω = ωijndy
i ∧ dyj ∧ dφn
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where y1 = ρ and y2 = z, and so ω ∧ dψl = 0. Therefore

(4.39) ?E ∧ dψl = −dφ1 ∧ dφ2 ∧ d
[
ψl
(
dχ+

1

3
√

3

(
ψ1dψ2 − ψ2dψ1

))]
,

and as a consequence

(4.40) d

[
?p(η(l))−

1

2
dφ1 ∧ dφ2 ∧ ψl

(
dχ+

1

3
√

3

(
ψ1dψ2 − ψ2dψ1

))]
= 0.

In analogy with charge, and in similarity to the D = 3 + 1 case [20], this suggests the following
definition of total angular momenta contained within a 3-cycle S3:

(4.41) J̃l(S3) =
1

8π

∫
S3

[
?p(η(l))−

1

2
dφ1 ∧ dφ2 ∧ ψl

(
dχ+

1

3
√

3

(
ψ1dψ2 − ψ2dψ1

))]
, l = 1, 2.

By Stoke’s theorem we then find that J̃l(S3
1 ) = J̃l(S3

2 ) for any two homologous 3-cycles, yielding

conservation of angular momentum. The total angular momentum is given by J̃l = limr→∞ J̃l(S3
r ).

Although this definition of total angular momentum appears to differ from (1.3), the ADM definition

(4.42) Jl =
1

8π

∫
S3
∞

?p(η(l)), l = 1, 2,

the two actually agree J̃l = Jl. This is due to the fact that the asymptotics (Appendix A) satisfied
by the electromagnetic potentials appearing in (4.41), guarantee that the corresponding integral
vanishes in the limit as r →∞. Furthermore, using (4.26) we may relate the total angular momenta
to the twist potentials as follows

Jl = J̃l = lim
r→0

1

8π

∫
∂B(r)

[
?p(η(l))−

1

2
dφ1 ∧ dφ2 ∧ ψl

(
dχ+

1

3
√

3

(
ψ1dψ2 − ψ2dψ1

))]
= lim
r→0

1

8π

∫
∂B(r)

[
k(∂φl , ν)dV − 1

2
dφ1 ∧ dφ2 ∧ ψl

(
dχ+

1

3
√

3

(
ψ1dψ2 − ψ2dψ1

))]
= lim
r→0

1

16π

∫
∂B(1)

∂θζ
ldθdφ1dφ2

=
π

4
[ζ l(Γ−)− ζ l(Γ+)].

(4.43)

In similarity to the electric charge, the notation ζ l(Γ±) suggests that the potentials ζ l are constant
on the axes Γ±, and indeed this is implied by combining (4.25), (4.26), and (4.34).

Lastly, we remark that the integrand in (4.41) constructed from the scalar potentials, may be

rewritten in terms of the physical fields E, B, and ~A. To see this, observe that ~A(η(l)) = −ψl and

(4.44) ~A ∧ ?B = −dφ1 ∧ dφ2 ∧ (ψ1dψ2 − ψ2dψ1).

Using this and (4.37) produces

(4.45) dφ1 ∧ dφ2 ∧ dχ = ?E +
1√
3
~A ∧ ?B − ω.

Recall that the closed 3-form ω satisfies (4.38), and therefore vanishes when pulled back to any
coordinate sphere r = const. In particular, this implies that it integrates to zero on any 3-cycle and
is therefore exact. We now have

(4.46) J̃l =
1

8π

∫
S3
∞

[
?p(η(l)) +

1

2
~A(η(l))

(
?E +

2

3
√

3
( ~A ∧ ?B)

)]
, l = 1, 2.
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5. The Mass Functional

A key step in the proof of the main theorem is to relate the ADM mass to the energy of a certain
harmonic map, described in detail in the next section. Heuristically the ADM mass arises as the
boundary term obtained from integrating the scalar curvature by parts. Thus, a lower bound for
the mass may be achieved by estimating the scalar curvature from below. By virtue of the energy
condition µSG ≥ 0, such a lower bound may be achieved in terms of the potentials constructed in
the previous section, and these together these potentials will form a large part of the harmonic map
data; the remaining part of the harmonic map data will come from the metric.

We begin with the observation that (2.17) and the maximality condition Trg k = 0 imply

(5.1) R = 16πµSG + |k|2g +
1

2
|E|2g +

1

4
|B|2g.

In order to estimate the squared terms on the right-hand side, it will be convenient to adopt the
notation

(5.2) Θi = ∇ζi + ψi
(
∇χ+

1

3
√

3
(ψ1∇ψ2 − ψ2∇ψ1)

)
, i = 1, 2,

(5.3) Υ = ∇χ+
1√
3

(ψ1∇ψ2 − ψ2∇ψ1),

and

(5.4) δ3 = r2
(
dr2 + r2dθ2

)
+
r4 sin2(2θ)

4
dφ2 = dρ2 + dz2 + ρ2dφ2.

The metric δ3 is flat on R3 and involves a new auxiliary variable φ ∈ [0, 2π] on which no quantities
have a dependence. The reason for introducing this metric is to simplify expressions within the mass
functional. Now using (4.23), (4.25), (4.26) produces

(5.5) |k|2g =
e−8U−2α+2 log r

2ρ2
ΘTλ−1Θ + δij2 δ

ln
2 k(ei, el)k(ej , en) + λijλlnk(ei+2, el+2)k(ej+2, en+2),

(5.6) |E|2g =
e−6U−2α+2 log r

ρ2
|Υ|2 + λijEiEj ,

and

(5.7) |B|2g = 2e−4U−2α+2 log r∇ψTλ−1∇ψ + λijλlnBilBjn,

where the norm | · | is taken with respect to δ3. Here ΘT = (Θ1,Θ2), ψT = (ψ1, ψ2), and the upper
index T represents the transpose operation so that

(5.8) ΘTλ−1Θ =
∑
i,j=1,2

λijδ3(Θi,Θj),

with a similar expression for ∇ψTλ−1∇ψ. It follows that (5.1) becomes

R =16πµSG +
e−8U−2α+2 log r

2ρ2
ΘTλ−1Θ +

e−6U−2α+2 log r

2ρ2
|Υ|2 +

e−4U−2α+2 log r

2
∇ψTλ−1∇ψ

+ δij2 δ
ln
2 k(ei, el)k(ej , en) + λijλlnk(ei+2, el+2)k(ej+2, en+2) +

1

2
λijEiEj +

1

4
λijλlnBilBjn.

(5.9)
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The scalar curvature may also be computed directly from the components of the metric g. It is
here that the existence of Brill coordinates plays a significant role, namely as shown in [3] we have

e2U+2α−2 log rR =− 6∆U − 2∆ρ,zα− 6|∇U |2 +
det∇λ

2ρ2

− 1

4
e−2α+2 log rλij(A

i
ρ,z −Aiz,ρ)(Ajρ,z −Ajz,ρ),

(5.10)

where ∆ is the Euclidean Laplacian with respect to δ3 and ∆ρ,z is the Euclidean Laplacian with
respect to δ2 = dρ2 + dz2 on the orbit space, and

(5.11) det∇λ = δ3(∇λ11,∇λ22)− |∇λ12|2.

An expression for the mass [3] is obtained by integrating this formula by parts

m =
1

8

∫
R3

(
e2U+2α−2 log rR+ 6|∇U |2 − det∇λ

2ρ2

)
dx

+
1

32

∫
R3

e−2α+2 log rλij(A
i
ρ,z −Aiz,ρ)(Ajρ,z −Ajz,ρ)dx+

π

2

∑
ς=±

∫
Γς

αςdz,
(5.12)

where the volume form

(5.13) dx =
1

2
r5 sin(2θ)dr ∧ dθ ∧ dφ = ρdρ ∧ dz ∧ dφ

arises from δ3. By combining (5.9) and (5.12) we obtain

m =M+
1

8

∫
R3

e2U+2α−2 log r

(
16πµSG +

1

2
λijEiEj +

1

4
λijλlnBilBjn

)
dx

+
1

8

∫
R3

e2U+2α−2 log r
(
δij2 δ

ln
2 k(ei, el)k(ej , en) + λijλlnk(ei+2, el+2)k(ej+2, en+2)

)
dx

+
1

32

∫
R3

e−2α+2 log rλij(A
i
ρ,z −Aiz,ρ)(Ajρ,z −Ajz,ρ)dx,

(5.14)

where the mass functional is given by

M =
1

8

∫
R3

(
6|∇U |2 − det∇λ

2ρ2
+
e−6U

2ρ2
ΘTλ−1Θ

)
dx

+
1

8

∫
R3

(
e−4U

2ρ2
|Υ|2 +

e−2U

2
∇ψTλ−1∇ψ

)
dx+

π

2

∑
ς=±

∫
Γς

αςdz.

(5.15)

It turns out that the mass function M may be expressed as a sum of squares, and related to a
harmonic energy. In order to see this it is necessary to perform a change of variables (λ11, λ22, λ12)→
(V,W ) where

(5.16) V =
1

2
log

(
λ11 cos2 θ

λ22 sin2 θ

)
, W = sinh−1

(
λ12

ρ

)
,

with inverse

(5.17) λ11 =
(√

ρ2 + z2 − z
)
eV coshW, λ22 =

(√
ρ2 + z2 + z

)
e−V coshW, λ12 = ρ sinhW.

A computation then shows that

(5.18) −det∇λ
ρ2

= |∇V |2 + |∇W |2 + sinh2W |∇ (V + h2)|2 + 2δ3(∇h2,∇V ),
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where

(5.19) h1 =
1

2
log ρ, h2 =

1

2
log

(√
ρ2 + z2 − z√
ρ2 + z2 + z

)
= log(tan θ),

are harmonic functions on (R3 \ Γ, δ3). Next observe that the last term of (5.18) may be related to
the boundary integral in (5.15) by

1

8

∫
R3

δ3(∇h2,∇V )dx =− lim
ε→0

1

8

∫
ρ=ε

V ∂ρh2

=
π

4

(∫
Γ−

V dz −
∫

Γ+

V dz

)
=− π

2

∑
ς=±

∫
Γς

αςdz,

(5.20)

where we have used

(5.21) V = 2α+ on Γ+, V = −2α− on Γ−,

which follows from (3.17) and (5.17). Putting this altogether yields the desired expression for the
mass functional

16M =

∫
R3

12|∇U |2 + |∇V |2 + |∇W |2 + sinh2W |∇(V + h2)|2 +
e−6h1−6U−h2−V

coshW
|Θ1|2dx

+

∫
R3

e−6h1−6U+h2+V coshW
∣∣∣e−h2−V tanhWΘ1 −Θ2

∣∣∣2 +
e−2h1−2U−h2−V

coshW
|∇ψ1|2dx

+

∫
R3

e−2h1−2U+h2+V coshW |e−h2−V tanhW∇ψ1 −∇ψ2|2 + e−4h1−4U |Υ|2dx.

(5.22)

6. The Dirichlet Energy and Global Minimization

Dimensional reduction of 5-dimensional minimal supergravity from five to three dimensions results
in three dimensional gravity coupled to a nonlinear sigma model [11, 30], which is invariant under the
the exceptional Lie group G2(2). This is the noncompact real form of G2, where the first 2 indicates
the rank and the 2 inside parentheses indicates the character. The target space for the nonlinear
sigma model is G2(2)/SO(4) ∼= R8 [36], and from the dimensional reduction it comes equipped with
a complete Riemannian metric of nonpositive curvature given by

(6.1) ds2 =
1

2
Tr
[(

Φ−1dΦ
)2]

,

where Φ is a 7 × 7 matrix coset representative defined in (3.4) of [34] (and denoted by M in this
reference). A calculation shows that

Tr
[(

Φ−1dΦ
)2]

= Tr
[(

Λ−1dΛ
)2]

+ (d log det Λ)2 + 2dψTΛ−1dψ +
2

det Λ
ΘTΛ−1Θ +

2

det Λ
Υ2

where Λij = e2Uλij . By parameterizing the target space with respect to the variables u, v, w, ζ1, ζ2,
χ, ψ1, and ψ2 where u = U + h1, v = V + h2, and w = W we obtain

ds2 =12du2 + cosh2wdv2 + dw2 +
e−6u−v

coshw
(Θ1)2 + e−6u+v coshw(e−v tanhwΘ1 −Θ2)2

+
e−2u−v

coshw
(dψ1)2 + e−2u+v coshw(e−v tanhwdψ1 − dψ2)2 + e−4uΥ2.

(6.2)
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It follows that the harmonic energy, in a domain Ω ⊂ R3, of a map Ψ̃ = (u, v, w, ζ1, ζ2, χ, ψ1, ψ2) :
R3 → G2(2)/SO(4) takes the form

EΩ(Ψ̃) =

∫
Ω

12|∇u|2 + cosh2w|∇v|2 + |∇w|2 +
e−6u−v

coshw
|Θ1|2 + e−6u+v coshw|e−v tanhwΘ1 −Θ2|2dx

+

∫
Ω

e−2u−v

coshw
|∇ψ1|2 + e−2u+v coshw|e−v tanhw∇ψ1 −∇ψ2|2 + e−4u |Υ|2 dx.

(6.3)

This harmonic energy is related to the mass functional (5.22) through an integration by parts. In
particular, on a domain Ω which does not intersect the axes Γ we have

(6.4) IΩ(Ψ) = EΩ(Ψ̃)−
∫
∂Ω

12(h1 + 2U)∂νh1 −
∫
∂Ω

(h2 + 2V )∂νh2,

where I = IR3 = 16M, Ψ = (U, V,W, ζ1, ζ2, χ, ψ1, ψ2), and ν denotes the unit outer normal to the
boundary ∂Ω. Note that since E and I agree up to boundary integrals, they must have the same
critical points. The functional I is referred to as the reduced energy, since it is a regularization in
the sense that the two infinite terms

∫
|∇h1|2 and

∫
cosh2W |∇h2|2, which appear in E, have been

eliminated.
The purpose of the remainder of the paper is to establish a lower bound for the mass functional,

and to compute its value. A critical point and natural candidate minimizer is the map Ψ0 =
(U0, V0,W0, ζ

1
0 , ζ

2
0 , χ0, ψ

1
0, ψ

2
0), the renormalization of the extreme charged Myers-Perry harmonic

map Ψ̃0 = (u0, v0, w0, ζ
1
0 , ζ

2
0 , χ0, ψ

1
0, ψ

2
0) described in Appendix B. In order to establish this map

as the global minimizer, we will employ the basic observation that the target space G2(2)/SO(4) is
nonpositively curved, and hence the harmonic energy is convex along geodesic deformations. The
use of energy convexity to minimize mass related functionals was introduced in [32] and applied in

[2], [26]. The difficulty here is that the harmonic map Ψ̃0 is singular along the axes, and so it is
not clear that convexity of the harmonic energy is inherited by the reduced energy. This difficulty
is typically overcome by adopting a cut-and-paste procedure, whereby portions of a given map near
the axes and the designated asymptotically flat end, are replaced by corresponding parts of the
candidate minimizer with a Lipschitz transition between different regions. In more detail, define
Ωδ,ε = {δ < r < 2/δ; ρ > ε} and Aδ,ε = B2/δ \ Ωδ,ε, where δ, ε > 0 are small parameters and B2/δ is
the ball of radius 2/δ centered at the origin. Given a map Ψ, let Ψδ,ε be the resulting map obtained
from the cut-and-paste procedure so that its components satisfy

supp(Uδ,ε − U0) ⊂ B2/δ,

supp(Vδ,ε − V0,Wδ,ε −W0, ζ
1
δ,ε − ζ1

0 , ζ
2
δ,ε − ζ2

0 , χδ,ε − χ0, ψ
1
δ,ε − ψ1

0, ψ
2
δ,ε − ψ2

0) ⊂ Ωδ,ε.
(6.5)

Consider now a geodesic Ψ̃t
δ,ε in G2(2)/SO(4), t ∈ [0, 1], connecting Ψ̃1

δ,ε = Ψ̃δ,ε to Ψ̃0
δ,ε = Ψ̃0. Then

Ψt
δ,ε ≡ Ψ0 outside B2/δ and

(6.6) (V t
δ,ε,W

t
δ,ε, ζ

1,t
δ,ε , ζ

2,t
δ,ε , χ

t
δ,ε, ψ

1,t
δ,ε, ψ

2,t
δ,ε) ≡ (V0,W0, ζ

1
0 , ζ

2
0 , χ0, ψ

1
0, ψ

2
0) on Aδ,ε,

so that in particular U tδ,ε = U0 + t(Uδ,ε − U0) and V t
δ,ε = V0 on these regions. It is the simple linear

dynamics of U tδ,ε and constancy of V t
δ,ε (in t) which guarantee that the boundary terms of (6.4) do

not obstruct the induced convexity of the renormalized harmonic energy, so that

(6.7)
d2

dt2
I(Ψt

δ,ε) ≥ 2

∫
R3

|∇distG2(2)/SO(4)(Ψδ,ε,Ψ0)|2dx.



18 AGHIL ALAEE, MARCUS KHURI, AND HARI KUNDURI

Moreover, as Ψ0 is a critical point we have

(6.8)
d

dt
I(Ψt

δ,ε)|t=0 = 0.

Hence, by integrating (6.7) a gap lower bound (6.9) is achieved after applying the Gagliardo-
Nirenberg-Sobolev inequality and letting δ, ε → 0. The next sections will be dedicated to verifying
each of steps above to prove the following result.

Theorem 6.1. Suppose that Ψ = (U, V,W, ζ1, ζ2, χ, ψ1, ψ2) is smooth and satisfies the asymptotics
(7.1)-(7.16) with ζi|Γ = ζi0|Γ, i = 1, 2, and χ|Γ = χ0|Γ, then there exists a constant C > 0 such that

(6.9) I(Ψ)− I(Ψ0) ≥ C
(∫

R3

dist6
G2(2)/SO(4)(Ψ,Ψ0)dx

) 1
3

.

7. The Cut-and-Paste Argument

As has already been described, we intend to replace a given map Ψ with a new map Ψδ,ε which
essentially agrees with the renormalized extreme Myers-Perry harmonic map Ψ0 on certain asymp-
totic regimes. In this section we describe this construction in detail, and show that the new maps
may be used to approximate the original in the context of the reduced energy. In order to carry this
out, Ψ must satisfy the appropriate asymptotics which will be recorded below; the asymptotics for
Ψ0 will also be stated. In the expressions for the asymptotics, it may appear that certain derivatives
have extra fall-off than is expected. This is due to the fact that the vector norms employed are taken
with respect to the flat metric δ3 in the cylindrical and nonstandard polar coordinates (3.5).

In what follows, κ > 0 is a fixed small parameter. Let us consider the asymptotically flat end first.
We require that as r →∞ the following decay occurs

(7.1) U, V = O(r−1−κ), W =
√
ρO(r−2−κ), ψ1 =

√
sin θO(r−κ), ψ2 =

√
cos θO(r−κ),

(7.2) |∇U | = O(r−3−κ), |∇V | = O(r−3−κ), |∇W | = ρ−
1
2O(r−2−κ),

(7.3) |∇ψ1| =
√

sin θO(r−2−κ), |∇ψ2| =
√

cos θO(r−2−κ),

(7.4) |∇χ| = ρO(r−3−κ), |∇ζ1| = ρ
√

sin θO(r−2−κ), |∇ζ2| = ρ
√

cos θO(r−2−κ).

Consider now the nondesignated end, in which the asymptotics are broken up into two cases. In the
asymptotically flat case, as r → 0, we require

(7.5) (U + 2 log r), V = O(1), W =
√
ρO(r−1), ψ1 =

√
sin θO(r−1), ψ2 =

√
cos θO(r−1),

(7.6) |∇U | = O(r−2), |∇V | = O(r−2), |∇W | = ρ−
1
2O(r−1),

(7.7) |∇ψ1| =
√

sin θO(r−3), |∇ψ2| =
√

cos θO(r−3),

(7.8) |∇χ| = ρO(r−7+κ), |∇ζ1| = ρ
√

sin θO(r−8+κ), |∇ζ2| = ρ
√

cos θO(r−8+κ).

In the asymptotically cylindrical case, as r → 0, we require

(7.9) (U + log r), V = O(1), W =
√
ρO(r−1), ψ1 =

√
sin θO(1), ψ2 =

√
cos θO(1),

(7.10) |∇U | = O(r−2), |∇V | = O(r−2), |∇W | = ρ−
1
2O(r−1),

(7.11) |∇ψ1| =
√

sin θO(r−2), |∇ψ2| =
√

cos θO(r−2),
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(7.12) |∇χ| = ρO(r−5+κ), |∇ζ1| = ρ
√

sin θO(r−5+κ), |∇ζ2| = ρ
√

cos θO(r−5+κ).

Moreover the asymptotics near the axis, that is, as ρ→ 0 with δ ≤ r ≤ 2
δ , are required to satisfy

(7.13) U, V = O(1), W = O(
√
ρ), ψ1 =

√
sin θO(1), ψ2 =

√
cos θO(1),

(7.14) |∇U | = O(1), |∇V | = O(1), |∇W | = O(ρ−
1
2 ),

(7.15) |∇ψ1| =
√

sin θO(1), |∇ψ2| =
√

cos θO(1),

(7.16) |∇χ| = O(ρ), |∇ζ1| =
√

sin θO(ρ), |∇ζ2| =
√

cos θO(ρ).

It should be observed that these asymptotics guarantee a finite reduced energy, and are satisfied by
the extreme and non-extreme charged Myers-Perry harmonic maps.

In Appendix B the extreme charged Myers-Perry map Ψ0 is described in detail, and from this the
asymptotics may be derived. In the designated asymptotically flat end as r →∞ we find

(7.17) U0, V0 = O(r−2), W0 = ρO(r−6), ψ1
0 = sin2 θO(r−2), ψ2

0 = cos2 θO(r−2),

(7.18) |∇U0| = O(r−4), |∇V0| = O(r−4), |∇W0| = O(r−6),

(7.19) |∇ψ1
0| = sin θO(r−4), |∇ψ2

0| = cos θO(r−4),

(7.20) |∇χ0| = ρO(r−4), |∇ζ1
0 | = ρ sin2 θO(r−4), |∇ζ2

0 | = ρ cos2 θO(r−4).

In the nondesignated end, as r → 0, the geometry is asymptotically cylindrical and the asymptotics
are given by

(7.21) (U0 + log r), V0 = O(1), W0 = ρO(r−2), ψ1
0 = sin2 θO(1), ψ2

0 = cos2 θO(1),

(7.22) |∇U0| = O(r−2), |∇V0| = O(r−2), |∇W0| = O(r−2),

(7.23) |∇ψ1
0| = sin θO(r−2), |∇ψ2

0| = cos θO(r−2),

(7.24) |∇χ0| = ρO(r−4), |∇ζ1
0 | = ρ sin2 θO(r−4), |∇ζ2

0 | = ρ cos2 θO(r−4).

Furthermore when ρ→ 0 with δ ≤ r ≤ 2
δ we have

(7.25) U0, V0 = O(1), W0 = O(ρ), ψ1
0 = sin2 θO(1), ψ2

0 = cos2 θO(1),

(7.26) |∇U0| = O(1), |∇V0| = O(1), |∇W0| = O(1),

(7.27) |∇ψ1
0| = sin θO(1), |∇ψ2

0| = cos θO(1),

(7.28) |∇χ0| = O(ρ), |∇ζ1
0 | = sin2 θO(ρ), |∇ζ2

0 | = cos2 θO(ρ).

Construction of the approximating maps Ψδ,ε, satisfying (6.5), is accomplished with a three step
cut-and-paste procedure inspired from [32], and utilizes the following cut-off functions tailored to the
three asymptotic regimes

(7.29) ϕδ =


1 if r ≤ 1

δ ,

|∇ϕδ| ≤ 2δ2 if 1
δ < r < 2

δ ,

0 if r ≥ 2
δ ,
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(7.30) ϕδ =


0 if r ≤ δ,
|∇ϕδ| ≤ 2

δ2
if δ < r < 2δ,

1 if r ≥ 2δ,

and

(7.31) φε =


0 if ρ ≤ ε,
log(ρ/ε)

log(
√
ε/ε)

if ε < ρ <
√
ε,

1 if ρ ≥
√
ε.

These functions should be Lipschitz and take values in the interval [0, 1].

Lemma 7.1. Set

(7.32) F δ(Ψ) = Ψ0 + ϕδ(Ψ−Ψ0) =: (U δ, V δ,W δ, ζ
1
δ , ζ

2
δ , χδ, ψ

1
δ , ψ

2
δ),

so that F δ(Ψ) = Ψ0 on R3 \B2/δ. Then limδ→0 I(F δ(Ψ)) = I(Ψ).

Proof. Observe that

(7.33) I(F δ(Ψ)) = Ir≤ 1
δ
(F δ(Ψ)) + I 1

δ
<r< 2

δ
(F δ(Ψ)) + Ir≥ 2

δ
(F δ(Ψ)),

and by the dominated convergence theorem (DCT) Ir≤ 1
δ
(F δ(Ψ))→ I(Ψ). Furthermore Ψ0 has finite

reduced energy, which implies that Ir≥ 2
δ
(F δ(Ψ))→ 0. Now write

I 1
δ
<r< 2

δ
(F δ(Ψ)) =

∫
1
δ
<r< 2

δ

12|∇U δ|2︸ ︷︷ ︸
I1

+

∫
1
δ
<r< 2

δ

|∇V δ|2︸ ︷︷ ︸
I2

+

∫
1
δ
<r< 2

δ

|∇W δ|2︸ ︷︷ ︸
I3

+

∫
1
δ
<r< 2

δ

sinh2W δ|∇(V δ + h2)|2︸ ︷︷ ︸
I4

+

∫
1
δ
<r< 2

δ

cos θ

ρ3 sin θ

e−V δ−6Uδ

coshW δ

|Θ1
δ |2︸ ︷︷ ︸

I5

+

∫
1
δ
<r< 2

δ

sin θ

ρ3 cos θ
eV δ−6Uδ coshW δ|Θ

2
δ − e−V δ cot θ tanhW δΘ

1
δ |2︸ ︷︷ ︸

I6

+

∫
1
δ
<r< 2

δ

sin θ

ρ cos θ
eV δ−2Uδ coshW δ|∇ψ

2
δ − e−V δ cot θ tanhW δ∇ψ

1
δ |2︸ ︷︷ ︸

I7

+

∫
1
δ
<r< 2

δ

cos θ

ρ sin θ

e−V δ−2Uδ

coshW δ

|∇ψ1
δ |2︸ ︷︷ ︸

I8

+

∫
1
δ
<r< 2

δ

ρ−2e−4Uδ |Υδ|2︸ ︷︷ ︸
I9

.

(7.34)

A direct computation shows that

(7.35) I1 ≤ C
∫ π

2

0

∫ 2
δ

1
δ

 |∇U |2︸ ︷︷ ︸
O(r−6−2κ)

+ |∇U0|2︸ ︷︷ ︸
O(r−8)

+ (U − U0)2︸ ︷︷ ︸
O(r−2−2κ)

|∇ϕδ|2︸ ︷︷ ︸
O(δ4)

 r5 sin(2θ)drdθ → 0,
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and similar considerations yield I2 → 0 as well as I3 → 0. Moreover, using sinhW δ =
√
ρO(r−2−κ)

produces
(7.36)

I4 ≤
∫ π

2

0

∫ 2
δ

1
δ

ρO(r−4−2κ)

 |∇V |2︸ ︷︷ ︸
O(r−6−2κ)

+ |∇V0|2︸ ︷︷ ︸
O(r−8)

+ |∇h2|2︸ ︷︷ ︸
O(ρ−2)

+ (V − V0)2︸ ︷︷ ︸
O(r−2−2κ)

|∇ϕδ|2︸ ︷︷ ︸
O(δ4)

 r5 sin(2θ)drdθ → 0.

Next observe that (7.3), (7.4), and (7.20) together with (χ−χ0)|Γ = 0, ψi|Γi = 0, and (ζi−ζi0)|Γ =
0, i = 1, 2 give rise to the following estimates for r ∈ [1

δ ,
2
δ ]:

(7.37) |(χ− χ0)(ρ, z, φ)| ≤
∫ ρ

0
|∂ρ(χ− χ0)(ρ̃, z, φ)|dρ̃ = ρ2O(r−3−κ),

(7.38) |ψ1(ρ, z, φ)| ≤
∫ ρ

0
|∂ρψ1(ρ̃, z, φ)|dρ̃ = sin3/2 θO(r−κ),

(7.39) |ψ2(ρ, z, φ)| ≤
∫ ρ

0
|∂ρψ2(ρ̃, z, φ)|dρ̃ = cos3/2 θO(r−κ),

(7.40) |(ζi − ζi0)(ρ, z, φ)| ≤
∫ ρ

0
|∂ρ(ζi − ζi0)(ρ̃, z, φ)|dρ̃ = ρ2O(r−2−κ).

From this we find that

(7.41) |∇ψ1
δ | ≤ |∇ψ1|︸ ︷︷ ︸

√
sin θO(r−2−κ)

+ |∇ψ1
0|︸ ︷︷ ︸

sin θO(r−4)

+ |ψ1 − ψ1
0|︸ ︷︷ ︸

sin3/2 θO(r−κ)

|∇ϕδ|︸ ︷︷ ︸
O(δ2)

=
√

sin θO(r−2−κ),

and similarly

(7.42) |∇ψ2
δ | =

√
cos θO(r−2−κ),

as well as

|Υδ| ≤C

 |∇χ|︸︷︷︸
ρO(r−3−κ)

+ |∇χ0|︸ ︷︷ ︸
ρO(r−4)

+ |χ− χ0|︸ ︷︷ ︸
ρ2O(r−3−κ)

|∇ϕδ|︸ ︷︷ ︸
O(δ2)

+ (|ψ1|+ |ψ1
0|)︸ ︷︷ ︸

sin3/2 θO(r−κ)

(|∇ψ2|+ |∇ψ2
0|)︸ ︷︷ ︸

√
cos θO(r−2−κ)

+ (|ψ2|+ |ψ2
0|)︸ ︷︷ ︸

cos3/2 θO(r−κ)

(|∇ψ1|+ |∇ψ1
0|)︸ ︷︷ ︸

√
sin θO(r−2−κ)

+ (|ψ1|+ |ψ1
0|)︸ ︷︷ ︸

sin3/2 θO(r−κ)

(|ψ2|+ |ψ2
0|)︸ ︷︷ ︸

cos3/2 θO(r−κ)

|∇ϕδ|︸ ︷︷ ︸
O(δ2)


=
√
ρO(r−2−κ),

(7.43)
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|Θ1
δ | ≤C

 |∇ζ1|︸ ︷︷ ︸
ρ
√

sin θO(r−2−κ)

+ |∇ζ1
0 |︸ ︷︷ ︸

ρ sin2 θO(r−4)

+ |ζ1 − ζ1
0 |︸ ︷︷ ︸

ρ2O(r−2−κ)

|∇ϕδ|︸ ︷︷ ︸
O(δ2)

+ (|ψ1|+ |ψ1
0|)︸ ︷︷ ︸

sin3/2 θO(r−κ)

 |∇χ|︸︷︷︸
ρO(r−3−κ)

+ |∇χ0|︸ ︷︷ ︸
ρO(r−4)

+ |χ− χ0|︸ ︷︷ ︸
ρ2O(r−3−κ)

|∇ϕδ|︸ ︷︷ ︸
O(δ2)

+ (|ψ1|+ |ψ1
0|)︸ ︷︷ ︸

sin3/2 θO(r−κ)

(|∇ψ2|+ |∇ψ2
0|)︸ ︷︷ ︸

√
cos θO(r−2−κ)

+ (|ψ2|+ |ψ2
0|)︸ ︷︷ ︸

cos3/2 θO(r−κ)

(|∇ψ1|+ |∇ψ1
0|)︸ ︷︷ ︸

√
sin θO(r−2−κ)

+ (|ψ1|+ |ψ1
0|)︸ ︷︷ ︸

sin3/2 θO(r−κ)

(|ψ2|+ |ψ2
0|)︸ ︷︷ ︸

cos3/2 θO(r−κ)

|∇ϕδ|︸ ︷︷ ︸
O(δ2)




=
√
ρ sin θO(r−1−κ),

(7.44)

and

(7.45) |Θ2
δ | =

√
ρ cos θO(r−1−κ).

Therefore

(7.46) I5 ≤ C
∫ π

2

0

∫ 2
δ

1
δ

cos θ

ρ3 sin θ
|Θ1

δ |2︸ ︷︷ ︸
ρ sin2 θO(r−2−2κ)

r5 sin(2θ)drdθ → 0,

(7.47) I8 ≤ C
∫ π

2

0

∫ 2
δ

1
δ

cos θ

ρ sin θ
|∇ψ1

δ |2︸ ︷︷ ︸
sin θO(r−4−2κ)

r5 sin(2θ)drdθ → 0,

(7.48) I9 ≤ C
∫ π

2

0

∫ 2
δ

1
δ

ρ−2 e−4Uδ︸ ︷︷ ︸
O(1)

|Υδ|2︸ ︷︷ ︸
ρO(r−4−2κ)

r5 sin(2θ)drdθ → 0.

It may be shown in an analogous way that I6 and I7 also converge to zero. �

In the next step of the cut-and-paste argument we consider small balls centered at the origin.

Lemma 7.2. Set

(7.49) Fδ(Ψ) = (U, Vδ,Wδ, ζ
1
δ , ζ

2
δ , χδ, ψ

1
δ , ψ

2
δ )

with

(Vδ,Wδ, ζ
1
δ , ζ

2
δ , χδ, ψ

1
δ , ψ

2
δ ) =(V0,W0, ζ

1
0 , ζ

2
0 , χ0, ψ

1
0, ψ

2
0)

+ ϕδ(V − V0,W −W0, ζ
1 − ζ1

0 , ζ
2 − ζ2

0 , χ− χ0, ψ
1 − ψ1

0, ψ
2 − ψ2

0),

(7.50)

so that except for the first component Fδ(Ψ) agrees with Ψ0 on Bδ. Then limδ→0 I(Fδ(Ψ)) = I(Ψ),
and this also holds in the case that Ψ ≡ Ψ0 outside of B2/δ.

Proof. Observe that

(7.51) I(Fδ(Ψ)) = Ir≤δ(Fδ(Ψ)) + Iδ<r<2δ(Fδ(Ψ)) + Ir≥2δ(Fδ(Ψ)),
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and by the dominated convergence theorem Ir≥2δ(Fδ(Ψ)) = Ir≥2δ(Ψ)→ I(Ψ). Furthermore

Ir≤δ(Fδ(Ψ)) =

∫
r≤δ

12|∇U |2 + |∇V0|2 + |∇W0|2 + sinh2W0|∇(V0 + h2)|2 +
e−6h1−6U−h2−V0

coshW0
|Θ1

0|2

+

∫
r≤δ

e−6h1−6U+h2+V0 coshW0

∣∣∣Θ2
0 − e−h2−V0 tanhW0Θ1

0

∣∣∣2 +
e−2h1−2U−h2−h2−V0

coshW0
|∇ψ1

0|2

+

∫
r≤δ

e−2h1−2U+h2+V0 coshW0|∇ψ2
0 − e−h2−V0 tanhW0∇ψ1

0|2 + e−4h1−4U |Υ0|2,

(7.52)

where all but the first term on the right-hand side may be estimated by the reduced energy of Ψ0

(and therefore converge to zero), since e−U ≤ Ce−U0 near the origin; the first term also converges to
zero by the DCT. Now write

Iδ<r<2δ(Fδ(Ψ)) =

∫
δ<r<2δ

12|∇U |2︸ ︷︷ ︸
I1

+

∫
δ<r<2δ

|∇Vδ|2︸ ︷︷ ︸
I2

+

∫
δ<r<2δ

|∇Wδ|2︸ ︷︷ ︸
I3

+

∫
δ<r<2δ

sinh2Wδ|∇(Vδ + h2)|2︸ ︷︷ ︸
I4

+

∫
δ<r<2δ

cos θ

ρ3 sin θ

e−Vδ−6U

coshWδ
|Θ1

δ |2︸ ︷︷ ︸
I5

+

∫
δ<r<2δ

sin θ

ρ3 cos θ
eVδ−6U coshWδ|Θ2

δ − e−Vδ cot θ tanhWδΘ
1
δ |2︸ ︷︷ ︸

I6

+

∫
δ<r<2δ

sin θ

ρ cos θ
eVδ−2U coshWδ|∇ψ2

δ − e−Vδ cot θ tanhWδ∇ψ1
δ |2︸ ︷︷ ︸

I7

+

∫
δ<r<2δ

cos θ

ρ sin θ

e−Vδ−2U

coshWδ
|∇ψ1

δ |2︸ ︷︷ ︸
I8

+

∫
δ<r<2δ

ρ−2e−4U |Υδ|2︸ ︷︷ ︸
I9

.

(7.53)

We have

(7.54) I2 ≤ C
∫ π

2

0

∫ 2δ

δ

|∇V |2︸ ︷︷ ︸
O(r−4)

+ |∇V0|2︸ ︷︷ ︸
O(r−4)

+ (V − V0)2︸ ︷︷ ︸
O(1)

|∇ϕδ|2︸ ︷︷ ︸
O(δ−4)

 r5 sin(2θ)drdθ → 0,

and similarly for I1 as well as I3. Moreover, using sinhWδ =
√
ρO(r−1) yields

(7.55) I4 ≤ C
∫ π

2

0

∫ 2δ

δ
ρr−2

|∇V |2︸ ︷︷ ︸
O(r−4)

+ |∇V0|2︸ ︷︷ ︸
O(r−4)

+ |∇h2|2︸ ︷︷ ︸
O(ρ−2)

+ (V − V0)2︸ ︷︷ ︸
O(1)

|∇ϕδ|2︸ ︷︷ ︸
O(δ−4)

 r5 sin(2θ)drdθ → 0.

Next observe that (7.7), (7.8), (7.11), (7.12), and (7.24) together with (χ − χ0)|Γ = 0, ψi|Γi = 0,
and (ζi − ζi0)|Γ = 0, i = 1, 2 give rise to the following estimates for r ∈ [δ, 2δ]:

(7.56) |(χ− χ0)(ρ, z, φ)| ≤
∫ ρ

0
|∂ρ(χ− χ0)(ρ̃, z, φ)|dρ̃ =

{
ρ2O(r−7+κ) in the AF case,

ρ2O(r−5+κ) in the AC case,
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(7.57) |ψ1(ρ, z, φ)| ≤
∫ ρ

0
|∂ρψ1(ρ̃, z, φ)|dρ̃ =

{
sin3/2 θO(r−1) in the AF case,

sin3/2 θO(1) in the AC case,

(7.58) |ψ2(ρ, z, φ)| ≤
∫ ρ

0
|∂ρψ2(ρ̃, z, φ)|dρ̃ =

{
cos3/2 θO(r−1) in the AF case,

cos3/2 θO(1) in the AC case,

(7.59) |(ζi − ζi0)(ρ, z, φ)| ≤
∫ ρ

0
|∂ρ(ζi − ζi0)(ρ̃, z, φ)|dρ̃ =

{
ρ2O(r−8+κ) in the AF case,

ρ2O(r−5+κ) in the AC case.

From this we find that

|∇ψ1
δ | ≤ |∇ψ1|︸ ︷︷ ︸

√
sin θO(r−3) AF√
sin θO(r−2) AC

+ |∇ψ1
0|︸ ︷︷ ︸

sin θO(r−2)

+ |ψ1 − ψ1
0|︸ ︷︷ ︸sin3/2 θO(r−1) AF

sin3/2 θO(1) AC

|∇ϕδ|︸ ︷︷ ︸
O(δ−2)

=

{√
sin θO(r−3) in the AF case√
sin θO(r−2) in the AC case

,

(7.60)

and similarly

(7.61) |∇ψ2
δ | =

{√
cos θO(r−3) in the AF case√
cos θO(r−2) in the AC case

,

as well as

|Υδ| ≤ C
(

|∇χ|︸︷︷︸ρO(r−7+κ) AF

ρO(r−5+κ) AC

+ |∇χ0|︸ ︷︷ ︸
ρO(r−4)

+ |χ− χ0|︸ ︷︷ ︸ρ
2O(r−7+κ) AF

ρ2O(r−5+κ) AC

|∇ϕδ|︸ ︷︷ ︸
O(δ−2)

+ (|ψ1|+ |ψ1
0|)︸ ︷︷ ︸sin3/2O(r−1) AF

sin3/2O(1) AC

(|∇ψ2|+ |∇ψ2
0|)︸ ︷︷ ︸

√
cos θO(r−3) AF√
cos θO(r−2) AC

+ (|ψ2|+ |ψ2
0|)︸ ︷︷ ︸cos3/2O(r−1) AF

cos3/2O(1) AC

(|∇ψ1|+ |∇ψ1
0|)︸ ︷︷ ︸

√
sin θO(r−3) AF√
sin θO(r−2) AC

+ (|ψ1|+ |ψ1
0|)︸ ︷︷ ︸sin3/2O(r−1) AF

sin3/2O(1) AC

(|ψ2|+ |ψ2
0|)︸ ︷︷ ︸cos3/2O(r−1) AF

cos3/2O(1) AC

|∇ϕδ|︸ ︷︷ ︸
O(δ−2)

)

=

{√
ρO(r−6+κ) in the AF case
√
ρO(r−4+κ) in the AC case

,

(7.62)
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|Θ1
δ | ≤ C

[
|∇ζ1|︸ ︷︷ ︸ρ

√
sin θO(r−8+κ) AF

ρ
√

sin θO(r−5+κ) AC

+ |∇ζ1
0 |︸ ︷︷ ︸

ρ sin2 θO(r−4)

+ |ζ1 − ζ1
0 |︸ ︷︷ ︸ρ

2O(r−8+κ) AF

ρ2O(r−5+κ) AC

|∇ϕδ|︸ ︷︷ ︸
O(δ−2)

+ (|ψ1|+ |ψ1
0|)︸ ︷︷ ︸sin3/2 θO(r−1) AF

sin3/2 θO(1) AC

(
|∇χ|︸︷︷︸ρO(r−7+κ) AF

ρO(r−5+κ) AC

+ |∇χ0|︸ ︷︷ ︸
ρO(r−4)

+ |χ− χ0|︸ ︷︷ ︸ρ
2O(r−7+κ) AF

ρ2O(r−5+κ) AC

|∇ϕδ|︸ ︷︷ ︸
O(δ−2)

+ (|ψ1|+ |ψ1
0|)︸ ︷︷ ︸sin3/2O(r−1) AF

sin3/2O(1) AC

(|∇ψ2|+ |∇ψ2
0|)︸ ︷︷ ︸

√
cos θO(r−3) AF√
cos θO(r−2) AC

+ (|ψ2|+ |ψ2
0|)︸ ︷︷ ︸cos3/2O(r−1) AF

cos3/2O(1) AC

(|∇ψ1|+ |∇ψ1
0|)︸ ︷︷ ︸

√
sin θO(r−3) AF√
sin θO(r−2) AC

+ (|ψ1|+ |ψ1
0|)︸ ︷︷ ︸sin3/2O(r−1) AF

sin3/2O(1) AC

(|ψ2|+ |ψ2
0|)︸ ︷︷ ︸cos3/2O(r−1) AF

cos3/2O(1) AC

|∇ϕδ|︸ ︷︷ ︸
O(δ−2)

)]

=

{√
ρ sin θO(r−7+κ) in the AF case
√
ρ sin θO(r−4+κ) in the AC case

,

(7.63)

and

(7.64) |Θ2
δ | =

{√
ρ cos θO(r−7+κ) in the AF case
√
ρ cos θO(r−4+κ) in the AC case

.

Therefore

(7.65) I5 ≤ C
∫ π

2

0

∫ 2δ

δ

cos θ

ρ3 sin θ

e−Vδ−6U

coshWδ︸ ︷︷ ︸O(r12) AF

O(r6) AC

|Θ1
δ |2︸ ︷︷ ︸ρ sin2 θO(r−14+2κ) AF

ρ sin2 θO(r−8+2κ) AC

r5 sin(2θ)drdθ → 0,

(7.66) I8 ≤ C
∫ π

2

0

∫ 2δ

δ

cos θ

ρ sin θ

e−Vδ−2U

coshWδ︸ ︷︷ ︸O(r4) AF

O(r2) AC

|∇ψ1
δ |2︸ ︷︷ ︸sin θO(r−6) AF

sin θO(r−4) AC

r5 sin(2θ)drdθ → 0,

(7.67) I9 ≤ C
∫ π

2

0

∫ 2δ

δ
ρ−2 e−4U︸ ︷︷ ︸O(r8) AF

O(r4) AC

|Υδ|2︸ ︷︷ ︸ρO(r−12+2κ) AF

ρO(r−8+2κ) AC

r5 sin(2θ)drdθ → 0.

It may be shown in an analogous way that I6 and I7 also converge to zero. �
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Lastly we treat the asymptotic regimes near the axes Γ and away from the origin. For this purpose
it will be useful to define the domains

(7.68) Cδ,ε = {ρ ≤ ε} ∩ {δ ≤ r ≤ 2/δ}, Wδ,ε = {ε ≤ ρ ≤
√
ε} ∩ {δ ≤ r ≤ 2/δ}.

Lemma 7.3. Set

(7.69) Gε(Ψ) = (U, Vε,Wε, ζ
1
ε , ζ

2
ε , χε, ψ

1
ε , ψ

2
ε)

with

(Vε,Wε, ζ
1
ε , ζ

2
ε , χε, ψ

1
ε , ψ

2
ε) = (V0,W0, ζ

1
0 , ζ

2
0 , χ0, ψ

1
0, ψ

2
0)

+ φε(V − V0,W −W0, ζ
1 − ζ1

0 , ζ
2 − ζ2

0 , χ− χ0, ψ
1 − ψ1

0, ψ
2 − ψ2

0),
(7.70)

so that except for the first component Gε(Ψ) coincides with Ψ0 when ρ ≤ ε. Fix δ > 0 and suppose
that except for the first component Ψ agrees with Ψ0 on Bδ, then limε→0 I(Gε(Ψ)) = I(Ψ). This
also holds if Ψ ≡ Ψ0 outside B2/δ.

Proof. Observe that

(7.71) I(Gε(Ψ)) = ICδ,ε(Gε(Ψ)) + IWδ,ε
(Gε(Ψ)) + IR3\(Cδ,ε∪Wδ,ε)(Gε(Ψ)).

Using the fact that except for the first component Ψ agrees with Ψ0 on Bδ, together with the DCT
and finite energy of Ψ0, shows IR3\(Cδ,ε∪Wδ,ε)(Gε(Ψ))→ I(Ψ). Furthermore

ICδ,ε(Gε(Ψ)) =

∫
Cδ,ε

12|∇U |2 + |∇V0|2 + |∇W0|2 + sinh2W0|∇(V0 + h2)|2 +
e−6h1−6U−h2−V0

coshW0
|Θ1

0|2

+

∫
Cδ,ε

e−6h1−6U+h2+V0 coshW0

∣∣∣Θ2
0 − e−h2−V0 tanhW0Θ1

0

∣∣∣2 +
e−2h1−2U−h2−h2−V0

coshW0
|∇ψ1

0|2

+

∫
Cδ,ε

e−2h1−2U+h2+V0 coshW0|∇ψ2
0 − e−h2−V0 tanhW0∇ψ1

0|2 + e−4h1−4U |Υ0|2,

(7.72)

where all but the first term on the right-hand side may be estimated by the reduced energy of Ψ0

(and therefore converge to zero), since e−U ≤ Ce−U0 near the origin; the first term also converges to
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zero by the DCT. Now write

IWδ,ε
(Gε(Ψ)) =

∫
Wδ,ε

12|∇U |2︸ ︷︷ ︸
I1

+

∫
Wδ,ε

|∇Vε|2︸ ︷︷ ︸
I2

+

∫
Wδ,ε

|∇Wε|2︸ ︷︷ ︸
I3

+

∫
Wδ,ε

sinh2Wε|∇(Vε + h2)|2︸ ︷︷ ︸
I4

+

∫
Wδ,ε

cos θ

ρ3 sin θ

e−Vε−6U

coshWε
|Θ1

ε|2︸ ︷︷ ︸
I5

+

∫
Wδ,ε

sin θ

ρ3 cos θ
eVε−6U coshWε|Θ2

ε − e−Vε cot θ tanhWεΘ
1
ε|2︸ ︷︷ ︸

I6

+

∫
Wδ,ε

sin θ

ρ cos θ
eVε−2U coshWε|∇ψ2

ε − e−Vε cot θ tanhWε∇ψ1
ε |2︸ ︷︷ ︸

I7

+

∫
Wδ,ε

cos θ

ρ sin θ

e−Vε−2U

coshWε
|∇ψ1

ε |2︸ ︷︷ ︸
I8

+

∫
Wδ,ε

ρ−2e−4U |Υε|2︸ ︷︷ ︸
I9

.

(7.73)

We have

(7.74) I2 ≤ C
∫ 3/δ

δ/2

∫ √ε
ε

|∇V |2︸ ︷︷ ︸
O(1)

+ |∇V0|2︸ ︷︷ ︸
O(1)

+ (V − V0)2︸ ︷︷ ︸
O(1)

|∇φε|2︸ ︷︷ ︸
O((ρ log ε)−2)

 ρdρd|z| → 0,

and similarly for I1 and I3. Moreover, using sinhWε = O(
√
ρ) yields

(7.75) I4 ≤ C
∫ 3/δ

δ/2

∫ √ε
ε

ρ

|∇V |2︸ ︷︷ ︸
O(1)

+ |∇V0|2︸ ︷︷ ︸
O(1)

+ |∇h2|2︸ ︷︷ ︸
O(ρ−2)

+ (V − V0)2︸ ︷︷ ︸
O(1)

|∇φε|2︸ ︷︷ ︸
O((ρ log ε)−2)

 ρdρd|z| → 0.

Next observe that (7.15), (7.16), and (7.28) together with (χ−χ0)|Γ = 0, ψi|Γi = 0, and (ζi−ζi0)|Γ =
0, i = 1, 2 give rise to the following estimates on Wδ,ε:

(7.76) |(χ− χ0)(ρ, z, φ)| ≤
∫ ρ

0
|∂ρ(χ− χ0)(ρ̃, z, φ)|dρ̃ = O(ρ2),

(7.77) |ψ1(ρ, z, φ)| ≤
∫ ρ

0
|∂ρψ1(ρ̃, z, φ)|dρ̃ = sin3/2 θO(1),

(7.78) |ψ2(ρ, z, φ)| ≤
∫ ρ

0
|∂ρψ2(ρ̃, z, φ)|dρ̃ = cos3/2 θO(1),

(7.79) |(ζi − ζi0)(ρ, z, φ)| ≤
∫ ρ

0
|∂ρ(ζi − ζi0)(ρ̃, z, φ)|dρ̃ = O(ρ2).

From this we find that

(7.80) |∇ψ1
ε | ≤ |∇ψ1|︸ ︷︷ ︸

√
sin θO(1)

+ |∇ψ1
0|︸ ︷︷ ︸

sin θO(1)

+ |ψ1 − ψ1
0|︸ ︷︷ ︸

sin3/2 θO(1)

|∇φε|︸ ︷︷ ︸
O(|ρ log ε|−1)

=
√

sin θ

(
O(1) +

O(| log ε|−1)

cos θ

)
,
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and similarly

(7.81) |∇ψ2
ε | =

√
cos θ

(
O(1) +

O(| log ε|−1)

sin θ

)
,

as well as

|Υε| ≤C

|∇χ|︸︷︷︸
O(ρ)

+ |∇χ0|︸ ︷︷ ︸
O(ρ)

+ |χ− χ0|︸ ︷︷ ︸
O(ρ2)

|∇φε|︸ ︷︷ ︸
O(|ρ log ε|−1)

+ (|ψ1|+ |ψ1
0|)︸ ︷︷ ︸

sin3/2 θO(1)

(|∇ψ2|+ |∇ψ2
0|)︸ ︷︷ ︸

√
cos θO(1)

+ (|ψ2|+ |ψ2
0|)︸ ︷︷ ︸

cos3/2 θO(1)

(|∇ψ1|+ |∇ψ1
0|)︸ ︷︷ ︸

√
sin θO(1)

+ (|ψ1|+ |ψ1
0|)︸ ︷︷ ︸

sin3/2 θO(1)

(|ψ2|+ |ψ2
0|)︸ ︷︷ ︸

cos3/2 θO(1)

|∇φε|︸ ︷︷ ︸
O(|ρ log ε|−1)


=O(
√
ρ),

(7.82)

|Θ1
ε| ≤C

 |∇ζ1|︸ ︷︷ ︸
√

sin θO(ρ)

+ |∇ζ1
0 |︸ ︷︷ ︸

sin2 θO(ρ)

+ |ζ1 − ζ1
0 |︸ ︷︷ ︸

O(ρ2)

|∇φε|︸ ︷︷ ︸
O(|ρ log ε|−1)

+ (|ψ1|+ |ψ1
0|)︸ ︷︷ ︸

sin3/2 θO(1)

|∇χ|︸︷︷︸
O(ρ)

+ |∇χ0|︸ ︷︷ ︸
O(ρ)

+ |χ− χ0|︸ ︷︷ ︸
O(ρ2)

|∇φε|︸ ︷︷ ︸
O(|ρ log ε|−1)

+ (|ψ1|+ |ψ1
0|)︸ ︷︷ ︸

sin3/2 θO(1)

(|∇ψ2|+ |∇ψ2
0|)︸ ︷︷ ︸

√
cos θO(1)

+ (|ψ2|+ |ψ2
0|)︸ ︷︷ ︸

cos3/2 θO(1)

(|∇ψ1|+ |∇ψ1
0|)︸ ︷︷ ︸

√
sin θO(1)

+ (|ψ1|+ |ψ1
0|)︸ ︷︷ ︸

sin3/2 θO(1)

(|ψ2|+ |ψ2
0|)︸ ︷︷ ︸

cos3/2 θO(1)

|∇φε|︸ ︷︷ ︸
O(|ρ log ε|−1)




=

(√
sin θ + | log ε|−1 +

sin θ√
cos θ

| log ε|−1

)
O(ρ),

(7.83)

and

(7.84) |Θ2
ε| =

(√
cos θ + | log ε|−1 +

cos θ√
sin θ

| log ε|−1

)
O(ρ).

Therefore
(7.85)

I5 ≤ C
∫ 3/δ

δ/2

∫ √ε
ε

cos θ

ρ3 sin θ

e−Vε−6U

coshWε︸ ︷︷ ︸
O(1)

|Θ1
ε|2︸ ︷︷ ︸(

sin θ+(log ε)−2+ sin2 θ
cos θ

(log ε)−2
)
O(ρ2)

ρdρd|z| = O(| log ε|−1)→ 0,

(7.86) I8 ≤ C
∫ 3/δ

δ/2

∫ √ε
ε

cos θ

ρ sin θ

e−Vε−2U

coshWε︸ ︷︷ ︸
O(1)

|∇ψ1
ε |2︸ ︷︷ ︸

sin θ
(
O(1)+

O((log ε)−2)

cos2 θ

) ρdρd|z| = O(| log ε|−1)→ 0,

(7.87) I9 ≤ C
∫ 3/δ

δ/2

∫ √ε
ε

ρ−2 e−4Uε︸ ︷︷ ︸
O(1)

|Υε|2︸ ︷︷ ︸
O(ρ)

ρdρd|z| = O(
√
ε)→ 0.

It may be shown in an analogous way that I6 and I7 also converge to zero. �
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Consider now the composition of the three cut-and-paste operations defined above, namely

(7.88) Ψδ,ε = Gε
(
Fδ
(
F δ(Ψ)

))
.

Taken together, the previous three lemmas prove the following approximation result.

Proposition 7.4. Let ε� δ � 1 and suppose that Ψ satisfies the hypotheses of Theorem 6.1. Then
Ψδ,ε satisfies (6.5) and

(7.89) lim
δ→0

lim
ε→0
I(Ψδ,ε) = I(Ψ).

8. Proof of the Gap Bound: Theorem 6.1

Consider the geodesic in G2(2)/SO(4) connecting Ψ̃0 to Ψ̃δ,ε as described in section 6, and denote

it by Ψ̃t
δ,ε. Since Ψδ,ε satisfies (6.5), we have U tδ,ε = U0 + t(Uδ,ε −U0) and V t

δ,ε = V0 on Aδ,ε. Observe
that

(8.1)
d2

dt2
I(Ψt

δ,ε) =
d2

dt2
IΩδ,ε(Ψ

t
δ,ε)︸ ︷︷ ︸

I1

+
d2

dt2
IAδ,ε(Ψ

t
δ,ε)︸ ︷︷ ︸

I2

.

Then convexity of the harmonic energy implies

I1 =
d2

dt2
EΩδ,ε(Ψ̃

t
δ,ε)−

d2

dt2

∫
∂Ωδ,ε∩∂Aδ,ε

12 [h1 + 2(U0 + t(Uδ,ε − U0))] ∂νh1

− d2

dt2

∫
∂Ωδ,ε∩∂Aδ,ε

(h2 + V0)∂νh2

≥2

∫
Ωδ,ε

|∇distG2(2)/SO(4)(Ψδ,ε,Ψ0)|2,

(8.2)

and the fact that distG2(2)/SO(4)(Ψδ,ε,Ψ0) =
√

12|Uδ,ε − U0| on Aδ,ε yields

I2 =

∫
Aδ,ε

24|∇(Uδ,ε − U0)|2 + 36(Uδ,ε − U0)2 e
−6h1−6Utδ,ε−h2−V0

coshW0
|Θ1

0|2

+

∫
Aδ,ε

36(Uδ,ε − U0)2e−6h1−6Utδ,ε+h2+V0 coshW0|e−h2−V0 tanhW0Θ1
0 −Θ2

0|2

+

∫
Aδ,ε

4(Uδ,ε − U0)2e−2h1−2Utδ,ε+h2+V0 coshW0|e−h2−V0 tanhW0∇ψ1
0 −∇ψ2

0|2

+

∫
Aδ,ε

4(Uδ,ε − U0)2

(
e−2h1−2Utδ,ε−h2−V0

coshW0
|∇ψ1

0|2 + 4e−4h1−4Utδ,ε |Υ0|2
)

≥2

∫
Aδ,ε
|∇distG2(2)/SO(4)(Ψδ,ε,Ψ0)|2,

(8.3)

as long as interchanging d2

dt2
and the integral in (8.3) is justified. In order to show that this is the

case, it is enough to prove that each of the terms in (8.3) is uniformly integrable. First note that Uδ,ε
and U0 have square integrable derivatives on R3, and thus the first term satisfies the desired property.
All remaining terms may be treated similarly to the second term, which we now examine. Clearly
uniform integrability will hold if (Uδ,ε − U0)2e−6t(Uδ,ε−U0) is uniformly bounded in Aδ,ε = Cδ,ε ∪ Bδ,
as the entire second term would then be dominated by the reduced energy of Ψ0. We have that U
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and U0 are bounded on Cδ,ε, and |Uδ,ε − U0| ≤ C| log r| on Bδ. Moreover, since r6t(log r)2 remains
uniformly bounded for 0 < t0 < t ≤ 1, where t0 6= 0 is arbitrarily small, the desired result follows
away from t = 0. Therefore, combining (8.2) and (8.3) establishes (6.7) for t ∈ (0, 1].

The next task at hand is to prove (6.8) for Ψδ,ε, which will follow from the harmonic map equations
for Ψ0 (see Appendix B). Fix ε0 < ε and δ0 < δ and consider

(8.4)
d

dt
I(Ψt

δ,ε) =
d

dt
IΩδ0,ε0

(Ψt
δ,ε)︸ ︷︷ ︸

I3

+
d

dt
IAδ0,ε0 (Ψt

δ,ε)︸ ︷︷ ︸
I4

.

Note that we may interchange t-derivatives and integration when t ∈ (0, 1], for reasons that are
analogous to those outlined above. Thus, applying the harmonic map equations for Ψ0, and the fact
that d

dtΨ
t
δ,ε|t=0 = (Uδ,ε − U0)∂u on Aδ0,ε0 , implies that for t small

(8.5) I3 = O(t)−
∫
∂Bδ0

24(Uδ,ε − U0)∂νU0 −
∫
∂Cδ0,ε0

24(Uδ,ε − U0)∂νU0.

Furthermore, since U tδ,ε = U0 + t(Uδ,ε − U0) and

(8.6)
d

dt
V t
δ,ε =

d

dt
W t
δ,ε =

d

dt
ζ1,t
δ,ε =

d

dt
ζ2,t
δ,ε =

d

dt
χtδ,ε =

d

dt
ψ1,t
δ,ε =

d

dt
ψ2,t
δ,ε = 0 on Aδ0,ε0 ,

we have

I4 =O(t) +

∫
Aδ0,ε0

24∇U0 · ∇(Uδ,ε − U0)− 6(Uδ,ε − U0)
e−6h1−6Utδ,ε−h2−V0

coshW0
|Θ1

0|2

−
∫
Aδ0,ε0

6(Uδ,ε − U0)e−6h1−6Utδ,ε+h2+V0 coshW0|e−h2−V0 tanhW0Θ1
0 −Θ2

0|2

−
∫
Aδ0,ε0

2(Uδ,ε − U0)e−2h1−2Utδ,ε+h2+V0 coshW0|e−h2−V0 tanhW0∇ψ1
0 −∇ψ2

0|2

−
∫
Aδ0,ε0

2(Uδ,ε − U0)

(
e−2h1−2Utδ,ε−h2−V0

coshW0
|∇ψ1

0|2 + 2e−4h1−4Utδ,ε |Υ0|2
)
.

(8.7)

Now observe that

(8.8)

∣∣∣∣∣∣∣
∫
∂Bδ0

(Uδ,ε − U)︸ ︷︷ ︸
O(| log δ0|)

∂νU0︸ ︷︷ ︸
O(δ−2

0 )

∣∣∣∣∣∣∣ ≤ C| log δ0|δ2
0 → 0 and

∣∣∣∣∣∣∣
∫
∂Cδ0,ε0

(Uδ,ε − U)︸ ︷︷ ︸
O(1)

∂νU0︸ ︷︷ ︸
O(1)

∣∣∣∣∣∣∣ ≤ Cε0 → 0

allow an integration by parts in (8.7), from which we obtain I3 + I4 = O(t) after using the harmonic
map equation for U0 together with the fact that Aδ0,ε0 = Bδ0 ∪ Cδ0,ε0 . It follows that (6.8) holds for
Ψδ,ε.

Now combine (6.7) and (6.8) to find

I(Ψδ,ε)− I(Ψ0) ≥ 2

∫
R3

|∇ distG2(2)/SO(4)(Ψδ,ε,Ψ0)|2dx

≥ C
(∫

R3

dist6
G2(2)/SO(4)(Ψδ,ε,Ψ0)dx

) 1
3

,

(8.9)
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where the second line arises from the Gagliardo-Nirenberg-Sobolev inequality. By the triangle in-
equality

(
distG2(2)/SO(4)(Ψδ,ε,Ψ)− distG2(2)/SO(4)(Ψ,Ψ0)

)6
− dist6

G2(2)/SO(4)(Ψ,Ψ0)

≤dist6
G2(2)/SO(4)(Ψδ,ε,Ψ0)− dist6

G2(2)/SO(4)(Ψ,Ψ0)

≤
(

distG2(2)/SO(4)(Ψδ,ε,Ψ) + distG2(2)/SO(4)(Ψ,Ψ0)
)6
− dist6

G2(2)/SO(4)(Ψ,Ψ0).

(8.10)

Therefore if

(8.11) lim
δ→0

lim
ε→0

∫
R3

dist6
G2(2)/SO(4)(Ψδ,ε,Ψ)dx = 0,

then the proof of Theorem 6.1 will be complete in light of Proposition 7.4. By the triangle inequality

distG2(2)/SO(4)(Ψδ,ε,Ψ)

≤distG2(2)/SO(4)((Uδ,ε, Vδ,ε,Wδ,ε, ζ
1
δ,ε, ζ

2
δ,ε, χδ,ε, ψ

1
δ,ε, ψ

2
δ,ε), (U, Vδ,ε,Wδ,ε, ζ

1
δ,ε, ζ

2
δ,ε, χδ,ε, ψ

1
δ,ε, ψ

2
δ,ε))

+ distG2(2)/SO(4)((U, Vδ,ε,Wδ,ε, ζ
1
δ,ε, ζ

2
δ,ε, χδ,ε, ψ

1
δ,ε, ψ

2
δ,ε), (U, V,Wδ,ε, ζ

1
δ,ε, ζ

2
δ,ε, χδ,ε, ψ

1
δ,ε, ψ

2
δ,ε))

+ · · ·+ distG2(2)/SO(4)((U, V,W, ζ
1, ζ2, χ, ψ1, ψ2

δ,ε), (U, V,W, ζ
1, ζ2, χ, ψ1, ψ2))

≤C
[
|U − Uδ,ε|+ |V − Vδ,ε|+ |W −Wδ,ε|+ e−3U−3h1

(
e−

1
2V−

1
2h2 |ζ1 − ζ1

δ,ε|+ e
1
2V+

1
2h2 |ζ2 − ζ2

δ,ε|
)]

+ Ce−3U−3h1

(
e−

1
2V−

1
2h2(|ψ1|+ |ψ1

0|) + e
1
2V+

1
2h2(|ψ2|+ |ψ2

0|)
)
|χ− χδ,ε|

+ Ce−3U−3h1

(
(|ψ1|+ |ψ1

0|)(|ψ2|+ |ψ2
0|)e

−1
2V−

1
2h2 + (|ψ2|+ |ψ2

0|)2e
1
2V+

1
2h2

)
|ψ1 − ψ1

δ,ε|

+ Ce−3U−3h1

(
(|ψ1|+ |ψ1

0|)2e−
1
2V−

1
2h2 + (|ψ1|+ |ψ1

0|)(|ψ2|+ |ψ2
0|)e

1
2V+

1
2h2

)
|ψ2 − ψ2

δ,ε|

+ Ce−2U−2h1
(
|χ− χδ,ε|+ (|ψ2|+ |ψ2

0|)|ψ1 − ψ1
δ,ε|+ (|ψ1|+ |ψ1

0|)|ψ2 − ψ2
δ,ε|
)

+ Ce−U−h1
(
e−

1
2V−

1
2h2 |ψ1 − ψ1

δ,ε|+ e
1
2V+

1
2h2 |ψ2 − ψ2

δ,ε|
)
,

(8.12)

where it was used that distances between points of G2(2)/SO(4) are dominated by the length of
connecting coordinate lines.

Each term on the right-hand side of (8.12) involves the difference of a component of Ψ with the
corresponding component of Ψδ,ε. Since such expressions vanish outside of the domains R3 \ B1/δ,
B2δ, and Cδ,√ε, it is sufficient to estimate integrals on these three regions. Below we carry this out



32 AGHIL ALAEE, MARCUS KHURI, AND HARI KUNDURI

for a single term only, as the rest may be verified in a similar manner. Consider

∫
R3

e−18U−18h1
(

(|ψ1|+ |ψ1
0|)6(|ψ2|+ |ψ2

0|)6e−3V−3h2 + (|ψ1|+ |ψ1
0|)12e3V+3h2

)
|ψ1 − ψ1

δ,ε|6dx

≤C

(∫
R3\B1/δ

+

∫
Cδ,√ε

+

∫
B2δ

e−18U

ρ9

cos3 θ

sin3 θ
(|ψ1|+ |ψ1

0|)6(|ψ2|+ |ψ2
0|)6|ψ1 − ψ1

δ,ε|6
)

+ C

(∫
R3\B1/δ

+

∫
Cδ,√ε

+

∫
B2δ

e−18U

ρ9

sin3 θ

cos3 θ
(|ψ2|+ |ψ2

0|)12|ψ1 − ψ1
δ,ε|6

)
.

(8.13)

Observe that (7.17), (7.21), (7.38), (7.39), (7.57), and (7.58) imply that as δ → 0 we have
(8.14)∫

R3\B1/δ

e−18U

ρ9︸ ︷︷ ︸
O(ρ−9)

cos3 θ

sin3 θ
(|ψ1|+ |ψ1

0|)6︸ ︷︷ ︸
sin9 θO(r−6κ)

(|ψ2|+ |ψ2
0|)6︸ ︷︷ ︸

cos9 θO(r−6κ)

+
sin3 θ

cos3 θ
(|ψ2|+ |ψ2

0|)12︸ ︷︷ ︸
cos18 θO(r−12κ)

 |ψ1 − ψ1
δ,ε|6︸ ︷︷ ︸

sin9 θO(r−6κ)

→ 0,

and ∫
B2δ

e−18U

ρ9︸ ︷︷ ︸ρ
−9O(r36) in the AF case

ρ−9O(r18) in the AC case

cos3 θ

sin3 θ
(|ψ1|+ |ψ1

0|)6(|ψ2|+ |ψ2
0|)6|ψ1 − ψ1

δ,ε|6︸ ︷︷ ︸sin18 θ cos9 θO(r−18) in the AF case

sin18 θ cos9 θO(1) in the AC case

+

∫
B2δ

e−18U

ρ9︸ ︷︷ ︸ρ
−9O(r36) in the AF case

ρ−9O(r18) in the AC case

sin3 θ

cos3 θ
(|ψ2|+ |ψ2

0|)12|ψ1 − ψ1
δ,ε|6︸ ︷︷ ︸cos18 θ sin9 θO(r−18) in the AF case

cos18 θ sin9 θO(1) in the AC case

→ 0.

(8.15)

Furthermore (7.25), (7.77), and (7.78) yield

(8.16)

∫
Cδ,√ε

e−18U

ρ9︸ ︷︷ ︸
O(ρ−9)

cos3 θ

sin3 θ
(|ψ1|+ |ψ1

0|)6︸ ︷︷ ︸
sin9 θO(1)

(|ψ2|+ |ψ2
0|)6︸ ︷︷ ︸

cos9 θO(1)

+
sin3 θ

cos3 θ
(|ψ2|+ |ψ2

0|)12︸ ︷︷ ︸
cos18 θO(1)

 |ψ1 − ψ1
δ,ε|6︸ ︷︷ ︸

sin9 θO(1)

→ 0

as ε → 0. As mentioned above, all remaining terms of (8.12) may be treated similarly; it follows
that (8.11) holds.

9. Proof of the Main Result: Theorem 1.1

We may assume that Q = |Q| by replacing E with −E if necessary. If such a replacement is made,
then a change in orientation is also required so that ?→ −? which preserves the constraint equation
(2.19); the change of orientation does not affect the sign of Q since both ? and the integral change
signs. Having chosen an orientation to fix the sign of the charge, and in particular the direction
of rotation for the Killing fields η(l), we are not able to simultaneously guarantee the signs of the
angular momenta Jl. In this case the proof below will yield (1.7). Alternatively, we may assume
without loss of generality that Jl = |Jl|, l = 1, 2 by replacing η(l) with −η(l) if necessary, but cannot
simultaneously guarantee the sign of Q. In this situation, the proof presented below will yield (1.8).
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If ab+q = 0, then we may take a perturbation of the initial data to achieve ab+q 6= 0 while at the
same time preserving all the hypotheses of the theorem. Thus, establishing the inequality (1.7) and
(1.8) under the condition ab+ q 6= 0, as is done below, also yields the desired result when ab+ q = 0
by letting the perturbation converge to zero. Let us now assume that ab+ q 6= 0, so that there is an
extreme charged Myers-Perry black hole solution yielding the harmonic map Ψ̃0 which satisfies the
asymptotics (7.17)-(7.28). As mentioned in the introduction, the nonvanishing of ab+q is required in
order to have a proper black hole arising from the extreme charged Myers-Perry family; if ab+q = 0,
then the corresponding extreme charged Myers-Perry solution has a naked singularity, and such
data do not satisfy the appropriate asymptotics. In Appendix A it is shown that the hypotheses
concerning the asymptotics of the initial data (M, g, k, E,B), imply that (U, V,W, ζ1, ζ2, χ, ψ1, ψ2)
satisfy the asymptotics (7.1)-(7.16). Therefore Theorem 6.1 may be applied, and the mass-angular
momentum-charge inequality (1.7) follows from (5.14), (6.9), and the fact that

(9.1) M(Ψ0) =
27π

8

(J1 + J2)2(
2M(Ψ0) +

√
3Q
)2 +

√
3Q.

Next consider the situation when equality is achieved in (1.7) or (1.8), again with ab + q 6= 0.
Then by (5.14) and (6.9) we have

(9.2) µSG = 0, Aiρ,z = Aiz,ρ, i = 1, 2, E(e3) = E(e4) = 0,

(9.3) B(ei, ej) = B(e3, e3) = B(e3, e4) = B(e4, e4) = 0, i, j 6= 3, 4,

(9.4) k(ei, ej) = k(e3, e3) = k(e3, e4) = k(e4, e4) = 0, i, j 6= 3, 4,

and

(9.5) (U, V,W, ζ1, ζ2, χ, ψ1, ψ2) = (U0, V0,W0, ζ
1
0 , ζ

2
0 , χ0, ψ

1
0, ψ

2
0).

Observe that (5.9) and (9.2)-(9.5) produce

R =16πµSG + |k|2 +
1

2
|E|2 +

1

4
|B|2

=
e−8U0−2α+2 log r

2ρ2
λij0 Θi

0 ·Θ
j
0 +

e−6U0−2α+2 log r

2ρ2
|Υ0|2 +

e−4U0−2α+2 log r

2
λij0 ∇ψ

i
0 · ∇ψ

j
0

=e2(α0−α)R0,

(9.6)

where R0 and α0 are associated with the extreme charged Myers-Perry solution. Furthermore, from
the basic formula for the scalar curvature of Brill data (5.10), along with (9.2) and (9.5) we find

e2U+2α−2 log rR =− 6∆U0 − 2∆ρ,zα− 6|∇U0|2 +
det∇λ0

2ρ2

=e2U0+2α0−2 log rR0 + 2∆ρ,z(α0 − α).

(9.7)

This shows that ∆ρ,z(α0 − α) = 0. Moreover (α0 − α)|Γ = 0 since there are no conical singularities
on the axes (3.17), and (α0 − α)→ 0 as r →∞. Hence, by the maximum principle α = α0.

In order to establish that (M, g) is isometric to the canonical slice of the extreme charged Myers-
Perry black hole, note that according to (9.2) the 1-forms Aiρdρ+ Aizdz, i = 1, 2 are closed, thereby
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yielding potentials satisfying ∂ρf
i = Aiρ and ∂zf

i = Aiz, i = 1, 2. Now change coordinates by

φ̃i = φi + f i(ρ, z) so that the metric becomes

(9.8) g =
e2U0+2α0

2
√
ρ2 + z2

(dρ2 + dz2) + e2U0(λ0)ijdφ̃
idφ̃j ,

and g ∼= g0. Finally (4.23), (4.25), (4.26), (9.2)-(9.5), and α = α0 show that k, E, and B agree
with their counterparts in the canonical slice of the extreme charged Myers-Perry spacetime, and in
particular the non-electromagnetic linear momentum vanishes JSG = 0. �

Appendix A. Relations Between Asymptotics

In order to apply Theorem 6.1 in the proof of Theorem 1.1, it is necessary to show that the
asymptotics (3.7)-(3.16) of the initial data (M, g, k, E,B), imply that the resulting harmonic map
data (U, V,W, ζ1, ζ2, χ, ψ1, ψ2) satisfy the asymptotics (7.1)-(7.16). The purpose of this appendix is
to establish this fact. Note that the asymptotics of U are given directly, and those of V and W come
from (5.16). Moreover, the asymptotics of the potentials arise from those of |E|g, |B|g, and |k|g, in
the following way. First observe that (4.21) implies

(A.1)
∑
i=1,2

|∇ψi| =
∑
i=1,2

(|∂ρψi|2 + |∂zψi|2)1/2 ≤ Cr−1ρe2U+α
∑
i=1,2

(
|B(θ1, θi+2)|+ |B(θ2, θi+2)|

)
,

and

(A.2)
∑
l=1,2

λijB(θl, θi+2)B(θl, θj+2) ≤ |B|2g,

so that the asymptotics of ψ1 and ψ2 may be obtained from those of |B|g. Using this we find the
asymptotics for χ in terms of those for |E|g, since (4.25) yields

|∇χ| =(|∂ρχ|2 + |∂zχ|2)1/2

≤C
[
r−1ρe3U+α(|E(e1)|+ |E(e2)|) + (|ψ1|+ |ψ2|)(|∇ψ1|+ |∇ψ2|)

]
,

(A.3)

and in addition

(A.4) |E(e1)|2 + |E(e2)|2 ≤ |E|2g.

Lastly, with (4.26) the asymptotics for the potentials ζ1 and ζ2 may be derived from

(A.5) |∇ζi| =
(
|∂ρζi|2 + |∂zζi|2

) 1
2 ≤ Cr−1ρe4U+α (|k(e1, ei+2)|+ |k(e2, ei+2)|) ,

and

(A.6)
∑
l=1,2

λijk(el, ei+2)k(el, ej+2) ≤ |k|2g.

In conclusion, the asymptotics for Brill data produce the following asymptotics for the corresponding
harmonic map data. As r →∞ the following decay occurs

(A.7) U, V = O(r−1−κ), W = ρO(r−5−κ), ψ1 = sin θO(r−κ), ψ2 = cos θO(r−κ),

(A.8) |∇U | = O(r−3−κ), |∇V | = O(r−3−κ), |∇W | = O(r−5−κ),

(A.9) |∇ψ1| = sin θO(r−2−κ), |∇ψ2| = cos θO(r−2−κ),

(A.10) |∇χ| = ρO(r−3−κ), |∇ζ1| = ρ sin θO(r−2−κ), |∇ζ2| = ρ cos θO(r−2−κ).
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Consider now the nondesignated end, in which the asymptotics are broken up into two cases. In the
asymptotically flat case, as r → 0, we have

(A.11) U = −2 log r +O(1), W = ρO(r−
1
2

+κ), ψ1 = sin θO(rκ), ψ2 = cos θO(rκ),

(A.12) |∇U | = O(r−2), r−2|V |+ |∇V | = O(r−1+κ), |∇W | = O(r−1/2+κ),

(A.13) |∇ψ1| = sin θO(r−2+κ), |∇ψ2| = cos θO(r−2+κ),

(A.14) |∇χ| = ρO(r−5+κ), |∇ζ1| = ρ sin θO(r−6+κ), |∇ζ2| = ρ cos θO(r−6+κ).

In the asymptotically cylindrical case, as r → 0, we have

(A.15) U = − log r +O(1), W = ρO(r−2), ψ1 = sin θO(r2+κ), ψ2 = cos θO(r2+κ),

(A.16) |∇U | = O(r−2), r−2|V |+ |∇V | = O(r−1+κ), |∇W | = O(r−2),

(A.17) |∇ψ1| = sin θO(rκ), |∇ψ2| = cos θO(rκ),

(A.18) |∇χ| = ρO(r−2+κ), |∇ζ1| = ρ sin θO(r−2+κ), |∇ζ2| = ρ cos θO(r−2+κ).

Moreover the asymptotics near the axis, that is, as ρ→ 0 with δ ≤ r ≤ 2
δ , are given by

(A.19) U, V = O(1), W = O(ρ), ψ1 = sin θO(ρ), ψ2 = cos θO(ρ),

(A.20) |∇U | = O(1), |∇V | = O(1), |∇W | = O(1),

(A.21) |∇ψ1| = sin θO(1), |∇ψ2| = cos θO(1),

(A.22) |∇χ| = O(ρ), |∇ζ1| = sin θO(ρ), |∇ζ2| = cos θO(ρ).

Appendix B. The Charged Myers-Perry Black Hole in 5D Minimal Supergravity

Consider 5-dimensional minimal supergravity with action (2.1). The charged Myers-Perry solution
[7] may be interpreted as a natural generalization of the Kerr-Newman black hole to 5 dimensions.
In Boyer-Lindquist coordinates the charged Myers-Perry metric takes the form

− dt2 − 2q

Σ

(
dt− a sin2 θdφ1 − b cos2 θdφ2

) (
b sin2 θdφ1 + a cos2 θdφ2

)
+

mΣ− q2

Σ2

(
dt− a sin2 θdφ1 − b cos2 θdφ2

)2
+
r̃2Σ

∆
dr̃2 + Σdθ2

+
(
r̃2 + a2

)
sin2 θ(dφ1)2 +

(
r̃2 + b2

)
cos2 θ(dφ2)2,

(B.1)

where

(B.2) Σ = r̃2 + b2 sin2 θ + a2 cos2 θ, ∆ =
(
r̃2 + a2

) (
r̃2 + b2

)
+ q2 + 2abq −mr̃2.

The gauge field which defines the field strength F = dA is given by

(B.3) A =

√
3q

Σ

(
dt− a sin2 θdφ1 − b cos2 θdφ2

)
.

Notice that there are four parameters (m, a, b, q) that characterize each solution. These parameters
represent the mass, angular momenta, and charge through the formulae

m =
3

8
πm, J1 =

2am+
√

3Qb

3
, J2 =

2bm+
√

3Qa

3
, Q =

√
3πq

4
.(B.4)
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The black hole is extreme if m = 2q + (a+ b)2, and in this case

(B.5)
(

2m+
√

3Q
)2 (

m−
√

3Q
)

=
27π

8
(J1 + J2)2 := J ,

from which one may solve for the mass to find

m =
3Q2

2

(
J + 3

√
3Q3 +

√
J 2 + 6

√
3JQ3

)−1/3

+
1

2

(
J + 3

√
3Q3 +

√
J 2 + 6

√
3JQ3

)1/3

.

(B.6)

Horizons are located at the roots of ∆ and are given by

(B.7) r̃± = ±

√√√√√m− a2 − b2 +

√[
m + 2q − (a− b)2

] [
m− 2q − (a+ b)2

]
2

,

whereas spacetime singularities for nonvanishing a and b with |a| 6= |b| are found at the roots of
Σ. Moreover this spacetime exhibits an orthogonally transitive isometry group R × U(1)2, where
U(1)2 represents the rotational symmetry generated by ∂φi , i = 1, 2, and R gives the time translation
symmetry.

Consider now the metric on a constant time slice. We will focus on the exterior region r̃ > r̃+,
with the remaining variables taking values θ ∈ (0, π/2) and φi ∈ (0, 2π), i = 1, 2. In this domain a
new radial coordinate r ∈ (0,∞) may be defined by

(B.8) r̃2 = r2 +
1

2

(
m− a2 − b2

)
+

[
m + 2q − (a− b)2

] [
m− 2q − (a+ b)2

]
16r2

, m 6= 2q + (a+ b)2,

(B.9) r̃2 = r2 + ab+ q, m = 2q + (a+ b)2.

It turns out that the right-hand side of (B.8) has a critical point at the horizon, and that on either
side of this surface are isometric copies of the outer region. The purpose of the new coordinates
(r, θ, φ1, φ2) is to put the spatial metric in Brill form

(B.10) g =
Σ

r2

(
dr2 + r2dθ2

)
+ Λijdφ

idφj ,

where

Λ11 =
a
[
a
(
mΣ− q2

)
+ 2bqΣ

]
Σ2

sin4 θ + (r̃2 + a2) sin2 θ,(B.11)

Λ12 =
ab
(
mΣ− q2

)
+ (a2 + b2)qΣ

Σ2
sin2 θ cos2 θ,(B.12)

Λ22 =
b
[
b
(
mΣ− q2

)
+ 2aqΣ

]
Σ2

cos4 θ + (r̃2 + b2) cos2 θ.(B.13)

The cylindrical version of Brill coordinates arises from the typical transformation ρ = 1
2r

2 sin(2θ),

z = 1
2r

2 cos(2θ), and in this setting the metric becomes

(B.14) g =
e2U+2α

2
√
ρ2 + z2

(dρ2 + dz2) + e2Uλijdφ
idφj ,
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with

(B.15) e2U =

√
det Λ

ρ
, e2α =

ρΣ

r2
√

det Λ
, λij =

ρ√
det Λ

Λij .

In order to extract the electric field E = ιnF and magnetic 2-form field B = ιn ?5 F , note that if
h =

√
−gtt then the unit normal to a constant time slice is n = −h−1dt, and also

(B.16)
√

det g =
r̃hΣ sin 2θ

2
.

Thus, we find that

(B.17) E =

√
3q

hΣ2

[
2
r̃(∆ +mr̃2 − abq − q2)

∆
dr̃ − (a2 − b2) sin 2θdθ

]
.

The explicit expression for the magnetic 2-form B is fairly complicated, but the Hodge dual is more
natural and is given by

?B =
2
√

3aqr sin2 θ

Σ2
dr ∧ dφ1 +

2
√

3bqr cos2 θ

Σ2
dr ∧ dφ2

−
√

3aq(a2 + r2) sin 2θ

Σ2
dθ ∧ dφ1 +

√
3bq(b2 + r2) sin 2θ

Σ2
dθ ∧ dφ2.

(B.18)

The potentials may be derived as follows. Write A = Atdt+Aidφ
i, then

(B.19) dψi = ιη(i)F = ιη(i)dA = Lη(i)A− dιη(i)A = −dAi
and so

(B.20) ψ1 = −A1 =

√
3aq sin2 θ

Σ
, ψ2 = −A2 =

√
3bq cos2 θ

Σ
.

Further computations yield the remaining potentials

(B.21) χ = −
√

3q sin2 θ +

√
3q(a2 − b2) sin2 θ cos2 θ

Σ
,

and

ζ1 =
(am + bq)(cos 4θ − 4 cos 2θ)

8
− 2(a2 − b2)(2aq2 + 2(am + bq)Σ) cos2 θ sin4 θ

4Σ2
,

ζ2 =− (bm + aq)(cos 4θ + 4 cos 2θ)

8
− 2(a2 − b2)(2bq2 + 2(bm + aq)Σ) cos4 θ sin2 θ

4Σ2
.

(B.22)

From the explicit expressions above, we may calculate the asymptotics in the non-extreme case.
As r →∞ the following decay occurs

(B.23) U, V = O(r−2), W = ρO(r−6), ψ1 = sin2 θO(r−4), ψ2 = cos2 θO(r−4),

(B.24) |∇U | = O(r−4), |∇V | = O(r−4), |∇W | = O(r−6),

(B.25) |∇ψ1| = sin θO(r−5), |∇ψ2| = cos θO(r−5),

(B.26) |∇χ| = ρO(r−4), |∇ζ1| = ρ sin2 θO(r−4), |∇ζ2| = ρ cos2 θO(r−4).

In the nondesignated asymptotically flat end case, as r → 0, we have

(B.27) U = −2 log r +O(1), W = ρO(r2), ψ1 = sin2 θO(r2), ψ2 = cos2 θO(r2),

(B.28) |∇U | = O(r−2), r−2|V |+ |∇V | = O(1), |∇W | = O(r2),
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(B.29) |∇ψ1| = sin θO(1), |∇ψ2| = cos θO(1),

(B.30) |∇χ| = ρO(r−4), |∇ζ1| = ρ sin2 θO(r−4), |∇ζ2| = ρ cos2 θO(r−4).

Furthermore the asymptotics near the axis, that is, as ρ→ 0 with δ ≤ r ≤ 2
δ , are given by

(B.31) U, V = O(1), W = O(ρ), ψ1 = sin2 θO(1), ψ2 = cos2 θO(1),

(B.32) |∇U | = O(1), |∇V | = O(1), |∇W | = O(1),

(B.33) |∇ψ1| = sin θO(1), |∇ψ2| = cos θO(1),

(B.34) |∇χ| = O(ρ), |∇ζ1| = sin2 θO(ρ), |∇ζ2| = cos2 θO(ρ).

Asymptotics for the extreme charged Myers-Perry solution are recorded in (7.17)-(7.28).
Lastly we state the Euler-Lagrange equations satisfied by the the extreme charged Myers-Perry

harmonic map Ψ̃0 : R3 \ Γ→ G2(2)/SO(4), namely

12∆u+
3e−6u−v

coshw
|Θ1|2 + 3e−6u+v coshw|e−v tanhwΘ1 −Θ2|2 +

e−2u−v

coshw
|∇ψ1|2

+e−2u+v coshw|e−v tanhw∇ψ1 −∇ψ2|2 + 2e−4uΥ2 = 0,

2 div
(
cosh2w∇v

)
+ e−6u coshw

{
e−v|Θ1|2 − ev|Θ2|2

}
+e−2u coshw

{
e−v|∇ψ1|2 − ev|∇ψ2|2

}
= 0,

−2∆w + sinh 2w|∇v|2 − 2e−2u coshw
{
δ3(∇ψ1,∇ψ2) + e−4uδ3(Θ1,Θ2)

}
+e−6u sinhw

{
e−v|Θ1|2 + ev|Θ2|2

}
+ e−2u sinhw

{
e−v|∇ψ1|2 + ev|∇ψ2|2

}
= 0,

div
(
e−6u−v coshwΘ1 − e−6u sinhwΘ2

)
= 0,

div
(
e−6u+v coshwΘ2 − e−6u sinhwΘ1

)
= 0,

div
{
e−6u coshw

(
e−vΘ1ψ1 + evΘ2ψ2

)
− e−6u sinhw

(
Θ2ψ1 + Θ1ψ2

)
+ e−4uΥ

}
= 0,

div
{
e−6uψ1ψ2

(
sinhwΘ2 − e−v coshwΘ1

)
+ (ψ2)2e−6u

(
sinhwΘ1 − ev coshwΘ2

)
+3
√

3e−2u
(
e−v coshw∇ψ1 − sinhw∇ψ2

)
− 3e−4uψ2Υ

}
+e−6uδ3

((
3
√

3∇χ+
(
2ψ1∇ψ2 − ψ2∇ψ1

))
,
(
sinhwΘ2 − e−v coshwΘ1

))
+e−6uδ3(ψ2∇ψ2, (sinhwΘ1 − ev coshwΘ2))− 3e−4uδ3(∇ψ2,Υ) = 0,

div
{
e−6uψ1ψ2

(
sinhwΘ1 − ev coshwΘ2

)
+ (ψ1)2e−6u

(
e−v coshwΘ1 − sinhwΘ2

)
−3
√

3e−2u
(
sinhw∇ψ1 − ev coshw∇ψ2

)
+ 3e−4uψ1Υ

}
+e−6uδ3

((
3
√

3∇χ+
(
ψ1∇ψ2 − 2ψ2∇ψ1

))
,
(
sinhwΘ1 − ev coshwΘ2

))
+e−6uδ3(ψ1∇ψ1, (e−v coshwΘ1 − sinhwΘ2)) + 3e−4uδ3(∇ψ1,Υ) = 0.

(B.35)

Appendix C. Spacetime Construction of Potentials and Charges

In Section 4 potentials for the electromagnetic field, as well as the angular momentum, were
constructed from the initial data perspective. Here we show how the same potentials arise from the
spacetime point of view. We do not assume stationarity, but do impose the spacetime field equations



RELATING MASS TO ANGULAR MOMENTUM AND CHARGE 39

(2.2) and (2.3). Consider the two magnetic 1-forms B(i) = −ιη(i)F , i = 1, 2. Since dF = 0 and η(i) is

a Killing field, Cartan’s formula (D.10) implies that these forms are closed

(C.1) dB(i) = ιη(i)dF − Lη(i)F = 0.

Assuming that the spacetime is simply connected, there then exist magnetic potentials such that
B(i) = dψi, i = 1, 2. Now consider the electric 1-form

(C.2) E = −ιη(1)ιη(2) ?5 F,

which vanishes on any axis of rotation where some linear combination of the η(i) vanish. This satisfies

(C.3) dE = −ιη(1)ιη(2)dS,

where S is defined from the Maxwell equations

(C.4) d (?5F − S) = 0, S = − 1√
3
A ∧ F.

Therefore

(C.5) dE = dσ, σ =
1√
3

(ψ1dψ2 − ψ2dψ1),

showing the existence of an electric potential with dχ = E − σ. Finally we show how to construct
the charged twist potentials, which encode angular momentum. Consider the twist 1-forms

(C.6) ω(i) = ?5(η(1) ∧ η(2) ∧ dη(i)), i = 1, 2.

By the Frobenius theorem these 1-forms represent the obstruction to integrability of the distribution
orthogonal to the 2-planes spanned by η(1) and η(2), and in addition they satisfy

(C.7) dω(i) = 2 ? (η(1) ∧ η(2) ∧ Ric(η(i)))

where Ric denotes the spacetime Ricci tensor. Then a computation [27] utilizing the Einstein equa-
tions shows that

(C.8) dω(i) = E ∧ B(i) = d

[
ψi
(
dχ+

1

3
√

3
(ψ1dψ2 − ψ2dψ1)

)]
.

It follows that twist potentials exist such that

(C.9) dζi = ωi − ψi
(
dχ+

1

3
√

3
(ψ1dψ2 − ψ2dψ1)

)
.

In 3 + 1-dimensional Einstein-Maxwell theory, one may integrate the closed 2-forms F and ?F
over 2-cycles which enclose an asymptotically flat end, in order to obtain an appropriate definition
of total magnetic and electric charge, respectively. In 4 + 1-dimensional minimal supergravity, F is
still closed, however there are no 2-cycles which enclose an asymptotically flat end, and thus there is
no natural notion of total magnetic charge. If the spacetime possesses nontrivial 2-cycles then one
may integrate F over these surfaces in order to obtain a notion of quasi-local magnetic charge. These
surfaces are often referred to as bubbles supported by magnetic flux [29], but play no role in the
current paper. On the other hand, there is a natural notion of total electric charge in 5-dimensional
minimal supergravity, however it is not obtain by integrating ?5F , as this form is no longer closed.
Rather, total electric charge is obtain by integrating ?5F + 1√

3
A∧F over a nontrivial 3-cycle, as this

form is closed in light of the minimal supergravity equations.



40 AGHIL ALAEE, MARCUS KHURI, AND HARI KUNDURI

Appendix D. Conventions and Formulas for Forms

On an n-dimensional manifold let

(D.1) ω =
1

p!
ωi1···ipe

i1 ∧ · · · ∧ eip

be a p-form, where ωi1···ip is an antisymmetric covariant p-tensor and ei, i = 1, . . . , n form a basis
for the cotangent space. If α is a q-form then the wedge product of these two forms is a p+ q-form
given by

(D.2) (ω ∧ α)i1···ipj1·jq =
(p+ q)!

p!q!
ω[i1···ipαj1···jp],

where for any tensor T its antisymmetric part is

(D.3) T[i1···ip] =
1

p!

(
Ti1···ip + even permutations− odd permutations

)
.

The exterior derivative of ω produces a p+ 1-form

(D.4) (dω)i1···ip+1 = (p+ 1)∂[i1ωi2···ip+1],

and the Hodge star operation is expressed in component form by

(D.5) (?ω)j1···jn−p =
1

p!
ε

i1···ip
j1···jn−p ωi1···ip .

For a metric with t negative eigenvalues we have

(D.6) ? ? ω = (−1)p(n−p)+tω,

and

(D.7) (?d ? ω)i1···ip−1 = (−1)p(n−p+1)+t+1∇lωli1···ip−1 .

A useful formula for contracting volume forms is

(D.8) εi1···in−pl1···lpεj1···jn−pl1···lp = (−1)tp!(n− p)!δi1···in−pj1···jn−p ,

where

(D.9) δ
i1···iq
j1···jq = δ

[i1
[j1
· · · δiq ]jq ].

If X is a vector field then Cartan’s formula is

(D.10) LXw = dιXω + ιXdω,

where ι denotes the interior product

(D.11) (ιXω)i1···ip−1 = Xjωji1···ip−1 ,

which also satisfies

(D.12) ιX(ω ∧ α) = (ιXω) ∧ α+ (−1)pω ∧ (ιXα).
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